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EDITORIAL

Preface

Michiharu Wada1,2

Published online: 12 January 2016
© Springer International Publishing Switzerland 2016

The 6th International Conference on Trapped Charged Particles and Fundamental Physics
(TCP2014) took place at Kagawa International Hall in Sunport Takamatsu Symbol Tower
of Takamatsu city on the Japanese island of Shikoku during December 1–5, 2014, and was
hosted by the RIKEN Nishina Center for Accelerator-based Science. The conference was
the latest in a series of very successful meetings beginning in Lysekil (Sweden) in 1994
and continued in Asilomar (USA) in 1998, Wildbad Kürth (Germany) in 2002, Parksville
(Canada) in 2006, and Saariselkä (Finland) in 2010. The 2014 meeting followed the theme
of previous events by being close to the ocean and being isolated in a remote place to keep
the participants together.

We would remind you that right after the last meeting in Finland, many participants
were stranded in Helsinki for a week due to the Icelandic volcano explosion. No aircrafts
were operated within the entirety of Europe. This disaster made us aware of the power of
nature. Following this incident, the Great East-Japan Earthquake struck on March 11, 2011.
The quakes and following Tsunami, and the accident in the nuclear power plants, hurt citi-
zens in Japan and changed people’s minds significantly. We scientists were also concerned
as to whether we could continue fundamental research that required big budgets and large
power consumption. Nuclear physicists were even criticized, although nuclear engineering
and nuclear physics are totally different fields. If we take a deep look at history, however,
nuclear fuel was synthesized by the r-process in the universe, which is one of the major sub-
jects of our physics today, and atomic energy is the most important social application born
from nuclear physics. We nuclear physicists, however, cannot escape from original sin for
opening Pandora’s box. We therefore worked as best we could as radiation workers with
expertise in nuclear physics to help deal with the aftermath of the disaster. Although our
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M. Wada

contributions were very limited in such a nuclear crisis, we hoped for swift recovery from
the tragedy. Thanks to the great efforts of a variety of people—those involved in manage-
ment of the plants, decontamination of wide areas within Tohoku, control of agricultural
products, medical service for citizen, and so on—we could avoid the worst scenario of the
disaster. It allowed us to continue research activities and, thus, to organize the TCP2014
conference in late 2014.

Prior to the conference, a school (TCP school) for young researchers was organized
during November 28–29, 2014, at the Nishina Hall of RIKEN, where inspiring lectures
were given by S. Ulmer, R. Thompson, R. Hayano, H. Katori, V. Dzuba, Yu. Litvinov, and
W. Nörtershäuser. About 60 participants enrolled in the school, half of whom went also to
Takamatsu.

The conference was structured into nine sessions, covering the topics of Anti-Hydrogen,
Ion Traps for HCI, Storage Rings, Application of Particle Trapping, Fundamental Inter-
actions and Symmetries, Quantum and QED Effects, and Precision Spectroscopy and
Frequency Standards. Each topic consisted of a keynote talk, invited talks and contributed
talks. Many new developments and exciting results were presented in these sessions.

The conference started on Monday morning with a warm welcome by H. En’yo, the
director of RIKEN Nishina Center. The first scientific session was initiated with a keynote
talk by Y. Yamazaki, providing a review of anti-matter science. Since the last conference,
the topic of Anti-Hydrogen advanced the most; anti-hydrogen was routinely synthesized
and the competition is now focused on the precision spectroscopy of anti-matter. The Stor-
age Ring sessions had two keynote talks, with Yu. Litvinov discussing large magnetic rings
and H. Schmidt discussing small electrostatic rings. H. Wollnik reviewed the history of
mass spectrometers in the Application of Particle Trapping session. In this session, many
advanced features of Penning trap mass spectrometers were presented and newly available
multi-reflection time-of-flight mass spectrographs at three different laboratories (RIKEN,
CERN, and GSI) were also introduced. Such spectrographs were also under preparation at
TRIUMF, MSU, ANL and IBS. Various studies on highly charged ions were discussed in
the Ion Traps for HCI session. A highlight of this session was a sympathetically cooled HCI
crystal in a linear Paul trap presented by O. Versalato. It could become a next-generation
frequency standard as well as a platform for research in physics beyond the standard model.
D. Leibfried gave a lecture on basics of quantum information processing in the Quantum
and QED Effect session. Since NNP2014 (International Workshop on Non Neutral Plasma
2014) was held at the same time and location, a joint session was held on Wednesday
morning, where E. Cornell gave the keynote talk on electron EDM studies with molecu-
lar ions. Several other talks on the topics of Anti-Hydrogen and Precision Spectroscopy
and Frequency Standard were presented as well. Topics on Fundamental Interactions and
Symmetries had several invited talks; some of them even used neutral particles. In total, 45
invited talks and 23 oral presentations were presented. In addition, a well-attended poster
session was held on Monday evening. Among 29 posters, poster awards were given to four
young participants: A. Gurierrez, J. Tarlton, F. Arai, and C. Funayama.

Overall, the conference was quite successful. Steady advances from the previous confer-
ence were seen for all topics. It is suitable to declare that the TCP conference series remains
the flagship conference of these fields. During the conference, an International Advisory
Committee (IAC) meeting was held to discuss the next TCP conference, which will be held
in 2018. It was decided that it will take place in USA and be hosted by Michigan State

xii
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University. At this point we would like to thank the members of the IAC for their help in
putting together the program of the conference.

It must be noted that the volume of these proceedings is small, with only 23 papers,
while 94 contributions were presented in the conference. It is unfortunate, however, that the
motivation for writing such proceedings is diminishing. Some organizations even prohibit
their employees to submit proceedings due to possible overlaps with parts of their original
papers. This kind of infringement becomes more serious today. On this basis, we think it is
time to seriously discuss whether or not proceedings are needed.

Acknowledgments We would like to thank the main sponsors, Kagawa Prefecture, Takamatsu Conven-
tion & Visitors Bureau (TCVB) and RIKEN Nishina Center for Accelerator-Based Science for organizing
the conference as well as for financial support. In particular, the contributions of Y. Sato of TCVB were
indispensable for coordination in Takamatsu. Additional financial support from CANBERRA Industries Inc.,
FUJIKIN Corp., NEC Tokin Corp., OPTIMA Co. Ltd., p-ban.com Corp., REPIC Corp., Tokyo Electronics
Co. Ltd., Spectra-Physics Co. Ltd., and Thorlabs Japan Inc. were also appreciated. The local conference
team (M. Wada, P. Schury, Y. Ichikawa, Y. Ito, and S. Naimi) was very well supported by the secretaries, N.
Kiyama and E. Isogai.
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Abstract The experimental achievements and the results obtained so far with the LPCTrap
device installed at GANIL are presented. The apparatus is dedicated to the study of the weak
interaction at low energy by means of precise measurements of the β−ν angular correlation
parameter in nuclear β decays. So far, the data collected with three isotopes have enabled
to determine, for the first time, the charge state distributions of the recoiling ions, induced
by shakeoff process. The analysis is presently refined to deduce the correlation parameters,
with the potential of improving both the constraint deduced at low energy on exotic tensor
currents (6He1+) and the precision on the Vud element of the quark-mixing matrix (35Ar1+
and 19Ne1+) deduced from the mirror transitions dataset.

Keywords Ion trapping · Correlation in nuclear β–decay · Test of weak interaction ·
Shakeoff process

Proceedings of the 6th International Conference on Trapped Charged Particles and Fundamental
Physics (TCP 2014), Takamatsu, Japan, 1-5 December 2014

� E. Liénard
lienard@lpccaen.in2p3.fr

1 LPC CAEN, ENSICAEN, Université de Caen, CNRS/IN2P3, Caen, France

2 Instituut voor Kern- en Stralingsfysica, KU Leuven, 3001 Leuven, Belgium

3 GANIL, CEA/DSM-CNRS/IN2P3, Caen, France
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1 Introduction

Correlation measurements in nuclear β decays enable to probe the structure of the weak
interaction, complementarily to high energy physics experiments [1, 2]. In particular, the
study of the angular correlation between the two leptons gives access to the parameter aβν

sensitive to the existence of exotic currents, scalar or tensor, beyond the V − A structure of
the Standard Model (SM). This parameter depends quadratically on the coupling constants
associated to the different currents considered in the weak interaction. In the frame of the
SM, for allowed nuclear decays it is given by:

aβν = 1 − ρ2/3

1 + ρ2

where ρ = CAMGT

CV MF
is the mixing ratio of the transition, CA and CV are the coupling con-

stants associated to the axial-vector and vector currents respectively, MF and MGT are the
Fermi (F ) and Gamow-Teller (GT) nuclear matrix elements. As a consequence, aβν equals
1 (−1/3) for a pure F (GT) transition. Any deviation from these values would imply either
a departure from the allowed approximation or the presence of new physics beyond the SM.
However, the distribution of events also depends on the Fierz term, b, which arises from
the interference between exotic and standard currents and is therefore null in the SM. This
particularity enables to consider that the effective parameter that is determined in a β − ν

angular correlation experiment is actually [3]:

ãβν = aβν/

(
1 +

〈
b

m

Ee

〉)

where the brackets <> mean a weighted average over the measured part of the β spectrum,
m and Ee are respectively the mass and the total energy of the β particle.

The first candidate studied with LPCTrap at GANIL was 6He [4], which is an ideal
case to probe the tensor components. Until now only one experiment, performed in 1963,
has reached a relative precision at the level of 1 % (1σ ) in this decay, yielding aβν =
−0.3308(30) [5, 6]. This result contributed significantly to fix the current limits on tensor
contributions deduced from the correlation measurements performed at low energy [3].

For mirror transitions, the measurement of aβν also allows for a precise determination
of the mixing ratio ρ. This parameter, combined with precise half-life, branching ratio
and masses, can be used to compute the Vud element of the Cabibbo-Kobayashi-Maskawa
quark-mixing matrix [7]:

V 2
ud = 4.794 × 10−5

(F t1/2)G
2
F |MF |2 (1 + �R)

(
1 + fA

fV
ρ2

) (1)

where F t1/2 is the corrected f t-value of the transition, GF is the Fermi coupling constant,
�R is a transition-independent radiative correction and fA (fV ) is the statistical rate func-
tion computed for the GT (F ) component. In the T = 1/2 mirror transitions [8], the mixing
ratio is always the least known parameter [9]. In the case of 35Ar and 19Ne, all parameters
involved in the determination of Vud , except ρ, are presently known with relative preci-
sions below the 10−4 level. Accurate correlation measurements in their decays would then
enable to significantly improve the current value of Vud deduced from the mirror transitions
database [7]: Vud = 0.9719(17), which is a factor of 10 less precise than the result deduced
from the pure F transitions [10]. 35Ar and 19Ne are two species also studied with LPCTrap
[11].
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Table 1 Performances of LPCTrap during the last experiments with 6He, 35Ar and 19Ne (see text for details)

Beam Ibeam Buffer εLPCTrap Trapped radio- Ncoinc

(year of exp.) (pps) gas cycle = 200 ms active ions/cycle

6He1+ (2010) 1.5 × 108 H2 5 × 10−4 1.5 × 104 1.2 × 106

35Ar1+ (2012) 3.5 × 107 He 4 × 10−3 2.5 × 104 1.5 × 106

19Ne1+ (2013) 2.5 × 108 He 9 × 10−4 4.5 × 104 1.3 × 105

Ibeam is the beam intensity at the entrance of LPCTrap; the buffer gas is used in the RFQ and the measurement
trap to cool the ions; εLPCTrap is the transmission efficiency of LPCTrap

In all experiments performed in the past, aβν was always deduced from the distribution
of a kinematic parameter of the recoiling daughter ion (RI), since the ν detection is not
efficient. Because of the very low kinetic energy of the RI, traps offer an ideal environ-
ment to confine the radioactive source and to ensure minimal disturbance for the RI motion
[12–16]. The central element of LPCTrap is a transparent Paul trap [17], allowing the detec-
tion in coincidence of the β particle and the RI. The setup is installed at the low energy
beam line, LIRAT, of the GANIL/SPIRAL facility.

2 Performances of LPCTrap

At GANIL, the low energy radioactive beams delivered to LPCTrap are provided by the
SPIRAL ECR source with a typical energy dispersion of 20 eV at 10 keV kinetic energy. A
radio-frequency quadrupole cooler buncher (RFQCB) is then used to reduce the beam emit-
tance and to produce ion bunches. The RFQCB is connected to the transparent Paul trap by
a short line with dedicated beam optics and diagnostics. A telescope made of a double-sided
silicon strip detector and a thick plastic scintillator is used to detect the β particles while
the RI’s are detected in coincidence thanks to a micro-channel plates position sensitive sys-
tem. The detectors are set in a back-to-back configuration, combining the highest statistics
and the better sensitivity to a tensor component. The LPCTrap setup is described in detail
in [11, 14] and references therein. Some important features are summarized here:

– The trigger of an event is given by the detection of a particle in the β telescope. Then
many parameters are measured, such as the RI time-of-flight (ToF), the positions of the
two particles, the trap RF and the timestamp of the decay in the measurement cycle. The
set of distributions enables to reduce the background and to fix and control systematic
parameters of the experiment during the off-line analysis.

– The current version of the setup contains a recoil ToF spectrometer which allows the
separation of the different charge states of the RI, due to the shakeoff process. This
spectrometer makes LPCTrap a unique setup to measure the charge state distribution of
the RI after the β decay of singly charged ions.

– Until now, a measurement cycle of 200 ms (100 ms in the first experiment [14]) was
used: an ion bunch is extracted and sent to the Paul trap each 200 ms. Actually the ions
are kept in the trap during 160 ms and then extracted to measure the background during
the remaining 40 ms, which is thus controlled continuously during the experiment.

The performances of LPCTrap are summarized in Table 1, for the last experiments per-
formed with 6He, 35Ar and 19Ne. The last column (Ncoinc) gives the number of “good”
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74.6 (1.0) %

17.3 (0.4) %

5.7 (0.2) %
1.7 (0.2) %

< 1 %

Fig. 1 ToF distribution of the 35Cl RI resulting from 35Ar1+ decay

coincidences accumulated in some days, which includes a complete detection of the two
particles (energy and position) when the ion cloud in the trap is at equilibrium (a buffer gas
is injected in the trap to cool the ions), and the subtraction of the remaining background.
This number also depends on many parameters such as the geometrical detection efficiency
(4.5×10−4), the emission anisotropy of the β ′s and the RI in the decay, the rate of recoil neu-
trals. The lower statistics for 19Ne is due to the long half-life and several technical problems
on the beam production encountered during the experiment.

3 Results

3.1 The charge state distributions

The RI spectrometer of LPCTrap has enabled to determine for the first time the experimen-
tal value of the shakeoff probability in the decay of 6He1+ ions [18]. This system, with
one single electron, is an ideal case to test the sudden approximation commonly used in the
theoretical descriptions of shakeoff processes. Our measurements have validated this funda-
mental approximation, yielding an experimental shakeoff probability, PSO = 0.02339(36)

given at 1σ, in excellent agreement with its theoretical prediction, Pth = 0.02322.
In the case of 35Ar1+, several electrons are involved, and such a system has revealed the

importance of other processes such as the Auger emission [19]. The experimental charge
state distribution of the resulting 35Cl ions (Fig. 1) can indeed be reproduced by calculations
only if single and multiple Auger decays, subsequent to inner-shell shakeoff, are explicitly
taken into account. For 19Ne1+, preliminary calculations predict a significantly lower effect
due to Auger emission process, leading to lower yields for the highest charge states. Such a
behavior is qualitatively observed in the ToF distribution of the 19F ions (Fig. 2), which is
more strongly dominated by the two first charge states than the 35Cl ionic counterparts in
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88 %

11.5 %

0.5 %

Fig. 2 ToF distribution of the 19F RI resulting from 19Ne1+ decay

the 35Ar1+ decay. The detailed analysis of these data is currently in progress to determine
accurately the experimental charge state distribution, including the neutrals, and to achieve
a more constraining comparison with upgraded calculations including recoil effects and
possible shakeup contributions.

3.2 The β − ν angular correlation parameters

The extraction of aβν from the data requires realistic simulations of the experiments, con-
taining a statistics significantly larger than the number of coincidences collected. The
parameter is deduced from a fit of the RI ToF distribution using a linear combination of two
distributions simulated with different values of aβν [14]. At least three parameters are left
free in the fit: the value of aβν , the total number of events and the distance, d, between the
RI detector and the center of the Paul trap. Indeed, the last parameter is by far determined
more precisely using the data themselves than a specific geometrical measurement. The two
parameters, aβν and d , are correlated such that the minimization is completely unambiguous
(see Fig. 13 in [14]).

For 6He, a first value at a relative precision of 3 % (1σ) has been deduced from the data
collected during a first experiment with limited statistics [14]:

aβν = −0.3335(73)stat(75)syst (2)

The systematic error is largely dominated by the spatial distribution of the ion cloud inside
the trap (91 %), related to its temperature, and determined in an off-line experiment, using
a 6Li source [20]. Simulations have shown that this parameter could also be determined
with higher precision, if considered as a free parameter of the fit of the RI ToF distribu-
tion [21]. Indeed the shape of the leading edge of this distribution depends strongly on the
cloud temperature and not on the value of aβν . Finally all the dominant contributions to the
final systematic error (�a)syst, except the β scattering in the device, could be determined by
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Table 2 Statistical precision expected on aβν in the three nuclei studied at GANIL with LPCTrap (last
column). SM and current values of aβν are given for comparison (see text for details)

Isotope SM value Current value [Ref] Projected 1σ precision

6He −0.3333 −0.3308(30) [5, 6] 0.0015
35Ar 0.9004a(16) 0.97(14) [23] 0.0013
19Ne 0.0438b(8) 0.00(8) [23] 0.0046

aFrom Ref. [8]; badapted from Ref. [8] with the new world average of T1/2 [24]

the data themselves, with consequently a reduction of (�a)syst with higher statistics. Con-
cerning the β scattering, the effect was estimated with GEANT4 simulations, leading to a
relative contribution to (�a)syst at the level of 0.6 %, which remains still reasonable. To
reduce it, new measurements should be considered in a large energy range, from 100 keV
to some MeV, for which data on energy straggling and multiple scattering in thin materials
are missing.

At higher statistics, the accuracy of the realistic simulations performed until now using
different tools, mainly SIMION and GEANT4, is not yet sufficient to reproduce properly
the whole set of distributions measured in the experiments. This analysis has revealed that
the ion cloud simulation has to be improved. New simulation tools, using GPU technolo-
gies, are thus developed, aiming to describe the physical processes involved during the ion
confinement in the trap (cooling, space charge effects, interaction in the RF field) in the
most realistic manner [22]. The statistical precision expected in the three cases (6He, 35Ar,
19Ne) is given in Table 2, according to Ncoinc (Table 1) and the precision obtained in the
first experiment (2). For 35Ar and 19Ne, the SM values for aβν given in the table were calcu-
lated following Ref. [8]. The mixing ratios were deduced from the ratios between the mirror
F t-values and the F t(0+ → 0+), including radiative corrections, but the extraction of the
values of aβν does not include radiative corrections nor recoil effects. The current results
are also given for comparison.

4 Conclusion and outlook

In addition to the RI charge state distributions induced by the shakeoff process, LPCTrap
has provided data with sufficient statistics to significantly improve the current values of aβν

in the allowed β decays of 6He, 35Ar and 19Ne. If the realistic simulations achieved with the
advanced tools in development at LPC Caen become sufficiently accurate to reproduce the
whole set of measured distributions, the systematic uncertainties should remain at a level of
precision comparable to the statistical uncertainties.

For 35Ar, for example, the result would induce a significant gain (∼ 1.7) on the Vud

precision deduced from the study of mirror decays [7]. This perspective motivates future
measurements at GANIL in mirror decays, using new beams which are presently under
development [25], such as 33Cl and 37K. In these two cases, precisions similar to the 35Ar
experiment are expected, considering an upgraded LPCTrap setup with increased detection
efficiency, which is currently under investigation.
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Abstract Nuclear Magnetic Resonance (NMR) technique is widely used as a powerful
tool to study the physical and chemical properties of materials. However, this technique
is limited to the materials in condensed phases. To extend this technique to the gas-phase
molecular ions, we are developing a gas-phase NMR apparatus. In this note, we describe
the basic principle of the NMR detection for molecular ions in the gas phase based on a
Stern-Gerlach type experiment in a Penning trap and outline the apparatus under develop-
ment. We also present the experimental procedures and the results on the formation and the
manipulation of cold ions under a strong magnetic field, which are the key techniques to
detect the NMR by the present method.

Keywords Nuclear magnetic resonance · Gas-phase molecular ions · Ultracold ion

1 Introduction

Nuclear magnetic resonance (NMR) technique is widely used for the physical and chemical
analysis of various materials in liquid and solid phases [1]. Although this technique has been
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well established, it requires a large amount of samples and also, sometimes, the purifica-
tion and crystallization limit the structural analysis. In order to compensate these problems,
recently, mass spectroscopic techniques are widely used in various research fields [2].
Since this method gives information only on the mass number, many research groups use
it to reconstruct the structures of the parent molecular ions with an aid of the computer
simulations for the fragment ions [3]. Especially, if the target molecular ion includes an
isomer, which has the same mass number and the different geometrical structure, the assign-
ment of geometrical structure becomes much difficult. Under these circumstances, a new
extension of the NMR technique to the gas-phase molecular ions, which enables us to
obtain rich information on the structure of the target ions with a mass-spectral sensitiv-
ity, becomes increasingly important in both fundamental and applied sciences. Historically,
the NMR spectroscopy was first used for studying the magnetic moment of isolated atoms
and molecules by Rabi and coworkers [4]. They succeeded in determining the magnetic
moments by developing a molecular beam magnetic resonance technique based on the
Stern-Gerlach experiment. Unfortunately, this technique utilized to neutral species is not
applicable to the gas-phase ions, because the ions cannot be confined under the strong
wedge-type magnetic field. Quite recently, Ulmer and his coworkers successfully reported
a first NMR detection of a single trapped proton [5] with a continuous Stern-Gerlach exper-
iment similar to that developed by Dehmelt [6]. However, this technique is limited to light
nuclei, because they need a much stronger inhomogeneous field to detect a spin flip of the
heavier nuclei.

In order to resolve the aforementioned problems on the structural analysis of the gas-
phase molecular ions, we proposed a newmethod, called “magnetic resonance acceleration”
technique, in our previous paper [7]. The outline of our detection method will be described
in Experimental Section. Briefly, we adopt a long Penning-type trap as a NMR cell and place
it in a bore of superconducting magnet, which has two homogeneous field regions with high
and low magnetic fields and a strong gradient field in between [8]. To detect a weak NMR
signal, two radio frequency (RF) coils are installed next to the trapping electrodes in the
NMR cell to flip the nuclear spin of the ions synchronized with the shuttle motions of the
ions. This configuration allows multiple interaction between the magnetic moment of the
ions with the gradient magnetic field and realizes a continuous Stern-Gerlach experiment
for the trapped ions.

As in the Rabi’s method, the key techniques of the present method to detect the NMR
signal lie in the formation of cold molecular ions and their manipulation. Until now,
various methods have been developed for cooling neutral atoms and molecules [9]. For
atomic and diatomic ions, a variety of sophisticated techniques have been developed, such
as the laser based cooling methods [10]. A sympathetic cooling is an interesting technique
to cool complex molecular ions [11, 12]. However, it is difficult to combine these techniques
to the device for the NMR detection, which requires an extremely homogeneous magnetic
field region for conducting a high-resolution magnetic resonance experiment. Although ions
are easy to manipulate with electric and magnetic fields, slow ions are very sensitive to
stray fields and space charge. Especially, when the trapping space is large as in the case
of our apparatus, it becomes very difficult to prepare cold molecular ions and manipulate
them [10].

In the present study, we newly design and construct the ion source and the NMR cell
containing the RF coils to reduce the effect of stray fields. As mentioned above, the present
method requires the ultracold ion packets with a slow velocity and an extremely narrow
velocity distribution width. In order to develop the cooling technique of molecular ions, we
explore the methods to decelerate the ion packets and bunch them under the strong magnetic
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Fig. 1 a Experimental setup for the potential switch and the NMR cell. A small hole on the drift tube of
potential switch is a window for introducing the photoionization laser. b Magnetic field distribution of the
superconductive magnet. The scales of these figures are the same and, the arrows indicate the center of the
high and low homogeneous magnetic field regions

field by using a potential switch and a velocity selection. Here, we outline the principle
of the gas-phase NMR detection. We further describe the features of the newly developed
apparatus and discuss on the experimental results on the preparation and manipulation of
cold molecular ions.

2 Experimental method

2.1 Principle of NMR detection

A detailed description of our method was published previously [7] and so only the essen-
tial details of the experiment scheme are summarized below. The present method is a new
extension of the Rabi’s technique for neutral molecules. In their technique, they detected
a deviation of the radial distribution of molecular beam [4], which is induced by the inter-
action of nuclear magnetic moment with a strongly gradient magnetic field generated by a
wage-type magnet aligned in the beam direction. Because the molecular ion beams cannot
be confined under the gradient magnetic field, we newly design a Penning trap for the NMR
cell to conduct the Stern-Gerlach type experiment. Figure 1a shows a scheme of our experi-
mental setup, which is installed in the bore of the superconducting magnet. The magnet has
two homogeneous field regions with high (BH = 9.4 T) and low magnetic (BL = 3.1 T)
fields as shown in Fig. 1b [7, 8], where a magnetic resonance excitation of the ions is per-
formed with two different oscillatory fields. The above two regions are connected with a
steep gradient field region, where the ions experience the magnetic force in the axial direc-
tion. The front and back gates are placed at near the 9.4 T and 3.1 T regions, respectively, to
store the ions in the z direction. When the ions are injected into the cell, they are confined
from escaping in thexy plane under the strong axial magnetic field by virtue of a cyclotron
motion. As described in the previous paper [7], the features of the NMR cell allow us to
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treat the motion of the ion packet as a pseudo one dimensional one along the magnetic field.
Thus, with the present setup, the ions are forced to move back and forth along the magnetic
field and the interaction time with the gradient field increases with increasing the number
of round-trips. And also, the measurement of a time-of-flight (TOF) of the ions allows us to
detect the effect of magnetic interaction on the axial velocity.

The scheme of our NMR detection is as follow. When the ions with a slow initial mean
velocity (v0) and a sufficiently narrow velocity distribution width (�v0) are introduced into
the NMR cell through the front gate, they move along the z axis and are accelerated (and/or
decelerated) at the gradient-field region by the force generated through the interaction of
the magnetic field gradient (dB/dz) with both the nuclear magnetic moment (μN) and the
magnetic moment (μC) induced by the cyclotron motion. Since a nuclear spin relaxation
time of a gas-phase closed-shell ion is usually longer than 1 s, a velocity change induced by
the magnetic interaction is cancelled out after each round-trip, that is, the ions experience
the opposite force in the back and force motions. Thus, under a collision free condition,
the trapped ions keep on moving back and forth for a long time. In order to get the NMR
information, we install the pair of RF coils in the high and low homogeneous field regions
as shown in Fig. 1a. By synchronously applying the weak RF magnetic fields with two
resonance frequencies so called a π -pulse to the ions at each time when they pass through
the coils, the nuclear spins flip if a resonance condition is fulfilled. With this scheme, the
translational velocities of the ions in the different nuclear spin states increase or decrease
continuously with increasing the number of round trips. After an appropriate number of
round-trips (N ), the ions with the different nuclear spin states are spatially separated in
the z direction (“spin polarization”). This change can be observed by measuring the TOF
profile of the ion packet released from the NMR cell with a microchannel plate (MCP)
detector. As described in the previous paper [7], the measurements of the time profiles
as a function of the RF frequency allow us to determine the nuclear magnetic moment
and a Larmor frequency of the proton (ω) in the molecular ions. It should be noted that
the frequencies of two coils installed at the high and low magnetic fields should satisfy a
condition that ωH/ωL = BH/BL, where ωH and ωL are the Larmor frequencies of proton at
two homogeneous fields; about 400.28 and 132.17 MHz for proton nuclei, respectively.

The present method enables us to detect the spatial spin polarization in the axial direc-
tion by narrowing the translational velocity distribution, that is, by cooling the translational
temperature of the molecular beam. The detection sensitivity of the spin polarization is
mainly determined by the initial conditions of the translational motions of the sample ions;
mean velocity (v0), velocity distribution width (�v0; full width half maximum), and tem-
poral width (τ0). Under the gradient magnetic field, the force (F ) acts on nuclear spin is
given by Fz = μNdB(z)/dz, where μN is the z component of the magnetic moment
(μN = γ (h/2π ) mI); mI is a nuclear spin quantum number (= 1/2). A simple calculation
gives the velocity increase (�v) as

�v = (μN/Mv0)(BH − BL)(2N + 1), (1)

whereM is the mass of the ion.μN is 1.41 x 10−26 J T−1 for proton. In the case of molecular
ion having np protons with the same chemical environment (Larmor frequency), �v for
the nuclear spin state having the highest total quantum number is given by multiplying np
to (1). An estimation of magnetic resonance acceleration was described in the previous
paper [7]. Similar calculations for the NH+

3 ions predict the number of round trips (N ) as
N ≥ 4 to detect the spin polarization with the initial conditions as v0 = 100 m/s (1.8 meV),
�v0 = 0.4 m/s, and τ0 = 50 μs. These estimations indicate that the present method requires
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(a) (b) (c) (d) (e) (f) (g)

917 mm

Fig. 2 Photograph of the NMR cell: (a, g) mesh electrode pairs, (b, f) cylindrical electrodes, (c, e) RF coils,
(d) coil tuning unit consisting of non-magnetic trimer capacitors

the ions with very slow velocity with a narrow velocity width to observe the spatially well
resolved spin polarization. Thus, as in the case of the Rabi’s experiment, it is important to
establish the technique to cool the translational temperature of the ions by narrowing the
distribution width of the longitudinal velocity.

2.2 Experimental setup

In the present experiment, we adopt the photoionization of a supersonically cooled molecu-
lar beam to precool the ions. The ion source system consists of two differentially evacuated
chambers separated by a 2-mm-diameter skimmer, which are evacuated by turbo molecu-
lar pumps. A pulsed valve (Jordan, PSV) is placed 20 mm upstream of the skimmer. The
molecular beam is collimated further with another 5-mm-diameter skimmer installed at 800
mm downstream from the pulsed valve and is introduced into a third chamber, which is
evacuated with a cryopump down to below 10−7 Pa. Figure 1 shows a schematic drawing of
the experimental setup for the photoionization source working as a potential switch and the
NMR cell. In the present study, both the ion source and the NMR cell are newly constructed
to improve the cooling condition of the ions. The ion source, which consists of a 400 -mm
length drift tube and cylindrical electrodes, is placed at the upstream of the NMR cell. The
photoionization laser is crossed with the neutral beam through a hole located at the wall of
the drift tube as shown in Fig. 1a. To facilitate the deceleration and the compression of the
ion packet, the potential switch consisting of 17 cylindrical electrodes are divided into two
parts. The first part is used as a buncher, while the second part is used to generate a poten-
tial slope for the deceleration. The drift tube and cylindrical electrodes are biased through a
series chain of non-magnetic resistors.

The NMR cell shown in Figs. 1a and 2 is the Penning-type trap with an effective length
of 744 mm. The front and back gates of the trap are made of five cylindrical electrodes and
store the ion packet for a long time without a loss of the ions. On the other hand, the mesh
electrode pairs installed both at the upstream of the front gate and at the downstream of
the back gate work as a velocity selector for slicing the velocity distribution, as described
in the next section. A pair of the home-made saddle-type RF coils are mounted just at the
downstream and the upstream of the front and back gates, respectively. These coils are
placed exactly at the center of the high (9.4 T) and low (3.1 T) homogeneous magnetic field
regions as shown in Fig. 1 and are aligned parallel to the magnetic axis so as to generate the
RF magnetic fields in the direction perpendicular to the ion beam. All electrodes and the
RF coils are made of Au/Ag plated copper. The circuit including the RF coils is tuned by
two closely-located non-magnetic capacitors (see (d) in Fig. 2); they are adjusted from the
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Fig. 3 Time-of-flight profiles of
the NH+

3 ions without (a) and
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outside of the vacuum. The basic performance of these coils as the NMR probe is examined
by measuring a proton NMR spectrum of a liquid-water sample tube placed in the coil.

As described in the next section, we have to prepare the ions with a very small kinetic
energy. To manipulate the ions in the NMR cell, a baking process is indispensable; in fact,
without the baking, the ions with the kinetic energy of less than 100 meV do not pass
through the NMR cell. A possible cause of this defect is considered to be the mesh elec-
trodes installed in the NMR cell, where the ions come closest to metal surfaces and may be
influenced by a patch effect. In the present study, we also newly developed a non-magnetic
baking system to heat the whole NMR cell up to 400 K.

3 Formation and manipulation of cold ion packet

In order to prepare the ions with a slow velocity of a very narrow velocity distribution width,
the ions are cooled by three steps. We start with a supersonic molecular beam to precool the
neutral molecules. The photoionization of the molecular beam enable us to form the cooled
ion packet as cold as less than 10 K [13]. The molecular ions produced by these proce-
dures are internally cold and have a narrow relative velocity distribution. However, the mean
velocity of the ions in the laboratory frame is relatively high, and it depends on the temper-
ature and the pressure of the source as well as the mass of the carrier gas employed [13].
The present experiment requires much lower mean velocity and velocity distribution width.
Thus, in the second step, the ions produced are cooled by the bunching and deceleration
using the potential switch. And then, the ions are transferred to the NMR cell and cooled
further by a velocity selection procedure, in which the velocity distribution is reduced by
cutting out a part of the ion packet with the mesh electrode pair. In the following sections,
we describe the details of these experimental results for the formation and manipulation of
the cold ion packet.

3.1 Deceleration and bunching of ion packet.

A mixture gas of NH3 with Ar is expanded through the pulsed valve with a nozzle diameter
of 0.5 mm. To facilitate the formation of monomer NH+

3 ions, we use an amplified output of
a picosecond laser pulse at 193 nm (20 ps, 3 mJ) as the photoionization light source by using
an ArF excimer laser. A seed laser light at 193 nm is generated by mixing the fundamental
of a picosecond YAG laser (EKSPLA PL2143) with the second harmonic of an optical
parametric output at 236.6 nm. Figure 3 displays the TOF profile of the ions produced in
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(a) v=562 m/s, E=28 meV

(b) 504 m/s, 22 meV

(c) 383 m/s, 22 meV

(d) 328 m/s, 13 meV

(e) 247 m/s, 5.4 meV

(f) 214 m/s, 4.0 meV

(g) 177 ３m/s, 2.7 0.1 meV

N=0 N=1

N=0 N=1

0 5 10 15 20

TOF / ms

R
e
la
ti
v
e
 i
n
te
n
s
it
y

N=0
N=1

Fig. 4 Time-of-flight profiles of the NH+
3 ions at various deceleration potentials. The mean velocities after

the deceleration are indicated with the kinetic energy. The peaks with the arrows (noted as N = 0) are
those directly reached to the MCP without reflection at the back gate, while those at the longer TOF (note
as N = 1) correspond to the ion packets reached after one round-trip in the NMR cell. The second arrow at
17 ms in Fig. 4g indicates the transmission limit of the decelerated ions

the ion source. The curve (a) corresponds to the ion signals without the bunching. The ion
signals consist of two broad peaks, in which the slower peak corresponds to the NH+

3 ions.
The weaker peak reached earlier to the detector is assigned to the aggregate ions such as
NH+

4 (NH3)n. In the bunching process, the pulsed voltage is applied to the buncher with a
suitable delay time after the photoionization laser. The curve (b) in Fig. 3 shows the result of
the bunching with the pulsed voltage of 350 mV. By this procedure, the monomer ions are
selectively bunched and their velocity distribution becomes very narrow without changing
the mean velocity significantly.

These ions are decelerated by applying a continuous voltage to the rest of the cylindrical
electrodes, which work as the potential switch. Figure 4a shows the TOF profiles for the
NH+

3 ions obtained by setting the voltage of the potential switch to 0 V. Here, the peak
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denoted as N =0 corresponds to the time profile for the NH+
3 ions directly reached to the

MCP, while the weak peak appeared at a shorter TOF corresponds to those for the aggregate
ions as mentioned previously. On the other hand, the peak denoted as N =1 corresponds
to the NH+

3 ions reached after a round-trip in the NMR cell. The latter profile is obtain by
changing the potentials of the front and back gates from 0 to 0.3 V immediately after the ions
pass through the front gate. And then, by decreasing the back-gate potential to 0 V after an
elapsed time of a round-trip, the ion packet escapes from the cell and is detected by theMCP.
The velocity of the ions in the NMR cell is determined by measuring the time difference
between these two peaks as 562 m/s. We can also record the time profile of the ion packet for
any desired number of round-trips by the similar procedures. In the figure, these two time
profiles are superimposed. By increasing the degree of deceleration, the relative intensities
of the aggregate ions increase in comparison with that of the monomer ions as seen in Fig. 4.
These ions fly with the same velocity as the monomer ions and are detected at the same
arrival time when they do not decelerate. However, the deceleration potential causes the
velocity difference and separates these ions in the time of flight because the cluster ions are
heavier than the monomer and possess a lager translational energy. Hereafter we concentrate
on the analysis for the monomer ions only to simplify the following discussion.

Figures 4a-4g show the TOF profiles of the NH+
3 ions at the different degree of decelera-

tion. With decreasing the voltage of the potential switch from 0 to -0.2 V, the mean velocity
of the ions slows down to less than 177 m/s (Fig. 4g), which correspond to the kinetic energy
of 2.8 meV. Figure 4g also exhibits a cut off of the TOF profile at the time of longer than
about 17 ms, which corresponds to the velocity of 134 m/s (1.5 meV). This result indicates
that the NH+

3 ions with the kinetic energy of less than 1.5 meV do not reach to the detec-
tor due to a stray field still remains in the NMR cell. And also, the bunching of the ions
becomes not efficient with the decreasing the mean velocity.

3.2 Cooling ion packet by velocity selection

In order to cool the ions further in the NMR cell, the velocity selection is carried out using
the mesh electrodes mounted at the upstream of the front gate as shown in (a) of Fig. 2. The
pair of mesh electrodes works as the velocity selector; a portion of the ions in the velocity
distribution is sliced out and is restored in the cell as follow. When the ion packet comes up
to the front gate after travelling N round-trips in the cell, the trap voltage is reduced to 0 V
and, and at the same time, a positive pulse with a suitable duration is applied to the mesh
installed at a upstream side. With these procedures, only the center portion of the ion packet
is restored in the NMR cell and the rest of the ions escapes from the confinement. As an
example, the time profiles up to N = 5 for the ion packet injected with v0 = 274 m/s are
shown in Fig. 5a, while, those sliced at N = 2 are shown in Fig. 5b. The pulse width and the
amplitude applied to the mesh electrode are set at 200 μs and 0.5 V, respectively. As seen in
Fig. 5a, the width of the ion packet becomes broad with increasing the number of round trips.
These changes are a thermal broadening due to the initial velocity distribution width (�v0).
As discussed in the previous paper [7], �v0 is obtained from the time profiles by the �t − tC
plot, where tC and �t are the center and the width of each time-profile peak, computed by
fitting the observed peaks with assuming a Gaussian function. Without the slicing, the slope
of the plot gives the velocity distribution width as �v0 = 20 m/s. After the slicing, �v is
calculated to be 2.4 m/s FWHM. Thus, the velocity distribution width is reduced by about
one tenth with the velocity selection using the slicing technique. By assuming the velocity
distribution of the ions as a one-dimensional Maxwell-Boltzmann type, �v can be related
to the translational temperature [7]. The width before the slicing (20 m/s) corresponds to
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Fig. 5 Time-of-flight profiles of NH+
3 ion packet (a) after injecting the NMR cell and (b) after slicing at the

second round-trips (N =2) are shown. The pulse duration for slicing is 200 μs. The peaks for N = 0 – 3 in
Fig. 5b are those traveling in the NMR cell after the slicing for (N+2)th round trips

the translational temperature as 0.16 K, and after the velocity selection, the temperature
successfully reaches down to 2.2 mK. As described in Section 2.1, however, the velocity
distribution width must be less than 1 m/s FWHM to facilitate the NMR detection for NH+

3 .
Thus we still need to improve the cooling technique for molecular ions.

During the course of these studies, we found a very effective velocity selection procedure
for p-xylene ions as a sample. In this experiment, a negative offset voltage of a few 100 mV
was applied to the front gate in advance at the time of the velocity selection. A preliminary
result indicates that the velocity distribution width was reduced further down to about 0.4
m/s FWHM (0.3 mK) . In order to clarify the mechanism to generate the extremely narrow
velocity distribution width, we carried out a simulation on the velocity selection process
using a software, Simion. The calculated results indicate that the negative offset voltage on
the front gate induces a dispersion compensation of the distribution of the velocity-selected
ions, which is similar to the bunching process. In order to succeed in detecting the first
NMR signals of the gas-phase molecular ions, we are currently conducting the experiments
including the improvement of the cooling technique based on these results.

4 Summary

NMR technique is a powerful tool to study the physical and chemical properties of materials
in wide area. However, this technique is limited to the materials in condensed phase because
of its very low sensitivity. In order to break this situation and to overcome the sensitivity
problem, we proposed the new principle to detect the NMR of gas-phase molecular ions
based on the Stern-Gerlach type experiment in the Penning trap. In this method, the ultra-
cold molecular ions are introduced in the trap and their magnetic moments are probed by
observing the modulation of their TOFs induced by the RF magnetic excitation at both ends
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of the trap. To realize the NMR detection, we constructed the gas-phase NMR apparatus for
mass selected ions. We are developing the methods to prepare and manipulate cold molec-
ular ions under the strong magnetic field. Here, we discussed the experimental techniques
and the results on the formation and manipulation of cold NH+

3 ions with the kinetic energy
of less than 3 meV, which are prepared through deceleration, bunching and slicing of the
ion packets generated by the photoionization of supersonically cooled ammonia molecules.
We also discussed the subjects on the NMR detection for cold mass-selected ions. These
results on the basic performance of the present apparatus suggest that the first NMR signal
for polyatomic ions will be detected in near future.
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Abstract Ion traps are versatile tools for the investigation of gas-phase cluster ions, allow-
ing, e.g., cluster-size selection and extended reaction times. Taking advantage of their
particular storage capability of simultaneous trapping of electrons and clusters, Penning
traps have been applied for the production of clusters with high negative charge states.
Recently, linear radio-frequency quadrupole traps have been demonstrated to be another
candidate to produce polyanionic clusters. Operation with rectangular, rather than harmonic,
radio-frequency voltages provides field-free time slots for unhindered electron passage
through the trap. Several aspects of electron-attachment techniques by means of Penning
and radio-frequency traps are addressed and recent experimental results are presented.

Keywords Polyanions · Metal clusters · Penning trap · Radio-frequency trap · Digital ion
trap

1 Introduction

Multiply negatively charged atoms, molecules and clusters in the gas phase have been sub-
ject to experimental and theoretical investigation for a long time [1–3]. For example, doubly
charged anions of carbon and metal clusters were produced either in ion sources by sputter-
ing [4], laser ablation [5–7], and electrospray ionization [8], or by electron-transfer reactions
[9, 10], and in crossed-beam experiments [11]. While also tri-anionic lead clusters were
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Fig. 1 Schematic of the present ClusterTrap setup, with cluster ion source, RFQ traps and Penning trap.
Details of the electron collector at the RFQ trap II, of the cylindrical Penning trap, and of the electron source
at the Penning trap are shown in insets

observed by laser ablation [7], even higher charge states have been produced of gold and
of aluminum clusters by their simultaneous storage with electrons inside a Penning trap
[12–18]. Recently, production of di- and trianionic gold clusters in a linear radio-frequency
quadrupole (RFQ) trap has been demonstrated by exposing stored monoanions to an elec-
tron beam [16, 17]. In the present report, methods for electron attachment to trapped cluster
anions are characterized for both Penning and RFQ traps. Gold cluster dianions have been
produced in an RFQ trap that has been operated in a digital-ion-trap (DIT) mode [19–22],
including field free time-periods [23].

2 Experimental setup

The experiments have been performed at the ClusterTrap, a setup designed for production
and investigation of gas-phase cluster ions [17, 24–26]. For the present studies, metal clus-
ters have been produced by laser irradiation of a metal wire and subsequent expansion of
the vapor into vacuum by means of a helium gas pulse [27]. By variation of the laser and
gas-pulse parameters, the cluster distribution is shifted with respect to the cluster size, i.e.
the number of atoms. Of the neutral and singly charged clusters produced in the source, the
mono-anionic ones are captured and accumulated in a linear radio-frequency quadrupole ion
trap (RFQ trap I in Fig. 1). After ejection from this trap, they are guided by an electrostatic
quadrupole deflector and other ion-optical elements into a 12-T cylindrical Penning trap
(inset in Fig. 1) [17, 24]. During in-flight capture and storage, cluster ions are mass-over-
charge selected and exposed to interaction steps of interest. The latter involve an electron
beam from a movable, heated rhenium filament (inset in Fig. 1), and a laser beam with
pulse durations in the nanosecond range. Charged reaction products remain stored and are
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subsequently analyzed by time-of-flight (ToF) mass spectrometry, for the present study by
ejection from the Penning trap and drift to detector 1 (Fig. 1).

In an alternative experimental sequence, cluster monoanions accumulated in RFQ trap
I are transferred into another linear ion trap (RFQ trap II, Fig. 1), which is particularly
designed and equipped for the investigation of polyanion production in a radio-frequency
trap [17]. The heated filament of a small, cut-open halogen lamp is located behind the
RFQ trap II and provides an electron beam along the trap axis, which can be monitored
by a movable electron collector plate (inset in Fig. 1). For unhindered passage of electrons
through the RFQ trap II, it is operated as a three-state digital ion trap [23], i.e. the radio-
frequency voltage is realized by well-tailored, fast (kHz) switching between three electric
potentials, instead of the usual harmonic voltage signals. One of the three potential steps
corresponds to zero-volt potential differences between the RFQ rods, i.e. few-microsecond
intervals of a field-free trap volume [23]. The passage of the electron beam is supported by
a low magnetic field of about 20 mT, orientated parallel to the trap axis. It is provided by
two induction coils located outside the vacuum vessel (Fig. 1).

3 Electron attachment in RFQ trap II

Production of polyanionic metal clusters in a linear radio-frequency trap is realized by
attachment of electrons to stored cluster monoanions. For this purpose, an electron beam
is guided along the trap axis during the field-free time slots of the digital radio-frequency
trapping voltage, i.e. the clusters are exposed to a sequence of microsecond electron-beam
pulses.

From the many collisions between cluster anions and electrons, only some will result in
the attachment of an electron, i.e. in the increase of the negative charge state of the cluster.
However, this will be the case only if the cluster is large enough to accept and (meta-)stably
bind another electron [3, 13, 18, 28]. The relative yield of polyanionic clusters is mainly
determined by the electron energy during the interaction process. For very high electron
energies, a collision might result in ”kicking out” an electron from the anionic cluster, i.e.
electron loss, rather than electron attachment. However, for attachment, the approaching
electron has to overcome the repulsing Coulomb potential of the already negatively charged
cluster, i.e. it has to exceed a minimum energy value. The Coulomb-barrier height, and
hence the required electron energy, increases with the negative charge state of the cluster.
Thus, the energy distribution of the incident electron beam is crucial not only for the yield
of polyanionic clusters, but also for the reachable charge state. Note, that a more technical
criterion, due to the trapping conditions, may limit the reachable charge state even stronger:
while some higher charge state might be produced by electron attachment, the mass-over-
charge ratio of the resulting cluster polyanion may prevent it from being further trapped,
i.e. in the present experimental setup those clusters are lost from the RFQ-trap before being
detected. This is different from the Penning trap where there is no lower storage limit of the
mass-over-charge range.

The energy of the attaching electrons is to first order approximated by the difference
between the filament floating potential and the offset potential of the ion trap, assuming
the stored clusters are cooled into the axial trapping well, e.g. by application of buffer gas.
Then, the mean energy is easily controlled by varying the filament float potential. However,
the width of the electron-energy distribution depends on the type of electron source. In the
present case of a resistively heated filament, it is determined by the voltage drop between
both ends of the filament, caused by the heating current. Figure 2 shows the emitted current
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Fig. 2 a Electron current Ie emitted from a heated filament source as a function of the electron energy
Ee . b The derivative dIe/dEe reflects the distribution of the electron energy (symbols), and is fitted with a
Gaussian function (solid line) yielding a mean energy of 98.5 eV and a FWHM of 6.3 eV

of such a type of filament electron source as a function of the electron energy. The latter
is determined by a blocking potential applied to a grid in front of an electron collector.
(Note, that this analysis has been realized in a separate setup, i.e. without the RFQ trap II.)
From the derivative of the measured current, the full width at half maximum of the energy
distribution is determined to be about 6 eV, while the energy width at the base level reflects
the voltage drop along the filament of about 10 eV.

It is planned for future experiments to determine the Coulomb potential height for a given
cluster size and charge state by measuring the yield of ions with the next higher charge state
as a function of electron energy. However, such a task requires energy distributions in the
few meV range to resolve, e.g., the potential heights of clusters with the same charge state,
but with different sizes. Respective electron-energy distributions may be obtained either by
more suitable types of electron sources, e.g. indirectly heated ones, or by combining the
present source with an electron energy selector with meV-resolving power.

In particular low-energy electrons are easily diverted from their initial direction of motion
by weak electric fields. However, at the same time they are well guided by magnetic fields
low enough to keep the motion of atomic ions, let alone of cluster ions, undisturbed. The
magnetic field superimposed on the RFQ trap II [17] has been analyzed prior to installation
of the induction coils at the ClusterTrap setup. The axial magnetic field inside the vacuum
vessel (but under atmospheric pressure) has been measured by use of a Hall probe (Fig. 3a).
The two circular coils produce maxima of the magnetic field strength close to the positions
where the electrons enter and leave the trapping volume through holes in the endcaps (EC1
and EC2 in Fig. 3a). Between the endcaps the field strength drops to about 80 % of the
maximum, still sufficient to guide the electrons.

After installation of the coils at the setup, the electron current through the trap has been
monitored as a function of magnetic field strength B (Fig. 3b) by means of the movable
collector located between the electrostatic ion deflector and the RFQ trap II (Fig. 1). While
no electron current is detected behind the trap without any magnetic field, about 30 μA are
measured for B = 20 mT.

In recent experiments, electron attachment in the RFQ trap II operated in the 2-state DIT
mode (Fig. 4a), i.e. without field-free time intervals in the RF-signal, had been realized.
As a result, production of gold cluster di- and trianions [16], as well as combined polyan-
ion production with attachment first in the RFQ and then in the Penning trap, has been
demonstrated [17].
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Fig. 3 a Magnetic field inductivity B as a function of the z-position along the axis of RFQ trap II for
different coil currents (1.4A/24.5V red circles; 1.0A/17.4V blue squares; 0.6A/10.4V green triangles). The
coil separation D=16.5 mm and the positions of trap endcaps (EC), electron source (S) and electron collector
(C) are indicated. b Current on the electron collector (C) at the RFQ trap II (without application of an
RF-field) as a function of the applied magnetic field

Fig. 4 a-b Schematic of the rectangular radio-frequency potential of a 2-state (a), and of a 3-state digital
ion trap (b) with a duty cycle of 0.4 [23], i.e. 20 % of the period are at 0-V level. c-d Mass-spectra of gold
clusters after accumulation in RFQ trap I, transfer to RFQ trap II and irradiation with an electron-beam,
transfer to the Penning trap and ejection from there towards detector 1. c Reference spectrum of monoanions
Au−1

n (n = 50 to 70) stored for 2.6 s in RFQ trap II operated in the 3-state DIT-mode (fR = 65 kHz, UR = 70
V), without application of an electron-beam. d Dianions Au−2

n produced after exposing the gold monoanions
to 17-eV electron pulses of 2 μs duration over a period of 20,000 RF-cycles

Production of dianionic gold clusters in the RFQ trap II operated in the 3-state DIT mode
(Fig. 4b) has been realized for the first time. Gold cluster monoanions, Au−1

n , produced by
the cluster source were trapped in the RFQ trap II for 2.6 s (Fig. 4c). Application of electron
pulses of 2 μs duration over about 20,000 RF-cycles (i.e. total interaction time of 40 ms)
results in the appearance of dianionic gold clusters, Au−2

n , in the spectrum (Fig. 4d). The
inset shows signals at half integers of the size-over-charge ratio n/z due to the negative
charge state z = 2. While the previous experiments with the 2-state DIT required an electron
energy of several electronvolts to traverse the RFQ trap, the application of the 3-state DIT
with intermediate field-free time periods prepares experiments for electron attachment with
sub-electronvolt energies.
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Fig. 5 a Relative abundance of gold anions Au−z
n , n = 127 ± 15, z = 1 − 4, as a function of the reaction

time in the Penning trap, after application of an electron beam for 20 ms. b-c Relative abundance of gold
polyanions, Au−z

n , n = 135 ± 15, z = 2 − 4, as a function of storage time, after application of an electron
beam for 20 ms, without (b) and with removal of electrons (c) after a reaction time of 100 ms by pulsing the
endcap electrodes for 1 μs. The lines are included to guide the eyes

4 Electron attachment in a Penning trap

First production of gas-phase polyanionic metal clusters in a 5-T Penning ion trap was
reported for di- and tri-anions of gold, silver and titan [3, 12, 13, 29]. Later, di-, tri-, tetra-,
and penta-anions of aluminum clusters were observed [14, 15, 30, 31]. With the recent
upgrade of the ClusterTrap setup to a 12-T Penning trap, higher charge states for gold
clusters have been reported, reaching from tetra- up to hexa-anions [17, 18]. Electron attach-
ment in the Penning trap is realized by the electron-bath technique, i.e. the simultaneous
trapping of cluster monoanions and electrons [12]. In short, during the storage of cluster
monoanions, an electron beam and argon gas are simultaneously pulsed into the trap vol-
ume. Low-energy secondary electrons are produced by electron-impact ionization of argon
gas atoms and remain trapped, while the argon cations and the high-energy primary elec-
trons leave the trap. During a reaction time of typically 1 s polyanionic clusters are formed
and remain stored until they are extracted and analyzed.

Besides the cluster-size criterion [3, 13, 18, 28], the maximum charge state and the rela-
tive yields of the polyanionic species are to some extent controlled by the trapping potential
depth, which limits the energy of trapped electrons [14, 31–34], and by the reaction time
[31, 34] as shown for the case of gold clusters (Fig. 5a). While the distribution is dominated
by dianions and non-converted monoanions after 10 ms, those species disappear after a few
seconds in favor of tri- and tetra-anions. For application of further experimental steps on
a given charge-state distribution, the reaction time is intentionally terminated by removing
the stored electrons from the trap without affecting the stored cluster anions. It is realized
by a 1-μs pulsing of the endcap electrodes (Fig. 5b-c), a technique known as suspended
trapping [35, 36]. Thus, lifetime measurements on meta-stable polyanionic clusters may
become feasible.

In the present setup, the electron source, made of a resistively heated stripe of rhenium
foil, is mounted on a horizontally movable support and is located just outside the 12-T super-
conducting magnet, i.e. in the region of a strong magnetic-field gradient. Thus, electrons are
guided close to the axis of the Penning trap, even if they are emitted from an off-axis posi-
tion, as monitored by the production of polyanionic gold clusters (Fig. 6a). Thus, production
and subsequent laser excitation of polyanionic clusters [34, 37–39] can be combined in an
experimental sequence, where the electron beam and the laser beam enter the trap from the
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Fig. 6 a Relative yield of gold cluster polyanions (Au−z
n , n = 64 ± 8, z = 1 − 3) as a function of the

radial filament position relative to the Penning trap axis. b ToF-spectrum of gold cluster dianions (Au−2
n ,

n = 48 − 68) as produced in the RFQ II trap and subsequently stored in the Penning trap for 10 s. The
distribution shows signals at full and at half-integer values of n/z due to the dianionic charge state z = 2
(inset). c ToF-spectrum of gold cluster anions after laser excitation of the dianions for 5 s (Nd:YAG laser,
532 nm, 30 Hz, 5 ns, 2.67 mJ). Monoanions are produced by photo-activated electron emission from the
dianions

same side of the magnet, leaving the other side available for undisturbed cluster capture and
time-of-flight analysis (Fig. 1) [17].

An example for laser excitation of gold cluster dianions is shown in Fig. 6. Here, the
dianions were produced in the RFQ trap II prior to transfer into and storage in the Penning
trap (Fig. 6b). After application of a pulsed Nd:YAG laser (repetition rate 30 Hz, wavelength
532 nm, pulse energy 2.67 mJ) for 5 s, monoanions are formed by electron emission from
the dianions (Fig. 6c). Note that, in general, there is a size-dependent decay-pathway com-
petition of electron emission and neutral-atom evaporation for dianions as well as further
(possibly multiple) decay of the monoanions [37, 39]. In order to disentangle the details of
the decay sequences, future experiments will include size and charge-state separation prior
to the laser irradiation.

5 Summary and outlook

Different aspects of electron attachment to clusters in ion traps have been discussed with
respect to polyanion production. Recent studies in a linear radio-frequency trap have been
extended to the 3-state digital ion trap. This mode includes time slots with zero voltage
between the RFQ rods, i.e. electrons encounter a field-free trapping volume. Thus, polyan-
ion production with well-controlled low-energetic electrons will provide means for studying
the repulsive Coulomb potential of negatively charged metal clusters.

While simultaneous storage of cluster monoanions and electrons in a Penning trap results
in the formation of polyanionic clusters, the controlled removal of electrons from the trap
will allow future lifetime studies of meta-stable polyanionic species. Moreover, an electron
source located off the trap axis still provides an electron beam close to this axis due to
the presence of the magnetic field of the Penning trap. Thus, the limited access to the trap
volume inside the bore of the superconducting magnet remains available for application of,
e.g., a laser beam.
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Experimental results on gold clusters for polyanion production in both types of traps
have been presented. In conclusion, ion traps are versatile and flexible tools for the investi-
gation of size-selective metal clusters, in particular for studies on formation and stability of
polyanions.
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Abstract The compact non-neutral plasma trap systems named “S-POD” have been
developed at Hiroshima University as an experimental simulator of beam dynamics. S-POD
is based either on a linear Paul trap or on a Penning trap and can approximately reproduce
the collective motion of a relativistic charged-particle beam observed in the center-of-mass
frame.We here employ the Paul trap system to investigate the behavior of an ion plasma near
a dipole resonance. A simple method is proposed to calibrate the data of secular frequency
measurements by using the dipole instability condition. We also show that the transverse
density profile of an ion plasma in the trap can be estimated from the time evolution of ion
losses caused by the resonance.

Keywords Linear Paul trap · Ion plasma · Dipole resonance · Beam dynamics

Pacs 29.20.-c · 41.75.-i · 52.27.Jt

1 Introduction

A novel application of a linear Paul trap has been proposed for systematic experimental
studies of diverse beam dynamics issues [1–3]. The idea is based on the fact that a non-
neutral plasma confined in this type of trap is physically almost equivalent to a charged
particle beam propagating through a modern accelerator. Employing this idea, we designed
and constructed the compact experimental facility called S-POD (Simulator of Particle Orbit
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Dynamics) at Hiroshima University [4–6]. There are many practical advantages in S-POD
experiment [1]. For instance, the system is much more compact, flexible, and cheaper than
large-scale accelerators and beam transport channels. It is easier to observe the behavior of
a plasma in a trap because its centroid is at rest in the laboratory frame. Unlike accelerator-
based experiments, we do not have to worry about radio-activation due to particle losses.
Princeton Plasma Physics Laboratory also developed a similar trap system for beam physics
applications [7]. Their system is also a Paul trap but employs three colinear cylinders, each
of which is divided into four 90◦ sectors to provide a quadrupole plasma confinement field.
The dimension is much lager than ours. The central cylinder is 2 m long and 0.2 m in
diameter.

In general, charged-particle beams are focused by a series of quadrupole focusing and
defocusing magnets periodically aligned along the design beam orbit. As is well-known, the
periodic nature of the external focusing potential excites resonant beam instability under a
certain condition. Since any beam focusing channels inevitably contain error fields, various
extra linear and nonlinear resonances can occur in real machines. In particular, the integer
resonance driven by a dipole error field is of practical importance because it is the lowest
order and thus strongly affects the beam stability. The unique feature of this type of reso-
nance is that the instability condition is independent of beam density; namely, particle losses
occur at any beam density when the betatron tune, which corresponds to the secular fre-
quency, is close to an integer. A regular Paul trap is, however, free from integer resonance
due to the lack of the dipole driving field except for specific cases [8].

In a recent experimental study with S-POD [9], we intentionally introduced periodic per-
turbing voltages of dipole symmetry to the quadrupole electrodes of the linear Paul trap.
We then confirmed the excitation of integer resonance and localized ion losses independent
of plasma density. The original purpose of that study was to deepen the understanding of
integer resonance crossing in a non-scaling fixed-field alternating gradient accelerator [10].
The present paper addresses a simple technique to figure out the effective plasma confine-
ment strength, in other words, the secular frequency or the bare betatron tune, by using
measured ion-loss data. This parameter is most important in beam dynamics, but in actual
Paul-trap experiments, the accuracy of tune determination depends on the performance of
measurement devices (e.g. an oscilloscope) and machining accuracy of the trap. Since it
is guaranteed that the dipole instability occurs exactly on an integer tune regardless of the
plasma density, we can calibrate the linear focusing strength and accurately determine the
bare tune. We also show that the time-evolution of ion losses on an integer resonance can
be employed to deduce the transverse spatial profile of an ion plasma before the resonance
is excited.

2 Betatron tune and resonance condition

A large circular accelerator, such as a synchrotron or a storage ring, is generally composed
of several identical focusing structures called superperiods. Each superperiod often contains
more than one alternating focusing (AG) blocks that we call here a unit cell. The most
standard cell structure is the so-called “FODO” that includes a single focusing quadrupole
and a single defocusing quadrupole. In a regular Paul trap that uses the sinusoidal electric
field at the frequency of fQ to confine ions, a single RF cycle corresponds to a single
FODO period. The transverse x motion of a single particle in either system obeys the Hill’s
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equation whose general solution can be written, according to Floquet theorem, as x =
const × √

β cosψ where β is the so-called betatron function satisfying

d2√β

dτ 2
+ KQ(τ)

√
β − 1

(
√

β)3
= 0, (1)

where τ = ct with c being the speed of light and KQ(τ) is proportional to RF voltages
applied to the quadrupole electrodes. The phase function ψ can be related to β as dψ/dτ =
1/β. Assuming a circular machine composed of Ncell identical FODO blocks, the betatron
tune around the ring is calculated from [11]

ν0 =
∫ Ncell τ0

0

dτ

β(τ)
= Ncell

∫ τ0

0

dτ

β(τ)
= Ncell

fs

fQ

, (2)

where τ0 = c/fQ, and fs is the frequency of the secular motion. The RF waveform
of KQ(τ) directly reflects the AG focusing structure of a particular accelerator. The RF
power control system of S-POD can generate a variety of periodic waveforms to explore
beam dynamic effects in many different AG lattice configurations. Considering the simple
sinusoidal waveform with the voltage amplitude VQ, we have

KQ = 2qiVQ

Mic2r
2
0

cos

(
2πfQ

c
τ

)
, (3)

where Mi and qi are the mass and charge state of confined ions, and r0 is the radius of the
trap aperture.

According to a one-dimensional Vlasov theory [12], the resonant instability of order m is
expected to take place under the conditionm(ν0 − Cm�ν) ≈ nNsp/2, where�ν is the tune
shift caused by the Coulomb repulsive force,Cm is am-dependent constant less than unity, n
is an integer corresponding to the Fourier harmonic number of the external periodic driving
force, and Nsp is the number of superperiods around the ring. This condition applies to the
instabilities of the quadrupole mode (m = 2) or higher-order nonlinear modes (m > 2).
As already mentioned, the dipole-mode instability (m = 1) is independent of the Coulomb
potential; the resonance condition is simply ν0 ≈ nNsp. Note also that the factor 1/2 is
missing on the right hand side because of the peculiarity of the dipole resonance.

3 Experimental setup

The structure of a linear Paul trap for S-POD is illustrated in Fig. 1 [4, 5]. The trap is
axially divided into five quadrupole sections, namely, End A, IS, Gate, ER, End B, that
are electrically isolated from each other so that we can add different DC bias voltages.
The lengths of the End and Gate sections are 14 mm, while the IS and ER sections are
75 mm long. The radius of the plasma confinement region is r0 = 5 mm and the radius of
quadrupole rods is re = 1.15r0 = 5.75 mm. The trap is placed in a vacuum chamber with
the base pressure of 8 × 10−8 Pa.
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Fig. 1 Schematic view of the multisection linear Paul trap

To generate 40Ar+ ions, neutral Ar gas (< 2 × 10−5 Pa) is introduced into the vacuum
chamber and ionized with an electron beam (135 eV, < 0.5 mA) in the IS region for 0.2 s.
Those ions are confined radially by a quadrupole RF field (VQ < 94 V, fQ = 1 MHz)
and axially by DC bias voltages (30 V) on the End and Gate electrodes. After a sufficient
number of ions are stored, perturbing RF voltages VD with opposite signs are added to a pair
of rods in the IS region to excite the dipole oscillation in the x-direction for a time period of
tD . The DC bias on either the End or Gate section is dropped to extract the plasma from the
IS section. Extracted ions eventually reach either a Faraday cup or a micro-channel plate
(MCP) with a phosphor screen where we can measure the total number Ni of ions surviving
after tD . If the plasma is unstable, Ni will be reduced significantly. The Faraday cup is used
for a plasma of relatively high density (Ni ≥ 105) because of the limited S/N ratio. In the
range Ni < 105, we employ the MCP that enables us to obtain the transverse plasma profile
as well with a CCD camera [5]. The longitudinal plasma profile should approximately be
uniform, because the longitudinal DC potential well is almost flat over the IS region. Need-
less to say, the plasma as a whole executes a quadrupole oscillation on the x − y plane due
to the quadrupole focusing potential. Once the dipole driving field is switched on, a rigid
dipole oscillation is superimposed on the quadrupole motion. The frequencies of both oscil-
lations are much shorter than the time period within which all extracted ions are damped at
the MCP (> 100 μs). This means that we can only measure the average transverse profile
integrated along the axial direction over a long extraction period. Note also that the MCP is
placed about 10 mm away from the trap end. Since the transverse focusing force disappears
in this end region, the plasma is radially expanded to some degree. We thus need to estimate
the transverse expansion factor in order to figure out the plasma profile before extraction. A
three-dimensional particle tracking code has been developed for this purpose.

4 Tune calibration and transverse profile measurements

Arbitrary numbers can be chosen for Ncell and Nsp in S-POD experiments. Among a wide
range of choices, we here assume Ncell = 42 and Nsp = 1 recalling our most recent work
on dipole resonance [9]. These numbers reflect the situation of the EMMA accelerator con-
sisting of 42 AG focusing cells [10]. Ideally, the ring has 42-fold symmetric structure, but
a localized dipole leakage field from septum magnets destroys the high lattice symmetry
reducing the superperiodic number down to 1 [13]. Figure 2a schematically represents the
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(a)

(c)(b)

Fig. 2 a Schematic of the focusing and dipole RF waveforms corresponding to the EMMA situation. b
Resonance stop bands observed with (solid) and without (dotted) the pulsed dipole perturbation. c The stop-
band distribution after the tune calibration procedure

RF waveforms employed for the present S-POD experiment. A dipole pulse, 1 μs in width
and 1 V in height, is applied every 42 quadrupole focusing periods to excite integer res-
onances. The solid and dotted lines in Fig. 2b show the stop-band distributions measured,
respectively, with and without the dipole perturbation. The number of ions surviving after
tD = 10 ms is plotted as a function of bare tune ν0. The tune can be varied over a wide range
simply by changing the amplitude of the RF voltages of the quadrupole rods. Two different
initial ion numbers are considered in this example. The serious ion losses observed near
ν0 = 42/4 and 42/3 even without the dipole driving force are caused mainly by the resonant
instabilities of the quadrupole (m = 2) and sextupole (m = 3) modes, respectively. Note
that these stop bands shift rightward with higher Ni because �ν becomes larger. By con-
trast, many additional stop bands induced by the dipole perturbation do not move depending
on the initial number of ions. We, however, recognize that these stop bands of dipole res-
onance are slightly deviated from integer tunes calculated from (1)–(3) with raw data. In
order to evaluate the bare tune at each operating point, we first save the actual RF wave-
form measured by an oscilloscope. We then substitute the measured data in (1) to obtain
the stationary solution numerically and use (2) for tune determination. This should be due
partly to possible systematic errors included in RF waveform measurements with an oscillo-
scope. A slight discrepancy between the design r0 and actual r0 due to a mechanical error is
another source of dipole stop-band shifts. These errors can be corrected largely by just mul-
tiplying the focusing function KQ(τ) by a constant factor α. Making use of the fact that the
dipole resonance always occurs at an integer tune, we can readily determine the correction
factor by a least-squares fit. In the present case, we conclude that α with a standard error
is 0.958 ± 0.001. The data in Fig. 2b is replotted in Fig. 2c with this correction factor. All
dipole stop bands are now located at integer tunes. The root-mean-squared residual error in
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µ

Fig. 3 Transverse plasma profiles measured by the S-POD imaging system at different timings. The posi-
tions of the four quadrupole electrodes are illustrated in the central panel for reference. The dipole perturbing
voltages have been applied to the two horizontal rods

ν0 is less than or, at most, comparable to the uncertainty of the peak locations of ν0 due to
the interval of adjacent data points.

Once a dipole resonance is excited, the whole plasma starts to oscillate transversely.
The oscillation amplitude grows depending on the strength of the dipole driving force. Ion
losses are caused through periodic collisions of the plasma edge with the electrode surfaces.
Figure 3 shows the transverse plasma profiles observed with the S-POD imaging system at
every 63 μs. The betatron tune has been fixed at ν0 = 8. The amplitude of the 8th Fourier
harmonic of the dipole perturbation driving this resonance is VD = 0.1 V. We started
this experiment at a relatively low number of ions (Ni = 3.2 × 105) to minimize com-
plex collective effects. The integrated image of the plasma profile is gradually expanded
in the horizontal direction because of the rapid dipole oscillation and eventually fades
away.

Since the speed of ion losses on an integer resonance depends not only on the dipole per-
turbation strength but also on the transverse plasma extent, we can deduce the average radius
of the initial ion distribution from the time evolution of ion losses. In Fig. 4a, the fraction of
surviving ions S evaluated from simple one-dimensional (1D) tracking simulations is plot-
ted with the dashed curve for comparison with experimental data. In the 1D simulations, a
Gaussian distribution of ions with the temperature of 0.5 eV has been assumed on the basis
of past S-POD experiments [5]. We see that the experimental observation is in very good
agreement with the numerical prediction.

Ideally, the tune of the plasma centroid oscillation on integer resonance coincides with
that of the single-particle betatron motion. This suggests that roughly a half of initially
confined ions are scraped by the horizontal electrodes in Fig. 3 when the transverse shift of
the plasma centroid reaches the aperture radius r0. We have verified this expectation through
numerical simulations. The amplitude of the centroid oscillation, xg , can be estimated from
a driven harmonic oscillator model that gives xg = uDζ , where uD is the scaled linear
growth rate and ζ = VDtD , the abscissa of Fig. 4a. The use of xg allows us to approximate
the loss function S from

S(xg) = Lp

N0

∫ r0

−r0

dy

∫ r0−xg

−r0

ρ(x, y) dx =
∫ r0−xg

−r0

ξ(x) dx, (4)

where N0 and ρ are the ion number and the ion density distribution when xg = ζ = 0, Lp

is the effective length of the plasma, and ξ is the normalized plasma profile projected to the
x-axis. Considering that the time evolution of the measured S in Fig. 4a is similar to the
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Fig. 4 a Fraction of 40Ar+ ions surviving on the integer resonance at ν0 = 8. The abscissa is the scaled
plasma-confinement time defined as VD × tD . Open Circles, squares, and triangles represent measurement
data obtained, respectively, with VD = 0.5, 1, and 2 (V). The solid line is obtained from the fitting formula
in (6). The dashed line almost overlapping with the solid curve is obtained from a 1D particle tracking
simulation. b Normalized ion profiles projected on x - axis. The thin solid curve is the Gaussian distribution
defined by (5). The thick solid curve represents the average profile given by the formula in (7). The dashed
line shows the experimental observation by the imaging system. c Transverse rms extent of an ion plasma
at different tunes. Closed circles are the theoretical predictions based on (7) while open squares represent
experimental data

error function, we here adopt the following Gaussian profile ξf within the range |x| < r0
as the initial ion distribution:

ξf (x) = a√
2πσ0

exp
[
−x2/(2σ 2

0 )
]
, (5)

where a = 1/erf
[
r0/(

√
2σ0)

]
is the normalization constant to fulfill

∫ ro

−ro
ξf dx = 1. The

fitting function for the surviving ion fraction can then be expressed as

Sf (xg) = 1

2

{
1 + aerf

[
(r0 − xg)/(

√
2σ0)

]}
. (6)

The solid line plotted in Fig. 4a is the fitting curve based on this formula with uD =
0.245 mm/(Vμs) and σ0 = 1.69 mm. We also tried a high-order power series as a fitting
function for ξf , but the result was almost identical to the Gaussian prediction.

The Gaussian profile ξf is plotted in Fig. 4b with the thin solid line while the dashed line
shows the ion distribution experimentally observed with the S-POD imaging system when
xg = ζ = 0. We find that the simple fitting model based on the measured ion-loss curve
in Fig. 4a does not well explain the actual profile on the MCP. The discrepancy probably
comes from the fact that the transverse distribution is not static but constantly driven by the
external RF quadrupole potential. The observed profile on the MCP has been averaged over
many periods of the quadrupole oscillation, which distorts the distribution from the simple
Gaussian.

In order to improve the theoretical prediction, we incorporate the transverse quadrupole
motion of the plasma into the present Gaussian model. At the low ion density considered
here, the collective Coulomb potential is negligible. Then, the approximate plasma extent
can be expressed by

√
εβ(τ) where ε is a constant corresponding to the plasma emittance

and β(τ) is the periodic solution of (1). The effect of the quadrupole oscillation can be taken
into account by replacing σ0 in (5) by σ(τ) = σ0

√
β(τ)/β0, where β0 is the maximum
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value of β. Averaging the time-varying Gaussian profile over an RF period, we obtain the
transverse profile

< ξf >= a√
2πτ0

∫ τ0

0

1

σ(τ)
exp

{
−x2/[2σ(τ)2]

}
dτ. (7)

The thick solid line in Fig. 4b is obtained from (7). The agreement with the experimental
observation (the dashed line) is very good. The root-mean-squared radii derived from (7) at
different bare tunes are indicated with closed circles in Fig. 4c. The theoretical prediction
agrees fairly well with the experimental observation (open squares)

5 Summary

We successfully excited integer resonance stop bands, applying a sinusoidal or a pulse
dipole perturbation to the quadrupole electrodes of a linear Paul trap. Sharp ion losses were
observed near integer tunes corresponding to the frequencies of the driving Fourier harmon-
ics. We confirmed that the stop bands of the dipole-mode instability do not move depending
on the plasma density. Slight shifts of the stop-band locations from integer tunes were, how-
ever, found which are most likely caused by technical limitations such as misalignments of
the electrodes, possible errors in RF voltage measurements, etc. Taking advantage of the
integer resonance condition, we evaluated a calibration factor to determine the betatron tune
(secular frequency) precisely.

The time evolution of ion losses on an integer resonance was also measured and com-
pared with numerical results from a simple particle-tracking simulations. We showed that it
is possible to make a good estimate of the transverse plasma profile by using the ion-loss
data on resonance.
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Abstract We here developed and evaluated a laser frequency control system which syn-
chronizes the laser frequency to the resonance of target Ca+ isotope ion whose having more
than 8 GHz of isotope shift based on the Fringe Offset Lock method for simple opera-
tion of ICPMS-ILECS (Inductively Coupled Plasma Mass Spectrometry - Ion trap Laser
Cooling Spectroscopy) The system fulfilled the minimum requirements of four slave lasers
stability for Doppler cooling of Ca+ ions. A performance of the system was evaluated by
cooling 40Ca+ ions with the stabilized slave lasers. All the stable even Ca+ isotope ions
were trapped and their fluorescence was observed by switching laser frequencies using the
system. An odd calcium isotope 43Ca+ cooling was also succeeded by the control system.
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1 Introduction

An easy downsizing and low cost operation are available for semiconductor lasers because
it requires only a small current for its driving and can be thermally stabilized by a small
Peltier element [1]. For these reasons ring and dye laser have been gradually replaced with
semiconductor lasers in atomic spectroscopy. Nowadays semiconductor lasers are widely
used in a field of absorption, fluorescence and ionization spectroscopy [2]. In the atomic
spectroscopy, a laser, single mode linewidth of which is narrower than the natural linewidth
of target atoms is preferred to resolve its spectra. Therefore various techniques have been
developed for narrowing linewidths of semiconductor lasers [3, 4]. A wellknown method
is to form an external cavity outside a laser diode [5]. This External Cavity Diode Laser
(ECDL) [6] can easily obtain a stabilized single mode because of its simple structure. For
a high precision spectroscopy a laser frequency stabilization is very important because it
fluctuates due to unstable driving current temperature variation, mechanical vibrations and
so on. There are various methods to stabilize a laser frequency, such as, using an atomic
absorption line as an absolute frequency reference [7–10], judging a relative frequency of a
laser by an etalon [11, 12], detecting a phase difference between a reference and a control
laser by mixing [13, 14], transferring a stability of reference laser to the other lasers through
an etalon [15, 16].

As considering requirements of laser cooling of ions, the stabilization method using an
atomic absorption line requires the line in the vicinity of the cooling ion resonance fre-
quency and Acousto-Optic Modulators (AOM) are also needed to sweep the laser frequency.
In case of using the phase difference stabilization, the method cannot be achieved without
an expensive modulation equipment for each individual laser. However the Fringe Offset
Lock (FOL) method is able to control multiple lasers using only one etalon and frequency
sweep of the slave lasers can be easily done. Therefore the method can be think as very use-
ful for the ion trap experiment. The FOL method was proposed by Lindsay [17]. A stability
of the method was increased by controlling a temperature of a cavity [18] or housing an
etalon in a sealed chamber [19] or increasing a feedback bandwidth with a high speed scan-
ning of an etalon [20]. Also the method was advanced by solving a control stop problem
when fringe signal was moved more than one FSR of etalon [21] and realizing multiple laser
controlling [22].

In the ICPMS-ILECS (Inductively Coupled Plasma Mass Spectrometry - Ion trap Laser
Cooling Spectroscopy) [23], cooling lasers frequency has to be synchronized with the res-
onance frequency of target ions which were injected from the ICPMS to trap and cool.
Although an isotope of ion beams can be easily selected by the ICPMS, manual switch-
ing and stabilization of the cooling lasers frequency corresponding to the isotope shift of
selected target ions is a troublesome task. Therefore we developed and evaluated a DFOC
(Digital Fringe Offset Control) system based on the FOL method [24] to synchronize the
laser frequency on the resonance of the target ion. Two 397 nm and two 866 nm slave
ECDL frequencies can be simultaneously stabilized and tuned on the resonance of target
isotope ion by the system. The DFOC system stabilizes the slave lasers frequency by chas-
ing its fringe positions continuously and only one etalon is needed to control and monitor
frequency of all the slave lasers And the system does not requires a lock-in amplifier to cre-
ate an error signal therefore an entire laser cooling system can be downsized. Because the
system is able to chase the fringe which moved more than a Free Spectral Range (FSR) of
the etalon a frequency control range of the system will not be limited by the FSR. A details
of the DFOC system construction and its performance will be explained in this paper.
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Fig. 1 Optical setup and signal flows for the DFOC system. The master laser beam was divided for the
SD-DAVLL and obtaining a fringe signal. All the laser beams were spatially overlapped and separated using
their frequencies and polarizations. Fringe signals were converted into TTL pulses and a computer created a
feedback signal. (DM : Dichroic mirror, PBS : Polarized beam splitter, NDF : Neutral density filter, λ/2 and
λ/4 : Waveplate)

2 Experimental setup

2.1 System requirement for Doppler cooling of ion and its scheme

DFOC is a multiple laser frequency control system which is used for Doppler cooling of
trapped Ca+ ions in this experiment 4s 2S1/2 ↔ 4p 2P1/2 or 4p 2P3/2 transitions can be used
for Doppler cooling of Ca+ ions and in our case 4s 2S1/2 ↔ 4p 2P1/2 transition was chosen
since the transition requires only 397 and 866 nm lasers to close the cooling cycle though
the latter case requires an additional 854 nm laser A frequency of cooling laser is needed to
be red detuned by a half amount of the natural linewidth � of the cooling transition for an
efficient cooling [25]. Because the � of 4s 2S1/2 ↔ 4p 2P1/2 transition is 22.4 MHz [26],
the 397 nm laser frequency has to be 11.2 MHz red detuned from the resonance of Ca+ ions.
If the cooling laser frequency is larger than the resonance of a target ion, the ion is heated
and a cooling efficiency will be decreased. Therefore a frequency fluctuation of the 397 nm
laser have to be at least smaller than 22.4 MHz to not to heat ions. An 866 nm laser is needed
to repump the 3d 2D3/2 ↔ 4p 2P1/2 transition. Because a lorentzian component of the
transition linewidth is experimentally measured as 30 MHz [27], the frequency fluctuation
of 866 nm laser has to be less than 30 MHz.

The FOL method obtains fringe signals of the master and the slave lasers from a same
etalon and stabilizes the slave laser frequency by maintain a width between the two laser
fringes. The DFOC transforms the fringe signals into TTL pulses to suppress an electrical
noise and handle the signals easily by a computer. An optical setup and a signal flow of the
control system is shown in Fig. 1. All the laser beams were spatially overlapped and then
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Fig. 2 The 780 nm laser stabilization result by the SD-DAVLL method for 60 minutes. The error signal was
converted into a frequency and its histogram was created from the data

separated using their wavelength and polarizations in the system because the fringe signals
of all the lasers have to be obtained individually. Fringes of the five lasers from the etalon
is transformed into the pulse signal and acquired by the computer. The computer creates
feedbacks based on the pulse signals to control the etalon and the slave lasers.

2.2 Master laser

Since a stability of the master laser is transferred to those of the slave lasers in the FOL
method, usually a commercial He-Ne laser or a stabilized semiconductor laser is used as a
master laser to obtain high stability An ECDL which is stabilized by Sub-Doppler Dichroic
Atomic Vapor Laser Lock (SD-DAVLL) [28] was introduced as the master laser in the
DFOC system because a cheap laser diode could be used and better stability than the stabi-
lized He-Ne could be obtained. The reason why the SD-DAVLL was used is the technique
hardly affected from a temperature variation of an atomic cell [29] and no laser modulation
is required to obtain an error signal. The SD-DAVLL uses the shifting of absorption fre-
quencies by Zeeman effect when a saturated absorption spectroscopy is conducted with an
atomic cell in magnetic fields. The shifted components can be distinguished by dividing a
probe beam into right and left-circularly polarized components and the error signal for fre-
quency stabilization is obtained from a difference of the two circularly polarized component
signals. The upper part of Fig. 1 shows an optical setup and a feedback flow for the SD-
DAVLL The wavelength of the master laser was chosen as a 780 nm to use the Rubidium
atom D2 line and the master laser frequency was stabilized with the SD-DAVLL using the
85Rb absorption line. An error signal of the SD-DAVLL was recorded for an hour and con-
verted into a histogram The result was shown in Fig. 2. A stability of the frequency locked
master laser was measured as 1.4 MHz of Full Width at Half Maximum (FWHM) during
one hour. The stability of our master laser is comparable to those of typical commercial
frequency stabilized He-Ne lasers.
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Fig. 3 A calibration curve for the etalon FSR measurement. Its x-axis is a modulation amount corresponds to
the measured beat frequency and a y-axis does to a ring piezo scan voltage. The FSR of etalon was measured
as 189.2 ± 0.4 MHz from the curve

2.3 Measurement of the etalon FSR

The DFOC system estimates a relative frequency of a laser by converting its fringe signal
movement into a frequency scale using the Free Spectral Range (FSR) of the etalon. The
DFOC system introduced a confocal type lab made etalon whose curvature radius r of its
mirror is 400 mm therefore the FSR can be calculated as 187.4 MHz. The mirror used our
etalon was produced to have more than 98 % of reflectance for 397, 780 and 866 nm. A
finesse of fringe signal was adjusted to be around 10 to 30 to obtain a better stability of
the laser. However we experimentally measured the FSR using a laser because a correct
value of the etalon FSR is required for precise laser frequency control For the measure-
ment, a fundamental 866 nm beam and its modulated beam were prepared. The fundamental
beam was divided by a beam splitter and one of the divided beams was modulated by an
AOM. The fundamental and modulated beams were overlapped spatially then divided into
the two beams. The half of the overlapped beam was guided into an avalanche photodiode
(Hamamatsu photonics, C5658) to measure its beat frequency and the other one to the
etalon. The beat frequency from the avalanche photodiode was measured by a spectrum
analyzer (Advantest, U3751). Because the two fundamental and modulated beams were
originated from the same 866 nm laser, the frequency jitter of the laser was balanced out
and an absolute amount of frequency modulation by the AOM could be measured with a
precision of less than 10 kHz FWHM. At the same time the fringe peak position difference
of fundamental and modulated beam was measured as a function of an applied voltage on
a ring piezo element for the cavity scan. Therefore a relationship between the cavity length
and an absolute frequency could be measured from the result and finally the FSR could be
calculated.

The measured data and the calibration curve is shown in Fig. 3. First, the modulation
amount was adjusted to be 170 ∼ 200 MHz which was in the vicinity of designed value of
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the etalon FSR. Then the scan voltage between the fringe peak of fundamental and modu-
lated beam was simultaneously measured several times. Finally the relationship between the
absolute frequency and the voltage on the ring piezo element to scan the absolute frequency
were obtained A calibration curve was obtained by line fitting of data points Because the
etalon scan voltage for obtaining two fringe peak of fundamental beam was measured as
3.739 ± 0.007 V, the FSR of the etalon could be calculated as 189.2 ± 0.4 MHz by refer-
ring to the curve. The measured FSR corresponds to 396 ± 0.8 mm of the actual cavity
length.

3 System performance evaluation

3.1 System performance

At first a stabilization of the etalon was evaluated by the system. Because if the cavity length
of the etalon was changed, the computer would give a wrong feedback signal to slave lasers
in the DFOC system. Therefore the system compensates a changed cavity length due to an
environment condition by stabilizing a fringe peak position of the master laser. Our master
laser frequency measured by etalon was drifted a few hundred of MHz according to the
experiment room temperature fluctuation although the laser frequency was stabilized by SD-
DAVLL. Around 2 ◦C of the temperature variation was occurred within less than 10 minutes
due to the self-adjustment of an air conditioner in the experiment room. However the fringe
position of the master laser was stabilized in few MHz scale although the room temperature
varied greatly during the etalon length compensation by the system. From these result we
can conclude that the system was succeeded to compensate the cavity length variation for
increasing a stability of the system.

Then the slave laser frequency stabilization performance was evaluated. The DFOC
system is able to control a frequency of two 397 nm and two 866 nm slave lasers simulta-
neously. Few hundred MHz of the laser frequency drift was appeared during 30 minutes in
our setup. Then the stabilized fringe positions of four slave lasers were measured during 50
minutes. A stabilized laser frequency linewidth was measured as 6.2 and 3.5 MHz for 397
nm-L and R lasers And for 866 nm-L and R lasers the stability was measured as 6.8 and 4.3
MHz. The stability difference of lasers can be thought of as a result from a various mechan-
ical precision of lab-made lasers and different drivers for laser to laser, therefore the noise
scale of lasers are all different.

And we again evaluated a frequency stability of the 866 nm slave lasers using an optical
heterodyne method to find the stabilization result obtained by the etalon was precise or not.
For the measurement, the two 866 nm slave lasers were stabilized by the system and its
beat frequency was measured around one hour. More than 30 MHz of the frequency drift
was appeared on the measurement result within less than 15 minutes. The FWHM of the
measured beat frequency during the stabilization period of only 67 minutes was 5.3 MHz
From these result we can say the frequency evaluated by the etalon having enough precision
for experiment because a precision needed for ion Doppler cooling is only ten MHz scale.
Consequently we can conclude that the enough stability for Ca+ ion Doppler cooling was
obtained for the four slave lasers by the simultaneous frequency stabilization control of the
DFOC system.
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Table 1 Natural abundance of
Calcium isotopes and their
isotope shifts [31]

Isotope shift (MHz)

Mass Natural Ca+ S-P Ca+ D-P

number (Z) abundance (%) 397 nm 866 nm

40 96.9 0 0

42 0.647 425 −2350

43 0.135 688 −3465

44 2.09 842 −4495

46 0.004 1287 −6478

48 0.187 1696 −8288

3.2 Ion trap experiment

To estimate the Doppler cooling performance of the constructed DFOC system 40Ca+ ion
was selected as a target ion. The ions were trapped and cooled in the ICPMS-ILECS which is
a mass spectrometry using a linear Paul trap technique. A commercial ICPMS was adopted
here as an ion source because of its high ionization efficiency for various elements and a
continuous liquid sample injection ability from the atmosphere to a vacuum environment.
More details on the apparatus can be found in the reference.

A calcium standard liquid sample of 1 ppm concentration was used to create a calcium
ion beam from the ICPMS. An argon and its compounds ions generated from an ICP was
suppressed by injecting 0.8 ml/min of ammonia gas into a reaction cell. A trap parameter
was Vrf = 500 V, �= 2π× 4.1MHz. A vacuum degree of the trap chamber was 1 × 10−9

Torr. The 397 nm laser frequency was tuned on -160 MHz from the 40Ca+ resonance for
Doppler cooling of loaded ions and the 866 nm laser frequency was tuned on its resonance.
Injected ions from the ICPMS were loaded and cooled on these experimental conditions.
After finishing the loading a typical cooling spectrum of 40Ca+ ions was obtained. During
the 397 nm frequency scanning a laser induced fluorescence (LIF) gradually increased then
a phase transition appeared at −125 MHz red detuned frequency from the resonance. When
the 397 nm frequency was blue detuned from the resonance a sharp decrease of the LIF due
to laser heating was appeared and finally a FWHM of the spectrum was measured as 27.9
MHz. From these results we can conclude the cooling lasers stabilized by the performance
of the DFOC system was good enough to cool Ca+ ions.

3.3 Laser frequency switch for even isotope ion cooling

As shown in Table 1, resonance frequency difference of each Ca+ isotope ions is different
up to around 8 GHz due to its isotope shift. Therefore, the 397 and 866 nm laser frequencies
have to be simultaneously switched to the resonance frequencies of target ions for Doppler
cooling. The system simultaneously controls the frequency of cooling and repumping lasers
from one Ca+ isotope resonance to the other one by referring the relative fringe position
from the etalon. When the two isotope numbers were designated for the resonance frequency
switching, the computer system calculates a difference of the isotope shift shown in Table 1
and then simultaneously switch the frequency of 397 and 866 nm laser. Negative feedback
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Fig. 4 The experimental result of a cooling laser frequency synchronization with the resonance of injected
target ions from the ICPMS by the DFOC system. The 397 and 866 nm laser frequencies were switched from
one even isotope to another one. The LIF from trapped and cooled ions was observed when the target ions
from the ICPMS was reached at the trap segment

control technique [30] was adapted for all the slave lasers to increase a continuous scan
range of our ECDL from 2 ∼ 3 GHz to 10 GHz.

A performance of the laser frequency switching function was evaluated by cooling stable
even Ca+ isotope ions in the ICPMS-ILECS. When the 397 and 866 nm laser frequencies
were tuned on the resonance of a target isotope ion by the DFOC system then Ca+ ion
beam injected from the ICPMS was chosen in order of 40Ca+, 42Ca+, 44Ca+, 46Ca+ and
48Ca+. The odd isotope 43Ca+ was not considered here because its non-zero nuclear spin
gives rise to the hyperfine structure and therefore its laser cooling scheme is different from
that of even isotope ions. The experimental result was shown in Fig. 4. First, the 397 nm
laser frequency was tuned on -170 MHz from the 40Ca+ resonance and 866 nm frequency
was tuned on the 40Ca+ resonance to decrease a temperature of the loaded ions by Doppler
cooling. 2.6 × 10−6 Torr of Helium buffer gas was injected in the trap chamber during
the experiment to decelerate the ion beam from the ICPMS. When the 40Ca+ ion beam
was injected into the trap segment at 9 second, an LIF from the trapped and laser cooled
ions was observed. Next the trapped 40Ca+ ions were removed from the trap by making
rf voltage to zero at 22 second. Then the frequencies of the 397 and 866 nm lasers were
switched from the resonance of 40Ca+ to that of 42Ca+ at 38 second. When the 42Ca+ ion
beam was injected from the ICPMS, an LIF from trapped and cooled 42Ca+ was observed at
53 second. Then the same process was repeated for 44Ca+, 46Ca+ and 48Ca+. All the even
stable Ca+ isotope ions LIF was observed from the experiment and we can conclude that
the DFOC system successfully switched the frequency of 397 and 866 nm lasers for Ca+
isotopes ion cooling. The reason why the LIF of 46Ca+ was very small is that the amount
of 46Ca+ ions which reached at the trap segment from the ICPMS was very small due to its
low natural abundance of 0.004 %.
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Fig. 5 A relationship between the natural abundance and a LIF × L value of even Ca+ isotope ions which
was trapped by a symmetrical control of the DFOC and the ICPMS

According to the ion loading model [23], the concentration Cχ of an isotope corresponds
to a product of trapped isotope ions LIF and the ion loading rate L into the trap, where χ is a
scaling factor. Therefore we have extracted the LIF maximum and loading rate information
for each Ca+ isotope from Fig. 4 to investigate the relationship between the trapped ions
fluorescence and their natural abundance The Fig. 5 shows the calculated LIF × L and its
linear fit. In fact the linear fitting worked well with χ = 0.88 same as reference paper. The
reason why χ < 1 can be explained as follows. The amount of trapped ions were increased
due to the high concentration of isotope, and therefore its ion cloud became large. With
the large ion cloud, an effect of rf heating and micromotion became stronger and finally an
ion temperature was increased. Consequently, an ion LIF was decreased with an isotope of
which concentration was high. Moreover, a light collection efficiency of a detection system
was also decreased due to the large ion cloud. And high error bar of 46Ca+ is because the
0.004 % of very rare natural abundance made the amount of trapped ions also very small
and decreased the ion loading efficiency. From these results we can conclude lasers fre-
quency controlled by the system were successfully synchronized to objective ions from the
ICPMS Therefore Ca+ isotopes ion loading and its selective cooling method was estab-
lished. Furthermore, a correspondence between the LIF of the trapped isotope ions and its
natural abundance was investigated.

3.4 Doppler cooling of odd isotope ion

The odd isotope ion cooling have to be considered differently from that of even isotopes due
to its hyperfine structure. Calcium has a stable odd isotope 43Ca natural abundance of which
is 0.135 %. Therefore the 43Ca+ was chosen as a target ion here to evaluate the odd isotope
ion cooling performance of the DFOC system. There are indeed several papers on 43Ca+
spectroscopy using ion trap such as a research using resonance ionization [31] or isotope
concentrated environment [32]. Our laboratory reported the spectroscopy using sympathetic
cooling [33] and selective heating and cooling method [34]. In this research we realized a
direct ion loading environment which is different from the other researches by introducing
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+Ca43

Fig. 6 The hyperfine structure energy level diagram of 43Ca+ and the Doppler cooling scheme used in our
experiment. Two 397 nm and four 866 nm lasers are required to close 4s 2S1/2 ↔ 4p 2P1/2 and 3d 2D3/2

↔ 4p 2P1/2 transition. The beam which closing 4s 2S1/2 (F=3) ↔ 4p 2P1/2(F=4) transition was named as a
repump 397 nm beam and cooling 397 nm beam for 4s 2S1/2 (F=4) ↔ 4p 2P1/2(F=4) transition

ICPMS. The hyperfine structure energy level diagram of 43Ca+ and the Doppler cooling
scheme we used are shown in Fig. 6. Although our DFOC system is available to control only
two 397 nm and two 866 nm lasers, two 397 nm lasers are needed to close 4s 2S1/2 ↔ 4p
2P1/2 transition and four 866 nm lasers are needed to close 3d 2D3/2 ↔ 4p 2P1/2 transition
as reported by the energy level diagram. However F:F’=5:4, 2:3 transition of 3d 2D3/2 ↔
4p 2P1/2 can be closed with one 866 nm laser because the frequency difference between
the two transition is sufficiently small. There is a report [35] about the 3d 2D3/2 ↔ 4p
2P1/2 transition of 43Ca+ closing with only three 866 nm lasers. In the report a fundamental
866 nm laser was prepared to cover F:F’=3:3 and then created two modulated laser beams
frequency of which are -150 MHz and -395 MHz from the fundamental laser beam to close
F:F’=5:4, 2:3 and F:F’=4:4 respectively. Referring their 3d 2D3/2 ↔ 4p 2P1/2 repump
system, we prepared the fundamental 866 nm laser beam covering F:F’=5:4, 2:3 and two
modulated laser beams frequencies of which are +150 MHz for F:F’=3:3 and -245 MHz
for F:F’=4:4 closing. With this 3d 2D3/2 ↔ 4p 2P1/2 hyperfine structure repump system
a closed cooling cycle for 43Ca+ with two 397 nm lasers and one 866 nm laser was able
to be constructed and consequently all the frequencies of the lasers could be stabilized and
controlled by the DFOC system. To evaluate an odd isotope ion cooling performance of the
DFOC system, 43Ca+ ions were trapped and cooled in the ICPMS-ILECS and its hyperfine
splitting was also measured.

The frequencies of two 397 nm lasers were tuned on -200 MHz from each resonance and
three 866 nm laser beams frequency was tuned on resonance for Doppler cooling of 43Ca+
ions. All the five laser beams were adjusted to cross at the trap center Then 43Ca+ ions which
were created from a calcium standard liquid sample by the ICPMS were loaded in the trap
and finally an LIF from the Doppler cooled 43Ca+ ions was observed. To obtain a cooling
spectrum of the trapped 43Ca+, all the three 866 nm beams frequency were stabilized to
repump 3d 2D3/2 ↔ 4p 2P1/2 transition and repump 397 nm laser frequency was also
stabilized to close 4s 2S1/2 (F=3) ↔ 4p 2P1/2 (F’=4) transition (see Fig. 6). Then the
frequency of cooling 397 nm laser was swept to observe a spectrum of 4s 2S1/2 (F=4) ↔
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4p 2P1/2 transition. The 4p 2P1/2 level cooling spectrum obtained from the trapped 43Ca+
ions is shown in Fig. 7. The x-axis frequency of the graph was calculated by converting the
cooling 397 nm laser fringe movement using the etalon FSR and the LIF signal was fitted
with a Voigt function. During the frequency sweeping two large peaks were observed at
the F:F’=4:4 and F:F’=4:3 resonance. An amplitude of F:F’=4:4 peak was higher than the
F:F’=4:3 peak in the graph We suppose the reason of LIF difference is the repump 397 nm
laser. Ions in 4s 2S1/2 (F=3) level were only excited to 4p 2P1/2 (F’=4) level but not 4p
2P1/2 (F’=3) level by the repump 397 nm laser Therefore the F’=4 level population of 4p
2P1/2 was larger than that of F’=3 level during the experiment A strong dip in the F:F’=4:4
peak is a dark resonance resulted by the repump 397 nm laser.

The 4p 2P1/2 level hyperfine splitting of 43Ca+ was measured as 597.2 MHz from the
fitting and the reference value [36] is 581.7 MHz. The ion temperatures derived from the
fitting to the Voigt function were 14 K for the for F:F’=4:4 transition and 7 K for the
F:F’=4:3 transition, respectively. Two reasons can be think of the frequency difference
between the measured hyperfine splitting and the literature value. First a Voigt function
fitting was affected from the strong dark resonance dip in F:F’=4:4 transition therefore
the peaks position would be deviated from a real position. Second a fluctuating LIF signal
caused by the cooling 397 nm laser linewidth made the fitting error.

4 Conclusions

Laser frequencies were controlled for cooling stable calcium ions by the DFOC system
using a computer and an etalon. The master laser was prepared by stabilizing lab-made 780
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nm laser using Sub-Doppler DAVLL. The cavity length of the lab-made etalon was mea-
sured and stabilized to compensate its variation by environment condition change Four slave
lasers for ion cooling were stabilized simultaneously. The ion cooling performance of the
DFOC system was evaluated by observing the LIF of cooled 40Ca+ ions. The frequency
shift function was implemented to correspond the isotope shifts of target ions and all the
stable even Ca+ isotope ions were cooled and observed. Finally cooling laser system for the
odd isotope ion with the hyperfine structure was constructed and controlled by the DFOC
system. A cooling spectrum of 43Ca+ ions was obtained and its hyperfine splitting was mea-
sured We are considering to introduce a FPGA (Field-Programmable Gate Array) control
system and a high speed scanning etalon to narrow the linewidth of controlled lasers using
its wide feedback bandwidth for better experiment precision as a next step of this research.
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27. Nörtershäuser, W., Blaum, K., Icker, K., Müller, P., Schmitt, A., Wendt, K., Wiche, B.: Eur. Phys. J. D

Atom. Mol. Opt. Phys. 2, 33 (1998)
28. Petelski, T., Fattori, M., Lamporesi, G., Stuhler, J., Tino, G.M.: Eur. Phys. J. D 22, 5 (2003)
29. Masabumi, M., Masaaki, K., Masaki, O., Ikuo, W., Kazuo, W., Klaus, W.: Jpn. J. Appl. Phys. Part 1 45,

4120 (2006)
30. Nayuki, T., Fujii, T., Nemoto, K., Kozuma, M., Kourogi, M., Ohtsu, M.: Opt. Rev. 5, 267 (1998)

50 Reprinted from the journal



Development of multiple laser frequency control system...

31. Lucas, D.M., Ramos, A., Home, J.P., McDonnell, M.J., Nakayama, S., Stacey, J.-P., Webster, S.C.,
Stacey, D.N., Steane, A.M.: Phys. Rev. A 69, 012711 (2004)

32. Kurth, F., Gudjons, T., Hilbert, B., Reisinger, T., Werth, G., Mårtensson-Pendrill, A.-M.: Z. Phys. D:
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Abstract We are planning test experiments of fundamental symmetries based on the intrin-
sic properties of francium. It is expected that the laser cooling and trapping of francium
will produce precision measurements. The pilot experiment using rubidium was performed
with the goal of francium trapping. The ion beam generated with a francium ion source
was investigated using a Wien filter. Each piece of equipment still must be studied in more
detail, and the equipment should be upgraded in order to trap radioactive atoms.

Keywords Francium · Magneto-optical trap · Wien filter · Standard model

1 Introduction

Francium (Fr) is one of the newest elements and the heaviest element among alkali metals.
Fr is a radioactive element including many isotopes with mass numbers 199 to 232; they are
never stable isotopes. The group ISOLDE-CERN succeeded in finding and measuring the
optical transition of online-produced Fr isotopes in the 1970s [1]. In 1996, a group at the
State University of New York achieved the magneto-optical trapping of Fr [2]. It is believed
that Fr is suited for use in searching for the electric dipole moment of the electron and for
the nuclear anapole moment [3].
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The electric dipole moment (EDM) of the electron is observable, immediately indi-
cating violation of the time-reversal symmetry. A search for the EDM entails a test of
the standard model and a search for the new physics beyond the standard model, since
the time-reversal symmetry is held within the framework of the standard model. Many
groups have searched for the EDM using many methods in many systems. Measurement
precision has continued to improve, though the reported values are upper limit. Accord-
ing to the Schiff theorem, the atomic EDM cannot be observed because the subatomic
EDM is screened in neutral atoms [4]. In paramagnetic atoms, the Schiff screening is
violated by the relativistic effect. The unpaired electron in the outermost shell experi-
ences the nuclear electric field, and the EDM effect will appear with an enhancement.
Since the enhancement effect increases with the nuclear charge, the electron EDM exper-
iment was performed using heavy atoms with an unpaired electron, such as cesium [5] or
thallium [6].

The parity non-conservation effect is well known in atomic systems. The main com-
ponent of the atomic parity violation is independent of the nuclear spin. The nuclear-spin
dependent effect, which is much smaller than the independent effect, predominantly origi-
nates from the nuclear anapole moment (AM). The AM originates from the weak interaction
between the nucleons and increases with the number of nucleons. A simple atomic structure
is preferable in order to accurately extract the AM effect from the atomic parity-violating
effect. Therefore, experiments have used cesium [7, 8] and thallium [9, 10], which are rel-
atively heavy and simple. In 1997, a cesium experiment reported that the AM effect was
observed [7]. This measurement aligns well with the theory in terms of the nuclear-spin
independent parity violation [11]. However, some measurements conflict with the results of
the spin-dependent parity violation in this cesium experiment [3]. Further experiments are
needed in order to explore this contradiction.

1.1 Precision measurements with francium

Atoms with a large nucleus and simple electronic structure are favorable for investigating
the electron EDM and nuclear AM. Fr is one of the most suitable atoms meeting these con-
ditions. However, statistical precision tends to be a problem due to the absence of a stable
isotope. The application of laser cooling and trapping to Fr will overcome this problem. An
electrostatic field must be applied to atoms in order to measure these moments. The period
that the atoms interact with the external field is too short (∼msec) in atomic beam experi-
ments. If the atoms are trapped, the interaction time can be longer (∼sec) and will cover the
paucity of the objective atoms. On the basis of this motivation, precision measurement of
the symmetry violation is planned using Fr. Some groups have already performed the laser
trapping experiment of Fr at TRIUMF [12] and LNL [13]. At the Cyclotron and Radioiso-
tope Center at Tohoku University, development experiments also are working toward Fr
trapping [14].

We planned the magneto-optical trapping of Fr as follows: Fr is produced through the
nuclear fusion reaction between an oxygen beam and gold target. The Fr produced inside
the target is diffused and desorbed by heat because the gold is highly heated. Electro-
static fields extract the ionized Fr from the desorbed particles. The fusion reaction produces
not only Fr but also radiation, such as neutron and γ rays, which would interfere with
the precision measurement. Hence, the extracted ions are transported into the next room,
shielded from the radiation. The transported ions stop at the surface of a yttrium target.
The yttrium neutralizer is then heated and desorbs the Fr as neutral atoms. Finally, the des-
orbed neutral Fr atoms are captured in a vacuum by applying laser beams and quadrupole
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Fig. 1 Dependence on the temperature of yttrium neutralizer target for the fluorescence intensity. The ver-
tical axis shows the intensity of the fluorescence emitted from the trapped atoms that corresponds to the
number of trapped atoms. The horizontal axis shows the electric current heating the yttrium neutralizer that
corresponds to the yttrium temperature. The current of 7 A would be roughly 700 ◦C

magnetic field. This proceeding reports the developmental status of each experimental
component.

2 Experiment

2.1 Trapping experiment using rubidium

Rubidium (Rb), which is an alkali atom similar to Fr, is suitable for equipment devel-
opment. We have already achieved the ion production, transportation, neutralization and
magneto-optical trap of a stable Rb isotope. The trapping efficiency of the magneto-optical
trap depends on how the neutralized atoms are emitted. The number of trapped atoms is
investigated in terms of the dependence on the neutralizer conditions.

As the temperature of the neutralizer target gets higher, the atomic desorption is
enhanced, but the trapping efficiency worsens because of a higher velocity. Therefore, there
should be an optimum temperature to maximize the number of trapped atoms. Figure 1
shows the target temperature dependence of the trapped atoms. As expected, we obtained
the result indicating the existence of the optimum temperature.

The trapping efficiency should depend on the energy of the incident ion beam. Particles
become difficult to desorb as a higher energy beam implants deeper into the neutralizer.
The beam energy dependence of the trapped atoms is shown in Fig. 2. The lower-beam
energy leads to an increased number of trapped atoms. In fact, it has been found empirically
that reducing the beam energy (i.e., the acceleration voltage) results in a decrease in the
ion extraction efficiency and transport efficiency. The energy dependence of the ion beam
current as well as the trapping efficiency must be considered in order to maximize the
trapped atoms.

At optimum conditions, the number of trapped Rb atoms was roughly estimated to be
105 atoms. Since the number of Rb ions accumulated on the neutralizer was 109 ions/sec ×
10 sec = 1010 ions, the trapping efficiency would be approximately 10−5 as a rough order
estimation.
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Fig. 2 The beam energy dependence of the number of trapped atoms. The fluorescence intensity, which
corresponds to the number of atoms, is normalized by the ion beam current

2.2 Purification of the ion beam

When the Fr desorbs and ionizes at the surface of the gold target, it is expected that other
particles become ion beams through the same process as Fr. The number of 210Fr can be
estimated by measuring the number of α particles using a solid-state detector. Our 210Fr
beam intensity is typically 105 pps, roughly corresponding to the current of 10−5 nA. On
the other hand, the beam current is typically measured at 10 nA with a Faraday cup. This
large current is barely sensitive to the primary oxygen beam. A large amount of background
component induces frequent atomic collisions and subsequently disturbs the laser trapping.
A pure ion beam is required for efficient trapping.

A Wien filter was included in the beam transport system to purify the ion beam. If all
ions have the same energy, the components other than Fr can be separated using the Wien
filter, which acts as a mass separator. The mass spectrum obtained using the filter is shown
in Fig. 3. The mass-charge ratio is determined by the relationship between the applied field
intensity and the mass. According to the preceding study [15], clear peaks would derive
from alkali metals such as sodium, potassium and rubidium, which are impurities in the
material. A broad peak was found to be around 200 of the mass/charge, and this peak was
also observed without the primary beam. A possible explanation is that the gold target itself
is ionized. In principle, heavier particles are difficult to separate by a Wien filter; therefore,
the peaks in the spectrum get broader as the mass increases. If the field intensity reaches
200 mT, which is within the original design, it will lead to a good mass resolution to separate
Fr from Au.

The background current for Fr beam drops from 10 nA to 0.1 nA in this experimental
condition (Fig. 3). In other words, this filter can improve the purity by at least 100 times as
long as the transport efficiency of Fr ions does not change, regardless of whether the Wien
filter is used. Our transport system has an instability which could originate from a charging
of insulating parts. Because of this instability, transport parameters require frequent opti-
mization and are difficult to reproduce. In such a situation, the transport efficiency, which
is defined as the ratio of the beam intensity at the first detector and at the last detector, was
15 % without the filter and 26 % with the filter. It is possible that transport efficiency could
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Fig. 3 Mass spectrum of the ion beam measured with the Wien filter. The magnetic field of the filter was
fixed at approximately 40 mT. The electric voltage varied from 100 to 680 V across the 60 mm gap. The
acceleration voltage of the beam was 3 kV. The measured temperature of the gold target was approximately
900 ◦C

be improved by a weak focusing effect of the Wien filter. Further investigation is necessary
to discover how this purification leads to an increase in the number of trapped atoms.

3 Summary and plans

We are carrying out a project that traps radioactive francium atoms toward tests of funda-
mental symmetries through the measurement of the electric dipole moment and the anapole
moment. Trapping properties have been studied earlier using stable rubidium atoms, and
the ion beam was purified with a Wien filter. Other developments have also been consid-
ered, such as an upgrade of the Fr ion source and redesign of a trapping glass cell. In
particular, the glass cell is strongly related to the trapping efficiency. Ideally, the distance
from the neutralizer to the trapping area should be as short as possible, and the whole vol-
ume of the cell should be irradiated with laser beams, as the TRIUMF group has already
shown. Our present cell, however, does not meet the ideal conditions at all because the
required glassmaking is too difficult. The trapping efficiency will be improved when a
highly-skilled glassmaker creates an ideal cell. The performance evaluation and upgrade of
the experimental components must be executed in the facility to achieve the Fr trapping.
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Abstract We demonstrate spin-exchange optical pumping of 129Xe atoms with our newly
made laser system. The new laser system was prepared to provide higher laser power
required for the stable operation of spin maser oscillations in the 129Xe EDM experiment.
We studied the optimum cell temperature and pumping laser power to improve the degree
of 129Xe spin polarization. The best performance was achieved at the cell temperature of
100 ◦C with the presently available laser power of 1 W. The results show that a more intense
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laser is required for further improvement of the spin polarization at higher cell temperatures
in our experiment.

Keywords Spin-exchange optical pumping · Spin polarization in diamagnetic atoms

1 Introduction

A permanent electric dipole moment (EDM) violates time-reversal invariance, and hence
serves as a key observable to test theories beyond the Standard Model. We aim to search
for an EDM in diamagnetic 129Xe atom beyond the present upper limit of 4.1 × 10−27 ecm
[1], at the order of 10−28 ecm, using an active feedback spin maser technique that sustains
the nuclear spin precession semi-permanently [2, 3]. In the maser experiment, the degree
of atomic spin polarization is one of the important parameters because the polarization
directly influences the stability of the maser operation and then the achieved precision in our
measurement. The spin polarization of 129Xe is produced by spin-exchange optical pumping
(SEOP) using spin polarized Rb atoms [4]. Thus, both the degree of spin polarization in Rb
atoms and the Rb-129Xe spin-exchange rate are important for the efficiency of SEOP.

Recently we have installed a 3He co-magnetometer to remove the systematic errors of
the observed maser frequency caused by drift of magnetic field. An atomic EDM in 3He is
expected to be negligibly small because of the small atomic number. The maser oscillation
of 3He, however, turned out to be much more unstable compared to that of 129Xe. We con-
sider that the instability of 3He maser oscillation originates from insufficient polarization of
3He due to an inefficient spin exchange between Rb and 3He, which is typically three orders
of magnitude smaller than that between Rb and 129Xe [5, 6]. An effective way to overcome
the small spin exchange rates would be to increase the number of Rb atoms by increasing
the cell temperature. However, the hotter the cell temperature becomes, the higher the laser
power for the optical pumping must be. We therefore prepared a new self-made intense laser
system.

2 New laser system

Our new laser system (TA-ECLD) includes a self-made, Littrow type external cavity laser
diode (ECLD) as a seed laser and an intense tapered amplifier (TA). ECLD could have
narrow line width and good frequency stability as compared to other lasers. In the ECLD we
employ a laser diode (LD) with anti-reflection coating (Toptica Photonics, LD-0790-0120-
AR-1, power: up to 120 mW). A gold-coating replicated holographic grating (Optometrics,
3-4182) is used to selectively reflect a small range of the LD’s emission spectrum back into
the LD to narrow the laser linewidth. The free-running wavelength is set at D1 resonance
line of Rb atoms in the cell we used (794.980 ± 0.001 nm) by adjusting the grating angle. A
GaAs based TA (Eagleyard Photonics, EYP-TPA-0795-02000-4006-CMT04-0000) is used
for the amplification of the seed laser light from the ECLD. The ECLD and the TA are
coupled as shown in Fig. 1. The seed light power of 40 mW was amplified to 2 W which is
almost the diffraction limited power of TA. However the intensity of laser light obtained in
the present system was up to 1 W at the SEOP cell. A main cause of the decrease of laser
intensity is considered to be the reflectance and transmittance in the isolator and related
optical elements.
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Fig. 1 Photograph of the fabricated TA-ECLD system. The grating is used to selectively reflect a small
range of the LD’s emission spectrum back into the LD to narrow the laser linewidth. The output of ECLD
was amplified with TA. We used two lenses to collimate the output beam from TA, one was an aspheric
lens (Thorlabs, C390TME-B) and the other a cylindrical lens (Thorlabs, LJ1695RM-B, focal length 50 mm),
because the beam divergences for the horizontal and vertical direction were different. 2 W was obtained just
below the cylindrical lens. Two isolators (Thorlabs, IOT-5-780-VLP, isolation: 55 dB) installed below the
ECLD and the TA, respectively, were used to protect the laser diode from unwanted back reflections

3 Polarization measurement

The measurement was carried out for a spherical cell made of GE180 glass with a diameter
of 20 mm. It contained approximately 1 Torr of 129Xe, 425 Torr of 3He and 100 Torr of N2.
The cell temperature was controlled with hot air from a heater. The degree of spin polariza-
tion was derived from the Adiabatic Fast Passage NuclearMagnetic Resonance (AFP-NMR)
signal (see Fig. 2). The nuclear spins of 129Xe was placed under a static magnetic field pro-
duced with a Helmholtz coil, and were polarized by SEOP. The 129Xe spin magnetization
was flipped by the AFP-NMR with a RF field (frequency: 34.6 kHz) generated by a pair
of small coils and the static magnetic field sweeping across the resonance at 29 G. Thus,
the electromotive induction by the precession of nuclear magnetization was detected with
another pair of coils (pick-up coils). The amplitude of detected signal was proportional to
the magnetization. The picked-up signal was amplified with a lock-in amplifier (Stanford
Research Systems, SR830).

The degree of spin polarization in 129Xe, PXe, was deduced from the comparison of the
observed NMR signals from 129Xe and from protons in water whose polarization, Pp, was
known from the Boltzmann distribution. Thus PXe is described as

PXe = gp

gXe
× Np

NXe
× V max

Xe

V max
p

× Pp (1)

where gp and the gXe are the nuclear g factors for proton and 129Xe, Np and NXe are their
number densities, and V max

p and V max
Xe are the measured amplitudes of their signals. In this

study, we measured the polarizations of 129Xe achieved at four cell temperatures of 80, 90,
100 and 110 ◦C and four laser powers of 0.2 W, 0.5 W, 0.7 W and 1.0 W. Note that the
129Xe polarizations discussed in this paper are expressed relative to the polarization P

(0)
Xe
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Fig. 2 Circuit diagram of the AFP-NMR setup [7]. A static magnetic field swept across the magnetic reso-
nance at B0 = 29 G with a RF frequency of 34.6 kHz. An induction signal in AFP-NMR was detected with
the pick-up coils. The signal was amplified by a lock-in amplifier, recorded by a digital oscilloscope, and
finally stored in a computer

that was obtained at 100 ◦C and 1 W, because the 129Xe partial pressure in the cell had large
uncertainty due to uncertain values of pressure determined during the cell preparation.

4 Result

Figures 3 and 4 show the 129Xe relative spin polarization as a function of the laser power,
and the cell temperature, respectively. Assuming the 129Xe partial pressure to be 1 Torr, the
polarization at 1 W and 100 ◦C was determined to be approximately 50 %. In the steady
state, the 129Xe spin polarization is described as

PXe = PRb
γse

γse + �Xe
sd

, (2)

where PRb is the Rb spin polarization,γse is the spin exchange rate between Rb and 129Xe,
�Xe
sd is the spin relaxation rate of 129Xe. The Rb spin polarization is represented as

PRb = γopt

γopt + �Rb
sd

, (3)

where γopt is the optical pumping rate, which depends on the laser power, �Rb
sd is the

spin relaxation rate of Rb. The functional form used in the fitting analyses in Fig. 3
is y = aX

(X+b)
as suggested by (2) and (3). The spin polarization of 129Xe is found to

increase with the pumping laser power. The cell temperature of 100 ◦C is found to be the
best temperature for 129Xe within a range of laser power up to 1 W. The 129Xe polar-
ization at 110 ◦C does not seem to be saturated even at 1 W, indicating that the power
was still not sufficient for such a dense Rb vapor (number density: 1.1×1013 cm−3) [8].
The 129Xe polarization attained for individual temperatures, which was deduced from the
fitting, increases as the temperature becomes higher, because γse bears a proportionate rela-
tionship to Rb number density. However the 129Xe polarization is lower at 110 ◦C than
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Fig. 3 Laser power dependence of the 129Xe relative polarization for four different cell temperatures. The
obtained polarizations were normalized with the polarization P
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Xe at 1W and 100 ◦C. The data were fitted

with a function PXe/P
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, where a and b are constants to be determined through the fitting. Within

a range of laser power up to 1 W, the polarization of 129Xe does not saturate as the temperature becomes
higher, suggesting that the Rb polarization deteriorates with the temperature
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Fig. 4 Cell temperature dependence of the 129Xe relative polarization for four different laser powers. Polar-
ization at each temperature becomes higher as the laser power is increased. With the laser power fixed, the
polarization first increases with the temperature, but starts to decrease above 100 ◦C, presumably because
of the deterioration of Rb polarization, since the Rb vapor pressure rises up exponentially and, therefore,
the optical pumping rate decreases due to excessive absorption of the laser light by Rb atoms and the spin
relaxation rate of Rb increases

at 100 ◦C, since the degree of reduction in Rb spin polarization increases with increas-
ing temperature. The cause is considered that �Rb increases and γopt decreases due to
enhanced laser light absorption by Rb atoms with elevated temperatures [9]. Based on these
results, we expect that the spin polarization of Rb should be increased by increasing laser
power.
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5 Summery and future

The TA-ECLD system was prepared and installed in the present work. Within a range of
presently available laser powers, the highest polarization of 129Xe is obtained with a cell
temperature of 100 ◦C. In the next step, we plan to improve the laser power by incorporating
an additional TA. The measurement will be made of the 3He polarization at higher tempera-
tures, the results of which should allow more quantitative discussions. The new laser system
enables us to optimize the condition for maser oscillation, and thus to search for the best
condition for the 129Xe/3He dual spin maser operation, in particular with maximized 3He
polarization.
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Abstract We present two Penning trap experiments concerned with different aspects of the
physics of extreme electromagnetic fields, the ARTEMIS experiment designed for bound-
electron magnetic moment measurements in the presence of the extremely strong fields
close to the nucleus of highly charged ions, and the HILITE experiment, in which well-
defined ion targets are to be subjected to high-intensity laser fields.

Keywords Penning traps · Highly charged ions · Extreme fields

1 Introduction

The presence of extremely strong electromagnetic fields has a wide range of effects and
may, amongst others, be studied in two interesting yet distinct regimes: on a microscopic
scale there are extreme electric and magnetic fields in the vicinity of an atomic nucleus,
which significantly alter the properties of bound electrons. As field strengths reach close
to the Schwinger limit (of the order of 1016 V/cm, above which field production of real
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Fig. 1 Image of the ARTEMIS Penning trap (left), schematic of same trap (middle), and schematic of the
complete setup with the trap located in the centre of the superconducting magnet (right)

electron-positron pairs would become possible), contributions from quantum electrody-
namics (QED) play an important role to electronic structure, state lifetimes, and magnetic
moments, and corresponding calculations can be tested with high accuracies [1]. In turn,
this allows access to fundamental constants and symmetries. The ARTEMIS experiment is
designed for precision measurements of bound electron magnetic moments in confined and
cooled highly charged ions, and aims at measurements on the part per billion (ppb) level
of accuracy for electronic g-factors and on the part per million (ppm) level of accuracy for
nuclear magnetic moments. It is further designed for dedicated measurements of higher-
order Zeeman effects. It is located at the HITRAP facility [2] at GSI, Germany, for access
to low-energy highly charged ions. We present the concept, status, and first results.

On a macroscopic scale, extreme fields are present when atoms and ions are subjected to
highly intense laser light. The electromagnetic fields in and close to a laser focus produce
strongly non-linear optical effects such as multi-photon ionization to high charge states.
The HILITE experiment hence features a Penning trap for the preparation and positioning
of well-defined ion targets, as well as for non-destructive detection and confinement of
reaction products in studies with various high-intensity and / or high-energy lasers.

2 Double-resonance spectroscopy at ARTEMIS

Precise measurements of fine structure and hyperfine structure transitions in highly charged
ions allow sensitive tests of corresponding calculations in the framework of quantum
electrodynamics of bound states [3]. Precisely measurable quantities comprise magnetic
dipole (M1) transition energies and to some extent also lifetimes in the optical and in the
microwave domain [4].

The obtainable spectroscopic resolution depends crucially on effects of line shift and
broadening, prominently on first-order Doppler effects, which need to be minimized by
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Fig. 2 Spectrum of in-trap created and confined argon ion charge states as a function of time upon creation

phase-space cooling of the ions’ motions. To this end, ARTEMIS features techniques for
extended ion storage and cooling prior to spectroscopic measurements.

The ARTEMIS experiment applies a laser-microwave double-resonance spectroscopy
scheme which allows to precisely measure the Zeeman substructure of the fine or hyperfine
structure of the ion under consideration [5]. From this, the magnetic moments (g-factors) of
bound electrons can be determined for ions with non-zero nuclear spin, with precisions on
the ppb scale, and in a somewhat complimentary approach to the Stern-Gerlach type mea-
surements which have been successfully performed with various hydrogen-like ions [6–9].
At the same time, this information yields the nuclear magnetic moments with precisions
on the ppm scale. A nice feature when applied to few-electron systems is the absence of
diamagnetic shielding of the nucleus by outer electrons, hence these measurements enable
benchmarks of shielding models. The principle of the laser-microwave double-resonance
technique is to use fluorescence light from a closed optical transition as a probe for the
microwave excitation between corresponding Zeeman sublevels. Different level schemes
allow different preparation and measurement procedures, as has been discussed in detail
in [5]. The envisaged experimental resolution allows to measure also quadratic and cubic
contributions to the Zeeman effect, as has been detailed out in [10], and which allow the
first laboratory access to individual higher-order contributions on the magnetic sector. The
Penning trap in use for this kind of spectroscopy is a dedicated development to the end
of maximizing the optical fluorescence yield, a so-called ’half-open’ Penning trap [11]. It
also features an ion creation part in full similarity to a cryogenic mini-EBIS [12], in which
test ions such as Ar13+ are produced. This part of the trap is designed for dynamic cap-
ture of ions from an external source like an EBIS or from the HITRAP facility [2] via a
low-energy beamline [14, 15]. We are currently commissioning the system with internally
produced ions, see the charge spectrum in Fig. 2. It shows first measurements of the axial
detection signal of the same ion cloud at three different storage times after ion creation.
In the present spectrum, the signal is picked up by a resonant circuit at a frequency of
ω = 2π · 635 kHz while the trap voltage U is ramped from 32V to 16V with a scanning
speed of dU /(Udt)≈ 10−2/s. From the observed space charge shift of the ion signal, we
estimate an ion number density of about 106/cm3 which is roughly one third of the expected
electric space charge limit for that trap. Since three spectra of the same ion cloud are taken
at different times, one can estimate the residual gas pressure. Assuming a cross section for
electron capture from residual gas of 3.25 · 10−15cm2 for ions like Ar13+ [13], the observed
charge state lifetime of roughly 20 hours results in a value for the residual gas pressure of
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Fig. 3 Schematic of the HILITE experiment (left) and image of the actual setup (right)

about 10−13 hPa, which will allow storage of the highest charge states from the HITRAP
facility for several hours, sufficient for the envisaged measurements.

3 High-intensity-laser reaction studies with HILITE

An important effect of high electromagnetic field strengths in atomic physics is non-linear
ionization. Laser ionization is a widely investigated topic and there are several experiments
and theories concerned with the high-energy [16–18] and high-intensity [19–21] photo-
ionization regimes. For the sake of a clean reaction environment, it is desirable to work
with ion targets prepared in a well-defined state concerning the charge distribution, position,
shape, species and spatial density. To this end, we have conceived and built a dedicated
Penning trap setup for ion-target preparation and non-destructive detection. The setup is
designed to be compact (see Fig. 3), such that it may be moved readily to laser facilities
such as FLASH [22], PHELIX [23], JETI 200 and POLARIS [24] or others, which cover a
broad range of possible ionization parameters.

3.1 Experimental setup

The HILITE Penning trap is located inside the bore of a horizontal superconducting magnet
with a maximum magnetic field of 6 T. The trap is a mechanically compensated open-
endcap Penning trap [25, 26] which consists of an eight-fold segmented ring electrode and a
pair of endcap electrodes with a separation of 2z0 = 17.4 mm. For dynamic capture of ions,
additional electrodes are mounted on either end of the trap, which have a conical opening to
accept laser beams up to an aperture of f/5. The inner trap diameter is 20.0 mm and hence
the experiment is transparent for non-focused (laser) beams up to that diameter. The main
concern of the experiment is to be able to prepare ion targets for laser irradiation and non-
destructively detect the reaction products. To that end, a number of trap-specific techniques
are combined which shall briefly be described.

3.2 Ion selection, cooling and positioning

Typically, ion ensembles which are produced inside a trap or captured from external sources
may contain different atomic or molecular constituents in different charge states. Since each
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ion species of a certain charge-to-mass ratio q/m has a specific axial oscillation frequency
in the trap, it is possible to excite any species selectively. The so-called SWIFT-technique
(Stored Waveform Inverse Fourier Transform) [27] allows to excite any combination of
q/m-regions resonantly and simultaneously. If the excitation amplitude is sufficiently large,
the unwanted ions are resonantly ejected from the trap, leaving a cloud which consists of
desired ion species only. The phase space of this remaining ion cloud can be cooled by
resistive or sympathetic cooling, as detailed out in [28]. Axial positioning of the ion cloud
as a whole is possible by use of a trap voltage asymmetry, i.e. an effective non-zero voltage
across the endcaps. In this way, the centre of the ion oscillation is shifted with respect to
the geometrical trap centre, and can be positioned with a resolution on the micrometer scale
with respect to the laser focus. Details about the possibilities and requirements have been
given in [29].

3.3 Ion target density and shape

To the end of defining the spatial density of the ion cloud, we employ the so-called ’rotating
wall technique’ [30–32]. In combination with a choice of the axial trapping potential, it
can further be used to define the aspect ratio of the ion cloud. The ion cloud, always being
an ellipsoid of rotation under these circumstances, may be deformed continuously from an
oblate form (flat disc perpendicular to the central trap axis), to a spheroid and further to a
prolate form (cigar shape along the central trap axis). To this end, a rotating dipole field
is created by phase-shifted sinusoidal rf-signals applied to opposing segments of the ring
electrodes. It produces a torque on the ion cloud as a whole and forces the global rotation
frequency of the ion cloud to the revolution frequency ωr of the rf-drive. This frequency
uniquely determines the density n of the ion cloud, which has its maximum nmax at ωr

equal to half the free cyclotron frequency of the ions. The density nmax is determined by the
values of the confining field strengths, and fundamentally limited to

nmax = ε0 · B2

2m
, (1)

the so-called ’Brillouin-limit’ [33, 34]. The maximum ion number density for Xe+ (m =
132 u) at a magnetic field strength of B =6 T is about 7 × 105 mm−3.

3.4 Ion detection and ion counting

For spectrometry of the confined ions species we use the FT-ICR (Fourier Transform Ion
Cyclotron Resonance) technique. It relies on a pick-up of image currents created by the
ion motion, analyzed by Fourier transformation to yield information on the charge-to-mass
spectrum of the trap content and the relative ion numbers [35]. As such, it is a non-
destructive detection method which keeps the analysed ions confined in the trap. We detect
ions by broadband analysis of the induced currents inside ring electrodes as well as inside
endcap electrodes for the radial and the axial ion oscillations, respectively. The currents are
pre-amplified by a low-noise cryogenic amplifier which works at 4.2 K. Additionally, we
employ three different resonators directly attached to the trap electrodes to achieve a higher
signal for certain frequencies. The first is a helical resonator, which amplifies multiples of
a fundamental frequency, so that all charge states of one species can be measured simulta-
neously with similar and high sensitivity. The second and third resonators are RLC-circuits,
which are optimized for axial frequencies. The resonant frequencies are 229 kHz and 702
kHz, which are chosen to cover the detection of all charge states of all ions up to xenon
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within the range of possible trap voltages. Additionally, we intend to employ low-noise
high-sensitivity charge amplifiers on electrodes at either side of the trap for charge count-
ing of (educt) ions entering and (product) ions leaving the trap. These are to be gauged by
destructive ion counters.

3.5 Laser ionization

In general, there are two regimes for the ionization with high-intensity photon fields,
multiphoton ionization (MPI) and field ionization (FI), which are distinguished by their
Keldysh parameter [36]. For high-power lasers with visible or near-infrared (NIR) radiation,
field ionization dominates, and ionization probabilities can be calculated from experimen-
tal parameters [38]. One envisaged experiment with the HILITE setup uses a laser beam
focused by an off-axis parabolic mirror with a silver coating through a laser window into the
trap vacuum. We have chosen a fused silica window due to its high purity and high damage
threshold. For lasers up to a peak intensity of 0.1 TW at an e−2-beam diameter of 35mm,
non-linearities of fused silica can be neglected. The focus parameters are optimized for a
maximum yield of high charge states. Typically, we can store up to 105 ions in an ion cloud
with an axial extension of about 500μm and a diameter of about 125μm. Following [37],
we have calculated the beam shape as well as the intensity distribution inside the focal vol-
ume assuming a laser beam quality factor of M2 = 1.6 (spatial profile close to Gaussian)
and an f-number of f/16. Using this spatial laser intensity distribution, for a pulse energy of
10 mJ at a pulse duration of 40 fs, we expect about 4000 stored Ar+ ions to become ionized
up to a Ar8+ [38]. For low charge states, all particles along the laser axis can be ionized eas-
ily and the number of ionized particles is limited by the geometries of ion cloud and laser
beam. Product ions remain stored in the trap for further studies or further ionization. Cur-
rently, HILITE is being prepared for initial tests to be performed with ions from an external
electron beam ion source (EBIS) and an offline test laser.

4 Summary

The ARTEMIS Penning trap experiment located at the HITRAP facility at GSI, Germany,
is currently being commissioned with in-trap produced test ions like Ar13+. In a next step,
laser-microwave double-resonance experiments within the fine structure and its Zeeman
sublevels of this ion will be performed, to the end of measuring the magnetic moment of
the electron bound in a boron-like ion. At a later stage, similar measurements with ions
of higher charge states up to U91+ from the HITRAP facility are foreseen. The HILITE
experiment, currently under construction at the same site, will be tested with offline ions
from the HITRAP low-energy beamline and an offline laser before being operated at high-
intensity laser facilities.
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Abstract We recently reported an experiment which focused on demonstrating the macro-
coherent amplification mechanism. This mechanism, which was proposed for neutrino mass
measurements, indicates that a multi-particle emission rate should be amplified by coher-
ence in a suitable medium. Using a para-hydrogen molecule gas target and the adiabatic
Raman excitation method, we observed that the two photon emission rate was amplified by a
factor of more than 1015 from the spontaneous emission rate. This paper briefly summarizes
the previous experimental result and presents the current status and the future prospect.
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1 Introduction

As Higgs particle was observed [1, 2], all 17 elementary particles in the Standard Model
of elementary particle physics have been found. One of the basic parameters, masses of the
particles, also have been determined. But the absolute masses of neutrinos are not deter-
mined yet because of the smallness of their masses and the weakness of their interaction. In
addition to the fact that unknown parameters of particles should be determined, the mass of
neutrino possibly relates the matter-antimatter asymmetry in our universe [3], which is one
of the most interesting objectives in the particle physics.

Many experiments aiming to determine the neutrino mass are going on in the world. The
current neutrinoless double beta decay experiments have sensitivity of ∼ 0.2 – 0.4 eV if the
neutrino is Majorana particle [4–6]. The direct mass measurement using tritium beta decay
has set an upper limit of m(νe) < 2.05 eV [7] and the next experiment which is being
constructed will have sensitivity of 0.2 eV [8]. The cosmological surveys, on the other hand,
have set an upper limit on the total neutrino mass of 0.28 eV [9].

Our group has proposed a new method of the neutrino mass measurement, which uses
atom or molecule targets and a rate amplification mechanism by a macroscopic coher-
ence [10]. The amplification by coherence, which we call macro-coherent amplification, is
expected in a process of emitting plural particles. We recently reported an experiment which
focused on demonstrating this amplification mechanism in the case of two photon emission
process using para-hydrogen (p-H2) gas target. The detail of this experiment and numeri-
cal simulation result can be found in [11]. This paper reports the summary of the previous
experiment, a current status of the next experiment, and a future prospect.

2 Experiment

The brief schematic of the experimental setup is shown in Fig. 1. A p-H2 gas at a temperature
of 78 K and a pressure of 60 kPa was used as a target. It was filled in a copper cylinder
150-mm-long and 20 mm in diameter. Two laser pulses were injected into the p-H2 target
simultaneously. The properties of the lasers are summarized in Table 1. The output pulses
from the target were measured by a MCT (Hg-Cd-Te) detector via a monochromator.

The relevant states of this experiment are the ground state (Xv = 0; 0 eV) and the
electronically ground vibrationally excited state (Xv = 1; 0.5159 eV). Two laser pulses
generated initial coherence between these states via the adiabatic Raman process [12]. We
observed the anti-Stokes sidebands up to eighth order and the Stokes sidebands up to fourth
order in this condition.

OPA

Nd:YAG Laser
532 nm

Laser Diode
(ECDL, 683 nm)

OPG
p-H2

DCM

DCM DCM

BD

Monochromator

MCTLPFs
PPSLT LBO

Fig. 1 Schematic of the experimental setup. PPSLT and LBO are nonlinear optical crystals used for the
optical parametric generation (OPG) and the optical parametric amplification (OPA), respectively. ECDL:
external cavity diode laser; DCM: dichroic mirror; BD: Beam dumper; LPFs: long-pass filters; MCT: Hg-
Cd-Te mid-infrared detector
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Table 1 Properties of two laser
pulses Wavelength 532.216 nm 683.610 nm

Pulse Energy in the Target 4.3 mJ 4.3 mJ

Beam Radius in the Target 0.12 mm 0.15 mm

Line Width < 100 MHz 97 MHz

Pulse Duration 8 ns 6 ns

Polarization horizontal

Repetition Rate 10 Hz

The energy of the fourth Stokes sideband (4662 nm ∼ 0.266 eV) is lower than the tran-
sition energy, and thus it can stimulate the two photon emission from the excited state. We
clearly observed two photon emission peaks in the output pulses from p-H2 (Fig. 2). These
spectra show the fourth Stokes signal at 4662 nm and its two-photon partner at 4959 nm.

The enhancement factor of the emission rate from the spontaneous emission was calcu-
lated based on the number of observed photons in 4959 nm peak and the number of excitable
molecules irradiated with the laser pulses with corrections for the experimental acceptance
(Table 2). The resultant enhancement factor of 1015 can be understood in the presence of
macro-coherence.

3 Plan for experiment with the external trigger

In the experiment described in Section 2, we used the fourth Stokes light as a trigger laser
to stimulate the two photon emission. Now we are developing the next experimental setup
employing an external trigger laser. Figure 3 shows the schematic of the next experiment.
There is a new 4.58 μm MIR pulse laser to stimulate the two photon emission. Using the

Fig. 2 Observed spectra of output light from p-H2 target; a without the long-pass filter (LPF), b with two
LPFs, and c with four LPFs. The white portion excluded by the gray hatching shows the LPF transmittance;
it is ∼ 0.85 at 4.96 μm [11]
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Table 2 Parameters for the calculation of the enhancement factor [11]

Factor Value

Spontaneous Decay Rate 3.2 × 10−11 s−1

Energy Bandwidth of the Monochromator 4.9 × 10−3 × 4959 nm

Measurement Time 80 ns

Detector Solid Angle Fraction (��/4π ) 1.2 × 10−4

Maximum Number of Excited Molecules 1.5 × 1016

Calculated Spontaneous Emission (4959 nm) < 1.6 × 10−8 photons/pulse

Observed Emission (4959 nm) > 4.4 × 107 photons/pulse

external trigger laser, we can control the coherence generation (i.e. excitation laser param-
eters) and the stimulating trigger condition (i.e. trigger laser parameters) independently. To
understand this amplification mechanism more quantitatively and enlarge the enhancement
factor, we will perform the further experiment and construct a realistic simulation model.

4 Summary

The coherent amplification mechanism for the plural particle emission is important for the
future neutrino mass measurement. As easier case of the plural particle emission process,
we used two photon emission from a para-hydrogen gas target to demonstrate the amplifi-
cation mechanism. We have observed the amplification factor of more than 1015 from the
spontaneous emission rate. We are now preparing the next experiment using the external
trigger laser to study more detail of the mechanism toward the neutrino mass measurement.

One of the authors (T.M.) thanks the organizers of the TCP2014 conference for providing
the opportunity for presenting about our experiment.

Nd:YAG
Pulse 532 nm

ECDL + TA
CW 683 nm

Nd:YAG
Pulse 1064 nm

ECDL + TA
CW 864 nm

SHG

PPSLT LBO

PPLN

LBO

KTA

p-H2

Delay
Generator

532 nm 1.39 µm

4.59 µm

LPFs

BD

Monochro
mator

MCT

4.59 µm
5.05 µm

Fig. 3 Brief schematic of the experiment with the external trigger laser. 5.05 μm is the two-photon partner
of the external trigger of 4.58 μm. PPSLT, LBO, PPLN, and KTA are nonlinear optical crystals. Delay
generator adjusts the mutual timing between excitation two lasers of 532 nm and 683 nm and the trigger laser
of 4.58 μm. SHG: second harmonic generator; TA: tapered amplifier
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Abstract We review a number of highly charged ions which have optical transitions suit-
able for building extremely accurate atomic clocks. This includes ions from Hf12+ to U34+,
which have the 4f 12 configuration of valence electrons, the Ir17+ ion, which has a hole
in almost filled 4f subshell, the Ho14+, Cf15+, Es17+ and Es16+ ions. Clock transitions in
most of these ions are sensitive to variation of the fine structure constant, α (α = e2/�c).
E.g., californium and einsteinium ions have largest known sensitivity to α-variation while
holmium ion looks as the most suitable ion for experimental study. We study the spectra of
the ions and their features relevant to the use as frequency standards.

Keywords Variation of alpha · Optical clock · Highly charged ion

PACS 06.30.Ft · 06.20.Jr · 31.15.A · 32.30.Jc

1 Introduction

Highly charged ions (HCI) can be used for building a new generation of very accurate
optical clocks [1–3]. This may have many technical applications but also clock transitions
in HCI can be used to study fundamental problems of modern physics such as variation of
fundamental constants [4], local Lorentz invariance violation [5, 6], search for dark matter
[7], etc. Having extremely high accuracy of the clocks is crucial for these studies. Clocks
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Table 1 Electric quadrupole (E2) clock transition

Valence configuration Ultra-relativistic Transition (ground

limit state - clock state) Q

p2 p2
1/2

3P0−1D2 or 3P0−1S0 < 1019

p4 p2
3/2

3P0−1S0 < 1019

d2 d2
3/2

3F0−3P0 < 1019

d8 d2
5/2

3F4−3P2 ∼ 1019

f 2 f 2
5/2

3H4−3F2 ∼ 1019

f 12 f 2
7/2

3H6−3F4 ∼ 1020

quality factor can be defined as a ratio of clock frequency to the value of its perturbations

Q = ω/δω. (1)

Current microwave cesium clock, which serves as definition of metric second, have Q ∼
1016 [8], best optical clocks approach Q ∼ 1018 [9–11] mostly due to larger frequency.
Further progress can be achieved by using optical transitions in HCI [1, 2]. HCI are less
sensitive to perturbations due to their compact size. Therefore, quality factor Q = ω/δω

can be larger than in neutral atoms due to smaller δω. In this paper we review some recent
proposals for very accurate atomic clocks based on HCI and their use for the search of time
variation of the fine structure constant.

2 The 4f 12 ions.

Optical transitions in HCI can be easily found between states of the same configuration. All
such transitions must be even-parity transitions. Even electromagnetic transitions include
magnetic dipole (M1), electric quadrupole (E2), and higher-order transitions. Magnetic
dipole is usually too strong to be used in clock transitions. Accuracy of the clocks would be
limited by natural width of the line. On the other hand, higher-order transitions are too weak
and not very convenient to work with. The best candidates seem to be electric quadrupole
transitions (E2). The E2 transitions suitable for the use as clock transitions can be found in
configurations consisting of two identical electrons or holes in an almost filled subshell (see
Table 1).

The best candidates seems to be the ions with the 4f 12 configuration of valence electrons
in the ground state [2]. All HCI from Hf12+ to U34+ fell in this category. Typical energy
diagram is presented on Fig. 1 for Os18+.

There is an electric quadrupole clock transition between the 3H6 and 3F4 states as well
as magnetic dipole transitions from both ground and clock states, which can be used for
cooling and/or detection.

Both states of the clock transition have non-zero quadrupole moments, which make them
sensitive to gradients of electric field. This may affect the accuracy of the clock if not
addressed. There are different ways to deal with the problem. One is by using the hyperfine
structure (hfs). If we take an ion with non-zero nuclear moment, there is a good chance to
find hyperfine states with almost identical quadrupole energy shift in upper and lower states
[1]. Then the shifts cancel each other in the frequency of the transition (see diagram for
209Bi25+ on Fig. 2).

80 Reprinted from the journal



Highly charged ions for atomic clocks and search for variation...

Fig. 1 Low-lying energy levels
of Os18+

H6
3

F4
3

H5
3

H4
3
F2

3
F3

3

E2 clock, λ∼1000 

M1

This way of dealing with the quadrupole shift has a shortcoming, relatively high sensi-
tivity to the second-order Zeemen shift. This is due to enhancement of the shift by small
energy denominators, which are the hfs intervals.

Another way of dealing with the problem is by choosing isotopes with zero nuclear spin
(and no hyperfine structure) [2]. Here one can make a combination of frequencies between
different Zeeman states, which is not sensitive to the electric qudrupole shift, see Fig. 3.
One has to know the ratio of quadrupole moments of the two clock states to find the right
combination [2]. Magnetic field is to be used to separate Zeeman states. First order Zeeman
shift cancells out in the transition with the same value but opposite sign of the projection M

of the total angular momentum J . Second-order Zeeman shift is small.

3 Search for variation of the fine structure constant.

The possibility of the fundamental constants to vary is suggested by theories unifying grav-
ity with other fundamental interactions (see, e.g. [12]). The study of quasar absorption
spectra indicates that the fine structure constant α (α = e2/�c) may vary in space or time.
In this study a quasar serves as a powerful source of light in wide range of spectra. Part
of this light is absorbed on the way to Earth by a gas cloud brining to Earth informations
about atomic spectra billions of years ago. When all the differences in the quasar absorption
spectra and atomic spectra obtained in the laboratory are significantly reduced by adjusting
the value of just one parameter, the fine structure constant, this is considered as evidence
of slightly different value of α at distant past (or at long distance). The analysis of huge
amount of data coming from two telescopes, Kerk telescope in Hawaii and VLT in Chile,
reveals that α may vary on astronomical scale along a certain direction in space forming the
so called alpha-dipole [13]

�α

α
= (1.1 ± 0.2) × 10−6 Gly−1 · r cos θ, (2)

where r and θ are the coordinate of a point in space in the framework of alpha-dipole.

81Reprinted from the journal



V. A. Dzuba, V. V. Flambaum

Fig. 2 Clock states of Bi25+,
including hiperfine structure
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Earth movements in the framework of alpha-dipole leads to time variation of α in
laboratory [14]

1

α

∂α

∂t
=

[
1.35 × 10−18 cosψ+

1.4 × 10−20 cosωt
]
y−1 ≈ 10−19y−1. (3)

Here ψ is the angle between alpha-dipole and direction of Sun movement, (cosψ ≈ 0.07);
second oscillating term in (3) is due to Earth movement around Sun.

So small rate of change suggests that the most precise atomic clocks are probably the
only adequate tools for detecting it. Indeed, the best current limit on the time-variation of α

comes from comparing Al+ and Hg+ optical clocks over long period of time [15],

1

α

∂α

∂t
= (−1.6 ± 2.3) × 10−17y−1. (4)

The accuracy of the most precise optical clocks approaches the level of 10−18 [9–11]. How-
ever, it does not immediately lead to similar sensitivity to variation of α. The relative change
in clock frequency due to variation of α can be expressed as

1

ω

∂ω

∂t
= K

1

α

∂α

∂t
, (5)

where K is electron structure factor which comes from atomic calculations. It turns out that
for best optical clocks K < 1 (K = 0.31 for Yb, K = 0.062 for Sr [16], and K = −0.3
for the f 12 ions considered above). Therefore, we need to search for systems, which have
all features of best atomic clocks but also sensitive to variation of α, i.e., K � 1.

It is convenient to present dependence of atomic frequencies on α in a form

ω = ω0 + q
[
(α/α0)

2 − 1
]
, (6)

where q is the electron structure factor describing relativistic frequency shift. Comparing
(6) with (5) leads to K = 2q/ω0. There are two ways of searching for large K , look for
large frequency shift q, or look for small frequency ω0. The best known example of the
second kind is dysprosium atom, which has a pair of degenerate states of opposite parity for
which K ∼ 108 [17]. This pair of states was used indeed in the search for time-variation of
the fine structure constant α [18]. The result

1

α

∂α

∂t
= (−5.8 ± 6.9) × 10−17y−1. (7)
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Fig. 3 Clock states of Os18+,
including Zeeman spliting

H6
3

F4
3 M=4

M=-4

M=2

M=-2

puts slightly weaker limit on time variation of α than the Al+/Hg+ clocks (4). This is in spite
of huge relative enhancement for Dy and almost no enhancement for Al+/Hg+. The reason
is that the degenerate states of dysprosium lack the features of an atomic clock transition,
e.g. one of the states is pretty short-living. Therefore, what is gained on the enhancement is
lost on the accuracy of frequency measurements.

In this work we study another possibility. Keep ω0 in optical region to take full advantage
of extremely accurate optical clocks, and find systems with large relativistic energy shift q.
To see where such systems can be found, it is instructive to use an analytical estimate for
relativistic energy shift [19]

�E ≈ E

ν
(Zα)2

(
1

j + 1/2
− C

)
, (8)

where ν is the effective principal quantum number (E = −1/2ν2), Z is nuclear charge,
j is total angular electron momentum, and C is semi-empirical factor to simulate many-
body effects in many-electron atoms (C ∼ 0.6). Relativistic frequency shift for a transition
between states a and b is given by q = �Ea − �Eb. One can see from (8) that large
frequency shift q can be found in heavy (large Z) highly charged ions, where E ∼ (Zi +1)2

(Zi is ionization degree), in transitions, which correspond to s −f or p −f single-electron
transitions (largest change of j ) [4]. One problem here is that such transitions are usually not
optical since energy intervals grow very fast with ionization degree Zi (�E ∼ (Zi + 1)2).
The solution comes from level crossing [4, 20, 21]. Since state ordering in neutral atoms
and hydrogen-like ions is different, there are must be change in ordering of s and f or p

and f states at some intermediate ionization degree. In the vicinity of level crossing the
frequencies of corresponding transitions are likely to be in optical region [20].

A number of optical transitions in HCI sensitive to variation of the fine structure con-
stant were considered in Ref. [4, 21, 23–25]. However, most of these transitions lack some
features of atomic clock transitions, which limit the accuracy of frequency measurements.
Important questions of ions trapping and cooling, preparation and detection of states, etc.
were also not discussed. All these questions were first addressed in recent paper [26]. In par-
ticular, the criteria for good clock system, sensitive to variation of α, were formulated. The
main points include: (a) In terms of single-electron transitions, the clock transition is a s−f

or p−f transition. This makes it sensitive to the variation of α. (b) the frequency of the tran-
sition is in optical region (5000 cm−1 < �ω < 43000 cm−1, or 230 nm < λ < 2000 nm).
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Fig. 4 Low-lying energy levels
of Ir17+
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Table 2 Excitation energies (E, cm−1), sensitivity factors (q, cm−1), and enhancement factors (K = 2q/E)
for the clock states of Ir17+ ion

N Conf. Term E q K

1 4f 135s 2Fo
4 0 0 0

2 4f 14 1S0 5000 370000 150

3 4f 125s2 3H6 30000 -390000 -26

(c) This is a transition between ground and a metastable state with lifetime between 100
and 104 seconds. (d) There are other relatively strong optical transitions with transition rate
� 103 s−1. (e) The transition is not sensitive to perturbations such as gradients of electric
field, Zeeman shift, black-body radiation shift, etc.

A very promising systems is the Ho14+ ion [26]. It has following features: (a) Clock
transition between the 4f 65s 8F1/2 and 4f 55s2 6Ho

5/2 states is sensitive to variation of alpha
(the 4f −5s transition). (b) It is optical transition (λ ≈ 400 nm). (c) It is a narrow transition
from ground state to a metastable state. (d) There are electric dipole (E1) and magnetic
dipole (M1) transitions from both ground and clock states. (e) The clock transition can
be made insensitive to gradients of electric field, which are coupled to atomic quadrupole
moment. This can be done by proper choice of the values of the total angular momentum F

(including nuclear spin I , F = J + I ) and its projection M . Quadrupole shift disappears
for F = 3 and M = 2 since it is proportional to 3M2 − F(F + 1). Experimental work with
the Ho14+ ions is in progress at RIKEN [27].

There must be at least two clocks to register variation of alpha since such variation can
only be unambiguously detected in a dimensionless ratio of two frequencies. A good option
is to have one clock transition, which is sensitive to variation of α and another, which is not.
Note that cesium clock is not good enough if we want relative accuracy of the order 10−18.
A good option might come from the use of HCI with the 4f 12 configuration of valence
electrons considered in Section 2, e.g. the Os18+ ion. Comparing the Ho14+ and Os18+
clocks provides high sensitivity to variation of alpha (K ≈ −18).

Another option is to use the Ir17+ ions. Clock transitions in these ions involve hole states
in the 4f subshell which leads to extra enhancement of the sensitivity of clock frequencies
to variation of the fine structure constant [21]. A diagram for few lowest states of Ir17+ is
presented on Fig. 4. The energies and sensitivity coefficients for clock states of Ir17+ ions
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Table 3 Long-living isotopes of Cf and Es and clock transitions in Cf15+, Es17+ and Es16+

Isotope Clock transition �ω q K

Ion Lifetime I Ground state Clock state cm−1 cm−1

249Cf15+ 351 y 9/2 5f 6p2 2Fo
5/2 5f 26p 2Ho

9/2 13303 380000 57
252Es17+ 1.29 y 5 5f 2 3H4 5f 6p 3F2 7017 -46600 -13
253Es16+ 20 d 7/2 5f 26p 4Io9/2 5f 6p2 2Fo

5/2 7475 -184000 -49
255Es16+ 40 d 7/2 5f 26p 4Io9/2 5f 6p2 2Fo

5/2 7475 -184000 -49

are presented in Table 2. Note, that the ion has two clock transitions which have differ-
ent sensitivity to variation of α. If the ratio of two frequencies is measured, the combined
sensitivity is very large

∂

∂t
ln

ω2

ω1
= (K2 − K1)

1

α

∂α

∂t
= −176

1

α

∂α

∂t
. (9)

Experimental work with Ir17+ ions is in progress at Max Planck Institute [28].
It has been mentioned above that we are looking for systems with large sensitivity coef-

ficients q and clock frequency ω being in optical region so that the enhancement factor K

(K = 2q/ω) is large due to large q rather than small ω. The largest sensitivity factors found
so far are in the Cf17+ and Cf16+ ions [29]. However, both these ions are not very conve-
nient for the use as atomic clocks. The Cf17+ ion has only one optical transition other than
clock transition. This is a magnetic dipole transition between ground 5f5/2 state and excited
5f7/2 state. It is weak due to small frequency of the transition. This makes it difficult work-
ing with the ion. The Cf16+ ion has only one metastable excited state which can serve as
a clock state. The transition between ground 5f 6p 1F3 and metastable 6p2 1S0 states is
the magnetic octupole (M3) transition. It is so weak that its use as clock transition is very
problematic.

It turns out that good clock transitions exist in the Cf15+ ion as well as in the Es16+
and Es17+ ions. The main parameters of the ions and corresponding clock transitions are
summarized in Table 3. Note that both elements have only unstable isotopes. However,
many isotopes have very long lifetime (see, e.g. Table 3). The choice of isotopes in Table
3 is dictated by two considerations. First, it is a long-living isotope. Second, nuclear spin
I has such a value that it is always possible to have F = 3, M = 2 for both states in
the clock transition. Here F = I + J is the total angular momentum of the ion and M is
its projection. States with F = 3 and M = 2 have zero quadrupole moment and are not
sensitive to gradients of electric field.
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Abstract We performed classical molecular dynamics (MD) simulations in order to search
the conditions for efficient sympathetic cooling of highly charged ions (HCIs) in a linear
Paul trap. Small two-component ion Coulomb crystals consisting of laser-cooled ions and
HCIs were characterized by the results of the MD simulations. We found that the spatial dis-
tribution is determined by not only the charge-to-mass ratio but also the space charge effect.
Moreover, the simulation results suggest that the temperature of HCIs do not necessarily
decrease with increasing the number of laser-cooled ions in the cases of linear ion crystals.
We also determined the cooling limit of sympathetically cooled 165Ho14+ ions in small lin-
ear ion Coulomb crystals. The present results show that sub-milli-Kelvin temperatures of at
least 10 Ho14+ ions will be achieved by sympathetic cooling with a single laser-cooled Be+.

Keywords Sympathetic cooling · Highly charged ion · Ion trap

1 Introduction

Sympathetically cooled molecular ions and highly charged ions (HCIs) are fascinating
research objects for studying fundamental sciences, such as cold/ultracold ion chemistry
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[1, 2] and the study of possible time variations of fundamental constants via precise opti-
cal spectroscopy [3, 4]. Recently, cold highly charged ions were considered to be good
candidates for probing the time variation of the fine structure constant α [5–7]. In per-
forming these studies, the sympathetic cooling by ion Coulomb crystals in a linear Paul
trap is a promising method for generating cold molecular ions or cold highly charged ions.
Since ultra-high accuracy measurements of optical transitions are indispensable for study-
ing possible time variation of α, for sympathetically cooled HCIs the so-called Lamb-Dicke
criterion should be satisfied in a linear Paul trap. Thus, for such measurements, a linear con-
figuration of ion crystals is much more suitable than large two-component Coulomb crystals
with shell structures.

Recently precise laser spectroscopy of Ar13+ and Ir17+ ions by the sympathetic cooling
technique was proposed to test quantum electrodynamics and to probe possible time vari-
ation of α [8, 9], and then a cryogenic linear Paul trap connecting with the EBIT facility
was developed [10]. Trapping and cooling of externally injected Ar13+ into the cryogenic
linear Paul trap was reported very recently [11, 12]. However, the direct observation of
laser-induced fluorescence from crystallized HCIs has not been performed yet.

In this work, we performed molecular dynamics (MD) simulations in order to search
the conditions for efficient sympathetic cooling of HCIs in a linear Paul trap. The char-
acterization of small two-component linear ion Coulomb crystals consisting of HCIs
and laser-cooled ions (LCIs) was performed using the simulation results. First we dis-
cuss the spatial distribution of sympathetically crystallized HCIs in a linear Paul trap.
In particular the ion distribution of very highly charged 165Ho66+ ions is discussed.
Then the sympathetic cooling efficiency of HCIs via laser-cooled Be+ ions for small ion
crystals is investigated in detail by changing the simulation conditions. Finally we inves-
tigate the cooling limit of sympathetically cooled HCIs, namely 165Ho14+, which is a
promising candidate for detecting possible time variation of the fine structure constant
[13].

2 Molecular dynamics simulation

We performed molecular dynamics simulations to characterize two-component linear ion
Coulomb crystals in a linear Paul trap. In the present simulations, all forces, i.e., static
and time-dependent quadrupole electric fields, radiation-pressure forces, average recoil
forces by spontaneous emissions, and ion-ion Coulomb repulsion forces are taken into
account in Newton’s equations of motion of all the trapped ions. The equations are numer-
ically integrated by the fourth-order Runge-Kutta algorithm with a 2 ns time step. In order
to reduce a computational time for obtaining the quasi-equilibrium states of Coulomb
crystals, we introduced cold elastic collisions between laser-cooled ions (LCIs) and vir-
tual very light atoms in the early stage of integration steps. The details of the method
is described in [14]. After this process, only the radiation pressure forces are applied to
LCIs. The sympathetic cooling of HCIs is achieved by only the Coulomb interactions with
LCIs.

Since the positions of all ions at each integration step are recorded, the simulation image
of crystallized ions like an observed laser-induced fluorescence image is produced by the
density plot of existence probabilities of the ions as follows. First we divide an predeter-
mined image area into many small cells and the content of each cell is set to 0. Then, at
each integration step, we increment a cell counter by one if an ion exists in this cell. The
spatial distribution of ions can be evaluated by the production image. We also obtain the
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Fig. 1 Simulation images of two-component linear ion crystals consisting of 10 Be+ and 5 Hoq+ ions: (a)
q = 66, (b) q = 14. The vertical dotted line indicates the center of the trap along the z-axis. Simulation
parameters: fRF = 10 MHz, Vac =30 V, Vz =0.1 V. The trapping parameters are q(Ho66+) = 0. 123,
q(Ho14+) = 0. 0262, and q(Be+) = 0. 0343, respectively. The dimensions of the linear Paul trap are as follows:
r0 = 2.18 mm, z0 = 25 mm, where r0 and 2z0 are the closest distance from the trap axis to the rod electrode
and the axial length of the ion trap, respectively. The geometrical factor (κ) along the trap axis was taken as
0.33. The intensity and the detuning of the cooling laser for calculations of radiation pressure forces were set
to 3 mW/cm2 and −10 MHz, respectively. The incidence angle of the cooling laser is 5 deg. with respect to
the trap axis

micromotion energies of HCIs by averaging the kinetic energies of the trapped ions. The
present simulations were performed by modifying the previously developed codes [14, 15].

3 Results and discussions

3.1 Spatial distribution of sympathetically cooled HCIs

In the case of singly charged ions, the ions with a higher charge-to-mass ratio (Q/m) are
subjected to a stronger trapping force and consequently gather near the trap axis under the
influence of the sympathetic cooling effect. However this is not the case for two-component
Coulomb crystals including highly charged ions. Figure 1a shows a simulation image con-
sisting of 10 Be+ and 5 165Ho66+ ions at the quasi-equilibrium state. Although (Q/m) of
Ho66+ is larger than that of Be+, the HCIs are distributed in the outside of the LCIs. Since
the Be+ ions firstly occupy the positions around the minimum of the trapping potential by
the cooling effect, the sympathetically cooled Ho66+ ions are pushed to the outside of the
trap center by the space charge of the cold Be+ ions.

It is to be noted that the size of the linear ion crystal is considerably larger than those of
normal two-component linear ion crystals consisting of singly charged ions [14, 16]. This
is also due to the strong Coulomb interactions between Ho66+ and Be+ ions. Actually the
axial size of a linear ion crystal becomes smaller as the charge state decreases, as shown in
Fig. 1b. On the one hand, we need to increase the axial static voltage (Vz) applied along the
trap axis in order to compress the axial distribution. However, the high Vz leads to breaking
of the string shape of the ion crystal and then induces a high rf heating rate. In fact the
Ho66+ ions are easily lost from the trap by increasing Vz from 0.1 to 1.0 V in the simulation
conditions of Fig. 1a. It is also important to reduce asymmetric fields in the radial direction
as much as possible. For the explanation of these points see also in Section 3.2.

Figure 2 shows the coolant ion-number dependence of the average kinetic energy of 6
Ho66+ ions. In these simulations, the average kinetic energy of the coolant Be+ ions was
maintained to be 23 mK by applying cold elastic collisions with virtual very light atoms.
The reasons why this method works well to simulate the Coulomb crystals are described in
the previous paper [14]. The temperatures indicated in the images in Fig. 2 show the average
kinetic energies of 6 Ho66+ ions expressed by the unit of Kelvin. In the present simulation
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Fig. 2 Simulation images of two-component Coulomb crystals consisting of 6 Ho66+ ions (green) and the
different numbers of Be+ ions (red), where the average kinetic energy of the coolant ions is maintained to
be 23 mK by cold elastic collisions with virtual very light atoms [14]. The vertical dotted line indicates the
center of the trap along the z-axis. The other simulation parameters are the same as in Fig. 1

conditions, the average kinetic energy of the Ho66+ ions is almost same within the standard
deviations in the case that the number of the Be+ is up to 5. However, the average kinetic
energy of Ho66+ increases as the number of Be+ ions increases, as shown in Fig. 2d.

This phenomenon is possibly explained as in the following. The space charge of the
coolant ions decreases the trapping potential depth but creates a barrier around the trap
center. As the number of the coolant increases, the radial deviations of either coolant or
HCIs become larger under larger axial stress from the extended string, leading to larger rf
heating rates especially in light of the off-axis component of the cooling laser force. Even if
the deviation from the trap axis is small, the large rf heating effect on the HCIs is expected.
Thus, the excess number of the coolant ions possibly leads to low sympathetic cooling
efficiency.

Note that it might be possible to take other ion configurations in small linear ion crystals
consisting of Ho66+ and Be+ ions as shown in Figs. 1 and 2. The configurations possibly
depend on the initial conditions of the MD simulations [11, 16, 17]. Although the observed
configurations are stable at least and are taking the local minimum of the energies under the
present simulation conditions, it is not clear whether those are taking the minimum energy
configurations or not. Moreover, it might be possible to take more stable configurations by
collisions with residual gases [18] or by intensity fluctuations of lasers. The former effect
may also change the charge state of HCIs. Since in the present simulations such the effects
were not included, it needs further studies.

3.2 Cooling limit of sympathetically cooled Ho14+ with a single Be+

It is interesting to know the cooling limit of Ho14+ by sympathetic cooling, since the Ho14+
is considered to be a good candidate to probe possible time variation of the fine structure
constant via optical atomic clock [13]. Here we perform extensive MD simulations in order
to search the conditions for efficient sympathetic cooling of Ho14+ in a linear Paul trap. As
described in Section 3.1 the excess number of coolant ions leads to low sympathetic cooling
efficiency. Therefore we first tested a single Be+ ion as a coolant. Figure 3a shows plots of
the average kinetic energies of Ho14+ and a single laser-cooled Be+ as a function of time.
The inset figure shows the position of each ion and the incident direction of the cooling
laser. In this simulation, we applied the following calculation procedures.

In the period I, the cold elastic collisions between Be+ and virtual very light atoms with
thermal energy of 7 mK were introduced [14] and the sympathetic cooling of Ho14+ ions
is achieved by the Coulomb interaction with Be+. This approach drastically reduces calcu-
lation steps in order to achieve the quasi-equilibrium state of the two-component Coulomb
crystal. This collision cooling method is useful to reproduce the realistic Coulomb crystals,
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Fig. 3 Plots of average kinetic energies of Ho14+ and Be+ as a function of time under the ideal trapping
fields (a) and under applying the asymmetric static filed of Ex = 5 V/m along the x axis (b). The inset figure
shows the position of each ion and the incident direction of the cooling laser. In the period I, the cold elastic
collisions between Be+ and virtual very light atoms with a thermal energy of 7 mK were introduced [14].
Then, in the period II, only the laser radiation pressure force was applied to Be+. The lower figures show
plots of the time variation of r and z−zavg of a certain Ho14+ ion, where zavg is the average ion position in the
z direction. We also show the average values of r and z − zavg at the quasi-equilibrium state of the linear ion
crystal. The intensity and the detuning of the cooling laser were set to 1 mW/cm2 and−10MHz, respectively.
The ion trap parameters: fRF = 10 MHz, Vac =80 V, Vz =0.1 V. The other simulation parameters are the
same as in Fig. 1

where the cooling and heating effects are balancing each other due to occasional colli-
sions with background gases [14]. However, it is not appropriate for the present purpose,
i.e. searching for the sympathetic cooling limit of Ho14+. Thus, in the period II, only the
radiation pressure force was applied to Be+ .

We have successfully obtained the efficient cooling conditions of 10 Ho14 by a single
laser-cooled Be+ under the ideal trapping fields. The average kinetic energies of Ho14+ and
Be+ are 28(8) μK and 98(56) μK, respectively. The reason why the average kinetic energies
appears to be lower than the Doppler cooling limit of Be+,435 μK, is that the residual
kinetic energy is distributed to the individual ions. In actual, the sum of the individual ion
energy is 3.8(1.4)×102 μK, which is consistent with the Doppler cooling limit of Be+. The
average radial position of Ho14+ is also obtained to be 0.05(2) nm. The position deviation
of Ho14+ ions from the trap axis is supposed to be caused by the intentional cooling laser
misalignment of 5 deg. It is noted that we can not obtain the actual time to achieve the
cooling limit from the present simulations, since the purpose is the search for the cooling
conditions and the cooling limit of Ho14+.

In order to investigate the effect of imperfect radial electric fields caused by patch poten-
tials or misalignment of the trap electrodes, we perform the MD simulation by applying a
static electric field (Ex) in the x direction. Figure 3b is a plot of the average kinetic energy of
10 Ho14+ sympathetically cooled by a single Be+. The simulation parameters are the same
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Fig. 4 Plots of average kinetic energies of 10 Ho14+ (blue) and a single Be+ (red) as a function of time
under the ideal trapping fields: (a) Vz = 0.1 V, (b) Vz = 0.3 V, (c) Vz = 0.6 V. The lower figures show
the simulation images of Ho14+ ions corresponding to the above plot. The vertical dotted line indicates the
center of the trap along the z-axis and single Be+ ion is located at the cross point. 〈r〉 value indicates the
average radial position of the Ho14+ ions. The other simulation parameters are the same as in Fig. 3 except
for Vz and the intensity of the cooling laser (10 mW/cm2)

as in Fig. 3a except for the applied asymmetric field of Ex = 5 V/m. We observe that a con-
siderable increase of the average kinetic energy of both Be+ and Ho14+. Since the positions
of the ions shift from the trap axis by the static electric field, the average kinetic energy of
Ho14+ drastically increases by micromotions. At the quasi-equilibrium state, the average
radial position and the kinetic energy of Ho14+ are 4.3(2) μm and 2.4 K, respectively.

Next we tested the axial voltage dependence of sympathetic cooling efficiency. As shown
in Fig. 4, the sympathetic cooling efficiency decreases with increasing Vz. By applying a
higher Vz the distance between adjacent ions becomes shorter and the radial positions of the
ions easily deviate from the trap axis by ion-ion collisions. Then the rf heating occurs on
the HCIs, as mentioned in the previous section. As a result, the final average-kinetic energy
of Ho14+ drastically increases.

It may be worth mentioning about the influence of initial conditions in MD simulations.
Figure 5 shows the reproduce figure of the observed arrangement of the ion Coulomb crys-
tal consisting of 10 Ho14+ and a single Be+. A colored circle indicates an approximated
position of each ion. These arrangements were obtained by randomly changing the ini-
tial positions of the ions in the MD simulations. As expected the final kinetic energy of
Ho14+ ions possibly depends on the ion arrangement. In this point there is room for further
investigation.

Finally we tried to increase the number of cold Ho14+ ions by sympathetic cooling with
a few Be+ ions. One of the simulation results is shown in Fig. 6. In this example, we per-
formed the MD simulation of 16 Ho14+ and 3 laser-cooled Be+ ions. The final average
kinetic energy of Ho14+ is sufficiently lower than 1 mK at the quasi-equilibrium state. How-
ever, we anticipate that it is difficult to increase further the number of cold Ho14+ ions by
increasing the number of Be+ ions, because the increase of the space charge caused by
Ho14+ and Be+ ions easily induces the rf heating of the ions. The solution to this problem is
the use of a segmented linear Paul trap. That is, it is possible to increase the number of cold
Ho14+ ions up to over 100 by connecting 10 segmented linear Paul trap in series. This idea
can be realized by applying the similar method described in Ref. [19] to a linear Paul trap.
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Fig. 5 Reproduce figures of the observed arrangements of the linear ion Coulomb crystal containing 10
Ho14+ (green) and a single Be+ (red). The colored circle indicates the approximated position of each ion.
The vertical dotted line shows the center of the trap

Fig. 6 Sympathetic cooling of 16 Ho14+ ions with 3 laser-cooled Be+ ions. (a) Plots of the average kinetic
energies of 16 Ho14+ and Be+ ions. The final average kinetic energy of the Ho14+ ions is 1.3(8)×102 μK.
The lower image shows the ion arrangement in the quasi-equilibrium state. The red arrows in the image
indicate the positions of the Be+ ions. The simulation parameters are shown in the figure and the other
parameters are the same as in Fig. 1. Figs (b) and (c) show example plots of the time variation of r and z−zavg

of a certain Ho14+ ion. We also show the average values of r and z − zavg at the quasi-equilibrium state

4 Summary

In summary we have performed MD simulations to find out the conditions for efficient
sympathetic cooling of HCIs in a linear Paul trap. Our extensive simulations show that the
space charges of HCIs play important roles for the determinations of the axial distribution
and the sympathetic cooling limit of the ions. Moreover, we found that a single laser cooled
Be+ can generate sufficiently cold at least 10 Ho14+ ions in a linear Paul trap with the ideal
trapping fields, and the number of cold HCIs can increase using the segmented linear Paul
trap in series. Since cold HCIs produced by sympathetic cooling are promising candidates
for probing possible time variation of the fine structure constant [5–7, 13], further simulation
studies will be performed in future.
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Abstract A new laser spectroscopic method named “OROCHI (Optical RI-atom Observa-
tion in Condensed Helium as Ion catcher)” has been developed for deriving the nuclear spins
and electromagnetic moments of low-yield exotic nuclei. In this method, we observe atomic
Zeeman and hyperfine structures using laser-radio-frequency/microwave double-resonance
spectroscopy. In our previous works, double-resonance spectroscopy was performed suc-
cessfully with laser-sputtered stable atoms including non-alkali Au atoms as well as alkali
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Rb and Cs atoms. Following these works, measurements with 84−87Rb energetic ion beams
were carried out in the RIKEN projectile fragment separator (RIPS). In this paper, we report
the present status of OROCHI and discuss its feasibility, especially for low-yield nuclei such
as unstable Au isotopes.

Keywords Laser spectroscopy in superfluid helium · Double-resonance spectroscopy ·
Optical pumping · Nuclear spin · Electromagnetic moments · Hyperfine interaction

1 Introduction

Nuclear spins and electromagnetic moments are key observables for investigating nuclear
structures as they are sensitive to the configurations of valence nucleons. Laser spectroscopy
is an effective tool for understanding nuclear structure through the determination of those
observables [1]. However, the application of these methods to far-unstable rare isotopes, for
which anomalous nuclear properties have so far been reported, is still limited mainly due to
various technical difficulties arising from the low production yield of rare isotopes. Hence,
we have developed a new laser spectroscopic method named OROCHI (Optical Radioiso-
tope atom Observation in Condensed Helium as Ion catcher) for low-yield RI atoms. In this
method, atomic Zeeman and hyperfine structure splittings are measured using a laser-radio
frequency (RF)/microwave (MW) double-resonance method. The significant feature of the
OROCHI method is the utilization of superfluid helium (He II) as both an effective trapping
material and a host matrix for laser spectroscopy taking advantage of characteristic prop-
erties of atoms in He II [2]. We have started performing measurements of not only stable
alkali Rb and Cs atoms but also non-alkali Au atoms. Furthermore, we have successfully
applied this technique to 84−87Rb energetic ion beams. Here, we report on the present sta-
tus of OROCHI for measurements with laser-sputtered atoms and with energetic ion beams.
Then, we discuss the feasibility of OROCHI for the measurement of nuclei far from stabil-
ity, which will be performed under changing conditions, such as high ion injection energy
at low yield.

2 OROCHI–new laser spectroscopic method for studying RIs

In the OROCHI method, energetic ion beams are injected into He II. These ion beams
are decelerated and finally stopped as neutralized atoms via the capture of free electrons.
He II can be utilized to stop almost all the atoms in the observation region (2 × 5 mm2)
owing to its high stopping power. The injected atoms reside in the observation region for
a sufficiently long period owing to the slow diffusion of atoms in He II (typically a few
mm/s). Moreover, no macroscopic bubbles appear because He II evaporates only from the
surface [3].

The trapped atoms are irradiated with a pumping laser and emit laser-induced flu-
orescence (LIF) photons. The absorption lines of atoms in He II are blue shifted and
considerably broadened compared with those in vacuum. This is caused by the interaction
with the surrounding helium atoms. These characteristic properties enable us to perform
the measurement with high signal-to-noise ratio by reducing the background photon count.
By taking advantage of the difference between the wavelengths of absorption and emission
lines, a wavelength separation device such as an interference filter or a monochromator can
be utilized to efficiently reduce the detection of stray laser light, which is the main source of
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Fig. 1 Schematic diagram of the measurements with laser-sputtered atoms. In a cryostat, An open-topped
cubic quartz cell (7 × 7 × 7 cm3) filled with He II at a temperature of approximately 1.6 K was placed
in a cryostat. The sample material was placed 1 cm above the He II surface. Around the quartz cell,
Helmholtz coils, RF coils and anMW loop antenna were installed to perform double-resonance spectroscopy.
The applied external magnetic field was typically 1 G. The emitted LIF photons were observed using a
monochromator and a PMT

the background count. We then obtain the atomic Zeeman and hyperfine splittings in He II
by the laser-RF/MW double-resonance method, efficiently [4].

3 Double-resonance spectroscopy using laser-sputtered atoms in He II

We have measured the Zeeman and hyperfine splittings of Rb, Cs and Au. Figure 1 shows
the experimental setup. An open-topped cubic quartz cell (7 × 7 × 7 cm3) in a cryostat was
fully filled with He II by use of the superfluid fountain effect. The temperature of He II was
typically maintained at 1.6 K. The sample material was placed 1 cm above the He II surface
and ablated by a second- or third-harmonic pulse of a Nd:YAG (yttrium aluminum garnet)
laser (wavelength: 355 or 532 nm, pulse duration: 8 ns). Most of the sputtered particles,
which entered He II, were formed as clusters. To dissociate the clusters, we irradiated them
with a femtosecond Ti:sapphire laser (wavelength: 800 nm, repetition rate: 500 Hz) [5].
Helmholtz coils, RF coils and an MW loop antenna were installed around the quartz cell
to perform optical pumping and laser-RF/MW double-resonance spectroscopy. The applied
external magnetic field was typically 1 G. LIF photons emitted from laser-excited atoms
were focused with three lenses and the wavelength was separated by a monochromator and
detected by a photomultiplier tube (PMT).

The LIF intensity was decreased when atoms were polarized by the irradiation of a cir-
cularly polarized pumping laser light. Then, the atomic spin polarizations were determined
from the ratio of LIF intensities observed by irradiating with linearly and circularly polar-
ized lasers. In our measurements, large atomic spin polarizations were confirmed using
alkali Cs atoms (� 90 %) and Rb atoms (� 50 %) in He II, respectively. Recently, the spin
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Fig. 2 Setup of expiredent at the RIPS ion beam line. a Inside of the cryostat filled with He II at a temper-
ature of approximately 1.5 K. Helmholtz coils, RF coils and an MW loop antenna were installed to perform
RF/MW double-resonance spectroscopy. b System used to optimize beam-stop position. Two aluminum
degraders were installed upstream of the cryostat to adjust the beam energy. A plastic scintillator upstream
of the cryostat detected the intensity of injected ions

polarization of Au atoms has also been successfully achieved using a pulsed laser light, here
the degree of atomic spin polarization was larger than 80 %.

Using the large atomic spin polarization, we also succeeded in measuring Zeeman and
hyperfine resonances for stable Rb, Cs and Au atoms. Further analysis of the experimental
data is in progress.

4 Experiment using energetic ion beams

We have also performed measurements using 84−87Rb energetic ion beams with energies of
60–66 MeV/u at the RIKEN projectile fragment separator (RIPS) at the RIKEN Radioactive
Isotope Beam Factory (RIBF) [6, 7]. Figure 2a shows the inside of the cryostat for the
ion beam experiment (fulfilled with He II at a temperature of approximately 1.5 K). The
energetic ion beams from the RIPS beam line were injected into the cryostat (horizontal
arrow in Fig. 2b) and the stopped RI atoms were subjected to a pumping laser (vertical
arrow in Fig. 2b, cw Ti: sapphire laser, wavelength: 780 nm, laser power: ∼120 mW, beam
diameter: typically 2 mm). Beneath the cryostat, a photodetection system for observing
LIF photons, which included three lenses, an interference filter and a Peltier-cooled PMT
were installed. We performed a laser RF/MW double-resonance spectroscopy measurement
with the RI atoms stopped in He II. One of the crucial points in this measurement was the
optimization of the beam-stop position. Only the photon signals from the observation region
(the center of the region shown in Fig. 2a) were focused and detected. To the optimize
the beam stop position, two Al degraders and a plastic scintillator were installed upstream
of the cryostat, as shown in Fig. 2b. We adjusted the thickness of the Al degraders from
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Table 1 Nuclear spins derived
in previous works Nuclear spin

Isotopes Our result Literature value Ref.

84Rb 1.9(1) 2 [8]
84mRb 6.2(2) 6 [8, 9]
85Rb 2.5(1) 5/2 [8]
86Rb 1.9(2) 2 [8]
87Rb 1.53(6) 3/2 [8]

Details of experimental results
and the discussion is in reference
[2]

Fig. 3 LISE++ calculation result for the spread of the stopping range for beam energies of 66, 150, 250 and
350 MeV/u [11]. The previous measurements at the RIPS beam line were performed with a beam energy of
66 MeV/u [6]. Note that we did not take into account the energy distribution upstream of the cryostat

0 to 800 μm with a 12.5 μm step to vary the beam energy. The plastic scintillator was used
to count the number of injected ions. The beam-stop position was estimated by counting the
LIF photons from atoms while changing the degrader thickness.

Zeeman resonance frequencies were determined for 84−87Rb. The intensity in the mea-
surements were on the order of 104 pps, and the FWHM of the stop range was approximately
1 mm. The deduced nuclear spins were consistent with the literature values as shown in
Table 1 [2, 8, 9].

For the future application of OROCHI, to nuclei far from stability, we plan to perform
measurements at BigRIPS at RIBF, where the energy of ions becomes as high as 345 MeV/u
[10]. In this case, the stopping range should be considered and optimized carefully. Figure 3
shows the result of a LISE++ calculation [11] estimating the stopping distribution for 87Rb
primary beams of 66, 150, 250 and 350MeV/u. The FWHMs are 0.05 mm for the 66 MeV/u
beam, 0.12 mm for a 150 MeV/u beam, 0.48 mm for a 250 MeV/u beam and 0.82 mm for a
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350 MeV/u beam. All the FWHMs are within 1 mm. We conclude that the area can be fully
covered by the pumping laser.

5 Conclusion

A new laser spectroscopic method named OROCHI (Optical RI-atom Observation in Con-
densed Helium as Ion catcher) has been developed for the investigation of nuclear spins
and electromagnetic moments of low-yield exotic nuclei. In this method, we utilize He II as
both an effective trapping material and a host matrix for laser spectroscopy by taking advan-
tage of the characteristic properties of atoms in He II. Nuclear spins and electromagnetic
moments can be derived from the atomic Zeeman and hyperfine structures observed by the
laser-RF/MW double-resonance method. In our previous works, we have successfully per-
formed measurements on laser-sputtered non-alkali Au atoms as well as alkali Rb and Cs
atoms. We have also succeeded in observing atoms from injected energetic 84−87Rb beams
produced by RIPS with a beam intensity on the order of 104 pps.

We have performed LISE++ calculations pertinent to future applications with higher-
energy beams. It was found that in the case of measurements with 350 MeV/u beams, the
straggling of stopping position in He II is within 1 mm. The pumping laser can fully cover
the area in which atoms are stopped. Note that we did not take into account the energy
distribution upstream of the cryostat. It will be necessary to perform further calculations for
the future application of OROCHI to exotic lower-yield nuclei such as unstable Au isotopes.
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Abstract In order to test CPT symmetry between antihydrogen and its counterpart hydro-
gen, the ASACUSA collaboration plans to perform high precision microwave spectroscopy
of ground-state hyperfine splitting of antihydrogen atom in-flight. We have developed
an apparatus (“cusp trap”) which consists of a superconducting anti-Helmholtz coil and
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& Instituto Nazionale di Fisica Nucleare, Gruppo Collegato di Brescia, 25133 Brescia, Italy

7 Department of Physics, Tokyo University of Science, Kagurazaka Shinjuku-ku,
162-8601, Tokyo, Japan

8 Graduate School of Human and Environmental Sciences, Kyoto University, Yoshida
Nihonmatsu-cho Sakyo-ku, 606-8501, Kyoto, Japan

9 Graduate School of Advanced Science of Matter, Hiroshima University, Kagamiyama,
Higashi-Hiroshima, 739-8530, Hiroshima, Japan

10 Present address: Department of Applied Physics, Tokyo University of Agriculture and Technology,
Naka-cho Koganei-shi, 184–8588, Tokyo, Japan

101Reprinted from the journal

http://crossmark.crossref.org/dialog/?doi=10.1186/10.1007/s10751-015-1205-1-x&domain=pdf
mailto:kuroda@phys.c.u-tokyo.ac.jp


N. Kuroda et al.

multiple ring electrodes. For the preparation of slow antiprotons and positrons, Penning-
Malmberg type traps were utilized. The spectrometer line was positioned downstream of
the cusp trap. At the end of the beamline, an antihydrogen beam detector was located,
which comprises an inorganic Bismuth Germanium Oxide (BGO) single-crystal scintilla-
tor housed in a vacuum duct and surrounding plastic scintillators. A significant fraction of
antihydrogen atoms flowing out the cusp trap were detected.

Keywords Antihydrogen · CPT invariance · Atomic beam · Rydberg atom

1 Introduction

Using slow antiprotons from the CERN AD (Antiproton Decelerator), the ASACUSA
(Atomic Spectroscopy And Collisions Using Slow Antiprotons) collaboration studies
fundamental atomic processes such as ionization by antiproton collisions, antiprotonic
atom formation, and antiproton annihilation, as well as the structure of antiprotonic
atoms and antihydrogen. Antihydrogen, the antipartner of hydrogen, is an excellent tar-
get to perform stringent tests of CPT symmetry. The ASACUSA CUSP experiment
plans spectroscopic studies of the ground-state hyperfine splitting of antihydrogen atoms
in-flight [1].

The idea of the hyperfine spectroscopy experiment is based on classical Rabi-like atomic
beam magnetic-resonance detection method. We have developed the experimental appara-
tus (Fig. 1) in order to accomplish this aim. The constituent particles of antihydrogen, the
antiproton and positron, have relatively high kinetic energies when they are produced. The
accelerator-generated antiprotons were confined and cooled in a Penning-Malmberg type
trap (the MUSASHI trap). Positrons from a radio-active β+ source were moderated, cooled,
and accumulated in another trap. The most important part of the setup is the cusp trap where
antihydrogen atoms were synthesized. Pion tracking detectors were placed on both sides of
the cusp trap, and the flow of antihydrogen atoms detected at the end of the spectrometer
line.

2 MUSASHI, an ultraslow antiproton beam source

The MUSASHI trap serves for capture antiprotons from the CERN AD and cooled them
down to sub-eV energy. The stored antiprotons can then be extracted as a 150 eV ultraslow
beam [2].

The 5.3 MeV antiproton beam from the AD is generally slowed down via an energy
degrader [3] with a area density of 70 mg/cm2. In the case of the ASACUSA CUSP exper-
iment this simple degrader foil is replaced by a radio frequency quadrupole decelerator
(RFQD) [4], and relatively thin foils (180 μg/cm2 in total).

The RFQD decelerated 5.3 MeV antiproton beams with an efficiency of typically 30 %.
The potential of the entire RFQD was able to be floated by 60 kV, the value of this floating
is tuned so as to maximize the capture efficiency of the MUSASHI trap. This occurred at a
beam energy of 111.5 keV.

By passing through the thin degrader foils, the antiprotons suffered a finite energy loss
reducing the longitudinal energy of the antiproton beam to less than 12 keV.

The MUSASHI trap is comprised from multiple ring electrodes (MRE). The MRE gen-
erates an axisymmetric potential which compensated the self-charge induced potential of
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Fig. 1 Setup of the ASACUSA
CUSP experiment
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_

Sextupole magnet
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positron trap

the confined plasma [6]. Due to this, a stable confinement of non-neutral plasma was
achieved. The injected antiproton beam is captured inside the MRE and cooled via collisions
with a pre-loaded electron plasma. Since the MRE is housed in a 2.5 T superconducting
solenoid, the electrons dissipate their energy via cyclotron radiation. Thus, the antiprotons
are cooled.

After electron cooling, the antiproton cloud which has a similar radius to the electron
plasma (r = 3.5 mm) [8] requires radial compression for a high extraction efficiency. Prior
to the compression, the electrons are removed from the trap region by opening the potential
for a short time which is long enough to lose electrons but short enough to keep antiprotons
(ca. 500 ns). The cooled antiproton cloud was radially compressed by applying a torque
using a rotating electric field via a four-fold segmented electrode [7, 8]. The compressed
antiproton cloud with a diameter of 0.5 mm [8] and an axial length of 1.6 mm in a potential
well was kicked out. The extracted 150 eV beams are guided by magnetic coils. The pulse
length became around 2 μs at the cusp trap.

3 Preparation of slow positrons

Positrons are obtained from a radioactive 22Na source instead of accelerators. The positron
system in 2012 was upgraded by replacing tungsten moderators for a solid Ne modera-
tor [10, 11]. The particles are moderated by a layer of solid Ne grown on a small conical
structure in front of the source. The emitted positrons are guided by magnetic coils and
introduced into a trap (the positron accumulator shown in Fig. 1). By interaction with N2
gas, the positrons were decelerated and accumulated in a electro-static potential well in a
0.3 T magnetic field environment. Subsequently, the accumulated positrons were transferred
to the cusp trap. By repeating this sequence 30 times, 3 × 107 positrons were loaded in the
cusp trap.
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Fig. 2 a A cross sectional view of the cusp trap and a magnetic field lines. b The cusp magnetic field
along the axis. c Solid line: the electric potential along the axis to mix p̄ with e+. Dashed line: to dump p̄s
accumulated in the field-ionization well (FIW)

4 Antihydrogen synthesis in the cusp trap

To synthesize antihydrogen atoms, the 150 eV antiproton beam from the MUSASHI trap
was directly injected into the positron plasma confined in the cusp trap.

The cusp trap consisted of superconducting anti-Helmholtz coils and multiple ring elec-
trodes. Figure 2a shows a schematic cross sectional view of the cusp trap with its magnetic
field lines. The magnetic field along the axis is shown in Fig. 2b. The MRE was located in
an ultrahigh vacuum bore which is kept at 6 K by two cryocoolers [9]. On both sides of the
bore, apertures which act as thermal shields are installed in order to reduce thermal flow
into the 6 K cold region.

A nested well configuration was prepared using the MRE as shown in Fig. 2c. Positrons
were loaded into the center of the nested well, which was placed in the relatively high
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Fig. 3 a A spectrum of antiproton annihilation when the field-ionization trap was dumped. b The number
of field-ionized H̄ atoms monitored by opening the FIW every 5 s, which were normalized to one cycle (19
cycles were taken). c and d were obtained in 2012, when we increased the number of positrons. e and f taken
from 1 typical cycle were obtained when an rf-field was applied to enhance the yield of antihydrogen atoms

(2.7 T) magnetic field region. The field reduced by 5 % at the edge of the positron plasma.
The density of positron plasma was estimated at the order of 108cm−3, and the temperature
to be the order of 102 K [12]. The kinetic energy of the antiproton beam, 150 eV, was
slightly above the potential energy of the positron plasma. Antiprotons from the MUSASHI
trap collided with positrons. Though positrons were heated up by the injected beam, they
cooled via cyclotron radiation. Antiprotons underwent sympathetic cooling and eventually
captured a positron, thus an antihydrogen atom was formed.

A field-ionization well (FIW) shown in Fig. 2c was prepared to detect antihydrogen
atoms formed in the cusp trap region. Synthesized antihydrogen moved freely because of
its electrical neutrality. Some fraction of them reached the FIW and could be ionized if they
were in a Rydberg state [13]. Antiprotons from the field-ionization of antihydrogen were
dumped to annihilate on the surrounding wall. Thus pions were produced and then counted
by the tracking detector.

In 2010, we succeeded in synthesizing antihydrogen atom by injecting 3 × 105 antipro-
tons into 3 × 106 positrons, which was confirmed with the field ionization technique [12].
The measured time spectrum is shown in Fig. 3a, while the time evolution of the number
of field-ionized antihydrogen atom was Fig. 3b. Typically, the number of field-ionized anti-
hydrogen atoms after correction of the solid angle of the pion detector was 70. The time
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Fig. 4 A 3D view of the
antihydrogen detector

BGO crystal

10 cm

10 cm

10 cm

evolution shows that the reaction was almost finished 100 s after the antiproton injection.
Most of antiprotons and positrons, however, remained in the trap.

In 2012, we upgraded the positron system as discussed above. The number of positrons
was increased by a factor of 10, ie. 3×107, while the number of antiproton was kept the same
as before. Figure 3c and d show typical results. The number of field-ionized antihydrogen
atom increased by a factor of 2.7, ie. 190. Here, again, we recognized that the reaction had
ceased after approximately 40 s.

In order to explain these phenomena regarding the reaction termination, axial separa-
tion of antiprotons from the positron plasma was considered. The antiproton annihilation
distribution observed by the pion tracking detector also suggested this hypothesis [12]. To
counteract the axial separation and to prolong the reaction, an rf field was applied. If the
frequency of the rf was tuned to excite the axial oscillation of the separated antiprotons, the
yield of field-ionized antihydrogen atom was improved by a factor of 3.5 and the reaction
was continued for longer as shown in Fig. 3e and f. Hence, approximately 660 antihydrogen
atoms per one mixing cycle were detected [14], which is almost 10 times more than that
reported in 2010 [12].

5 Antihydrogen beam detection

In order to detect antihydrogen atoms which flow out from the cusp trap, an antihydrogen
detector was installed at the end of the spectrometer line, 2.7 m downstream from the center
of the cusp trap. At 1.5 m downstream from the center, where a microwave cavity will be
installed, the residual magnetic fields were already low enough to perform a spectroscopic
measurement.

Figure 4 shows the 3D schematic drawing of the antihydrogen detector which is com-
prised of an inorganic BGO single crystal scintillator and five plastic scintillators. The
BGO crystal has a diameter of 100 mm and a thickness of 5 mm. It was installed inside a
vacuum chamber with its center on the beam axis, hence antihydrogen atoms may hit the
crystal directly. To detect charged pions by annihilation, the five plastic scintillator plates
with thickness of 10 mm were placed outside of the chamber. The coverage of the plas-
tic scintillators was 49 % of 4π . Each scintillator is read out by a photomultiplier tube
(PMT). The signal of the BGO scintillator is recorded by a fast waveform digitizer. The
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Fig. 5 Energy deposition on the BGO. a When antiprotons were mixed with positrons. b Antiprotons were
trapped in the cusp trap without positrons

timing information of all scintillators is read out by time-to-digital converters. A set of field-
ionization (FI) electrodes was located in front of the BGO scintillator in order to investigate
the principal quantum number of H̄ atoms reaching the detector.

Figure 5a shows the measured energy deposition on the BGO crystal when 3 × 105

antiprotons were mixed with 3 × 107 positrons in the presence of rf-assistance. In contrast,
Fig. 5b shows the results when antiprotons were trapped without positrons. An excess can
be seen at deposition energies above 40 MeV, consistent with a Monte Carlo (GEANT4)
simulation of the detector performance. The number of antihydrogen atoms was evaluated
as 25 and 16 per hour for different field strength on the FI electrodes of 94 and 452 V/cm,
respectively [14]. This sets an upper limit on the principal quantum number of the quantum
state of the detected antihydrogen atoms of 43 for 94 V/cm and 29 for 452 V/cm. The sta-
tistical significance in terms of Gaussian standard deviations by taking the ratio of Poisson
means indicates 4.8σ for n = 43 and 3.0σ for n = 29 [14].

6 Summary and outlook

For a stringent test of CPT symmetry, the ASACUSA collaboration has developed the cusp
trap, the MUSASHI trap, the positron accumulator, the spectrometer line, and the antihy-
drogen detector. We have demonstrated the successful synthesis of cold antihydrogen atoms
employing the cusp trap, and succeeded in detecting antihydrogen atoms where residual
magnetic fields were small.

We are in process of performing the microwave spectroscopy of antihydrogen by
upgrading the cusp magnet for improved extraction and focusing efficiency, improving the
antiproton beam quality for efficient antihydrogen synthesis, developing a new tracking
detector for monitoring purpose of antihydrogen synthesis, and upgrading the antihydrogen
detector for a better S/N ratio. The details of these upgrades and the physics results will be
reported soon.
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Abstract We have observed a new mechanism for compression of a non-neutral plasma,
where antiprotons embedded in an electron plasma are compressed by a rotating wall drive
at a frequency close to the sum of the axial bounce and rotation frequencies. The radius of
the antiproton cloud is reduced by up to a factor of 20 and the smallest radius measured is
∼ 0.2 mm. When the rotating wall drive is applied to either a pure electron or pure antipro-
ton plasma, no compression is observed in the frequency range of interest. The frequency
range over which compression is evident is compared to the sum of the antiproton bounce
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frequency and the system’s rotation frequency. It is suggested that bounce resonant transport
is a likely explanation for the compression of antiproton clouds in this regime.

Keywords Antiprotons · Rotating wall · Compression · Electrons · Penning-Malmberg
trap · Non-neutral plasma · Antihydrogen

1 Introduction

Antihydrogen is the simplest neutral antimatter atom. Precision comparisons between
hydrogen and antihydrogen would provide stringent tests of the CPT (charge conjuga-
tion/parity transformation/time reversal) invariance and the weak equivalence principle [1].
In the last few years, the ALPHA collaboration has produced [2], and trapped antihydrogen
[3, 4]. Recently, ALPHA studied antihydrogen’s internal structure by inducing hyperfine
transitions in ground state atoms [5].

In order to form antihydrogen, antiprotons and positrons are first stored in the form of
non-neutral plasmas in Penning-Malmberg traps [6] and then, are allowed to interact to form
antihydrogen [7].

The radial compression of antiproton, electron and positron plasmas is necessary to
counteract expansion drag due to asymmetries in the static fields and the presence of
background gases [8–10], and thereby attain long confinement times. Moreover, radial com-
pression allows control of the radial sizes and densities of the non-neutral plasmas [11].
A commonly-used technique is the rotating wall (RW), in which a time-varying azimuthal
rotating electric field is used to balance or exceed the drag by applying a positive torque to
the plasma (see e.g., [6, 12]).

Antiproton cloud compression is an important tool for the formation and trapping of cold
antihydrogen. Decreasing the antiproton cloud’s radius reduces the circumferential veloc-
ity of the antiprotons and results in antihydrogen atoms with lower kinetic energy [13].
Additionally, ALPHA’s magnetic trap is used to confine low energy antihydrogen atoms
and it is composed of an octupole magnet providing a transverse magnetic field, plus two
mirror coils [14]. The transverse magnetic field breaks the cylindrical symmetry of the

8 Physics Department, CERN, CH-1211 Geneva 23, Switzerland

9 Department of Physics and Astronomy, York University, Toronto, Ontario, M3J 1P3, Canada

10 Instituto de Fı́sica, Universidade Federal do Rio de Janeiro, Rio de Janeiro 21941-972, Brazil

11
Department of Physics and Astronomy, Aarhus University, DK-8000 Aarhus C, Denmark

12 TRIUMF, 4004 Wesbrook Mall, Vancouver, British Columbia V6T 2A3, Canada

13 Department of Physics, Stockholm University, SE-10691 Stockholm, Sweden

14 Department of Physics, University of Liverpool, Liverpool L69 7ZE, UK

15 Department of Physics, Purdue University, West Lafayette, Indiana 47907, USA

16 Department of Physics, NRCN-Nuclear Research Center Negev, Beer Sheva, IL-84190, Israel

17 Department of Physics and Astronomy, University of Calgary, Calgary, Alberta T2N 1N4, Canada

110 Reprinted from the journal



Antiproton cloud compression in the ALPHA apparatus at CERN

Fig. 1 a) Schematic of the electrodes making up the Penning-Malmberg trap of the antiproton capture trap.
b) The magnetic field on the axis of the trap as a function of the longitudinal position. The position of the
electrodes and the MCP/phosphor/CCD detector are illustrated. A small solenoid is placed at z = 1.2 m to
guide the particles

Penning-Malmberg trap and induces non-neutral plasma diffusion [15] and ballistic loss
[16]. The exposure of the plasmas to the octupole’s transverse magnetic field can be mini-
mized by reducing their radial size. Finally, the antiproton and positron plasmas should be
well-overlapped to maximize the yield of antihydrogen atoms. Since radially small, dense
positron plasmas are needed to increase the rate of antihydrogen production, thus radially
small antiproton clouds are optimal.

Until present, two different kinds of antiproton cloud compression have been reported.
In Ref. [17], in the ALPHA experiment, an electron plasma co-located in the trap was
compressed by a RW in the 10 MHz region, cooling and sympathetically compressing the
antiproton cloud. In this work, we present evidence of compression of antiproton clouds at
low frequencies (hundreds of kHz), in a markedly different regime. Furthermore, this work
is differentiated from the observations reported by the ASACUSA collaboration in Ref. [18],
since we use an electron plasma as a source of cooling for the antiprotons. The presence of
the electron plasma, particularly its self-electric field, greatly affects the behaviour of the
system.

2 Experimental procedure

2.1 Apparatus

The upgraded ALPHA antiproton capture trap used for these experiments is a Penning-
Malmberg trap with a stack of twenty cylindrical electrodes for axial confinement of
charged particles, plus a 3 T solenoidal magnetic field, directed along the trap axis, to con-
fine the charged particles radially. Figure 1a illustrates the electrode stack. Two high-voltage
(HV) electrodes are used to catch and trap antiprotons from the Antiproton Decelerator [14].

The particles can be released from the trap onto a MCP/phosphor/CCD1 detector assem-
bly to destructively image the radial density profile [19]. The detector is shown on the right
hand side of Fig. 1b, along with a plot of the axial magnetic field used to guide the particles.

1MCP: micro-channel plate and CCD: charge-coupled device.
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Fig. 2 Black continuous line: the electric potential well used to hold the electrons during the application of
the RW. The (purple) shaded region indicates the position of the rotating wall electrode. The various dotted
and dashed lines show the self-consistent potential for the numbers of electrons indicated in the legend

2.2 Antiproton capture and cooling using secondary electrons

Antiprotons are extracted from the Antiproton Decelerator into the experiment with a kinetic
energy of 5.3 MeV. The energy of the antiprotons is degraded by thin layers of aluminium
and beryllium, and antiprotons with an energy less than 5 keV are captured by the high-
voltage electrodes [14]. The antiprotons are cooled by allowing them to interact with an
electron plasma [20]. Energy is transferred to the electrons through Coulomb collisions,
while the electrons cool with a time constant of about 0.4 s in the 3 T magnetic field through
emission of cyclotron radiation.

Typically, the electrons are preloaded from a source, but in this work, we made use of
the secondary electrons that are created when the antiprotons pass through the degrader
layers. Using secondary electrons, ∼ 90 % of the antiprotons are cooled while usually only
∼ 60 % are cooled with preloaded electrons [17]. This increase in the cooling efficiency
is due to improved radial overlap of the antiproton cloud and the secondary electrons. For
every measurement, this cooling procedure results in ∼ 1.5×105 antiprotons and ∼ 20×106

electrons. If desired, a fraction of the electrons can be removed by suddenly opening one
side of the trap well. Depending on the pulse time and voltage, a fraction of the electrons
escape from the trap, while heavier antiprotons remain trapped [14].

2.3 Rotating wall application

The RW field is produced by an electrode divided into azimuthally isolated segments and
by applying to each segment a sinusoidal potential Vj (t) of frequency ω, amplitude A and
phase θj = 2πj/k, where k is the number of segments. The potential can be expressed as:

Vj (t) = Acos(θj − ωt). (1)

For the measurements presented in this paper, we used one of two six-segment electrodes
(identified as RW in Fig. 1). For each measurement, antiprotons and electrons were captured
and cooled. Then, the electron number was adjusted if necessary and the RW was applied
at a fixed amplitude of 1 V for 100 s. For technical reasons, the frequency of the drive was
swept over a 0.2 kHz range centred on a given frequency. After the RW application, the
particles were extracted onto the MCP.

The continuous line in Fig. 2 shows the potential well used to hold the particles while the
RW was applied. The potential well is almost harmonic with an antiproton bounce frequency
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Fig. 3 a) MCP image of an antiproton-electron plasma after compression. The (black) arrow indicates the
position of the profile shown in b). b) Dots are the data from the radial profile across the arrow shown in a)
and the (red) curve is the respective fit

of ∼ 270 kHz. When electrons are added, the shape of the potential is distorted due to their
space charge. The dotted and dashed lines in Fig. 2 shows the total self-consistent potential
when using 4 × 106, 7 × 106, 12 × 106 and 20 × 106 electrons, as calculated by solving
Poisson’s equation with a density distribution given by a Boltzmann distribution, using the
self-consistent potential [6].

2.4 Analysis of MCP images

An example image of an antiproton-electron plasma is shown in Fig. 3a. Due to their mass
difference, the antiprotons and electrons image to different positions on the MCP, with
the antiprotons appearing on the left [19, 21]. The electron density can be conveniently
described by a two-dimensional generalized Gaussian of the form neexp(| r−re

σe
|ke ), where

ne, σe, re and ke are fit parameters. For the antiproton density, we use a similar equation
but modified to account for the observed elliptical shape [21]. A simultaneous fit of the two
distributions is performed for each image. A cut through the image in Fig. 3a is plotted in
Fig. 3b, along with the respective fit. ne and np , the central densities of the electrons and the
antiprotons, respectively, are used as quantitative measures of the degree of compression.

3 Results

An image of the antiproton-electron plasma after capture and cooling is shown in Fig. 4a.
We estimate that the plasma has a radius of ∼ 4 mm and a rotation frequency of ∼ 10 kHz.
Figure 4b shows the plasma after the electron number has been reduced to 4×106 electrons
and a RW field at a frequency of 140 kHz has been applied for 100 s. We observe that the
antiproton cloud has been compressed to a radius of ∼ 0.3 mm, while only a few of the
electrons have been compressed. Figure 4c shows the plasma with 20 × 106 electrons after
compression at 600 kHz. Similarly to the previous case, we see a dense antiproton cloud,
with a radius of ∼ 0.2 mm. Additionally, about 15 % of the electron plasma has also been
compressed. In any of these experiments, we do not observe that the rotating wall induces
any loss of antiprotons.
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Fig. 4 a) MCP image of the antiproton-electron plasma before applying the RW. b) MCP image of the
antiproton cloud co-located with 4 × 106 electrons after applying the RW at 140 kHz. c) MCP image of the
antiproton cloud co-located with 20×106 electrons after applying the RW at 600 kHz. The clouds in image a)
are too disperse to image as b) and c). The circle near the edges of images a) and c) is a mechanical aperture.
The mechanical aperture is not observed in b) because the electrons are not dense enough

The striking difference that emerges when compared to the case of sympathetic compres-
sion [17] is that when the RW field is applied to a pure electron plasma in the hundreds of
kHz range, no compression is observed. (Recall in [17] that the electron plasma was com-
pressed with or without the presence of the antiprotons). This implies that in the present
case, the antiproton compression was caused by the RW field directly coupling to the
antiprotons, rather than being mediated by compression of the electron plasma. On the other
hand, when no electrons are present and the RW is applied to a pure antiproton cloud, no
compression is observed. Antiprotons are lost from the trap, perhaps indicating that they are
heated by the RW field in the absence of a cooling medium.

The compression was studied as a function of RW frequency for antiproton-electron plas-
mas containing different numbers of electrons. Figure 5 shows the antiproton cloud central
density, np (see Section 2.4), as a function of the RW frequency for different numbers of
electrons.

One can see, for the 4 × 106 electrons case, that the antiproton cloud compresses for RW
frequencies in the range 50–200 kHz. With increasing numbers of electrons, the maximum
frequency at which compression is observed increases. Moreover, higher central densities
are achieved with larger numbers of electrons. We note that the antiproton cloud does not
compress well above ∼ 700 kHz, which is similar to the lowest frequency at which the pure
electron plasma compresses.

4 Bounce resonant transport of antiprotons

In many experiments, the RW field couples to Trivelpiece-Gould (TG) modes of the plasma,
thereby applying a torque and leading to radial compression of the plasma [22, 23]. How-
ever, the lowest TG mode frequency of the electron plasma studied here is ∼ 15 MHz, and
therefore this mechanism is not consistent with the observed compression.

At first glance, compression by magnetron sideband cooling seems to provide an
explanation for the data, because the sum of the magnetron (∼ 1 kHz) and axial bounce
(∼ 270 kHz) frequencies of the antiprotons is close to the compression frequency [24–
27]. Magnetron sideband cooling requires harmonic potentials, although compression has
recently been achieved for independent particles in a slightly anharmonic potential [28].
This mechanism is unlikely to be responsible for the observed compression, because
the space charge of the electrons greatly distorts the potential and it becomes highly
anharmonic.
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Fig. 5 Antiproton central density after applying the RW for 100 s, at 1 V and at a chosen frequency (with
0.2 kHz sweep). Different number of electrons are used, while the antiproton number remains the same at
∼ 1.5 × 105. The error bars are too small to be visible

Fig. 6 The distribution of (ωb + ωrot ) for antiprotons cooled by 4 × 106 electrons

For particles moving in an asymmetric time-varying potential (such as a RW), it has
been observed that resonances between the particle’s motional frequency and the drive
frequency can result in radial inward or outward movement [29–33]. We have investigated
whether this mechanism can be responsible for the compression described in Section 3. The
antiproton bounce frequency, ωb, was calculated by integrating the one-dimensional equa-
tions of motion in the self-consistent electric potential (see Fig. 2). Taking into account the
distributions of radial positions and thermal energies allows a distribution of the antiproton
bounce frequencies to be built up. The rotation frequency, ωrot , of the antiproton-electron
plasma was calculated from the self-consistent electric potential, and is dominated by the
density of the electron plasma.

Figure 6 shows the combined distribution, f (ωb + ωrot ), of the antiprotons when cool-
ing with 4 × 106 electrons. This is the simplest system, since the electron plasma can be
assumed to remain constant during the application of the RW. This assumption is supported
by the fact that a compressed electron plasma is not visible in Fig. 4b. We observe that
f (ωb + ωrot ) lies over the same range of frequencies (50 – 200 kHz) as the observed
compression. This indicates that bounce resonant transport may be a viable explanation for
our data. When using a larger number of electrons, the system becomes more complex. The
electron plasma compresses over time, with the result that both the rotation frequency and
the shape of the potential well change dynamically. Compression of the electron plasma
would increase ωrot and consequently shift f (ωb + ωrot ) to higher frequencies. This is
qualitatively consistent with our observations, but further work is needed before a definitive
conclusion can be made.

115Reprinted from the journal



A. Gutierrez et al.

5 Conclusion

We have observed a new regime of compression of antiproton clouds, where the effect is not
mediated by the compression of an electron plasma. We have investigated the compression
as a function of the RW frequency and the number of electrons used to provide cooling. It
is suggested that the compression may be explained by the bounce resonant transport of the
antiprotons.
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Abstract We describe the design and performance of a solid-state pulsed source of nar-
rowband (< 100 MHz) Lyman-α radiation designed for the purpose of laser cooling
magnetically trapped antihydrogen. Our source utilizes an injection seeded Ti:Sapphire
amplifier cavity to generate intense radiation at 729.4 nm, which is then sent through a fre-
quency doubling stage and a frequency tripling stage to generate 121.56 nm light. Although
the pulse energy at 121.56 nm is currently limited to 12 nJ with a repetition rate of 10 Hz,
we expect to obtain greater than 0.1 μJ per pulse at 10 Hz by further optimizing the align-
ment of the pulse amplifier and the efficiency of the frequency tripling stage. Such a power
will be sufficient for cooling a trapped antihydrogen atom from 500 mK to 20mK.

Keywords Lyman-Alpha · VUV · Antihydrogen · Laser Cooling

1 Introduction

As the simplest and best understood atom in the periodic table, hydrogen appeared to be
the natural choice for early laser cooling experiments. Despite this, the first and only study
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of the optical cooling of hydrogen was published in 1993 [16], many years after several
alkalis were successfully cooled and trapped. The reason for this is the inherent difficulty
of producing coherent radiation at the laser cooling transition for hydrogen - 121.56 nm or
Lyman-α. Numerous broadband pulsed Lyman-α sources were developed in the late 1970s
and early 1980s [2, 4, 9–13, 17]. These were suitable for many spectroscopic applications,
but not for laser cooling, which requires, for efficient cooling, the linewidth of the source to
be less than or equal to the natural linewidth (� ≈ 100 MHz) of the transition [16]. The
first narrowband (� ν ≈ 40 MHz) Lyman-α source was developed in 1987 [3] based on
non-resonant third-harmonic generation of frequency-doubled pulse-amplified light from a
tunable CW dye laser, which made it possible to laser cool hydrogen, trapped in a mag-
netic trap, to less than 8 mK [16]. Nevertheless, low repetition rate pulsed sources cannot
be used for conventional laser cooling experiments, which rely on optical molases, and inte-
rest in coherent Lyman-α sources subsided until a new application emerged - laser cooling
of trapped antihydrogen. In particular, the ALPHA collaboration at CERN successfully
trapped antihydrogen in a magnetic trap at a translational temperature of 500 mK and plans
to use the trapped antimatter to test for charge, parity and time (CPT) symmetry viola-
tions and to investigate matter-antimatter gravity interactions [1, 5]. To reach the level
of accuracy required for these measurements, the trapped antihydrogen must be cooled
to a translation temperature of ∼ 20 mK. According to simulations [5], a high power
(∼ 1 μW) Lyman-α source with a 100 MHz linewidth is required to perform the antihy-
drogen cooling. Two continuous wave (CW) Lyman-α sources, which rely on a four-wave
mixing scheme in mercury vapour, have been realized [8, 15], but they are not yet capa-
ble of delivering sufficient power (and one of them relies on dye lasers). Here, we present
an alternative approach - a narrowband (< 100 MHz) pulsed solid-state Lyman-α source.
Our motivation was to develop a completely solid-state source to avoid the maintenance and
additional safety issues associated with a dye-laser-based source. Simulations have shown
that a narrowband pulsed source that produces 0.1 μJ per shot at a repetition rate of 10 Hz
is capable of cooling a trapped antihydrogen atom down to 20 mK [5]. The goal of our
development is to achieve this level of 121.56 nm pulse energy with a solid-state laser
system.

2 Apparatus

The laser system shown in Fig. 1 consists of a pulsed Ti:Sapphire amplifier seeded by a
narrow linewidth (< 1 MHz) semiconductor laser (Toptica Photonics TA Pro) operating
at 729.4 nm, an anti-reflection coated type I BBO crystal (Castech Inc.) for second har-
monic generation (SHG) at 729.4 nm and a third harmonic generation (THG) and detection
chamber.

2.1 Ti: sapphire amplifier and SHG

To obtain the intensities required for efficient SHG and THG while maintaining a narrow
linewidth, we used an injection seeded pulsed Ti:Sapphire amplifier based on [7]. This
amplifier is an unstable resonator that consists of two Brewster cut Ti:Sapphire crystals
(10 mm in diameter, 36.8 mm in path length, GT Advanced Technologies), a convex graded
reflectivity mirror (f = −5 m, INO) coated for 729.4 nm, a high reflector (HR) and two
isosceles Brewster prisms for coarse wavelength selection. As demonstrated previously in
[7], the generation of the Fourier-limit pulses can be achieved when each crystal is pumped
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Fig. 1 Laser arrangement and non-linear optical stages. The Ti:Sapphire amplifier cavity is seeded by a
narrow linewidth semiconductor laser via an uncoated CaF2 beam splitter (BS) with a reflectivity of ∼ 3 %.
The two Ti:Sapphire crystals are pumped from both sides by a pulsed Nd:YAG laser. The pump power is
distributed evenly between the four arms. The amplified light, which exits the cavity via the output coupler
(OC), is then sent through a coated BBO crystal. The second harmonic is separated from the fundamental
beam (not shown), with two Pellin Broca prisms and routed to the THG chamber. The beam is then focused
by an MgF2 lens L1 (f = 100 mm) onto a mixture of krypton and argon gas. Finally, Lyman-α radiation is
produced by non-resonant THG, recollimated by an MgF2 lens L2 (f = 200 mm) and detected by a solar-
blind photo-multiplier tube (PMT). Two Lyman-α filters are placed between L2 and the PMT to prevent
364.7 nm light from reaching the PMT (not shown)

by a pulsed frequency doubled Nd:YAG laser (532 nm, 10 Hz repetition rate) from both
sides and injection seeded with a CW diode laser (�ν < 1 MHz, 729.4 nm). The output of
the amplifier is then sent into a coated type I BBO crystal (dimensions: 7 mm × 7 mm ×
8 mm), to produce 364.7 nm radiation. After the second harmonic (364.7 nm) is spatially
separated from the fundamental beam (729.4 nm) by means of two Pellin Broca prisms, it
is sent to the THG chamber, where we produce and detect Lyman-α radiation.

2.2 Lyman-α generation and detection

To generate Lyman-α radiation, we used non-resonant THG in a mixture of krypton
and argon - an approach that has been demonstrated a number of times in the literature
[2–4, 9, 10, 12, 17]. A resonant four-wave-mixing (FWM) scheme was also successfully
demonstrated with a broadband dye-laser source by Michan et al. [14]. However, THG
(which requires only one color) was chosen here because of its technical simplicity and
the availability of high energy pump sources. In Fig. 1, we show that radiation from the
SHG stage is sent into the THG chamber, which consists of an MgF2 focusing lens L1
(f = 100 mm), an input port for the krypton-argon mixture, an MgF2 recollimating lens L2
(f = 200 mm), two Lyman-α filters (Pelham Research Optical L.L.C. 122-NB) and a solar-
blind photo-multiplier tube (PMT: Hamamatsu R972). In our implementation, the first lens
L1 focuses the slowly diverging 364.7 nm beam (with a vertical diameter of 6 mm and
a horizontal diameter of 3 mm at 3 m away from the BBO crystal, based on a burn card
measurement) onto the gas mixture to reach the intensities required for efficient THG. The
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Fig. 2 SHG pulse energy at 365 nm as a function of the pulse energy of the 532 nm pump for the 729.4 nm
seeded amplifier

generated Lyman-α is then recollimated with lens L2, sent through two Lyman-α filters (to
prevent the 364.7 nm pulses from reaching the detector) and detected by the PMT. Using
the response function, gain curve and quantum efficiency of the PMT (Hamamatsu R972)
we extract from the raw signal the temporal profile of the Lyman-α beam and its pulse
energy. To confirm the production of Lyman-α, we verified that the PMT signal vanished
completely in the absence of krypton in the THG chamber.

3 Results

In this section, we describe the results we obtained at the SHG and THG stages. A detailed
description and characterization of the injection seeded Ti:Sapphire amplifier can be found
in [7] and [6].

3.1 Second harmonic generation stage

3.1.1 Pulse energy

In Fig. 2, the average pulse energy of the second harmonic (364.7 nm) ESHG is plotted as
a function of the 532 nm pump pulse energy EP. This data was taken with the cavity of the
Ti:Sapphire amplifier unlocked (free run), and therefore large fluctuations in the pulse-to-
pulse energy were observed due to the fluctuation of the cavity length. We fit this data to
the following model:

ESHG = α · (EP − ETH)2 · Θ (EP − ETH) (1)

where α = (5.7 ± 2.8) × 10−4mJ−1 is a proportionality constant, ETH = 150 ± 27 mJ is
the pump power at the 729.4 nm lasing threshold and Θ is the Heaviside step function.

Further optimizations of the alignments of the amplifier cavity and pump geometries
enabled us to reach the SHG pulse energies shown in Fig. 5 with EP = 310 mJ, where the
mean pulse energy is 16.0 mJ and the standard deviation is 1.4 mJ. In this example, the
amplifier cavity was locked to off-resonance with the seed frequency, in which the transmit-
tance of the seed laser radiation from the cavity was near the minimum. A slow fluctuation
(∼ 20 sec) in the pulse energy seen in Fig. 5 might be due to the temperature fluctuation of
the BBO crystal, which will be removed in the near future.
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Fig. 3 Temporal and spectral profiles of the 364.7 nm and 121.56 nm pulses with the amplifier cavity locked
to near-resonance with the seed laser. a Temporal profile of a single pulse at 364.7 nm. Black: Observed
intensity. Red: Fitted curve with a Gaussian function. b Spectral profile of the 364.7 nm pulse. Black: Fourier
transform of the black trace in a. Red: Fitted curve with a Gaussian function. c Temporal profile of the
121.56 nm pulse. Black: Observed intensity. Red: Fitted curve with a Gaussian function. d Spectral profile
of the 121.56 nm pulse. Black: Fourier transform of the black trace in a. Red: Fitted curve with a Gaussian
function

3.1.2 Pulse shape

Figure 3a and b, respectively, shows an instantaneous intensity (arbitrary units) of a
364.7 nm pulse as a function of time and the corresponding spectrum when the ampli-
fier cavity was near-resonance with the seed frequency, in which the transmittance of the
seed laser radiation from the cavity was near the maximum. The spectrum (b), which is
obtained by taking a Fourier transform of the temporal profile shown in (a), consists of a
dominant peak (which corresponds to the envelope of the temporal profile) and two side
lobes, which account for the modulation seen in the temporal profile. Since a simple side-
locking technique was employed for the cavity locking, there were still a non-negligible
detuning of the cavity length with respect to the seed laser wavelength, which resulted in the
excitation of the adjacent cavity mode via the mode coupling [7]. The frequency separation
between the dominant peak and the side lobe is about 95 MHz, which roughly corresponds
to the free spectral range (FSR) of the cavity (length ∼ 1.55 m). The full width at half max-
imum (FWHM) of the temporal profile �tFWHM and the FWHM of the spectrum ΔνFWHM
are 20.9±3.0 ns and 44.3±2.1 MHz, respectively. Similarly, the temporal profile and spec-
trum of a pulse generated when the amplifier cavity is off-resonance with the seed frequency
are shown in Fig. 4a and b. When the amplifier cavity was off-resonance, the side-bands
were more enhanced, which account for the deeper modulation seen in the temporal profile.
For this pulse, ΔtFWHM = 21.3±2.0 ns and ΔνFWHM = 42.7±1.4 MHz. The pulse energy
at 364.7 nm is 5.0 mJ and 7.2 mJ at 250 mJ pump energy (532 nm) for the near-resonant
(Fig. 3) and off-resonant (Fig. 4) conditions, respectively. The off-resonant cavity condi-
tion results in higher total pulse energy than the near-resonant condition due to the stronger
mode coupling, which was also reported in [7].
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Fig. 4 Temporal and spectral profiles of the 364.7 nm (a and b) and 121.56 nm (c and d) pulses with the
amplifier cavity locked to off-resonance with the seed laser. See the caption of Fig. 3

3.2 THG stage

The Lyman-α power is proportional to χ2N2I 3
SHGF , where χ is the third order susceptibi-

lity, N is the number density of the krypton, ISHG is the power of the 364.7 nm beam
and F is the phase matching factor. In the limit of a tight focus, the phase-matching factor
is maximized when b · Δk = b · (k121.56 nm − 3 · k364.7 nm) = −2, where b is the confo-
cal parameter of the beam (assuming a TEM00 mode) [9]. However, because the Lyman-α
power is also proportional to N2, adjusting the krypton density to satisfy the phase matching
condition alone is insufficient to optimizing the Lyman-α power and the problem becomes
a three parameter optimization for the focal length of the focusing lens L1 and the pressures
of krypton and argon in the mixing chamber. Based on previous results from preliminary
dye-laser experiments and some empirical optimization, we chose an f = 100 mm MgF2
lens for L1 and set the krypton pressure to 84 mTorr and the argon pressure to 200 mTorr
for the present study.

With the amplifier cavity locked to the near-resonance, we observed the temporal pro-
file for the 121.6 nm pulse as shown in Fig. 3c. The corresponding spectrum shown in
Fig. 3d is obtained by the Fourier transform of the temporal profile in (c). The generated
Lyman-α pulse has a temporal width of ΔtFWHM = 11.5 ± 0.5 ns and a spectral width
of 76.8 ± 2.9 MHz. Note that the temporal width of the 121.56 nm pulse in (c) might be
slightly broadened due to the response time of the PMT (the anode pulse rise time of 1.6
ns and the electron transit time of 17 ns). As a result, the spectral width obtained in (d)
might be slightly narrower than the actual spectral width. Corresponding temporal profile
and spectrum for the 121.6nm pulse with the off-resonant cavity condition are shown in
Fig 4c and d, respectively. The generated 121.56 nm pulse has similar temporal and spec-
tral profiles; ΔtFWHM = 11.2 ± 0.3 ns and Δν = 83.2 ± 0.8 MHz. The spectral width is
slightly broadened with this condition.

Remarkably, we found that locking the cavity in the off-resonant condition with the
seed laser resulted in higher THG efficiency than the cavity in the near-resonant con-
dition. At 250 mJ of 532 nm pump energy, the off-resonant condition shown in Fig. 4
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Fig. 5 SHG pulse energy with EP = 310 mJ as a function of time with the amplifier cavity locked. The
mean pulse energy is 16.0 mJ and the standard deviation is 1.4 mJ

resulted in 12 nJ pulse energy for the 121.46 nm pulse. On the other hand, the near-
resonant condition shown in Fig. 3 resulted in only 2 nJ pulse energy for the 121.46 nm
pulse. The higher THG efficiency with the off-resonant condition is most likely due
to the higher peak power density of each pulses in the pulse train at 364.7 nm shown
in Fig. 4 a. For the laser cooling of antihydrogen, whose whose natural linewidth is
expected to be � ≈ 100 MHz, the off-resonant condition for the amplifier cavity
would be better than the near-resonant condition because of the higher pulse energy at
121.46 nm.

4 Conclusion and outlook

Here, we have developed a solid-state pulsed source of narrowband (< 100 MHz) Lyman-
α radiation. The maximum Lyman-α output we have demonstrated here - by frequency
tripling a 7.2 mJ pulse of 364.7 nm light - was 12nJ. Due to the present environmental
conditions (humidity and temperature) of the facility, we were forced to lower the pulse
energy of 532 nm in order to avoid any optical damage on the Ti:Sapphire crystals. For this
reason, the data presented in Section 3.2 were taken at the 532 nm pump energy of 250
mJ. Since we have observed about 20mJ of 364.7 nm radiation as the maximum energy
of a single shot at the 532 nm pump energy of 310 mJ (Figs. 2 and 5), we are confi-
dent that, after alleviating problems due to the environment, more than 0.1 μJ is possible
with this system. The pulse energy at 121.5 nm generated by THG is proportional to the
cube of the pulse energy at 364.7 nm, and therefore, if the conversion efficiency remains
constant, simply increasing the SHG pulse energy to 20 mJ would result in approximately
0.26 μJ of Lyman-α. In addition, further improvement of the THG conversion efficiency
would be expected by optimizing the krypton and argon pressures in the THG chamber and
the focal length of the focusing lens (L1) in order to achieve better phase matching condition
for the THG process. While we have made significant progress toward developing a narrow-
band solid state Lyman-α source, further optimization of the present system will be required
to achieve sufficient pulse energies with stable operation in order to use this Lyman-α source
for laser cooling trapped antihydrogen, from 500 mK to 20 mK. Further development is
underway.
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Abstract Heavy few-electron ions are relatively simple systems in terms of electron
structure and offer unique opportunities to conduct experiments under extremely large elec-
tromagnetic fields that exist around their nuclei. However, the preparation of highly charged
ions (HCI) has remained the major challenge for experiments. As an extension of the exist-
ing GSI accelerator facility, the HITRAP facility was conceived as a multi-stage decelerator
for HCI produced at high velocity. It is designed to prepare bunches of around 105 HCI and
to deliver them at low energies to various experiments. One of these experiments is Spec-
Trap, aiming for laser spectroscopy of trapped, cold HCI. We present the latest results on
deceleration of ions in a radio-frequency quadrupole, synchrotron cooling of electrons in
a trap as a preparation step for the prospective electron cooling of the HCI decelerated in
HITRAP, as well as laser cooling of singly charged Mg ions for sympathetic cooling of HCI
in SpecTrap.
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Laser spectroscopy
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1 Introduction

Heavy, highly charged ions (HCI) like the hydrogen-like U91+ or Bi82+ represent simple
systems in terms of electron structure which offer opportunities for cutting edge tests of
quantum electrodynamics (QED) in the extreme fields that exist around their nuclei [1, 2].
The HITRAP project [3] at the GSI Helmholtz Centre for Heavy Ion Research and the
Facility for Antiproton and Ion Research (FAIR) was started several years ago with the
goal of preparing large bunches of such ions at very low energies and distributing them
to different associated experiments. The experiments include, but are not limited to, laser
spectroscopy with trapped HCI [4], measurements of the bound-electron g-factor [5], study
of multiple electron transfer in cold atom-HCI collisions [6] and investigation of interaction
between HCI and highly intense laser light [7]. Such experiments with heavy HCI at GSI
were so far hampered by the relatively large energy uncertainty of the HCI produced by the
accelerator facility, resulting in e.g. large Doppler width of the transition and uncertainty of
the ion velocity for laser spectroscopy experiments [8]. In experiments with HCI produced
by an EBIT [9] the ion energy is significantly lower, but the experimental precision is still
limited by the ion temperature or simply by the low yield of the high charge states.

At GSI/FAIR, HCI are produced by acceleration and in-flight stripping of electrons in
several steps. The ions can then be stored in the experimental storage ring (ESR) for exper-
iments at energies between 400 MeV/u and 4 MeV/u. The latter is the lowest energy at
which ions can still be efficiently stored in the ESR. By taking ion bunches of some 106

ions from the ESR, pre-decelerated to 4 MeV/u, the HITRAP facility is designed to reduce
their energy further in two linear decelerators and finally in a Penning trap all the way into
the sub-eV range. The cold HCI can then be forwarded at a chosen transport energy towards
different experimental setups along the beamline.

2 The HITRAP linear decelerator

The first stage of the linear decelerator consists of a double-drift buncher (DDB) and an
interdigital H-type structure (IH). The DDB preconditions the beam to the longitudinal
acceptance of the IH structure, which decelerates the ions from 4 MeV/u down to 500
keV/u. The second stage comprises an intermediate rebuncher (RB) and a four-rod radio
frequency quadrupole (RFQ) decelerator. The RB ensures maximum efficiency when the
beam is injected into the RFQ decelerator, which slows down ions from 500 keV/u to 6
keV/u. Both deceleration stages run at about 108 MHz and require a peak power of up to
200 kW and 80 kW, respectively (Fig. 1).

The IH-decelerator was successfully commissioned several years ago with deceleration
efficiencies close to the theoretical maximum [10] of some 60 %. The major breakthroughs
were the installation of an energy-sensitive detector and the energy reduction of the ions
injected into the ESR down to 30 MeV/u for purposes of commissioning, which eliminated
one deceleration step in the ring and enabled up to two ejections towards HITRAP per
minute, speeding up setup and optimization.

The commissioning of the RFQ decelerator has proven to be more challenging because
of the very large parameter space combined with a relatively low acceptance of the device.
The sampling of the full parameter space is very time consuming and, with the repetition
rate of at best one shot per 30 seconds, virtually impossible. In an attempt to improve on this,
the electrodes of the RFQ were redesigned [11] and offline tests were carried out at MPIK
in Heidelberg [12]. The modified RFQ was designed to have a bigger acceptance at the
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Fig. 1 Ion deceleration stages of the HITRAP facility. DDB - double drift buncher; IH - interdigital H-
structure; RB - rebuncher; RFQ - radio frequency quadrupole; Trap - Penning trap

price of a larger energy dispersion of the decelerated particles. It was reinstalled at GSI and
successfully commissioned in 2014. Figure 2 shows the signal of the HCI decelerated from
500 keV/u to around 6 keV/u by the RFQ, obtained after systematic scans and optimization
of the system parameters. The ions leaving the RFQ were sent through the magnetic field
of a permanent magnet with integrated slits. As a result, the ions with smaller energy get
a larger deflection angle (the left peak in Fig. 2) and can be distinguished from the non-
decelerated ions (the right peak), given with a mixture of 4 MeV/u and 500 keV/u ions. A
more detailed description can be found in [13].

The future commissioning beamtimes at GSI will bring detailed analysis of the energy
spectrum of the decelerated ions and their transport towards the cooling trap. Finally, the
ions should be stored in the trap, where the combination of different cooling techniques
brings their energy to the sub-eV range.

3 The HITRAP cooling trap

The ions leave the RFQ delecerator with a wide energy spread centred around 6 keV/u
and with a very large beam emittance, making further transport very difficult. However,
this energy is in principle low enough for a dynamic capture of the ions in the HITRAP
cooling trap, where the ions can undergo further cooling. The trap consists of 23 gold-plated
cylindrical electrodes, aligned in a row to form a 40 cm long trap. Each electrode can be
supplied with high voltage individually, which can be used to create multiple regions with
a quadrupole electric potential inside the electrode structure. The complete setup is situated
inside the cold bore of a superconducting magnet, providing a magnetic field of up to 6 T.

The goal the cooling trap is to cool the HCI down to the temperature of the trap (4
K) or lower. Additionally, a rapid cooling mechanism is needed in order to avoid ion loss
in collisions with the residual gas particles. Different cooling techniques can be used to
that end; in this case a combination of electron cooling [14] and resistive cooling [15] was
chosen. Evaporative cooling was not an option because it is directly connected to ion loss,
possibly not fast enough and the final energy is comparably large. Sympathetic cooling with
a laser-cooled ion cloud could be another option, but it was abandoned because it required
laser maintenance and optical detection, which are technically demanding for an online
facility with a repetition rate of one to two shots per minute. Only a limited number of
experiments with resistive cooling of large clouds of HCI is available so far, indicating that
the ions are slowly (of the order of a few seconds) cooled to the temperature of the electronic
circuit, which can be the same or higher than the environment temperature of 4 K [16, 17].
For the current design of the cooling trap, the ion cloud will be cooled by the electrons down
to some 10 eV/q, at which point the electrons should be ejected to avoid recombination, and
resistive cooling should take over, cooling the ions down to the cryogenic temperatures.
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Fig. 2 Ion deceleration in the RFQ as seen by the energy analyser. The thin, red line is the reference signal
from the offline tests and the thick, blue line is the online signal achieved at HITRAP. The low energy part,
i.e. the decelerated ions’ signal is the peak to the left. The peak to the right is the undecelerated part of the
beam

First trapping tests showed the capability of electron storage, and their self-cooling
through emission of synchrotron radiation. In the strong magnetic field of the trap the elec-
trons undergo a fast cyclotron motion and experience a loss in energy via emittance of
synchrotron radiation due to the high Lorentz acceleration. The time constant of this self-
cooling process is of the order of a few seconds. It strongly depends on the electrons’
cyclotron frequency and thereby on the magnetic field.

To prove this self-cooling behaviour, bunches of about 108 electrons, emitted from a
GaAs surface after irradiation with UV light [18], were injected into the trap and captured
between two electrodes with fast voltage switching. The electrons were ejected from the
trap after different time intervals and guided to a multi channel plate (MCP) detector. The
energy of the ejected electrons was measured by applying a repelling voltage to an electrode
between the trap and the detector and by measuring at which field strength the electrons
were fully repelled. This measurement showed an exponential decay of the electron energy
as a function of the storage time. The measurement was repeated for different magnetic
fields, as shown in Fig. 3, confirming the expected decrease of the electrons’ synchrotron
cooling time for increasing magnetic fields.

The electrode structure of the trap allows a simultaneous storage of ions and electrons in
the same area. To that end, locally produced highly charged oxygen ions were injected into
the trap and stored for extended amounts of time before ejecting them towards the detector.
Such offline tests of the cooling trap’s ion storage capability have already yielded storage
times of several seconds [20]. By superimposing the ion cloud with a previously injected,
self-cooled electron plasma, the ions will be able to transfer a large portion of their kinetic
energy to the electrons via elastic scattering. Because of this rapid energy reduction, the stor-
age time is expected to increase enough so that resistive cooling can take over after ejecting
the electrons. Thus, the detection of electron cooling of ions is one of the main short-term
objectives to be achieved with the HITRAP cooling trap. Further goals include improved
vacuum conditions, the optimization of the ion and electron capture process as well as
ion cooling with the resistive cooling technique down to the environment temperature
of a few K.
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Fig. 3 The measured cooling time constants (red) in comparison with the theoretical prediction for different
magnetic fields (grey). One should note that, aside from the good general agreement, the remaining deviations
between experiment and theory arise from experimental parameters like field inhomogeneities and particle-
particle interactions, and are not expected to vanish in the experiment [19]

4 Laser spectroscopy of highly charged ions

The HCI from the HITRAP cooling trap will be transported with an energy of around
5 keV/q towards the associated experiments. The beamline for low-energy transport of HCI
was finished and commissioned in 2013. It makes a direct connection between the cooling
trap, a local EBIT [21] and the HITRAP experiments, with the possibility to guide the ions
in both directions. In that way, both the cooling trap (for testing purposes) and the experi-
ments can be supplied with medium heavy HCI from an ion source independent of the GSI
accelerator infrastructure. Depending on the number of ions in a bunch and their energy per
charge, transport efficiencies close to 100 % were achieved [22].

As one of the experiments associated with HITRAP, the SpecTrap setup [4] is preparing
to accept heavy HCI from the facility and re-trapping them in a Penning trap. With a ded-
icated Helmholtz-type superconducting magnet, the SpecTrap open-endcap Penning trap
enables direct optical access both in the axial and radial directions. As such, it is an ideal
tool for laser spectroscopy experiments with few-electron ions and the direct observation of
their fluorescence.

Highly charged ions from the EBIT are transported towards SpecTrap with an energy of a
few keV/q. Before trapping, this energy is reduced by a pulsed drift tube down to 500 eV/q.
The ions with this energy can be trapped in the SpecTrap Penning trap, but a rapid cooling
mechanism is still needed to reduce the number of charge-exchanging collisions with the
residual gas particles. Cooling the ions to low temperatures also reduces the Doppler broad-
ening of the transition frequencies, bringing a high relative accuracy of the measurement
as compared to e.g. similar measurements in the GSI storage ring. Similar as in the case
of the HITRAP cooling trap, both resistive cooling and sympathetic cooling are foreseen
to that end. Here, laser-cooled singly charged Mg ions will be used instead of electrons.
Figure 4 shows the line profile of a laser cooled Mg+ cloud with several hundred ions.
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Fig. 4 Line profile of the laser cooled Mg+ ions at SpecTrap. After the laser frequency is scanned over the
transition, laser cooling turns into heating and the signal drops almost to zero. Therefore, the FWHM of the
observed signal (33 MHz) represents only one half of the full profile. The comparison of the observed signal
to the natural linewidth (42 MHz) can be used to give the upper limit for the ion temperature (60 mK). An
image from a CCD camera is shown as inset, indicating the actual size of the cooled ion cloud

The laser wavelength was scanned across the resonance. The signal dropped rapidly to zero
after crossing the central transition frequency. A comparison of the observed linewidth to
the natural linewidth of the transition gives a conservative upper limit to the ion tempera-
ture of T ≤ 60 mK [4]. The inset shows the cooled ion cloud recorded with a CCD camera,
indicating its size of less than a millimeter.

Using the ions produced locally by the EBIT, the laser cooled ions in SpecTrap were
mixed with HCI and the investigation of the ion dynamics in ongoing. Due to the low tem-
perature achievable through sympathetic cooling, the expected relative accuracy of laser
spectroscopy of forbidden transitions in HCI is of the order of 10−7 − 10−8. The limiting
factors are the ion lifetime in the trap and the availability of the suitable laser systems and
fluorescence detectors. Taking that into account, the measurement candidates include fine
structure transitions in medium-heavy systems like Ar13+ and Ca14+ produced locally, as
well as hyperfine structure transitions in Bi80+,82+ produced by the GSI accelerator com-
plex and decelerated by the HITRAP facility [23]. Alternatively, highly charged heavy ions
can be extracted from the so-called S-EBIT [24], on loan from Helmholtz Institute Jena
and currently under construction at HITRAP. It will be connected directly to the exist-
ing HITRAP infrastructure and together with the existing EBIT, it will provide medium
heavy and heavy highly charged ions, independent of the accelerator beamtime at GSI, thus
helping to bridge the shutdown period necessary for the construction of FAIR [25].

5 Conclusions

As the first facility of its kind in the world, HITRAP has had to overcome many difficul-
ties on the road towards large clouds of heavy highly charged ions decelerated all the way
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from the their production energy of 400 MeV/u down to the sub-eV range. The first promis-
ing results have shown that the desired multi-stage deceleration can work as a concept,
but requires fine tuning specific to the application. The ions were nevertheless successfully
decelerated down to about 6 keV/u which makes dynamic capture in a Penning trap pos-
sible. The combination of high vacuum, high voltage, strong magnetic field and cryogenic
environment makes also this step very demanding and it will require more work in the com-
ing years. However, the trap itself has been tested with locally produced ions and electrons,
including the demonstration of the synchrotron cooling necessary for sympathetic electron
cooling of HCI.

The experiments around HITRAP are developed in parallel to the facility and have also
seen first tests with locally produced ions. One of them is SpecTrap, where singly charged
Mg ions were loaded into the trap and laser cooled to a temperature significantly under 1 K.
As such, they will enable sympathetic cooling of HCI which may come from a local EBIT
or the HITRAP facility. The first test with Ar13+ have already been carried out and further
optimization of the process is ongoing. The long term goal of the experiment is trapping
and laser spectroscopy with Bi80+,82+. The energies of the hyperfine splitting in these two
ion species have been recently measured in the ESR [8] and an increase in relative accuracy
of several orders of magnitude is expected in the trap.
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9. Beiersdorfer, P., Chen, H., Thorn, D.B., Träbert, E.: Measurement of the two-loop Lamb shift in

lithiumlike U89+. Phys. Rev. Lett. 95, 233003 (2005)
10. Herfurth, F., et al.: HITRAP - Heavy, Highly-Charged Ions at Rest - A Status Report, GSI Scientific

Reports (2011)
11. Yaramyshev, S., et al.: A newDesign of the RFQ-Decelerator for HITRAP, GSI Scientific Reports (2012)
12. Maier, M., et al.: Offline commissioning of the old and new HITRAP RFQ, GSI Scientific Reports

(2012)
13. Herfurth, F., et al.: The HITRAP facility for slow highly charged ions, Proceedings of the STORI 2014

conference, accepted for publication in Phys. Scr. (2014)
14. Zwicknagel, G.: Electron cooling of ions and antiprotons in traps. AIP Conf. Proc. 821, 513 (2006)
15. Wineland, D.J., Dehmelt, H.G.: Principles of the stored ion calorimeter. J. Appl. Phys. 46, 919 (1975)
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Abstract Intensity ratio of density sensitive emission lines emitted from Fe ions in the
extreme ultraviolet region is important for astrophysics applications. We report high-
resolution intensity ratio measurements for Fe ions performed at Tokyo EBIT laboratory by
employing a flat-field grazing incidence spectrometer. The experimental intensity ratios of
Fe X and Fe XII are plotted as a function of electron density for different electron beam
currents. The experimental results are compared with the predicted intensity ratios from the
model calculations.
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1 Introduction

Spectroscopic investigations of density sensitive lines emitted from highly charged
ions play an important role to measure the properties of astrophysical and laboratory
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plasmas. In particular, emission line ratios in the extreme ultraviolet (EUV) spectral region
provides an essential tool to study the most violent phenomena-taking place in different
astrophysical objects. To understand the structure of solar corona, for example, one needs
to know temperatures, densities, and elemental abundances, which can be obtained by hav-
ing the knowledge of spectroscopy. In the coronal temperature range (1−3 MK), emission
features originating from transitions in Fe X, Fe XI, Fe XII ions are considered to be the
main source of density sensitive lines [1]. These originate mainly below 300 Å and many
of them are useful for density determination of the astrophysical plasma. This wavelength
region is very well covered with the EUV Imaging Spectrometer (EIS) on board the Hinode
satellite [2] and provides motivation to perform laboratory measurements for the modeling
and interpretation of the observed data.

The sensitivity on electron density in the range of high temperature solar and flare
plasmas can be tested in a laboratory with several methods. The most direct and conve-
nient method is based on line intensity ratio measurements [3] and electron beam ion traps
(EBITs) are very well suited for these type of studies. To extend our ongoing efforts to
derive Fe spectroscopic data [4], in this paper, we present high-resolution density sensi-
tive intensity ratio data of highly charged Fe X and Fe XII ions in EUV wavelength range
obtained with a compact low-energy EBIT [5, 6]. The derived results will be presented and
compared with the model calculations.

2 Experiment

The EUV emission spectroscopy measurements reported here were performed at a compact
electron beam ion trap called CoBIT developed at the University of Electro-communications
[2] Tokyo, Japan. To produce desired Fe charge states, Fe(C5H5)2 vapor was injected into
CoBIT through a variable leak valve gas injection system, while keeping the vacuum in the
EBIT chamber below 10−8 Pa. The ions produced as a result of electron collisions with the
injected vapor were trapped by applying a potential of 30 V on the outer drift tubes. The
EUV emission spectra were recorded with the aid of a high-resolution grazing incidence
flat-field grating spectrometer [7]. In contrary to our previous studies [4] a concave grating
having a larger radius of curvature (Hitachi 001-0660) to obtain higher dispersion is used
in the present measurements. Although the average groove number is the same as that of
the previous flat field grazing incidence spectrometer grating [7], but the larger radius of
curvature (13450 mm) and the larger distance from the grating to the focal plane (563.2
mm) makes the dispersion on the focal plane higher as 2.6 Å/mm. In the present setup,
the spectrometer is used in the still less configuration (no entrance slit) because an EBIT
represents a thin line shape source. The spectral resolution in the present measurements was
typically 0.4 Å, which is very much improved than our previous reported measurements,
where it was 0.8 Å.

The spectroscopic data was recorded with an automatic data acquisition system and
stored counts and channel numbers in the computer. Figure 1 displays typical data (back-
ground subtracted) plots as a function of wavelength obtained at an electron beam energy
of 340 eV with different values of electron beam currents. Each data set was recorded for
exposure time of 30 min. The dominant charge states are Fe X, Fe XI, and Fe XII as evident
from the Fig. 1. The trap was emptied periodically to avoid accumulation of heavy impurity
ions such as W and Ba evaporated from the cathode. Indeed, the obtained spectra contain no
sign of any line from heavy impurities in our measurements. The pixel to wavelength scale
was calibrated using six well-known Fe lines [Fe IX (171.073 Å), Fe XI (180.401, 188.216
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Fig. 1 EUV spectra of highly charged Fe ions obtained with CoBIT at electron beam energy of 340 eV with
different electron beam currents

Å), Fe XIII (203.826 Å), Fe XIV (211.317, 219.130 Å)] by fitting the calibration curve with
a third degree polynomial.

3 Results and discussion

The EUV spectra collected from highly charged iron ions is shown in Fig. 1 in the wave-
length range of 160 to 230 Å. In this wavelength range, the prominent lines are found to
stems from Fe X, Fe XI and Fe XII, while at high wavelength the most dominant lines are
seen to be from high charge states. We also recorded spectra for higher energies such as 400
and 500 eV and found that the intensity of low charge states decreases while increase for
higher charge states such as Fe XIII and Fe XIV. This shows that the plasma inside the trap
has a narrow charge state distribution, which is very important to obtain spectra free from
any kind of overlap or blends.

As discussed earlier emission feature arising from Fe X, Fe XI and Fe XII transitions
are important to determine density of the hot plasma existed in astrophysical environ-
ment. Almost all the lines identified in our measured spectra of highly charged iron have
the density diagnostics potential; in this paper, we will restrict our discussion about the
line ratios corresponding to Fe X transitions 3s23p5 2P3/2-3s23p4(3P)3d 2P3/2at 177.243 Å
and 3s23p5 2P3/2-3s23p4(3P)3d 2D3/2 at 175.263 Å and Fe XII transitions 3s23p3 2D5/2-
3s23p2(3P)3d 2F7/2 at 186.887 Å and 3s23p3 4S3/2-3s23p2(3P)3d 2D5/2 at 195.119 Å. A
detail discussion about all other density sensitive lines ratio corresponding to Fe X, Fe XI
and Fe XII (labeled in Fig. 1) will be reported in our upcoming publication [8].

The Fe X line at 174.534 Å is considered to be the strongest line in the spectra of Pro-
cyon and Alpha Centauri A and does not suffer from any blends from other lines. The
second line of present interest at 175.263 Å might blend with Fe X 175.474 Å (3s23p5 2P3/2-
3s23p4(3P)3d 2P1/2) but its contribution is negligible (about 10 %) [9, 10]. Several Fe XI
and Fe XII lines are observed with EIS spectrometer [11]. The strongest line from Fe XII
at 195.119 Å lies at the peak of the EIS sensitivity curve and is well identified. There is
another Fe X II transition at 195.180 Å, which may contribute to the emission line 195.119
Å. Below electron beam density of 1010 cm−3 the contribution of this line is predicted to be
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Fig. 2 Intensity ratio as a function of electron density a Fe X and b Fe XII. The data points with error
bar are the experimental values obtained for electron beam energy of 340 eV. The five data point in each
figure corresponds to electron beam current of 7.5, 10, 12.5 and 14 mA starting from lower to high density,
respectively. The dotted dash-lines correspond to the model calculations

≤10 % by CHIANTI, while at higher density 1011 cm−3 this contribution enhances up to
22 % [11]. The second line of interest from Fe XII at 186.887 Å is blended with another Fe
XII line 186.854 Å. The Fe X II line ratios, particularly 195.119 Å/186.887 Å is very sen-
sitive to the electron density in the solar corona and gives the best density diagnostic due to
its broad range of sensitivity [12].

The density dependent line emissivity is simulated by using collisional-radiative (CR)
models. The CR models give fractional population of ions in excited states, ni , at given
electron energies and densities, ne, by solving quasi-stationary-state rate equations for the
fractional population,

0 =
∑

j

(
Aij + neCij

)
nj −

(∑
j
Aji + neCji

)
ni − neSini,

where Aij stands for a spontaneous emission rate from the upper level j to the lower
level i, Cij electron collision rate coefficients between the levels, and Sj ionization rate
coefficients from the level i. In the present model, the spontaneous transitions of electric-
dipole, -quadruple, and -octupole, and those of magnetic-dipole and-quadruple are taken
into account. The collision rate coefficients and the ionization rate coefficients are calcu-
lated from electron-impact excitation and ionization cross sections, respectively, assuming
the delta function of electron energy for the electron energy distribution in the CoBIT.

We constructed the CR model for Fe X and Fe XII using the atomic data obtained from
HULLAC code [13]. In the present model, electronic configurations of 3s23p4(3d, nl),
3s3p6, and 3s3p5(3d, nl) for the excited states of Fe X, and 3s23p2(3d, nl), 3s3p4, and
3s3p3(3d, nl) for those of Fe XII are included, respectively, where n = 4, 5 and l ≤ n − 1.
Additional electronic configurations that differ by two electrons from 3s23pk−13d but the
same parity, where k =3 and 5 for Fe XII and Fe X, respectively, are also included. This
augmentation significantly improved the wavelengths of the present interest lines. For Fe
X, the ground state, 3s23p5, is also augmented by including 3s23p33d2.

The experimental intensity ratio for the line pairs mentioned above is shown in Fig. 2 as
a function of electron beam density. An electron beam imaging set up was used to obtain the
spatial distribution of the EUV emission. This emission is considered to represent the elec-
tron density distribution since the lifetime of EUV transitions is of the order of ∼ 10−10s.
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More detail of the electron beam density determination can be found in [4]. The experi-
mental data points obtained with an electron beam energy of 340 eV, with different electron
beam currents are shown by closed circles.

As can be seen from Fig. 2a and b, qualitative agreement between the present experiment
and theory is found, but the experimental points seem to have a tendency to shift to the
higher density side. One obvious reason for this disagreement might be the wrong estimation
of the overlap between the electron beam and the ion cloud. In the present data analysis, we
have used the size of ion cloud equal to electron beam, which might not be true in reality
since the ion cloud size is usually larger than the electron beam size. Another reason for
this discrepancy could be the strong dependence of ion cloud size on the charge states as
discussed by Liang et al. [14]. A complete description of the charge state dependence on
electron density and intensity ratios as a function of electron density for different Fe ions
will be given in our upcoming publication [8].

4 Conclusions

We have reported electron density sensitive intensity ratio results for Fe X and Fe XII ions
important for astrophysical plasma applications. The experimental results are compared
with the calculations and qualitative agreement is found although a tendency that the exper-
imentally determined density is higher than the theoretical density. We consider that the
disagreement between the present calculated and experimental results might be due to the
underestimation of ion cloud size, which resulted in high electron beam density reported
here. Further study on electron densities and line ratios for these ions is currently underway
and will be reported very soon in our upcoming publication.
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Abstract Discussed are different types of high resolving mass spectrographs and spectro-
meters. In detail outlined are (1) magnetic and electric sector field mass spectrographs,
which are the oldest systems, (2) Penning Trap mass spectrographs and spectrometers,
which have achieved very high mass-resolving powers, but are technically demanding (3)
time-of-flight mass spectrographs using high energy ions passing through accelerator rings,
which have also achieved very high mass-resolving powers and are equally technically
demanding, (4) linear time-of-flight mass spectrographs, which have become the most ver-
satile mass analyzers for low energy ions, while the even higher performing multi-pass
systems have only started to be used, (5) orbitraps, which also have achieved remarkably
high mass-resolving powers for low energy ions.

Keywords Accurate mass determinations of ions · Masses of short-lived nuclei ·
Molecule identification through their masses

1 Introduction

The goal of mass spectroscopy is to distinguish ions whose massesm0 andm = m0 (1 + δm)

differ only by small percentages δm. There are mass spectrographs [1, 2] in which ions of
different masses are recorded simultaneously in a position sensitive ion detector, but there
are also mass spectrometers [3] in which the intensities of ions of different masses are
recorded behind the same exit slit, when the electromagnetic fields in the mass analyzer
are different. Such a mass spectrometer is an easier to operate system but features lower
transmissions Tm since at one instant only ions of one specific mass are recorded.

Proceedings of the 6th International Conference on Trapped Charged Particles and Fundamental
Physics (TCP 2014), Takamatsu, Japan, 1-5 December 2014

� Hermann Wollnik
hwollnik@gmail.com

1 Department of Chemistry & Biochemistry, New Mexico State University, Las Cruces, NM, USA

139Reprinted from the journal

mailto:


H. Wollnik

Fig. 1 An angle- and energy-focusing mass spectrograph is sketched that separates equally charged ions of
energies K = K0(1 ± δK) and masses m0 and m0(1 ± δm) according to their masses only. independent of
the ions relative energy deviations δK and the initial inclinations α ≤ α0 of the ion trajectories. Please note
also that, if ion source and ion detector would be exchanged, the mass spectrograph would still be angle- and
energy-focusing [4] and the mass resolving power would be the same. However, the mass dispersion would
be different and so would the lateral magnification

The performance of mass analyzers is best characterized by the product of their ion
transmission Tm and of their mass-resolving power Rm, which is the inverse of the small-
est resolvable (δm)min. Problematic is always that ions are not produced with one specific
kinetic energy K0, but with a range of energies K = K0 (1 + δK). This energy spread must
be compensated in order that a pure mass dispersion is achieved [1, 2, 4].

There are two main applications of mass spectrographs and mass spectrometers that
require very high mass-resolving powers Rm.

• The determination of masses of atoms, which provides direct information on nuclear
binding energies and for the understanding of their nuclear structure [5, 6]. Together
with measured nuclear half-lives [6, 7] precise mass measurements are also important
to understand the nucleosynthesis in stars [8].

• The determination of masses of molecules, which allows to identify and to distinguish
complex molecules and to determine their composition in medical, pharmacological,
biological and/or environmental investigations [9, 10].

2 Angle- and energy-focusing sector-field mass-spectrographs

Ions of different charges q, masses m = m0 (1 + δm), and energies K = K0 (1 + δk) are
deflected [4] in magnetic sector fields of strength B0 along radii ρB = √

2mK/qB0 and
in electric sector fields of strength E0 along radii ρE = K/qE0. Combining at least one
magnetic and one electric sector field, it is possible to achieve [2, 4] that the ion arrival
positions at a final ion detector depend only on the mass/charge ratiom/q of the investigated
ions and that these are independent of the ions’ energy spreads K0δK as well as of their
initial angles of inclination α ≤ α0 of their trajectories in the plane of deflection. For
and such systems feature a pure mass dispersion along an image plane as is illustrated
in Fig. 1.
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40
Ca

40
Ar

Fig. 2 A highly resolved mass doublet, whose relative mass difference is only 207 µu or ≈5.2 ppm of mass
40, obtained by a sector field mass spectrograph [12]

Such laterally angle- and energy-focusing mass analyzers commonly achieved FWHM
mass-resolving powers of up to a few 1,000 during the 1920s. Higher mass-resolving pow-
ers were reached, when the mechanical precision of the systems was improved allowing
FWHM mass-resolving powers of Rm ≈ 26, 000 [11] already in the 1940s and in the
1960s FWHM mass-resolving powers [12] of Rm ≈ 1, 000, 000 (see Fig. 2). However, the
ion transmissions Tm of these systems were rather limited, i.e. α � 1 and δK � 1 were
mandatory. More fundamental were the severe limitations due to image aberrations, which
changed the arrival positions of the ions at the detector. The most important limitations were
here the second-order aberrations, the largest of which usually were the terms proportional
to α2

0, δ2K, α0δK . Mass analyzers that achieve simultaneously high mass-resolving powers
and high ion transmissions could only be built, when the image aberrations were reduced.
This required to understand not only the ion motion within the magnetic and electric sector
fields [2] but also their complex motion through the fringing fields of these sector fields [4,
13].

3 Penning trap mass spectrographs and spectrometers

A very different way to determine the masses of ions is to record the frequencies ω of
their circular motion in a homogeneous magnetic field B0[5]. This so-called cyclotron fre-
quency ω = qB0/m depends on the ions’ mass/charge ratios m/q, but is independent of
the initial angles of inclination α ≤ α0 of the ions’ trajectories and most importantly of the
ions’ energies K since both the velocities v = √

2K/m as well as the radii of deflection
ρB = √

2mK/qB0 of the ions increase with the square root of the ion energies and since
ω = 2πρB/v. Having recorded this cyclotron frequency ω it must be compared to a pre-
cision reference frequency, wherein obviously the accuracy of this comparison improves,
if the experiment is stretched out to as many ion rotation cycles as possible. If this mea-
surement is to be performed in a limited time, the frequency ω should be chosen as high as
possible, which requires to choose the magnetic field B0 as well as the ion charge q to be
as high as possible. In all cases it is found that the achievable mass accuracy is proportional
to 1/m showing that the accuracy of a mass measurement and so the mass-resolving power
of a Penning trap mass analyzer decreases linearly with increased ion masses.

Though the ion motion in the plane of deflection is confined in a magnetic field there is
no confinement in the perpendicular direction, the so-called axial direction. Such an axial
confinement can be achieved, however, by establishing a superimposed electrostatic field
(see Figs. 3 and 4) that drives the ions back to the mid-plane of the magnet, should they ever
deviate from this plane. In order to start the motion of ions in this mid-plane, however, the
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Fig. 3 Illustrated is one of the possible electrode arrangements that forms the desired back-driving electric
field in a non-destructive Penning Trap mass or FT-ICR spectrograph to a mid-plane. This cylinder is sub-
merged in the magnetic field so that the axis of the electrodes is parallel to the magnetic field lines and if
different DC-potentials are applied to the spindle-like and to the triangular-like electrodes, an electric field is
formed that increases linearly with the distance from the mid-plane of the cylinder. In this mid-plane, thus,
ions can cycle in the magnetic field perpendicularly to the axis of the cylinder and are driven back to this
mid-plane whenever ions should deviate from it

ring electrode

end cap electrode 1

end cap electrode 2

Fig. 4 Illustrated are three electrodes that form an electrostatic rotationally symmetric DC quadrupole field
submersed in the homogeneous magnetic field of a Penning trap with the axes of the three electrodes coin-
ciding with the magnetic field lines. Due to the electric field in this quadrupole the ions are driven back to
the ring electrode’s mid-plane

ions must be injected into the Penning trap with almost vanishing energy, which requires
special efforts.

If at least one of these electrodes is sectioned azimuthally, one can record signals induced
by the cycling ions in some of these sections, which, after a Fourier transform, directly
reveal the ion cycling frequencies and thus the masses of the ions. However, it is also
possible to establish a high frequency excitation field between neighboring electrode sec-
tions, which, depending on the excitation frequency, will cause only ions of a corresponding
mass/charge ratio to gain energy and so increase the radii of their trajectories.
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3.1 Ion non-destructive penning trap mass spectrographs

In one version of a Penning trap mass analyzer, ions of many masses cycle simultaneously
in the systems [14] with different frequencies ω. In such systems the axial confinement
field is formed [15] by charged “printed circuit electrodes” placed for instance on the sur-
face of a cylinder (see Fig. 3) submerged in the magnetic field, wherein the cylinder axis
coincides with the axis of the magnetic field. To these spindle-like and triangle-like “printed
circuit electrodes” different DC-potentials can be applied that form an electric field, which
increases linearly with the distance from the magnet mid-plane and thus drives the ions
back to this plane. When the ions cycle in the magnetic field B0 within this cylinder, they
will induce high frequency signals in neighboring electrodes, which after a Fourier anal-
ysis will reveal a spectrum of cyclotron frequencies and thus the mass spectrum of the
cycling ions.

Such Penning trap mass analyzers are often also referred to as “Fourier Transform Ion
Cyclotron Resonance” or FT-ICR mass spectrographs. The mass-resolving power of such
systems is high. Even for ions of masses of ≈1,000 u mass-resolving powers of about
one million are achieved [16]. This enables such FT-ICR mass spectrographs to identify
molecules also in complex mixtures that contain ensembles of ions of many neighboring
masses [17]. In such FT-ICR mass spectrographs Coulomb forces between the circling ions
may cause frequency shifts and thus errors in the determination of absolute ion masses.
However, as long as these effects stay within limits, the achievable mass resolving power is
substantially unchanged [18].

3.2 Ion-destructive penning trap mass spectrometers

Another version of a Penning trap mass analyzer has been developed to determine the
masses of single or very few ions of the same mass in which case the Coulomb forces
between the circling ions are small or nonexisting so that the masses of ions can be deter-
mined with ultimate precision [5]. In such a system the axially confining electrostatic
DC-field is commonly achieved by rotationally symmetric quadrupole electrodes shaped as
one ring electrode and two end cap electrodes (see Fig. 4). This electrode arrangement is
submerged in the magnetic field B0 in such a way that the axis of symmetry of the elec-
trodes is parallel to the magnetic field. The ring electrode in such a system is usually divided
azimuthally in different sections between at least some of which additional high frequency
potentials can be applied whose fields excite a cycling ion to higher energies so that the ion
moves along an increased radius.

The exact value of the resonant frequency ω here is determined as that one for which
the ion under consideration has absorbed the highest energy during the excitation process.
To determine this ω the ion under consideration is excited in a number of consecutive mea-
surements, wherein in the different measurements slightly different frequencies are applied
to the azimuthal sections of the ring electrode, with the goal to determine for which fre-
quency the ion takes up the highest azimuthal energy. The magnitude of these excitations is
found from accelerating the cycling ions in the direction of the magnetic field and through
its fringing field, which causes the ion’s azimuthal energy is converted into axial energy that
can be determined from the ion’s flight time to an external detector. In this so-called TOF-
ICR technique [19, 20] the excitation frequency ω is applied for a certain time defined by a
certain number of cycles of a reference frequency and by determining the number of cycles
of ω during this period. To improve the accuracy of this technique it is advantageous
to determine the actual position of the ion under consideration along its circular trajectory
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from where the ion has been extracted and at which position the ion was, when the excita-
tion frequency had been started [21] by using a position sensitive time-of-flight detector for
the extracted ions.

By using the TOF-ICR technique mass precisions of a few 10−9 have been achieved [5],
which for an ion of mass ≈100u corresponds to ≈ 0.1μu. Such precisions are achieved,
when only ≤100 ions have been investigated. However, the life times of these ions must
be longer or at least comparable to the overall ion cycling time, which usually requires life
times of the investigated ions of ≥100ms. Usually such nuclei are produced in high energy
nuclear reactions but must be injected into a Penning Trap at very low energies. Thus they
must be slowed down in solid and/or gaseous energy absorbers and then a retarding electric
field or only in a retarding electric field in case they were formed in a solid from where
they diffused out, were ionized and mass separated in a magnetic isotope separator at keV
energies.

In the precise mass measurement of short-lived nuclei it is usually difficult to provide
reference ions of exactly known masses. This is especially so, if superheavy nuclei are to
be investigated, as their masses are heavier than any stable nuclei. As a way out one can
[5] use 12C-clusters as reference ions or molecular ions [22] that can be produced for all
isobars.

4 Time-of-flight mass analyzers

Ions of masses m0(1 + δm) and energy K0 (1 + δK) move through a flight path of length L

with a velocity v = √
2K0(1 + δK)/m(1 + δm) in a time T (1 + δT ) = L/v where δT ≈

δm/2. Thus the mass-resolving power and the energy resolving power RK = 1/ (δK)min are
both about half as large as the time resolving power RT = 1/ (δT )min. Mono-mass ions of
energies K0(1 + δK) pass through such systems in times T0[1 + (T |δ) δK + (T |δδ) δ2K +
(T |δδδ) δ3K + · · · ] including aberrations to third order in δK [4, 23, 24]. Time-of-flight sys-
tems for which at least (T |δK) = 0 are called energy-isochronous, which is achieved by
using electromagnetic fields that send ions of higher energies along longer flight paths
[25–27].

• For the determination of masses of high-energy ions start- and stop-detectors can be
placed at the beginning and at the end of such energy-isochronous time-of-flight mass
analyzers. In most cases such timing detectors consist of thin foils through which
the ions must pass releasing on both foil surfaces secondary electrons, which can be
recorded as timing signals [28].

• For the determination of masses of low-energy ions such detectors can only be used as
stop detectors, while the start time, is best determined from the time, when pulses of
ions are extracted from ion-storage devices [29].

4.1 Time-of-flight mass spectrographs for high energy ions

One way to build an energy isochronous time-of-flight mass analyzer is to use magnetic
and/or electric sector fields. Such systems can be designed so [29] that ions of different
mass/charge (m/q) and energy/charge (K/q) ratios as well as different trajectory inclina-
tions α in the plane of deflection and β perpendicular to it are spatially focused to the same
position, while the ion flight times depend only on m/q but not on K/q and not on α or
β. Such a system has been built [30, 31] consisting of four identical and symmetric sector
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start detector stop detector

Fig. 5 Shown is the first time-of-flight mass spectrograph for energetic heavy ions in which to second order
all ions are focused to a point and their flight times depend only on the ions’ mass/charge ratio. Note that
trajectories of ions of two energies are shown, wherein the ions of higher energies are moving on flight paths
that are so much longer than the flight paths of ions of lower energies that the ion flight times are identical

magnets as sketched in Fig. 5, which provided good first and second order position and time
focusing.

Obviously the flight time and the mass-resolving powers increase with the length of
the flight distance in an energy isochronous time-of-flight mass spectrograph. Thus, it is
advantageous to build large systems or to use a given flight path repeatedly. This is the case,
when the ion flight paths are the ion trajectories in an accelerator storage ring and when the
ion optics of this ring is tuned to be energy isochronous [32], in which case the ion flight
time per lap depends only on the ions’ mass/charge ratios but not on their energies. For the
accelerator storage ring ESR at the GSI in Germany this condition could be achieved by
simply changing the excitations of the quadrupoles in the ring [32].

In such an energy isochronous storage ring an actual ion’s mass/charge measurement can
be performed by determining the difference between the time T1, when an ion is injected
into such a ring, and the time T2, when after a certain number of laps the ion is recorded
in some detector after this ion has been ejected from the ring [33]. Another possibility is to
locate in the energy isochronous storage ring a thin foil (see Fig. 6) and record the released
secondary electrons [34, 35] after every lap of the ion under consideration. Such timing
signals can be recorded for a few hundred and in some cases a few thousand laps [36, 37] of
a cycling ion, before it is scattered out of the phase space of the ion beam. As long as these
ions survive a sufficient number of laps their mass/charge ratios can be determined [6] with
FWHM mass-resolving powers of up to Rm ≈200,000.

When the ion-optical parameters of a storage ring are adjusted to be energy isochronous
for ions of mass m0 the ions’ flight time per lap depends only on the ions’ mass ma and
their mean energy Ka but not on small deviations ±�Ka of individual ions from the mean
energy Ka . For the same ion-optical parameters of the storage ring the flight time per lap of
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m2,K2

T1T3

T2

isochronous
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Fig. 6 Sketch of the motion of ions of masses m1m2 and energies K1K2 = K1 + �K for one lap in an
accelerator storage ring whose ion-optical parameters are chosen to be energy isochronous. In such a system
the flight time separation of ions of masses m1m2 increases by the same amount for every lap at any chosen
position in the storage ring

m1m2

T1

T3

T2

electron
beam cooler

Scho�ky
detector

Fig. 7 Sketch of the motion of ions of masses m1m2, which have been cooled in an electron beam cooler to
equal velocities. Shown are ions for one lap in a not necessarily isochronous accelerator ring

ions of a similar mass mb and a similar mean energy Kb will be different but it will not be
completely independent of small deviations ±�Kb of individual ions from the mean energy
Kb. Thus there will be a small flight time addition that is proportional to ±�Kb so that the
accuracy of the mass measurement is slightly compromised. To avoid this deterioration of
the mass measurement one can either use an energy filter to limit the velocity distribution
of the ions before they are injected into the storage ring [6, 38] or determine the velocity of
each individual ion by measuring its flight time [39] between two timing detectors, which
are both placed in the storage ring.

There is also a second way to achieve high mass-resolving powers in an accelerator
storage ring, which does not even have to be tuned to be energy isochronous. In this case a
mono-energetic quasi parallel beam of electrons is passed parallel to the ion beam for some
portion of the ion flight path in the accelerator storage ring. When the ions have passed
many times through this region they have reached an equilibrium with the electrons and
move with substantially the same speed as the electrons [40, 41] in which case the ion flight
times per lap in the storage ring depend only on the ion masses. In this case (see Fig. 7) the
frequency of ion passages can be recorded by Schottky pick-up electrodes similarly as in a
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FTICR mass spectrograph achieving FWHM mass-resolving powers of up to and beyond
≈500,000 [42, 43]. However, this method can only be performed for nuclei that live longer
than the ion cooling and detection process, which both require several seconds.

Using a new resonant cavity Schottky detector [44] the detection process can be sped up
remarkably requiring only <1 ms to record the cycling frequency of a repeatedly passing
ion. Because of this reduced recording time such a detector could even be used instead of a
thin-foil secondary electron detector to record the flight time per lap of uncooled ions that
move in a storage ring that is tuned to be energy isochronous [45]. In such a system possibly
also incompletely cooled ions could be investigated.

As an example of such a measurement a highly resolved mass spectrum of short-lived
209Bi-fragments in the rare earth region is shown in Fig. 8 as taken from reference [42].
This spectrum shows ion masses, which were partially known before and partially have been
observed for the first time. Please note that in this experiment the masses of 143Sm were
determined in their metastable as well as in their ground state.

Please note here that mass measurements via time-of-flight techniques in storage rings
are very precise and have only small errors, which at least in some cases [46] are smaller
than 10keV. However, mass measurements in storage rings are also very sensitive and can
determine the masses of ions that are produced with very small cross sections. This was
demonstrated for instance in reference [47] in which a mass measurement was reported of
208Hg of in which case only one single ion was observed during a two week beam time.
Furthermore such mass measurements are also very swift so that in the most extreme case
the mass of 133Sb could be determined [48], which has a neutral-atom life time of only 17
μs. This makes storage ring systems uniquely suited for the investigation of short- and long-
lived isomers. Please note also that with these time-of-flight techniques in large accelerator
storage rings the masses of most known nuclei have been determined and that the masses of
more than 30 % of them were not known before [6].

4.2 Time-of-flight mass spectrographs for low energy ions

4.2.1 Electric sector-field time-of-flight mass spectrographs

Energy isochronous time-of-flight mass analyzers can also be built from arrangements
of electrostatic sector fields, provided the ion energies are only a few keV. Such energy
isochronous systems are able to achieve high time-of-flight mass-resolving powers espe-
cially when built in a four-fold symmetry [49]. Similarly as magnetic systems also
electrostatic ones become very powerful, when built as ring arrangements, in which a
given flight path is used repeatedly. Modern systems have achieved [50, 51] FWHM mass-
resolving powers Rm ≥100,000. Since electrostatic sector fields can be switched quickly, it
is also not too difficult to enter ions into such a time-of-flight mass analyzer or to extract
them again. Disadvantageous in such systems is, however, that the sector fields and their
alignment relative to each other require high mechanical accuracies, which in most cases
are difficult to achieve and to maintain.

4.2.2 Mirror-type time-of-flight mass analyzers

Starting from relatively simple time-of-flight mass analyzers [52] systems were developed
that use ion mirrors [24] into which ions of higher energy/charge ratios K/q penetrate
deeper than ions of lower energy/charge ratios. Based on this principle energy-isochronous
time-of-flight mass analyzers can be constructed as is illustrated in Fig. 9 with at least
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Fig. 8 A mass spectrum of short-lived nuclei in the rare earth region as recorded with the cooled beam
technology showing FWHM mass-resolving powers of ≈700,000 for ions whose masses were known and of
those that were observed for the first time. Please note that the mass doublet of 143Sm shows the masses of
this nucleus in its isomeric and in its ground state. These massed differ only by ≈5.27ppm, which is about
the same as the mass difference of the mass doublet shown in Fig. 2

two different retarding field regions separated by dipole sheets which can be approximated
by conductive grids. Ions of energies K0(1 + δK) will pass through such an arrangement
of retarding electric fields in times T0[1 + (T |δ) δK + (T |δδ) δ2K + (T |δδδ) δ3K + · · · ]. In
such systems the field strengths in the retarding field regions can be chosen [24] so that
(T |δ)= (T|δδ) = 0 in which case the system is said to be energy isochronous to second
order.

In systems that are built according to Fig. 9 the ions must pass through 5 grids before
they reach the final ion detector and thus lose 5 times ≈10% of their intensity. Also the
electric fields close to one of the grids are not perfect since the equipotential surfaces bulge a
little through the parallel wires of a grid into the lower field region. These field penetrations
cause the ions to experience actions of lenses of focal lengths f = 2K/q(E1 − E2) when
they move from a field E1 into a field E2, which causes distortions of the ion beam [27].
Nevertheless systems as shown in Fig. 9 have become quite successful for the mass analysis
of molecular ions with mass-resolving powers of several 10,000.

As an alternative the retarding fields necessary for a time-of-flight mass spectrograph can
be formed by a number of coaxial metallic rings all placed at proper potentials [53–55] as is
sketched in Fig. 10. This approach requires a much more complex mathematical treatment
of the system. However, at the end, grid-free ion mirrors can be built that form electric fields
exactly as described by theory, provide 100% transmission, and additionally simplify the
construction and use of the time-of-flight mass analyzer. So constructed time-of-flight mass
spectrographs for low energy ions achieved [54–57] already in the 1980s mass resolving
powers of 30,000 and of 50,000 in the 1090s.

In both gridded and grid-free retarding field time-of-flight mass spectrographs it is
important to enter the ions as short pulses in Z-direction which best have been accumulated
over some longer time in some storage device [29]. The length �T of an extracted ion pulse
is here mainly determined [52, 56] by the turn-around time �T = �vz(m/qEZ), i.e. twice
the time �Z/�vZ it takes to fully decelerate an ion of mass/charge ratio m/q over a dis-
tance �Z in a retarding field EZ , if the ion initially moved opposite to the direction of EZ
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Fig. 9 Ion trajectories in a gridded energy-isochronous time-of-flight mass spectrograph ion trajecto-
ries are sketched in space and in the potential distribution formed by four regions of electric fields:
E0, 0, −E1,−E2. In such a system the ion flight time can be isochronous to third order, i.e.
(T |δ) = (T |δδ) = (T |δδδ) = 0, if the magnitudes of E0, 0, −E1,−E2 are chosen properly. Note here
that the grid-effects are neglected for this sketch. Note also that there are no focusing elements in this spec-
trograph so that the initial ion velocity in the direction perpendicular to the Z-axis persists throughout the
system

E=0 E=E(Z)E=E0

ion source
region

fast ion 
detector

V

Z

V(Z)ion path

Fig. 10 Ion trajectories are sketched in space and in the potential distribution in a grid-free energy-
isochronous time-of-flight mass spectrograph in which the retarding field is formed by a series of conductive
rings to which appropriate potentials are applied. Also in such a system the ion flight time can be isochronous
to third order, i.e. (T |δ) = (T |δδ) = (T |δδδ) = 0. Please note that the first three ring electrodes form an
electric round lens, which – as shown – can be used to focus the ions here for instance to a small ion detector

with a thermal velocity �vZ This can be achieved by cooling ions in collisions with cold
neutral atoms or molecules in gases [58]. Additionally it is advantageous to form initially a
low-energy ion beam that moves perpendicular to the Z-axis and that is widened by proper
lens arrangements so that the unavoidable angles of inclination of the ion trajectories and
thus the ions’ velocity components �vZ are reduced [59, 60]. However, there is also a dis-
advantage coupled with this method in that the ions intensity is decreased, if the accepted
diameter of the ion beam is limited.
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Umirror

Uelevator

Fig. 11 An energy-isochronous multi-reflection time-of-flight mass spectrograph. In this system ions are
reflected repeatedly between two focusing ion mirrors each of which consists of 6 ring electrodes and one
end cap. The ion trajectories - shown in white - illustrate a point-parallel-point focusing of the ions for each
lap, i.e. the focal lengths of the ion mirrors are 1/2 of one lap or which is the same 1/2 of the length of the
MRTOF-MS

Multi-reflection time-of-flight mass spectrographs The use of grid-free ion mirrors
in energy-isochronous time-of-flight mass spectrographs opens the possibility to use the
ion flight path repeatedly [53, 61] in an arrangement as shown in Fig. 11, i.e. in a so-
called “multiply-reflecting time-of-flight mass spectrograph” (MRTOF MS). In this case
the ion flight times can be very long and the system can be configured as a mass spec-
trograph [61–64] or as a mass separator [65, 66]. In the second case an additional beam
shutter – like some pulsed electric deflector – must also be installed downstream of the
MRTOF-MS. Such systems have been installed at several research centers as mass prefilters
that remove isobaric contaminants, when arranged before a Penning Trap [5]. However,
the same system could also be used as a high-resolving standalone mass spectrograph [67]
and so allowed to determine the mass of very short-lived, neutron rich 52Ca, whose mass
is important to understand the properties of closed nuclear shells near to the neutron drip
line.

There are two ways to inject an ion packet into the MR-TOF MA or to eject it through
one of the ion mirrors:

1. By switching off the voltages of the mirror electrodes for a short time [61–65] so that
ions can pass or

2. By increasing the energy of the ions, when passing through a mirror and having a tubu-
lar elevator electrode at a correspondingly high potential, which is reduced, when the
ion packet is inside this elevator electrode [66, 67]

Since in all cases the ion injection time is very short as compared to the ion flight time
between the two mirrors it is always advantageous to accumulate ions for a certain time in a
storage ion source [29, 61–63] or in a RF-ion trap [64] before they are injected into the ion
race-track between the ion mirrors.

There are also two ways to precisely determine the overall ion flight times in the
MRTOF-MS, when the ion mirrors are tuned so that energy isochronicity per lap is achieved.
It is possible:

1. To Fourier transform the signals induced by the passing ions in the azimuthally split
pick-up electrodes A and B and so determine the passage frequencies characteristic of
ions of different masses [68].
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Fig. 12 Sketch of an Orbitrap and some trajectories between the inner and outer coaxial electrodes. Note
here that the ions are reflected energy-isochronously between the two ion mirrors that are formed, when the
axial electric field increases beyond some limit at position at which the distance between the inner and outer
electrode reduce. Note also that the potential differences induced in the two sections of the outer electrodes
are being amplified as the signal that must be Fourier transformed to provide the frequencies of ion passage.
Note finally that the shown ion trajectories are not calculated but shown for general illustration purposes only

2. To switch off one of the ion mirrors after ions of a chosen mass have performed N laps
in the ion-race-track of the MRTOF MS and allow them to impinge on a sensitive fast
ion detector [61–64] outside ion-race-track.

In case (1) the recording may take a long time, but an overall mass spectrum is obtained.
However, its signal strength will be small in most cases. In case (2) ions are recorded with
a high efficiency after they have performed many laps. However, there are ions of different
sections of the mass spectrum superimposed as caused by ions that have performed different
number of laps at the time of ion extraction. When on the other hand ions of a chosen mass
are recorded in different time recordings after they have performed N and N+n laps with

, the overall mass spectrum can be reconstructed [69]. Using both methods (1) and (2)
in close sequence the interpretation of the obtained mass spectra can assist each other in that
occasionally occurring ambiguities can be eliminated.

For precise mass measurements precise reference masses must be provided, like 12C-
clusters [5] or chosen molecular ions [22]. The standard procedure here is to use reference
mass ions of which at least one is slightly heavier and one is slight lighter than the ion
whose mass is to be determined. However, in the case of a time-of-flight mass spectro-
graph one single reference mass suffices [70], since the mass dispersion of the system
is determined by a smooth mathematical function as long as the supply voltages are
constant.

Remarkable for all MRTOF MS is that the achievable mass-resolving power is high and
that the system is very robust and can work in a harsh environment as had been required and
achieved for instance for space missions [71, 72].

The orbitrap Forming two rotationally symmetric surfaces and arranging them coaxially
around a Z-axis (see Fig. 12) and applying to them different potentials, properly injected
ions can rotate around the inner surface and are still free to move along the Z-axis [73].
Shaping the electrodes as shown in Fig. 12 the potential along the Z-axis can be arranged
to change with Z2, in which case two electrostatic mirrors are formed between which an
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axial back-driving field increases linearly with ±Z along the Z-axis as in ref. [57]. Such
mirrors have been used [74] to reflect ions forth and back in an electrode arrangement as
shown in Fig. 12 and so form an ion trap in which ions still rotate around the inner electrode.
Remarkable is that despite of this rotation the forward and backward motion between the
ion mirrors is energy-isochronous and mass-dispersive [75].

Since it is difficult to extract ions from such a trap, it was a major step forward to split
the outer electrode [75] and use the induced signal between the two parts to record the ion
motion along the Z-axis. After a Fourier transform this signal reveals the masses of the
moving ions with high precision.

The advantage of an Orbitrap is its remarkably high mass-resolving power [75–77] of
more than 100,000. Its disadvantage is that the shape of the inner and outer electrodes of
the trap must be formed with very high mechanical precision and that the mass analysis of
a sample takes a relatively long time. Thus it is advantageous to provide an efficient storage
of ions for instance in a Paul trap between consecutive mass measurements.

5 Conclusion

Mass analyzers of high resolving power are being built in many different ways. The highest
demands are so far met by Penning traps and accelerator storage rings for the mass analysis
of atomic ions and here especially those of short-lived nuclei because of their importance
for astrophysics. Increasingly high demands arise also in the mass analysis of complex
molecules for biological, pharmaceutical and environmental research. In recent years many
instruments have been developed by industry for these applications. Rather wide acceptance
can be seen for Orbitraps and nondestructive Penning traps. Also it can be expected that
more and more multi-reflection time-of-flight mass analyzers will be employed, because
of their relatively low demands on mechanical alignments and because of their ease of
handling.
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Abstract The Texas A&MUniversity Penning Trap experiment (TAMUTRAP) is an upcom-
ing ion trap facility that will be used to search for possible scalar currents in T = 2
superallowed pure Fermi decays (utilizing β-delayed proton emitters), which, if found,
would be an indication of physics beyond the standard model. In addition, TAMUTRAP
will provide a low-energy, point-like source of ions for various other applications at the
Cyclotron Institute at Texas A&M University. The experiment is centered around a unique,
compensated cylindrical Penning trap that employs a specially optimized length/radius
ratio in the electrode structure that is not used by any other facility. The radioactive
beam, provided by the Texas A&M University Re-accelerated Exotics (T-REX) program
at the Cyclotron Institute, will be prepared for loading in the measurement trap via a spe-
cially designed Radio Frequency Quadrupole (RFQ) cooler/buncher. These proceedings
will describe the current status of the TAMUTRAP facility, paying particular attention to the
design and initial characterization of the RFQ cooler/buncher. Future plans will also be
discussed.

Keywords Penning · Precision · RFQ · Resign · Cooler · Buncher · Status

1 Introduction

Low energy precision β-decay studies have proven to be an excellent complement to high-
energy physics experiments for placing new constraints on physics beyond the standard
model (SM) [2, 7, 8]. Up to this point, it has been possible to explain the results from such
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Table 1 The T = 2 nuclei that will compose the initial experimental program measuring aβν

Nuclide Lifetime (ms) Ep (MeV) RL (mm)
20Mg 131.02 4.28 42.7

24Si 202.74 3.91 40.8
28S 180.37 3.70 39.7
32Ar 145.00 3.36 37.8
36Ca 147.19 2.55 33.0
40Ti 75.60 3.73 39.9
48Fe 65.36 1.23 22.9

The Larmour radii, RL, for the ejected protons of interest (having energy Ep) shown are calculated for the
7T magnetic field at TAMUTRAP

experiments by a time reversal invariant V − A interaction displaying a maximal violation
of parity; however, more precise measurements of f t values [9, 10] and correlation param-
eters [1] in particular β-decays can serve to test for the presence and properties of any
non-SM processes that may occurr in such interactions.

1.1 Motivation

The initial experimental program at TAMUTRAP will seek to improve the limits on non-SM
processes in the weak interaction, in particular scalar currents, by measuring the β − ν

correlation parameter, aβν , for T = 2, 0+ → 0+ superallowed β-delayed proton emitters
(the preliminary list of nuclei to be studied is outlined in Table 1).

The general β-decay rate with no net polarization or alignment is given by [4]:

d5�

dEed�ed�ν

∝ 1 + pe

Ee

aβν cos θβν + b
me

Ee

, (1)

where, Ee, pe, and me are the energy, momentum, and mass of the β, θβν is the angle
between the β and ν, and b is the Fierz interference coefficient. Thus, it is possible to
determine the β − ν correlation parameter by means of an experimental measurement of
the angular distribution between the β and ν. For the strict V − A formulation of the weak
interaction currently predicted by the SM, the β − ν angular distribution in a pure Fermi
decay should yield a value for aβν of exactly 1. Any admixture of a scalar current to the
predicted interaction, a result of particles other than the expected W± being exchanged
during the decay, would result in a measured value of aβν < 1.

TAMUTRAP will observe this angular distribution between β and ν for β-delayed proton
emitters. In such a case, the β-decay yields a daughter nucleus that is unstable, and can
result in the subsequent emission of a proton with significant probability. As discussed
in [1], the great advantage to utilizing β-delayed proton emitters for such a study is that
this proton energy distribution contains information about θβν . If the β and ν are ejected
from the parent nucleus in the same direction, they will impart a larger momentum kick to
the daughter nucleus, which will be inherited by the proton. Conversely, if the β and ν are
emitted in opposite directions, this momentum kick is reduced. By measuring the proton
energy distribution at TAMUTRAP the value of aβν will be deduced, which can then indicate
the existence of a scalar current in these decays [4].
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Fig. 1 The planned beamline for the TAMUTRAP facility. The T-REX gas catcher, part of the Heavy Ion
Guide, is located below plane of the TAMUTRAP setup, and is connected via a straight section of vertical
beamline. Major components are annotated

1.2 Experimental approach

Such precision β-decay experiments are well served by a cylindrical Penning trap due to
the fact that the magnetic field employed to confine the ions radially may simultaneously be
used to contain charged decay products [5] such as β’s and protons with up to 4π acceptance
in an appropriately designed trap [6]. The MeV-energy protons of interest (as well as less
magnetically rigid betas) easily escape the shallow axial potential well, and are guided along
helical paths toward the endcaps of the trap by the strong magnetic radial confinement. Posi-
tion sensitive silicon detectors are planned for proton and beta detection at these endcaps,
yielding near complete geometric efficiency. At the same time, features of a cylindrical trap
geometry can be useful for other nuclear physics experiments, such as maintaining a line
of sight to the trap center for spectroscopy, an easily “tunable” and “orthogonalized” elec-
tric field for experiments requiring a harmonic potential (such as mass measurements), and
unrivaled access to the trapped ions. The planned TAMUTRAP beamline is shown in Fig. 1.

2 RFQ cooler/buncher

In order to efficiently load ions into a Penning trap, the beam should be bunched and have
a low energy with sufficiently small time and energy spread, i.e. low emittance. A gas-
filled linear RFQ Paul trap is particularly adept at such beam preparation, and has been
developed for use at TAMUTRAP. The ions of interest are cooled through collisions with a
low-mass buffer gas, typically Helium [3], reducing the phase space of the beam. After a
sufficient number of collisions, the ions collect around the bottom of the potential well and
are thermalized to a largely uniform energy (and spatial) distribution. The resulting bunch
can be ejected by switching off the axial potential well and is sent toward the measurement
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Fig. 2 The RFQ structure, situated inside the custom vacuum chamber

trap for loading with a significantly improved emittance better matched to the acceptance
of the Penning trap.

2.1 Design

The electrode structure of the TAMUTRAP RFQ cooler and buncher (Fig. 2) is composed of
four rods with radius of curvature r = 7 mm that are rigidly held at a surface-to-surface rod
spacing of 2r0 = 12 mm for opposite rods, yielding a characteristic ratio of r/r0 = 1.16̄.
The structure is approximately 87 cm in length, and is separated axially into 33 segments
to enable the application of a linear drag potential. Segment lengths are 38.1 mm for the
majority of the device. However, 19.1 mm and 9.6 mm segments are employed at each end
to allow finer control of axial DC potentials at these locations, which is particularly useful
for optimizing injection and extraction, and also allows for forming a tighter ion bunch.
Electrically isolated entrance and extraction electrodes are situated at each end of the device
to allow for one final means of tuning the ion beam in order to ensure the greatest acceptance
and smallest bunch dimensions on extraction. The entire structure is completely symmetric
about the axial mid-plane to allow both forward and reverse operation, adding yet another
element of flexibility to the TAMUTRAP facility.

The mechanical structure for this device has been optimized to ensure mechanical rigid-
ity, hide dielectrics, and achieve the minimum gap between adjacent segments. Care has also
been taken to minimize electrical impedance of the RF structures by minimizing material in
critical locations. All electrode spacings are held at 0.38±0.13 mm, and are toleranced such
that the total length of the electrode structure can vary by no more than ±0.13 mm as well.
Transverse movement of electrodes is similarly limited to less than 0.13 mm, and angular
mis-alignment is only tolerated by typically 0.2◦. The main structure is composed of only 8
custom fabricated precision parts, with the remainder of the assembly coming from preci-
sion stock components. Apart from electronics, all components used are made of aluminum,
stainless steel, or ceramic for vacuum considerations. A photo of the assembled device can
be seen in Fig. 3.

Analog electronics have been developed to drive the device, with each segment receiving
a unique adjustable DC potential for fine-tuning of the axial electric field. RF is coupled to
the segments in vacuum using vacuum safe ceramic capacitors and resistors, ensuring a min-
imum of line-impedance. Switching of the final segments during ejection is accomplished
by a single Behlke HTS 31-03-GSM high voltage, ultra fast solid-state switch. The switch
itself demonstrates a switching time on the order of 500 ns, which is slowed to approxi-
mately 50 μs due to the RC circuit attached to each electrode that is used to protect the
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Fig. 3 The RFQ structure with in-vacuum RF and DC circuitry during test-assembly

Fig. 4 The beam line used for characterization of the RFQ cooler/buncher

DC power supply. Despite the relatively slow switching time, satisfactory bunch character-
istics have been observed, as will be discussed. A digital square-wave RF generator is being
considered as a replacement for the analog driver after discussion initiated at TCP 2014
(P. Schury, personal communication, December 2014).

2.2 Preliminary characterization

The cooler/buncher device has been assembled, and commissioning has begun as of Novem-
ber 2014. Initial characterization of the device includes performing efficiency measurements
in continuous mode, and describing the properties of ion bunches that result from operating
the device in bunched mode.

Continuous mode efficiencies are calculated as the ratio of the beam current measured
on Faraday cups located prior to the injection optics and after the extraction optics of the
cooler/buncher, as indicated in Fig. 4. As such, the efficiency of some additional ion optics
are taken into account in these tests, and the results should be taken as a lower limit of
the pure RFQ efficiency. Preliminary results are shown in Fig. 5, and all efficiencies are
reported at 0 V/mm drag potential. The efficiency for each energy and pressure combination
was found to be optimized by a distinct drag potential setting, so the decision was made
to facilitate comparison by choosing a constant 0 V/mm rather than possibly introducing
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Fig. 5 Continuous-mode efficiencies as a function of gas pressure (all reported with a drag potential of
0 V/mm)

additional error into the measurements by choosing a sub-optimal drag potential. As a result,
all efficiencies should be able to be improved to some degree by adjusting the drag potential.

In normal use, the TAMUTRAP RFQ cooler/buncher will be operated in bunched mode,
collecting ions of interest for some set amount of time, bunching, and ejecting them in
a tight packet. Individual ions are detected by a 40 mm Beam Imaging Solutions MCP
detector. The resulting time-spectrum relative to the ejection signal generated by the control
system was fit by a skewed Gaussian, as in Fig. 6, yielding a Full Width at Half Max
(FWHM) characterizing the time-spread of the bunch and the integrated number of counts
per bunch (up to an arbitrary constant dependent on acquisition and analysis). It should be
noted when comparing bunch characteristics to other facilities that fitting with a standard
Gaussian resulted in a poorer fit, but also significantly reduced the observed FWHM due to
exclusion of the low-count large-time tail of the distribution. Caution should be observed
when comparing integrated number of counts between data points, as fluctuation of up to
10% in ion source current was observed on a several minute time scale.

The operation of the RFQ in bunched mode was investigated systematically by testing the
effect of adjusting one operation parameter at a time. While it is true that various parameters
are no-doubt correlated, the parameter space was too large to evaluate the variables co-
dependently. A small subset of the operating parameters tested systematically is presented
here.

At the pressures available for operation at TAMUTRAP (< 5 × 10−3 mbar He), the ulti-
mate bunch characteristics have proven to be largely independent of gas-pressure. At the
low-pressure extreme, the integrated number of counts begins to fall off, since there is a min-
imum amount of buffer-gas required for successfully cooling and bunching the incoming
ions. This makes no comment on the effect gas pressure has on transverse emittance, which
could worsen to some degree with increasing pressure due to gas collisions after ejection.
FWHM and number of ions per bunch as a function of gas pressure can be seen in Fig. 7.

A 30 eV incident beam energy demonstrated the greatest continuous mode transmission
efficiency of all incident energies tested for an uncooled beam. Since the TAMUTRAP RFQ
will be employed exclusively as a cooler/buncher, it is more critical to determine what beam
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Fig. 6 A good bunch with skewed Gaussian fit superimposed. Beam energy = 30 eV, gas pressure = 3 ×
10−3 mbar He, drag potential = 0.08 V/cm, incident beam current = 0.7 pA. FWHM of Gaussian fit = 1.89 μs
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Fig. 7 Bunch FWHM (left) and yield (right) as a function of buffer gas pressure. Beam energy = 30 eV, drag
potential = 0.08 V/cm. Bunches did not form below about 25 mbar He
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Fig. 8 Bunch FWHM (left) and yield (right) as a function of incident beam energy. Gas pressure = 3 ×
10−3 mbar He, drag potential = 0.08 V/cm
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Fig. 9 The design of the pepper pot emittance station which has been constructed for transverse emittance
characterization of the cooled and bunched beam output by the RFQ

energy to use in bunched mode in order to obtain bunches with the smallest FWHM time
spread and greatest yield (Fig. 8). This was accomplished by raising and lowering the volt-
age at which the RFQ platform is floated in order to achieve the desired potential difference
from the ion source, which was held at approximately 10 kV. The FWHM of the bunch’s
time spread is rather insensitive to the incident beam energy (phase space is reset in the
device), while the overall yield degrades slightly at higher incident energies. In this regime,
the number of counts per bunch decreases slightly, likely due to a reduced initial capture
efficiency of the Paul trap for more energetic ions.

Additional systematic tests of the device performance have been performed, measuring
bunch FWHM and yield as a function of eject duration, RF properties (frequency and volt-
age), incident beam current, and DC drag potential. These tests are still being concluded,
and will be presented in future work.

2.3 Outlook

The TAMUTRAP cooler/buncher has undergone initial characterization for use as a beam
conditioner prior to the proposed novel measurement Penning trap. The device has gener-
ated ion bunches ≤1.9 μs in FWHM time spread for optimized settings (when fit with a
skewed Gaussian), which is suitable for use at TAMUTRAP.

Characterization of this device will continue in two stages. Initially, transverse emittance
measurements will be made using a pepper pot emittance station developed at TAMUTRAP
for this purpose. The pepper pot station is depicted in Fig. 9, and utilizes a small upstream
mask located a known (and adjustable) distance from a position sensitive, phosphor-backed
micro channel plate detector. This detector is read out by a high definition CCD camera to
calculate the transverse emittance of the bunched beam by measuring the size and angular
spread of bunches as they progress down the beamline. Acquisition and analysis software
has been developed for this system, and has been initially validated offline using simple
ray-tracing simulations.
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Subsequently, a measurement will be made of the energy spread of the resulting bunch in
order to obtain an understanding of the longitudinal emittance. This project will require the
development of additional experimental apparatus needed to measure the energy spectrum
of the resulting ions.

With the commissioning of the RFQ cooler/buncher, the entire TAMUTRAP facility is
progressing closer to completion. Upcoming tasks will include continuing measurement
trap and detection simulations with GEANT4, mechanical and electrical design of the mea-
surement traps and detection systems, fabrication of these components, coupling of the
measurement system to the TAMUTRAP beamline, and, finally, commissioning of the facility
and first measurements. Time lines for these tasks are tentative; however, GEANT simu-
lations should be completed by the end of 2015, with mechanical design and fabrication
occurring in 2016. Commissioning and first use of the facility is currently estimated for the
year 2017.

3 Conclusion

A new RFQ cooler/buncher has been constructed to feed a novel measurement Penning trap
designed with the initial research program of measuring correlation parameters for T = 2
superallowed β-delayed proton emitters in mind. Careful attention has been paid to create a
device with maximum suitability for a wide range of possible future nuclear physics experi-
ments. In particular, a symmetric, finely tunable, and mechanically rigid electrode structure
will allow the cooler/buncher to be operated in forward and reverse modes for maximum
flexibility (though the currently proposed experimental program only calls for operation in
the forward mode). This device has been constructed, and a preliminary characterizations
has been performed. Complete characterization should be concluded in 2015, allowing for
further development of the TAMUTRAP facility in 2015 and beyond.
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Abstract The LPCTrap setup is a sensitive tool to measure the β − ν angular correlation
coefficient, aβν , which can yield the mixing ratio ρ of a β decay transition. The latter
enables the extraction of the Cabibbo-Kobayashi-Maskawa (CKM) matrix element Vud . In
such a measurement, the most relevant observable is the energy distribution of the recoiling
daughter nuclei following the nuclear β decay, which is obtained using a time-of-flight
technique. In order to maximize the precision, one can reduce the systematic errors through
a thorough simulation of the whole set-up, especially with a correct model of the trapped ion
cloud. This paper presents such a simulation package and focuses on the ion cloud features;
particular attention is therefore paid to realistic descriptions of trapping field dynamics,
buffer gas cooling and the N-body space charge effects.

Keywords Paul trap · LPCTrap · GPU · Parallelization · Simulation · N-body

Proceedings of the 6th International Conference on Trapped Charged Particles and Fundamental
Physics (TCP 2014), Takamatsu, Japan, 1–5 December 2014.

� X. Fabian
fabian@lpccaen.in2p3.fr
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1 Context & motivations

The precise measurement of the β-ν angular correlation coefficient, aβν , in nuclear β decay
is a sensitive tool to search for exotic couplings presently excluded by the V-A theory of
the Standard Model. In the case of a mixed mirror transition, aβν also allows one to deter-
mine the mixing ratio ρ. In that case, the measurement of aβν constitutes an important input
for the database of nuclear mirror transitions, enabling the extraction of the CKM matrix
element Vud with improved precision for such transitions [1]. In the LPCTrap device, the
radioactive nuclei are confined in a Paul trap, allowing the detection of the recoil ions in
coincidence with the β particles [2]. This time-of-flight (TOF) technique allows to deter-
mine with an excellent precision not only aβν , but also the shake-off probabilities inherent
in the decay of singly charged ions [3, 4]. Several measurement campaigns were carried out
for the last ten years for three different nuclei (6He, 35Ar, 19Ne). The accumulated data sam-
ples are large enough to provide a very high statistical precision in all three measurements
and the preliminary analysis already confirmed the quality of the datasets. However, a thor-
ough simulation of the whole experiment is mandatory to control the different systematic
effects which constrain the precision that can be reached. Such a simulation is detailed here-
inafter; more information on the theoretical context and on the LPCTrap device is available
in reference [5].

2 Simulation package

The complete simulation package is being developed with the ambition to be both modular
and general. The modularity aspect arises in the possibility for a user to plug-in a different
given module easily, e.g. another β-decay generator than the one provided. The generality
is ensured through the clear separation between the core simulation and the configuration
inputs, i.e. it is possible to describe any setup with the proper configuration files. This
package is divided into four stand-alone main modules : the β-decay generator (initial kine-
matics), CLOUDA (initial vertices inside the Paul trap), the recoil ion (RI) tracker and the
β particle tracker. The proper simulation of the trapped ion cloud is one of the highest con-
tributing systematic effect in LPCTrap [2]. A special effort is thus being made on this part.
Before describing all of them, it is useful to introduce Bayeux [6], a package developed
by the SuperNEMO collaboration. Bayeux’s purpose is to provide to its users a high-level
wrapper for GEANT4 [7], using specific separated submodules. This is done through a
user friendly interface that allows the user to focus on the precise description of detection
geometries, the study of the meaningful physical processes, and the complexity of the data
analysis without the heavy code writing that usually comes along. Throughout the simula-
tion package, the geometry is managed in different ways, depending upon the needs of a
given module. For a realistic electric fields modeling, a fine description is required in order
to include all possible contributions from even remote parts. The RI tracker and CLOUDA
only need a description of the electrodes surrounding the ions of interest. Indeed, the low
kinetic energy of both the trapped and the recoil ions (a few hundreds of eVs) implies that
a single collision with any volume prevents them to reach the detector. They would thus be
considered lost. The β tracker requires information about the precise geometry and material
in which the surrounding volumes are made in order to precisely study the possible electron
scattering, another important systematic effect at LPCTrap [2].
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2.1 β decay generator

The aim of this module is to provide the kinematics of the initial decay for the RI and
the β particle (and possibly the neutrino), including the Fermi correction, possible γ de-
excitations and of course the aβν parameterization. The randomization loop is done with a
Von Neumann algorithm to include the γ contribution. The level of experimental precision
reached nowadays (below 1 %) is such that it may also require to take into account higher
correction orders. In particular, radiative order-α corrections can reach the percent level in
specific cases [8]. These effects are not included yet although a deep study of this aspect is
required. Currently, the decay generator provides initial kinematics for the three nuclei of
interest in LPCTrap but it can easily be extended to other elements.

2.2 CLOUDA

In order to correctly generate the position of the decay vertices within the confinement vol-
ume of the Paul trap, one needs to model the effects of the RF electric field, the collisions
with the buffer gas and the impact of the space charge of up to a few hundreds of thousands
of ions. The achievement of such a simulation with a reasonable amount of resource and a
high precision is made possible using Graphical Processing Units (GPUs). CLOUDA is a
homemade package running with CUDA and ROOT [9] and it is based on the N-body exam-
ple provided by Nvidia [18]. Recently, CLOUDA began to yield its first results. These are
preliminary and need to be tested against SIMBUCA which has been more widely adopted
by the community [10]. It is worth mentionning that CLOUDA differs from Simbuca on four
different points. Clouda implements a realistic buffer gas collision model, a realistic field
with the usage of the harmonic synthesis, the n-body will be computed in the near future
with a Barnes-Hut algorithm and all the calculations are performed on the GPUs whereas in
Simbuca only the n-body effect is performed on the GPUs. From a technical point of view,
CLOUDA has been working with four different GPUs (Tesla C2050, GTX670m, GTX760,
Titan Black). Although the compatibility with ROOT 6 is still an issue, it has been running
with different subversions of ROOT 5.34. The support for double precision real numbers is
included and will work as long as the user’s device is of at least compute capability 1.31 [11].
CLOUDA stepper is a basic Euler algorithm (thus a tiny time step was chosen), although
it is foreseen that a more precise stepper will be implemented from the ones available :
Runge-Kutta, Leapfrog, Verlet and so on.

2.2.1 Principles

Trapping field CLOUDA could include both electric and magnetic fields, although only
electric fields support is available at the moment - the LPCTrap setup being based on a Paul
trap. There are currently two ways to describe the confining field : to consider that it is
ideal (faster) or to use an input of a specific set of harmonics and let the program compute
a realistic synthesis out of this set (slower). In the ideal field case, the Poisson equation, the

1The compute capability is a hardware version clearly defined for each Nvidia’s GPU card in its specifica-
tions.
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Fig. 1 The central part of the realistic geometry used to extract the harmonic coefficients in order to properly
reproduce the confining field inside the Paul trap. The red sphere sitting in the center is the harmonic field
description domain of definition

geometry constraints of the Paul trap electrodes and the solution of the equations of motion
yield the following expression for the electric field [12, 13]:

E = 2 × Vpp × sin(2πtfion)

R2
0

(x + y − 2z) (1)

where Vpp is the peak-to-peak voltage applied on the electrodes with an ion-specific fre-
quency fion for a Paul trap of radius R0. This model being analytical, it is the fastest
available. In the following, we will call (2πtfion) the radio-frequency phase (RFP). The
harmonic model is separated into two distinct parts. First, one needs to extract the harmonic
coefficients that will be used during the simulation. A detailed description of the whole
setup has been used to compute the field in all space. The potential V(r) (and/or E(r)) itself
is calculated using a homemade program based on indirect colocation Boundary Elements
Method (BEM). It has been thoroughly checked against analytic formula and SIMION and
allows a more detailed description of the experimental setup as it only requires a mesh of
electrodes surface instead of a full space mesh. A volume of interest must be defined where
the harmonic description will be applicable. In the LPCTrap case this is chosen as a sphere
of radius r0 = 10 mm around the center of the trap (see Fig. 1). V(r) (and/or E(r)) is com-
puted for a large set of points on all the spherical surface. A fast Fourier transform is then
applied to extract the list of harmonic coefficients contributing to the field. The second step
consists in using these harmonic coefficients to synthesize a realistic potential at runtime,
through the following equation:

�(r, θ, ϕ) =
∞∑

�=0

(
r

r0

)� �∑

m=0

P m
� (cos(θ))(A�m cos(mϕ) − B�m sin(mϕ)) (2)

where r , θ , ϕ are the ion spherical coordinates, r0 is the chosen sphere radius and P m
�

are the Legendre associated functions of first kind. In practice, the �-sum is restricted to
a given higher order �max which has been optimized to reach 10−5 precision on recon-
structed field components. It is worth noting that this harmonic synthesis is valid inside the
sphere of interest and becomes a poor approximation as �max decreases and as the field is
computed near the sphere surface (especially near the electrodes). Taking LPCTrap as an
example, a preliminary study for the two different field maps (ideal and harmonic) on all
the RFP range (0 to 2π ) yielded a maximum relative difference of about 10 %, located
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Fig. 2 Comparison between experimental drift velocities and simulated one using CLOUDA’s collision
models

on the edge of the chosen sphere. Such a difference will imply a different cloud shape, as
shown below. During the experiment, the true radio-frequency applied on the electrodes
does not follow exactly a sine curve. This observable is recorded on a event-by-event basis
during the experiments performed with LPCTrap and needs to be included in the future field
modeling.

Buffer gas collision A low pressure (∼ 10−5 mbar) of buffer gas is required in order to
cool down the confined ion cloud. The modeling of the collisions between the neutral buffer
gas atoms and the charged ions has been an important part of this work. Two steps are taken
to compute a collision: in the first one, the program determines whether a collision occurs
or not (algorithm described in [14]) and if so, it computes the momentum transfer according
to a specific model which provides the scattering angle (θCM ) as a function of the available
energy in the center-of-mass collisional frame.

For now, two models are fully implemented in CLOUDA : a faster classical hard spheres
collision model (which works for any ion-atom couple of known Van der Walls radii) and
a slower yet more accurate one, which employs diffusion data stemming from partial-wave
collisional calculations and ab initio computations of binary interactions. The latter model
will be referred to as ’real potential’ in the following. Two other models are under develop-
ment. The first is based on a Lennard-Jones potential and the idea of the second one is to
define a scattering diffusion angle according to a specific probability distribution which is
related to the mass difference between the buffer gas atom and the ion. The two working
models were tested by computing drift velocities and comparing them with available exper-
imental data [15, 16]. These data were gathered using Ar+ ions produced and accelerated
with a uniform electric field in a drift-tube containing a flow of neutral helium kept constant
with a pump. Such a drift-tube is set in pulse mode to count arrival times of ion bunches thus
yielding a drift velocity as described in [17]. In our simulation, we apply a uniform electric
field on a given initial state and wait for thermal equilibrium to occur. The mean velocities
of the simulated ion bunches are the drift velocities for the same E/ρ ratios as in the exper-
iment (E being the electric field intensity and ρ the density of buffer gas). The results are
shown in Fig. 2 where the drift velocities are plotted against different Townsend values. The
real potential yields drift velocities values which are closer to the experimental ones com-
pared to the hard spheres results. Although the difference might be considered rather large,
it will be shown below that this seems to have no effect on the modeling of the trapped ion
cloud.
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N-body It is especially for the N-body interaction that the massive parallelization on GPUs
is useful, as it is the most expensive effect to compute. The ions confined inside the Paul
Trap are charged, meaning that they repel each other. While it is a simple Coulomb inter-
action, resolving the acceleration it induces is very expensive in terms of computing time.
As said earlier, CLOUDA is based on the N-body example provided by Nvidia and as
such, it kept its optimized brute force algorithm: the so-called Tile Calculation algorithm
(detailed in [18]). Although it has optimized memory access and thread repartition, this
algorithm still works in O(N2). In CLOUDA, the next steps will be to implement a Barnes-
hut [19] (O(N log N)) algorithm and a Fast Multipole Method (Specifically ExaFMM [20]
which achieves O(N) complexity). Both of them use an octree to recursively divide space,
weighting the contribution of all charges according to their relative distance. The difference
between these algorithms lies in the development of the contributions.

2.2.2 Cloud energy distributions

In order to study the effect of all possible interactions on an ion cloud in a specific con-
figuration, it is required to reach a thermal equilibrium. An exponential fit of the form
a(1 − e−t ln(2)/τ ) + c, with a, τ and c the fit parameters, is performed on the cloud mean
kinetic energy as a function of time and the cloud is considered thermalized when reaching
10τ . The buffer gas collisions with the ions are responsible for the cloud thermalization and
this destroys any information about the initial state. When the thermalization is reached, the
cloud phase-space and mean kinetic energy still depend on the specific RFP being applied at
a given time. All following simulations were done for 35,40Ar using a 4He buffer gas at room
temperature. Simulations showed that changing the pressure only affects the time required
to reach equilibrium. A pressure of 1 Pa was thus chosen to accelerate the simulations with-
out changing the final results on the mean energy distribution at thermal equilibrium when
compared to the real experimental conditions where the pressure is 10−5 mbar. The hard
spheres and the ideal field, with the N-body switched off, are considered the default refer-
ence setting. The difference between this default setting and other possible cases is shown
in Fig. 3 in terms of the thermalized cloud mean kinetic energy as a function of the RFP.

Field effect When simulating a cloud using a harmonic synthesis of the confining field,
the cloud is hotter when thermalization is reached. This is especialy true at high extremas
where the mean kinetic energy is 12 % higher. This is not negligible and indicates that the
ideal field is not a good approximation. A realistic description is thus required and will
increase the computing time. The time step was set such that the expected micromotion of
the trapped ions is reasonably described.

Buffer gas effect With the ideal field description, changing the buffer gas model does
not seem to alter much the final cloud mean kinetic energy. However the impact that the
∼1 % difference has on the final value of aβν must be ascertained as it would allow to
decrease computing time. Indeed, the interpolation inside the real potential table to describe
the diffusion processes is time consuming compared to a simple randomization with the
hard spheres model. The effect of the time step has been verified as well, with a convergence
to 10 ns in the case of the hard spheres model and 1 ns for the real potential.

N-body effect The N-body space charge effect was studied within the scope of the ideal
field description and the hard spheres collision model. Up to now, the study was limited
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Fig. 3 Field, buffer gas and N-body space charge effect on the thermalized cloud mean kinetic energy as a
function of the RFP. Smoothed lines are drawn to guide the eye. The blue curve is the applied radio-frequency
phase. See text for details

for a number of ions equal to a power of 2 within the range [1024;65536]. Activat-
ing the N-body interaction does not seem to have an important impact for N=1024 ions
whereas important differences for N=65536 emerge. The space charge effect has been
tested with the same time step than for the two other interactions (buffer gas and trapping
field), but further computer runs are necessary to reach convergence of the (optimal) time
step.

2.2.3 RI tracking

The RI tracking is done using two different programs. The first one is included in the Bayeux
package, where, as said above, GEANT4 provides the required Monte Carlo method. The
second one is called SINS and is being developed at LPC Caen. The Bayeux RI part still
requires a model of the electric fields in the relevant areas of the trap and the development
of a plug-in to enable an arbitrary field description, while the geometry description is ready.
SINS has the advantage of running on GPUs with powerful steppers and GPU hardware
allocation tools, namely ODEINT (part of the BOOST library) and THRUST. SINS is not
yet ready to track any ion, because the descriptions of the electric field and the geometry
are still lacking. Both of them will be included through the usage of the texture memory
available in CUDA which allows to use a high-performance on-the-fly interpolation.

171Reprinted from the journal



X. Fabian et al.

2.2.4 β tracking

Another main systematic effect which affects the final TOF of the RI is the possible scatter-
ing of the β particle. GEANT4 and its embedded models will be responsible for this module
through Bayeux. With the fine description of the geometry and the working tracker, every-
thing is set to launch simulations of interest, although no TOF spectrum can be achieved
without the completion of the RI tracking.

3 Conclusion

The full general and modular simulation package developed for LPCTrap has been pre-
sented. This package depends strongly on Bayeux (β-decay generator, part of the geometry,
RI tracking, β particle tracking) and includes CLOUDA (ion cloud simulation with GPUs)
and SINS (RI tracking with GPUs). Particular attention has been paid to the ion cloud mod-
eling inside the Paul Trap with the CLOUDA stand-alone module. This simulation includes
two working field descriptions (ideal and harmonic), two buffer gas models (hard spheres
and real potentials) and the space charge effect computation with an N-body optimized algo-
rithm. A preliminary study showed that the buffer gas model does not seem to have a strong
effect on the final mean energy distribution at thermal equilibrium, while the harmonic syn-
thesis of the confining field yields non-negligible difference when compared to the ideal
field model (up to 12 %). While the N-body effect seems to be very small for 1024 ions,
a non-negligible difference shows for 8192 ions (∼ 1 %) and up to 65536 ions (∼ 15 %).
Knowing that the LPCTrap device trapped up to∼ 2×105 ions in the experiments, the space
charge effect is thus very important and will require to be taken into account. Although work
is still required in order to properly integrate each module inside the simulation package and
development efforts are still necessary, a reliable description (and concomitant optimiza-
tion) of the whole LPCTrap experiments by means of the presented simulation package will
be soon available.

Acknowledgments The authors acknowledge the computational facilities provided by the Mésocentre de
Calcul Intensif Aquitain at the University of Bordeaux (http://www.mcia.univ-bordeaux.fr). They are also
grateful to Samuel Salvador for his help and for making his hardware available.

Funding This work was supported in part by a PHC Tournesol (no. 31214UF).

Conflict of interest The authors declare that they have no conflict of interest.

References

1. Naviliat-Cuncic, O., Severijns, N.: Phys. Rev. Lett. 102, 142302 (2009)
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Abstract At TRIUMF’s Ion Trap for Atomic and Nuclear Science (TITAN) a multiple-
reflection time-of-flight mass spectrometer (MR-TOF-MS) will extend TITAN’s capabili-
ties and facilitate mass measurements and in-trap decay spectroscopy of exotic nuclei that
so far have not been possible due to strong isobaric contaminations. This MR-TOF-MS will
also enable mass measurements of very short-lived nuclides (half-life > 1 ms) that are pro-
duced in very low quantities (a few detected ions overall). In order to allow the installation
of an MR-TOF-MS in the restricted space on the platform, on which the TITAN facility
is located, novel mass spectrometric methods have been developed. Transport, cooling and
distribution of the ions inside the device is done using a buffer gas-filled RFQ-based ion
beam switchyard. Mass selection is achieved using a dynamic retrapping technique after
time-of-flight analysis in an electrostatic isochronous reflector system. Only due to the com-
bination of these novel methods the realization of an MR-TOF-MS based isobar separator
at TITAN has become possible. The device has been built, commissioned off-line and is
currently under installation at TITAN.
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1 Introduction

The TRIUMF rare ion beam facility ISAC [1] currently serves 18 state of the art experi-
ments. One of the experimental facilities at ISAC is TITAN [2, 3], a multi-ion trap system
for precision experiments, such as mass measurements and in-trap decay spectroscopy. The
main research fields are nuclear structure, nuclear astrophysics and fundamental symmetries
and interactions. The latest upgrade to the TITAN facility is a multiple-reflection time-
of-flight mass spectrometer (MR-TOF-MS). MR-TOF-MS have been installed recently at
many rare ion beam facilities around the world [4–7]. It has been demonstrated that these
systems can achieve outstanding performance, such as transmission efficiency up to 50 %,
mass resolving power up to m/�mFWHM = 600,000, mass accuracies down to ∼0.1 ppm,
repetition rates up to 400 Hz, ion capacity in excess of > 106 ions per second and high sen-
sitivity [8]. They can be used as highly accurate, fast and sensitive mass spectrometers or as
isobar separators. At ISOL facilities like ISAC, mass measurements with an MR-TOF-MS
enable access to shorter-lived nuclides and nuclides produced at lower rates than currently
accessible with the standard Penning trap techniques. When the MR-TOF-MS is used as
a mass separator, it facilitates measurements that are otherwise impossible due to isobaric
contaminations. It has been shown that an MR-TOF-MS can be even used to provide iso-
merically clean beams [9]. In addition, the high mass resolution and capability to measure
all isobars of one mass unit simultaneously enable a very efficient investigation and opti-
mization of the target and ion source operation. Because of their versatility and compact
and robust design they also find applications in other research fields such as in life sciences
and in-situ analytical measurements [10].

2 Mass resolving power for mass separation at ISOL facilities

At ISOL facilities, the production yields of less exotic contaminants are often many orders
of magnitude higher than the yields of the ions of interest, resulting in demanding require-
ments on the performance of the mass separator. This is especially true for ISAC, which has
the highest power on target of all ISOL facilities world-wide.

The MR-TOF-MS offers an unparalleled combination of high ion capacity and mass
resolving power [5] and is thereby the ideal solution for TITAN. In order to determine the
necessary mass resolving power of the separator at an ISOL facility, the number of acces-
sible nuclides were calculated for different mass resolving powers of the separator. The
ISOLDE yield database was used for this investigation, because it has more entries than any
other ISOL yield database. A nuclide was defined as accessible in this investigation if more
than 50 % of the beam current after the separator corresponds to the nuclide of interest.
The peak shape of the transmission spectrum of the separator was assumed to be Gaus-
sian. The investigation was performed separately for the different ion sources, because each
ion source provides a different composition of the beam. Only the four major ion sources
surface ionization, plasma ionization, resonant laser ionization (RILIS) and forced electron
beam induced arc discharge (FEBIAD) have been considered. To simplify matters the dif-
ferent energies, beam currents and targets have not been considered. The yields from surface
ionization are added to the yields of the other three ion sources, because surface ionization
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Fig. 1 The number of accessible nuclides for different ion sources in dependence of the mass resolving
power (FWHM) of the separator at ISOL facilities, for details see text

always occurs and the production of the other ionization methods come in addition. After
the yield database was divided into these four subgroups it was checked if more than one
entry per isotope exists; if so, only the one with the highest yield was used.

In Fig. 1 one can see that a resolving power of 10,000 is necessary to significantly
increase the number of accessible nuclides compared to the standard dipole magnet of ISAC,
which has a mass resolving power of 2,000 [11]. For a mass resolving power of 20,000 about
70 % of the nuclides are accessible. To have more than 90 % accessible, a mass resolving
power of about 50,000 is required.

3 Experimental setup

In Fig. 2, the layout of the TITAN facility is shown. The ISAC beam is captured, cooled
and bunched in the radio-frequency quadrupole (RFQ) buncher [12]. There are numer-
ous options for the experiment to proceed further: (i) transport of the bunched ions back
downwards to other experiments, e.g. laser spectroscopy [13], (ii) direct transport to the
measurement Penning trap (MPET) for mass measurements if no additional isobar sepa-
ration is necessary, (iii) trapping in the electron-beam ion trap (EBIT) for in-trap decay
spectroscopy or charge breading and (iv) further transport of the charged-bred ions to the
MPET for mass measurements. In the future the highly charged ions can also be cooled in
the cooler Penning trap (CPET) before the mass measurement is done in the MPET. The
MR-TOF-MSwill enhance all operation modes (i-iv) by providing isobarically clean beams,
and (v) it can be used as a mass spectrometer on its own to measure the most short-lived
and rare nuclides.

The TITAN beamline is very compact and does not include any longer drift sections
suitable for installation of the MR-TOF-MS. Thus the installation of the device ”outside”
the existing beamline as shown in Fig. 2 is the only option. This solution has the addi-
tional advantage that the system can be installed without major changes to the existing
ion optics and beamline of TITAN, which is important since TITAN is a running facility.
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Fig. 2 Layout of the TITAN facility including upgrades (MR-TOF-MS and CPET) and the different oper-
ation modes, for details see text. The continuous beam from ISAC is shown in blue, singly charged ions
bunched ions from the TITAN buncher are shown in red, singly charged ions processed by the MR-TOF-MS
are shown in green and highly charged ions are shown in purple

Furthermore, the available space on the TITAN platform is very limited. A very compact
device is necessary, because only a space of 0.8x0.8x1.5 m3 is available on top of the first
45◦ bender.

In conventional MR-TOF-MS isobar separators, the temporal separation is converted to
spatial separation by a Bradbury-Nielson-Gate (BNG) behind the MR-TOF-MS [4]. The
ions are then retrapped in an additional trap or they are transported electrostatically to the
next experimental stage. This additional electrostatic beamline behind the MR-TOF-MS
is not possible at TITAN due to the space restrictions discussed above. Two novel mass
spectrometric methods had to be developed to allow for such a compact device: (i) Ion
transport into and out of the device is performed using a buffer gas-filled RFQ-based ion
beam switchyard [14]. The switchyard enables in- and ejection in all directions and merging
of the exotic nuclides with ions from several off-line ion sources for calibration and opti-
mization. The buffer gas-filled RFQ-based switchyard provides ion cooling and distribution
without the need for additional differential pumping, thereby allowing a very efficient, com-
pact, simple and reliable beam distribution. (ii) Mass selection is performed using dynamic
mass-selective retrapping in the injection trap of the MR-TOF-MS after time-of-flight anal-
ysis in the isochronous reflector system. By closing the injection trap at a proper point in
time, the spatial separation of ions is achieved, removing undesired ions and only storing
the ions of choice. A detailed description and study of the mass-selective retrapping is given
in [15, 16]. The system is based on the same analyzer as in [8, 17]. The combination of
mass-selective retrapping and the RFQ-based switchyard allows to use the same trap and
beamline for transport in and out of the system. An additional beamline can be omitted and
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Fig. 3 Schematic Layout of the MR-TOF-MS at TITAN

a very compact system becomes possible. Thus, the combination of these novel methods
allows the realization of an MR-TOF-MS based isobar separator at TITAN.

In Fig. 3 the schematic layout of the MR-TOF-MS at TITAN with its most important
components can be seen. After the ions are ejected from the TITAN RFQ buncher at a poten-
tial of 30 kV, their kinetic energy is adjusted in a pulsed drift tube to about 1350 eV at ground
potential, and they are transported to the electrostatic injection unit of the MR-TOF-MS. In
the injection unit, the ions are steered, slowed-down and focused onto a set of vacuum sepa-
rating apertures. In a gas-filled RFQ, the ions are cooled and can be stored. The RFQs of the
MR-TOF-MS have a potential of about 1330 V. The ions travel through the RFQ switchyard,
a transfer RFQ, and they are then cooled and bunched in the injection trap system. From
the trap system, they are injected through two differential pumping stages into the time-of-
flight analyzer [17], in which they travel with a kinetic energy of 1300 eV. A mass range
selector (MRS) in the analyzer can be used to deflect ions that fall outside the desired mass
range to ensure that the mass spectrum is unambiguous, i.e. all ions stored in the analyzer
have undergone the same number of turns [8]. From the analyzer, the ions can be ejected
either onto an MCP detector for measurement of their time-of-flight (e.g. for identification
or mass measurement) or back into the injection trap system. After retrapping, the ions are
cooled and sent through the transfer RFQ and the RFQ switchyard into the accumulation
trap. Here the ions from several separation cycles are accumulated, thereby decoupling the
operation frequency of the MR-TOF-MS (100 Hz) from that of the other TITAN compo-
nents downstream of the MR-TOF-MS. The ions are ejected from the accumulation trap
(potential of about 1280 V) into the EBIT or Penning traps. A channeltron detector and a
thermal ion source are connected to the RFQ-based switchyard and provide diagnostic capa-
bilities. At a later stage, a calibration ion source can be added as well. Ion transport from
the accumulation trap back into the injection system and the re-injection into the analyzer
for another consecutive separation cycle is possible allowing higher contaminant rejection if
required. Ejection back into the TITAN RFQ buncher is possible as well in order to perform
laser spectroscopy with isobarically separated ions. The MR-TOF-MS is connected to the

179Reprinted from the journal



C. Jesch et al.

Fig. 4 The MR-TOF-MS in the laboratory in Gießen (left) and at TRIUMF (right)

existing TITAN vacuum system via gate valves, allowing independent operation of the
TITAN facility as well as independent operation of the MR-TOF-MS. All ion optical ele-
ments, vacuum components and electronics are mounted in a single support frame to enable
an easy transport, off-line tests and integration in the TITAN system.

The vacuum vessel of the MR-TOF-MS consists of DN160/250CF vacuum crosses.
Three turbomolecular pumps (500 l/s) are used to evacuate the system. Encapsulated RFQs
are employed in order to avoid additional differential pumping sections and pumps and
thus to reduce cost and space requirements. Vacuum measurement of the pressures in the
RFQs is performed using vacuum-compatible pressure gauges mounted directly on the
RFQs in vacuum. The MR-TOF-MS uses highly stable power supplies (W-IE-NE-R Plain
& Baus GmbH, Germany, Cologne and iseg Spezialelektronik GmbH, Germany, Radeberg).
Custom-built circuits are used for HV stabilization, for generation of the RF voltages of
the RFQs and traps and for HV pulsing. A digital storage oscilloscope is used for data
acquisition.

For the commissioning before the installation on the TITAN platform the system has
been equipped with an additional ion source (thermal Cs ion source, Heatwave Labs, USA,
Watsonville) in front of the injection unit and an additional detector (MagneTOF, ETP Elec-
tron Multipliers, Australia, Clyde) behind the ejection unit. This allows the investigation of
the beam transport through all components of the system.

4 Results

The system has been built, assembled and commissioned at the Justus-Liebig-University in
Gießen, Germany. The MR-TOF-MS was shipped as an assembled system to Vancouver in
September 2014 and re-commissioning starting in October 2014 at TRIUMF [18]. In Fig. 4
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Fig. 5 Mass spectrum of 133Cs+ after 253 turns in the time-of-flight analyzer. The peak shape is almost
Gaussian-like

photographs of the device in the laboratory in Gießen and at TRIUMF can be seen. Because
the electronic circuits for floating the potential of the RFQs were not ready at the start of the
commissioning, the ion kinetic energy had to be reduced to 650 eV for all measurements
shown here.

As a first commissioning step, the ion transport from the external ion source to the MCP
detector behind the time-of-flight analyzer and MagneTOF detector behind the accumula-
tion trap was optimized. On the MCP detector, peak widths as short as 16 ns have been
measured after 2 turns of the ions in the time-of-flight analyzer. The mass resolving power
for large turn numbers has been investigated for 133Cs+ ions. A maximum resolving power
of about 50,000 (FWHM) was measured in a mass spectrum after 253 turns in the time-
of-flight analyzer. In the separator mode this mass resolving power would be sufficient to
access more than 90 % of the nuclides produced (see Section 2). The peaks are in good
agreement with Gaussian peak shapes (Fig. 5); they only show a weak tail on the left hand
side. The tail is due to the particular tuning of the voltages of the MR-TOF-MS and the
reduced kinetic energy, which leads to a larger beam diameter in the analyzer. In a next
step, the mass-selective retrapping was tested. Resolving powers as large as 13,000 have
been achieved (Fig. 6). The peak shape in separator mode shows less pronounced tails than
the Gaussian peak shape. This is highly beneficial for the separation of ions with strongly
different intensities. Because the MR-TOF-MS was operated at only half the design energy
during the commissioning and since the time for the commissioning and optimization was
limited, further performance improvements are expected in the future. However, already
now the MR-TOF-MS provides a factor 6 higher resolving power than the dipole magnet
currently used at ISAC and thereby almost 300 exotic nuclides for the different ion sources
become now accessible.

5 Envisaged applications

The TITAN facility at TRIUMF offers superb possibilities for the research with
exotic nuclides, particularly in the fields of nuclear structure, nuclear astrophysics and
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Fig. 6 Mass-selective retrapping of 133Cs+ after 155.5 turns in the time-of-flight analyzer. The mass resolv-
ing power in separator mode demonstrated here is a factor 6 higher than currently available by the ISAC
dipole magnet separator

fundamental symmetries and interactions. Many experiments have so far been hindered by
strong isobaric contaminations. In the following, two examples will be given where the use
of the MR-TOF-MS as isobar separator would be highly beneficial.

Exotic decay modes in the vicinity of proton-drip line for Z<30 [19] Of par-
ticular interest is β-delayed two-proton emission which was first predicted by Goldan-
skii [20] and was first experimentally observed for 22Al [21]. Direct two-proton (2p)
decay is another exotic decay mode. The direct 2p-decay process was first proposed
theoretically by Goldansky [22]. Nuclides with a proton separation energy Sp > 0
and a two-proton separation energy S2p < 0 are possible candidates for the two-
proton radioactivity. The 2p-decay rate is extremely sensitive to S2p and hence an
accurate determination of this quantity is required [23]. Direct precise mass measure-
ments will pin down the sign of S2p and help to confirm experimentally the possibil-
ity of 2p-radioactivity. The measurements can be done by using the MR-TOF-MS as
a separator and the Penning trap for the mass measurement or, in case of the most
short-lived and weakly produced nuclides, the MR-TOF-MS will be used for the mass
measurement.

In-trap decay spectroscopy For in-trap decay spectroscopy performed in the EBIT, iso-
baric contaminations result in increased background and complicated spectra [24, 25]. Thus
these experiments will strongly benefit from isobarically clean beams provided by the
MR-TOF-MS, which will result in an increase in sensitivity and accuracy.

6 Conclusions

The MR-TOF-MS at TITAN is based on novel mass spectrometric methods, the buffer gas-
filled RFQ-based ion beam switchyard and the mass-selective retrapping. Only due to these,
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the installation on the TITAN platform becomes possible. The system has been commis-
sioned at the Justus-Liebig-University in Gießen and installation at the TITAN facility is
underway. The device can be used to optimize and monitor the production of the exotic
nuclides, as an isobar separator and for mass measurements of the most short-lived nuclides.
The system will facilitate many new opportunities by increasing the number of accessible
nuclides at TITAN. A mass separation power of 50,000, which is sufficient to access more
than 90 % of the nuclides produced at ISOL facilities, is within reach.
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