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Abstract. This paper presented MMVD vanishing points detection algorithm
which was inspired by multi-model estimation. It was operated in image pixel
space, not parameter space. We first gave some vanishing points estimation
model assumption based on the lines’ position and angle of each other. Then, the
model assumption was used to construct the correlation matrix for line segments
clustering and vanishing points estimation. Clustering algorithm produced
vanishing points and they were refined by the EM algorithm to improve the
accuracy. Experiments showed that the detection speed was good and the
detection result can ensure good accuracy.
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1 Introduction

In graphical perspective, a vanishing point was a point in the picture plane that was the
intersection of the projections (or drawings) of a set of parallel lines in space on to the
picture plane. When the set of parallels was perpendicular to the picture plane, the
construction was known as one-point perspective and their vanishing point corresponds
to the oculus or eye point from which the image should be viewed for correct per-
spective geometry.

Based on the vanishing point, we could calibrate the camera. But there were two
key problems. One was the detection of vanishing point. The precision of vanishing
point directly determined the accuracy of camera calibration. If the point accuracy was
not high, it could lead to camera calibration error. On the other hand, computation
efficiency was crucial. Only the fast vanishing point detection method could be used for
real-time large-scale 3d reconstruction, but most of the existing vanishing point
detection algorithms were unable to meet the requirements. Bazin [1] said, in the past
30 years, although a lot of research was carried out, but no one was completely
satisfactory, the difficulty was that this was a pathological problem. For example, the
iterative detection algorithm of vanishing point often produced local minima, the
orthogonality calculation of vanishing point was complex, and the data may contain a
large number of outliers and so on. Even so, because the camera self-calibration could
provide an automatic way to obtain the initial position and orientation of the camera
which was valuable for image-based 3d reconstruction, the rapid detection of vanishing
point had been highly valued by researchers.
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2 Related Research

Caprile was first to use vanishing point to calculate the main point and rotation matrix
[2], many researchers carried out related work, but they all assumed that part of camera
parameters were known. Haralick [3] did not directly use vanishing point, using a
rectangular projection in the image. Wilczkowiak [4] used the relationship between
parallel lines to estimate projection matrix, whose essence was using of vanishing point
calibration. Chen [5] used a uniform grid on the assumption that the focal length was
known, which was the equivalent of artificial designated two vanishing point direction.
These methods have the requirements of constraint conditions, which are specified in a
single image by hand.

Recent year, Orghidan [6], Lopes [7] and Dong [8] used structured light features to
calibrate the camera, indirectly used vanishing points. Wang [9] used a hexahedral as
the calibration target to generate vanishing line. These vanishing lines contained
effective geometric constraint information for the calculation of camera direction and
focal length, but this calibration condition was too strict. Grammatikopoulos [10] used
multiple images, each of which was calibrated by the internal reference of the camera.
Using the direct geometric reasoning method, the absolute quadric curve was used in
essence. Because only two vanishing points existed on multiple images, his algorithm
could be addressed to the polygon like objects. Similarly, in the method of Stevenson
[11], the calibration equation was simplified by motion control of multiple cameras.

These calibration methods basically needed constraint conditions such as camera
moving track, or some manually specified marks in the image. In fact, the geometrical
characteristic of structured 3d scene in images itself could provide similar constraints
for camera calibration.

3 MMVD Algorithm

LSD [12] proposed a method of line segment detection which could provide linear time
complexity, and the error rate was very low. We took it to help detect line segments.

In this paper, according to the features of 3D scene structure, we put forward a
MMVD vanishing point detection algorithm for multi-model estimation. Multi-model
estimation method was inspired by Toldo [13]. The workflow of the algorithm was as
described:

(1) Construction of line subset and vanishing point model hypothesis
(2) Compute a Correlation matrix
(3) Line segments clustering and vanishing point estimation
(4) EM optimization

The following sections will focus on the process of each step to describe the
algorithm in detail. Here it was some definitions used in the algorithm:

L denoted an array of line segments detected by line segments, Ls denoted a line
subset of L, and was a collection of line segments used for vanishing point estimation.
en signified the detected n segment, esn denoted the starting point coordinate of line
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segment n, een denoted the end coordinates of the line segments n, and emn denoted the
midpoint coordinates of line segment n.

3.1 Construction of Line Subset and Vanishing Point Model Hypothesis

Model hypothesis was only the initial value which would be modified in repeated
calculation. Original line segments set we named it L, which usually contained a lot of
external data or error data, so line subset was to be constructed to remove these data
points. Vanishing point model hypothesis was also built from this subset.

SampleSetConstruct algorithm was described as followed:

Size of Ls(line segments) was N. Assuming that there were M vanishing points
estimations, then the algorithm traversed in L space. Each two line segments formed a
minimum sampling set lineSeg[i], and estimated a vanishing point. Model Hypothesis
calculated intersection of line pair, as the model hypothesis of vanishing point. We
could think that the hypothesis was not accurate, but it had a theoretical basis to be an
initial value, which was the spatial relationship of line segment and vanishing point.
Sample Set Construct could find pair for each line segment, unless it was obviously an
outlier. Figure 1 described the process of constructing the model hypothesis and
vanishing point line subset.
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3.2 Correlation Matrix

Correlation matrix determined the correlation of Ls and M vanishing points, which
constructed a consistency metric relation. Set center line of vm and en as ln, we should
compute the angle between the reference line ln and line segment en. If h was greater
than a certain threshold, we asserted that there was no correlation between line and
vanishing point (Fig. 2).

h en; lnð Þ ¼ arccos
en � ln
enj j lnj j ð1Þ

Fig. 1. From the original line segments, we can easily classify them into one-one pair form, so,
each pair had two lines and became the start of clustering. From now no, line subset and model
hypothesis of vanishing point was constructed iteratively.

Fig. 2. We used reference line to estimate relationship between vm and en
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In the correlation matrix RN�M, each row were N segments of the subset Ls, column
represented M models of vanishing point. Each element of matrix was valued as the
correlation degree:

RN�M ¼ R vm; enð Þ ð2Þ

When the correlation matrix built, hypothesis of position of vanishing point
obtained support on numerical value and relationship between vanishing point and line
segment formed a good initial state of clustering iteration. Next was the clustering and
estimation.

3.3 Line Segments Clustering and Vanishing Point Estimation

When the initial state of clustering was ready, in this step, the main work was to cluster
the line in RelateMatrix, and generate vanishing point estimation for each cluster.
Obviously, this was an iteration process. Vanishing point hypothesis in previous sec-
tion could be modified. Clustering method decided which line belong to which class
and also decided the result of vanishing point. In the clustering process, we used
Jaccard [14] distance to classify the data. At the end of the iteration, the distance
between all line segments is less than the specified threshold D.

Then it was to estimate vanishing point of each cluster. Line segment clustering of
each step resulted in the estimation value of a multi-model. Each model corresponded
to a vanishing point direction. Calculation formula according to the distance of the
vanishing point was as followed:

vj ¼ argmin
X

i;j¼ 1::mð Þ d ei; vpj
� � ð3Þ

The formula meant that for the cluster, the point could be the vanishing point
because it had the minimum average distance to lines in this cluster. This formula was
good at computation and weak at accuracy, which avoided least square solution.

In the process of clustering, each class was taken into calculation several times until
class distance was greater than a threshold D. The number of iterations depended on the
distribution of line segments in the image and the setting of the distance threshold.

3.4 EM Optimization

In this step, we tried to overcome our weakness in vanishing point estimation accuracy.
The clustering process described above most likely to split multiple classes which
corresponded to same vanishing point. EM method [15] was to refine the clustering
results for the purpose of optimization. Now, we wanted to obtain vanishing point
estimation of high reliability with EM optimization. In this section, we designed an EM
algorithm, while the n lines and m vanishing points were known. It was transformed
into a problem of using maximum likelihood function to estimate direction of lines.
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max
YM

i¼1
p vmð Þ ¼

XM

i¼1
log p vmð Þ ð4Þ

assumed:

p vmjenð Þ ¼ 1

wmn

ffiffiffiffiffiffi
2p

p
ri
exp

�h2mn
2r2i

� �
ð5Þ

Among them, hmn ¼ sin�1 vm � enð Þ, was angle of line direction and the direction of the
vanishing point. wmn was the weight, which could be obtained by calculating the largest
eigenvalue of the symmetric matrix, where Cm was the covariance matrix of the edge.

In M step, r2i , p enð Þ and en was estimated to make a maximum likelihood function.

p enð Þ � 1
N

XM

m¼1
p enjvmð Þ ð6Þ

r2i �
PM

m¼1 h
2
mnp enjvmð Þ

Np enð Þ ð7Þ

Because hmn ¼ sin�1 vm � enð Þ � vm � en, then en can be used with the right direction
of the linear least squares estimation formula:

minen Wm�m
n Am�3

n en
� ��� ���� ��2 ð8Þ

W was a diagonal matrix containing weight p enjvmð Þ, A was vanishing point
matrix. Through the SVD decomposition, we could to find the vector that was related to
the direction of line en.

4 Experiment

4.1 Efficiency of Vanishing Point Estimation

We took York Urban database [16] as our experiment data, including indoor and
outdoor images. Camera model was Panasonic DMC-LC80, image size at 640 * 480.

Fig. 3. Lines extracted in orthogonal directions of outdoor scenes
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The following figure was the result of line detection and the three vertical edges were
obtained by line segment clustering (Figs. 3 and 4).

We compared our method with Denis’ [16]. Table 1 showed the performance
results of vanishing point estimation. In the step of line segment extracting, several
algorithms were quite like in performance. But in the step of vanishing point estima-
tion, MMVD algorithm and MMVD + EM had obvious advantages.

It could be seen that for images of different sizes, even using EM optimization, the
convergence speed was very fast, it only took a few iterations to end. For images with
size of 1024 * 1024 or larger, Denis algorithm failed.

The images in Figs. 5 and 6 were rendered from the scene of a real-time digital city
with a resolution of 2048 � 1024. For the large image, the MMVD algorithm could
perform within 20 s, which could meet the needs of practical application.

Fig. 4. Lines extracted in orthogonal directions of indoor scenes

Table 1. VP estimation performance comparison

Algorithm Lines
number

Line extracting
time(s)

VP estimation time (s) Total Time(s)

Denis 1532 67 1445 1512
MMVD 1021 45 513 558
MMVD + EM 1021 45 535 581

Fig. 5. Performance comparison of several algorithms on different size images
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4.2 Accuracy of Vanishing Point Estimation

For the vanishing points detected by MMVD algorithm, we used the algorithm pro-
posed by Caprile [2] to calculate the focal length. And, we compared to the focal length
provided by York Urban database to verify the accuracy of our estimation algorithm
(Table 2).

The experiment used indoor and outdoor images. We used algorithm proposed by
Caprile to calculate the focal length. From the experimental results, it could be seen that
the error of camera focal length and the actual focal length calculated is small, proving
high accuracy of the estimate algorithm.

5 Summary

An important feature of three-dimensional structural scene was the presence of three
orthogonal directions, each orthogonal direction in the finite or infinity image plane
formed vanishing point. The orthogonal vanishing points can be used for the
self-calibration of the camera, and was more convenient than other manual calibration
methods. In this paper, a vanishing point detection method of multi-model consensus
estimation was proposed. This method used the detected line, using line segment
clustering to achieve the estimation of multiple vanishing point, and then optimized the
results through the EM algorithm. Experiments proved that, the algorithm could
quickly and accurately estimate the vanishing point and compute camera parameters.

Fig. 6. Line extraction results of scene rendering in digital city project

Table 2. Comparison of principal distance and real principal

Image Num P1020826 P1020830 P1020833 P1020177 P1020847

MMVD Focal 672.5933 672.5621 671.55 672.3515 672.2451
Original Focal 672.6122 672.6122 672.6122 672.6122 672.6122
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