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The editors have assembled an impressive and timely synthesis of two of the 
most dynamic fields in medicine: molecular imaging and metabolism. Recent 
advances in positron emission tomography, magnetic resonance imaging, and 
optical imaging not only allow us to image the human body but also to inter-
rogate its physiology. These advances are timely because the worldwide obe-
sity epidemic has forced scientists and physicians to rethink basic concepts of 
cellular and organismal metabolism. The in vivo metabolic insights being 
provided by molecular imaging techniques have the potential to revolutionize 
the understanding of diabetes and obesity, as well as to provide new insight 
into cardiac disease and other metabolic syndromes. Molecular imaging tech-
niques are also shedding new light on how cellular metabolism is altered 
during the pathogenesis of proliferative disorders (including cancer and auto-
immunity) and degenerative disorders (including Alzheimer’s disease and 
Parkinson’s syndrome).

The authors of each of the chapters are leading investigators in the evolv-
ing field of metabolic imaging and how it can be applied to the study of dis-
ease. For the introductory reader, the early chapters introduce the principles 
underlining molecular imaging and their application to the disease-related 
studies of organismal and cellular metabolism. For more advanced readers, 
the book provides an excellent synthesis of how recent advances in PET, 
MRI, and optical imaging have combined to advance the field of molecular 
imaging in pursuit of a greater understanding of human physiology. The later 
chapters describe the in vivo uses of metabolic imaging in studying the patho-
genesis of a wide variety of human diseases.

Collectively, the chapters of this comprehensibly prepared book make a 
compelling case that molecular imaging of metabolic processes will trans-
form our ability to diagnose and treat traditional and nontraditional metabolic 
diseases. It is a must-read for investigators interested in imaging and/or 
metabolism.

Craig B. Thompson
Memorial Sloan Kettering Cancer Center

Foreword for Imaging and Metabolism
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Both Metabolism and Molecular Imaging have recently received an increased 
interest across many scientific communities—especially with the emergence 
of the personalized medicine paradigm and the desire to better understand 
disease processes in a nondestructive and noninvasive manner.

Molecular imaging, as its name implies, is a field that lies squarely at the 
nidus of molecular biology and traditional medical imaging and is situated at 
the intersection of various disciplines—biology, medicine, chemistry, phys-
ics, genomics, pharmacology, and engineering. Over the past two decades, 
two factors have acted in concert to fuel the ascent of molecular imaging in 
both the laboratory and the clinic: an increased understanding of the molecu-
lar mechanisms of disease and the continued development of in vivo imaging 
technologies, ranging from improved detectors to novel labeling methodolo-
gies. Taking cancer as an example, both the cellular expression of disease 
biomarkers and fluctuations in tissue metabolism and microenvironment have 
emerged as extremely promising targets for imaging. Indeed, the field has 
produced effective molecularly targeted agents applied with a wide variety of 
imaging modalities, from fluorescence and luminescence to nuclear imaging 
and magnetic resonance.

With molecular imaging as a means to probe the inner workings of a cell, 
metabolism represents the fundamental biochemical processes that facilitate 
life. In the past century, an immense literature has been established elucidat-
ing the interconnected reactions, which transform nutrients into building 
blocks and functional cellular components and generate energy. Interestingly, 
metabolic reactions can establish a steady state that provides differential cell 
function and when derailed, in response to genomic or environmental 
changes, can result in a wide range of disease phenotypes. Moreover, dynamic 
aberrations in metabolism can lead to epigenetic regulation of gene expres-
sion, further manipulating cell function and even potentially cell fate deci-
sions. With a reemergence of metabolism to the forefront of biochemical 
research, novel molecular imaging tools allow for the ability to further con-
nect disease states with their fundamental causes, in vivo.

In this book, we sought for the first time to combine the latest insights into 
metabolism with state-of-the-art imaging technologies. In the first part of the 
book, we introduce the reader to advanced molecular imaging techniques as 
well as to the metabolism field. We then focus in Part II on approaches available 
for imaging metabolism. We complete the book with the specifics of imaging 
diseases, which have a metabolic component, e.g., cancer,  neurodegeneration, 
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diabetes, and fatty liver disease. The aim is to provide the reader with a multi- 
modality imaging compendium targeted at understanding metabolism from 
multiple viewpoints. Our overarching goal is for the first edition of this book to 
become a reference textbook for researchers interested in metabolism and the 
noninvasive tools that are available to interrogate aberrant metabolism in both 
the preclinical and clinical settings.

No work of this size can be achieved without significant help from some 
very special people. We would first like to thank all the contributors to this 
book—their efforts and work is very much appreciated. We would like to 
thank our postdocs and students for their insight and help reviewing and 
editing the chapters as well as Janet Folin and Karthik Periyasamy at Springer 
for their support and help. Finally, we would like to thank our better halves, 
Mikel and Parastou, for their patience and understanding while sitting through 
many evenings when we discussed planning this book over dinner.

New York, NY Jason S. Lewis 
New York, NY  Kayvan R. Keshari

Preface: Imaging and Metabolism



ix

Part I Basic Principles

 1  Molecular Imaging and Molecular Imaging Technologies . . . . . . . 3
Katja Haedicke, Susanne Kossatz, Thomas Reiner,  
and Jan Grimm

 2  A Topical Report on the Design Principles of Metabolism . . . . . . 29
Christopher J. Halbrook, Ho-Joon Lee, Lewis C. Cantley, and 
Costas A. Lyssiotis

Part II Metabolic Imaging Approaches

 3  Overview of Positron-Emission Tomography Tracers  
for Metabolic Imaging  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Ephraim Parent and Jonathan McConathy

 4  Introduction: MRI/MRS as Metabolic Imaging Tools  . . . . . . . . . 81
David Wilson and Michael Ohliger

 5  Metabolic Imaging Approaches: Optical Imaging � � � � � � � � � � � � � 99
Matthew A. Wall, Tiffany M. Heaster, Karissa Tilbury,  
Woo June Choi, Darren Roblyer, Ruikang Wang,  
Melissa Skala, and Jonathan T.C. Liu

Part III Metabolic Diseases

 6  Cancer Metabolism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
Daniel R. Wahl and Sriram Venneti

 7  Inflammation and Immune Metabolism . . . . . . . . . . . . . . . . . . . . 155
Carmen Paus, Derk Draper, Mangala Srinivas,  
and Erik H.J.G. Aarntzen

 8  Imaging in Diabetes  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
Liang Zhang and Greg M. Thurber

 9  Brain Disorders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
Vesselin Z. Miloushev and Ronald G. Blasberg

Contents

https://doi.org/10.1007/978-3-319-61401-4_1
https://doi.org/10.1007/978-3-319-61401-4_1
https://doi.org/10.1007/978-3-319-61401-4_2
https://doi.org/10.1007/978-3-319-61401-4_2
https://doi.org/10.1007/978-3-319-61401-4_3
https://doi.org/10.1007/978-3-319-61401-4_3
https://doi.org/10.1007/978-3-319-61401-4_3
https://doi.org/10.1007/978-3-319-61401-4_4
https://doi.org/10.1007/978-3-319-61401-4_4
https://doi.org/10.1007/978-3-319-61401-4_5
https://doi.org/10.1007/978-3-319-61401-4_5
https://doi.org/10.1007/978-3-319-61401-4_6
https://doi.org/10.1007/978-3-319-61401-4_6
https://doi.org/10.1007/978-3-319-61401-4_7
https://doi.org/10.1007/978-3-319-61401-4_7
https://doi.org/10.1007/978-3-319-61401-4_8
https://doi.org/10.1007/978-3-319-61401-4_8
https://doi.org/10.1007/978-3-319-61401-4_9
https://doi.org/10.1007/978-3-319-61401-4_9


x

 10  Fatty Liver Disease . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223
Scott C. Beeman and Joel R. Garbow

 11  Imaging Myocardial Metabolism  . . . . . . . . . . . . . . . . . . . . . . . . . 243
Robert J. Gropler and Craig R. Malloy

 12  Other Metabolic Syndromes  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 281
Matthew T. Whitehead and Andrea L. Gropman

 Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 325

Contents

https://doi.org/10.1007/978-3-319-61401-4_10
https://doi.org/10.1007/978-3-319-61401-4_10
https://doi.org/10.1007/978-3-319-61401-4_11
https://doi.org/10.1007/978-3-319-61401-4_11
https://doi.org/10.1007/978-3-319-61401-4_12
https://doi.org/10.1007/978-3-319-61401-4_12


xi

Erik H.J.G. Aarntzen Department of Radiology, Radboud University 
Medical Centre, Nijmegen, The Netherlands

Scott C. Beeman Mallinckrodt Institute of Radiology, Washington University, 
St. Louis, MO, USA

Ronald G. Blasberg Memorial Sloan Kettering Cancer Center, New York, 
NY, USA

Lewis C. Cantley Department of Medicine, Meyer Cancer Center, Weill 
Cornell Medicine, New York City, NY, USA

Woo June Choi Department of Bioengineering, University of Washington, 
Seattle, WA, USA

Derk Draper Department of Tumor Immunology, Radboud University 
Medical Centre, Nijmegen, The Netherlands

Joel R. Garbow Mallinckrodt Institute of Radiology, Washington University,  
St. Louis, MO, USA

The Alvin J. Siteman Cancer Center, Washington University, St. Louis, MO, 
USA

Jan Grimm Molecular Pharmacology Program, Memorial Sloan Kettering 
Cancer Center, New York, NY, USA

Department of Radiology, Memorial Sloan Kettering Cancer Center,  
New York, NY, USA

Robert J. Gropler Division of Radiological Sciences, Mallinckrodt Institute 
of Radiology, Washington University School of Medicine, St. Louis, MO, 
USA

Andrea L. Gropman The George Washington University School of 
Medicine, Washington, DC, USA

Katja Haedicke Molecular Pharmacology Program, Memorial Sloan Kettering 
Cancer Center, New York, NY, USA

Christopher J. Halbrook Department of Molecular and Integrative 
Physiology, University of Michigan, Ann Arbor, MI, USA

Contributors



xii

Tiffany M. Heaster Department of Biomedical Engineering, University of 
Wisconsin-Madison, Madison, WI, USA

Susanne Kossatz Department of Radiology, Memorial Sloan Kettering 
Cancer Center, New York, NY, USA

Ho-Joon Lee Department of Molecular and Integrative Physiology, 
University of Michigan, Ann Arbor, MI, USA

Jonathan T.C. Liu Department of Mechanical Engineering, University of 
Washington, Seattle, WA, USA

Costas A. Lyssiotis Department of Molecular and Integrative Physiology, 
University of Michigan, Ann Arbor, MI, USA

Division of Gastroenterology, Department of Internal Medicine, University 
of Michigan, Ann Arbor, MI, USA

Craig R. Malloy Departments of Radiology and Internal Medicine, 
Advanced Imaging Research Center, University of Texas Southwestern 
Medical Center, Dallas, TX, USA

VA North Texas Health Care System, Dallas, TX, USA

Jonathan McConathy Department of Radiology, University of Alabama at 
Birmingham School of Medicine, Birmingham, AL, USA

Division of Molecular Imaging and Therapeutics, University of Alabama at 
Birmingham, Birmingham, AL, USA

Vesselin Z. Miloushev Memorial Sloan Kettering Cancer Center, New York, 
NY, USA

Ephraim Parent Department of Radiology, Emory University School of 
Medicine, Atlanta, GA, USA

Carmen Paus Department of Tumor Immunology, Radboud University 
Medical Centre, Nijmegen, The Netherlands

Thomas Reiner Department of Radiology, Memorial Sloan Kettering 
Cancer Center, New York, NY, USA

Darren Roblyer Department of Biomedical Engineering, Boston University, 
Boston, MA, USA

Melissa Skala Department of Biomedical Engineering, University of 
Wisconsin-Madison, Madison, WI, USA

Mangala Srinivas Department of Tumor Immunology, Radboud University 
Medical Centre, Nijmegen, The Netherlands

Greg M. Thurber Department of Chemical Engineering, University of 
Michigan, Ann Arbor, MI, USA

Department of Biomedical Engineering, University of Michigan, Ann Arbor, 
MI, USA

Contributors



xiii

Karissa Tilbury Department of Chemical and Biological Engineering, 
University of Maine, Orono, ME, USA

Sriram Venneti Department of Pathology, University of Michigan Medical 
School, Ann Arbor, MI, USA

Daniel R. Wahl Department of Radiation Oncology, University of Michigan 
Medical School, Ann Arbor, MI, USA

Matthew A. Wall Institute for Systems Biology, Seattle, WA, USA

Ruikang Wang Department of Bioengineering, University of Washington, 
Seattle, WA, USA

Matthew T. Whitehead Children’s National Health System, Washington, 
DC, USA

David Wilson Department of Radiology, University of California San 
Francisco, San Francisco, CA, USA

Liang Zhang Department of Chemical Engineering, University of Michigan, 
Ann Arbor, MI, USA

Contributors



Part I

Basic Principles



3© Springer International Publishing AG 2018
J.S. Lewis, K.R. Keshari (eds.), Imaging and Metabolism, DOI 10.1007/978-3-319-61401-4_1

Molecular Imaging and Molecular 
Imaging Technologies

Katja Haedicke, Susanne Kossatz, Thomas Reiner, 
and Jan Grimm

1.1  Definition of the Field

Molecular imaging has become an integral  
component of modern medicine. Defined by the 
molecular imaging center of excellence as “the 
visualization, characterization, and measure-
ment of biological processes at the cellular and 
molecular level in humans and other living sys-
tems”, molecular imaging includes two- or 
three-dimensional noninvasive imaging as well 
as the quantification of acquired data over time 
[1]. Clinically, the importance of molecular 
imaging is paramount in the study and noninva-
sive diagnosis of diseases—based on molecular 
signatures rather than anatomic alterations—
which in turn enables early detection of 
abnormalities and evaluation of new treatment 
approaches for improved survival rates. James 
and Gambhir summarized the main advantages 
of molecular imaging approaches: the possibility 
of studying cells in their natural environment 

without any disturbance from outside, the analy-
sis of  complex biological processes in real time, 
the investigation of signaling pathways in vivo, 
the gaining of information about drug delivery 
and pharmacokinetics, and the obtaining of mul-
tiple data sets in adequate resolution from the 
same patient over time [2].

Molecular imaging probes are an essential 
component in imaging molecular processes 
in vivo, in particular, for visualization of a target 
of interest [3]. The hallmarks of a highly sensitive 
and selective imaging probe include the ability to 
bind to the molecular target with high affinity [4]. 
A molecularly targeted probe must also possess 
suitable pharmacokinetic properties to avoid 
undesirable biodistribution, to allow for excre-
tion or biodegradation, and to enable sufficient 
delivery into the target tissue. In the absence of 
these traits, false-positive results may occur with-
out specific detection of the targeted biological 
process of interest, or unwanted accumulation in 
nontarget tissue may result. An ideal probe is bio-
compatible, i.e., the compound does not induce 
side effects, is not toxic, and does not induce an 
immune reaction or significant biological 
response within the body. Finally, intracellular 
targets require additional considerations; bio-
logical barriers such as cell membranes must be 
overcome for effective targeting. Cell  membrane 
barriers may be surmounted either via active 
(receptor-mediated) or inactive transport, allow-
ing the agent to pass through the barriers. 
Anatomical barriers present similar challenges, 

K. Haedicke 
Molecular Pharmacology Program, Memorial Sloan 
Kettering Cancer Center, New York, NY, USA 

S. Kossatz • T. Reiner 
Department of Radiology, Memorial Sloan Kettering 
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most prominently the blood-brain barrier for 
 targets in the central nervous system.

Imaging agent selection and optimization 
toward the intended use are, however, only two of 
the hurdles to be considered for targeted probe 
design. Equally important for successful imaging 
is the selection of an appropriate readout technol-
ogy tailored to the biological problem. It should 
provide high-sensitivity images of sufficiently 
high resolution to detect early pathological 
changes on a molecular level. The last several 
decades have witnessed the development, valida-
tion, and evolution of a large array of imaging 
technologies [2, 5], including ultrasound [6], 
computed tomography (CT) [7], magnetic reso-
nance imaging (MRI) [8], positron-emission 
tomography (PET) [9], single photon emission 
computed tomography (SPECT) [10], and optical 
imaging using fluorescence imaging (FLI) [11], 
bioluminescence imaging (BLI) [12], optoacous-
tic imaging [13], and Cerenkov imaging [14]. 
Depending on the application, the processes to be 
visualized, the frequency and time period of 
image acquisition, the imaging area, and required 
resolution, one or more imaging modalities can 
be chosen to detect the structure or process of 
interest. Figure 1.1 summarizes the sensitivity, 
penetration depth, and spatial resolution of the 
most common imaging modalities. CT and ultra-
sound are typically used to obtain structural and 
anatomical information. Nuclear imaging modal-
ities like PET and SPECT enable the detection of 
molecular or metabolic processes but require the 
application of radioisotopes (e.g., 18F in 
[18F]-fluorodeoxyglucose (FDG)), to assess the 
metabolic activity of tumors and metastases [15]. 
Despite the outstanding sensitivity of nuclear 
imaging technologies, they lack in resolution and 
anatomical detail. In contrast, MRI can provide 
exquisite anatomic and physiologic information 
but is hampered by inherently low sensitivity. 
Optical imaging is used sparingly for anatomical 
or physiological inquiry alone but routinely for 
the detection of molecular and metabolic altera-
tions [3]. Acoustic imaging can also inform 
anatomical structures together with physiologic 
parameters using intrinsic contrast generators to 
facilitate visualization of molecular entities.

Superior imaging techniques are required 
given the emerging emphasis on molecular imag-
ing of disease-related, altered metabolism. Many 
genomic alterations encountered, e.g., in cancer-
ogenesis, lead to downstream changes in cellular 
glucose or amino acid metabolism and thus 
enable the detection of abnormalities and dis-
eases [16]. While the last decades have seen 
marked improvement in all of the aforementioned 
technologies and preclinical imaging agents [5], 
for many applications clinical imaging lags 
behind other diagnostic tools, e.g., ex vivo meth-
odologies including deep genome sequencing. 
Therefore, substantial effort is directed toward 
improving screening methods as well as pre- and 
intraoperative diagnostics for increased sensitiv-
ity and specificity. For intraoperative diagnostics, 
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Fig. 1.1 Sensitivity (a), penetration depth (b), and spatial 
resolution of the most common molecular imaging tech-
nologies: positron-emission tomography (PET), single 
photon emission computed tomography (SPECT), mag-
netic resonance imaging (MRI), ultrasound (US), fluores-
cence imaging (FLI), bioluminescence imaging (BLI), 
and Cerenkov luminescence imaging (CLI). Adapted 
from [19]
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the visualization of tumor margins as well as 
remaining tumor deposits play an important role 
[17], while preoperative diagnostics focus on the 
overall tumor burden, genomic signatures, and 
spatial location. Indeed, the field is currently 
experiencing a paradigm shift, moving into tumor 
characterization on a molecular level through 
radiomics or radiogenomics [18]. Similarly, 
monitoring of modern biological and immuno-
logical therapies has attracted intense interest in 
the molecular imaging community, whereby 
especially molecular metabolic imaging enables 
the detection of response to drugs based on 
alterations of metabolism much faster than con-
ventional anatomical imaging modalities.

1.2  Molecular Imaging 
Technologies

1.2.1  History

Molecular imaging was pioneered in the field of 
nuclear medicine in the 1920s when Hermann 
Blumgart injected bismuth-214 (radium-C) 
intravenously into patients to study blood flow 
[20]. In the 1930s, another milestone was 
reached with the advent of particle accelerators, 
e.g., the cyclotron enabled production of artifi-
cial isotopes [21]. Accelerators allowed scientists 
to produce a variety of radioisotopes and to 
select a specific radioisotope geared toward the 
biochemical process to be studied—indeed, the 
foundation of modern precision nuclear medi-
cine. Initially, the Geiger counter was used in 
patients to detect radioactivity from injected 
radioiodine (131I) to study abnormalities in goiter 
and hyperthyroidism [22]. The evolution of 
instrumentation allowed for the development 
of scintillation detectors, and the development of 
fast electronics for the detection of annihilation 
photons by means of coincidence counting. In 
1962, David Kuhl introduced emission recon-
struction tomography, with which single photon 
emission computed tomography (SPECT), 
positron-emission tomography (PET), and trans-
mission X-ray scanning (CT) became the primary 
tools for nuclear medicine. Medical scanning 

using 99mTc was reported first in 1963 by using a 
gamma camera [23]. In 1983, Henry Wagner 
generated the first successful PET image of a 
neuroreceptor using himself as the experimental 
subject [24]. The now ubiquitous 18F-FDG was 
first introduced in 1980s to study brain tumors 
where it was shown that FDG uptake correlates 
with the degree of malignancy [25]. In 1998, 18F-
FDG was used to determine the efficacy of 
chemotherapy in selected cancers and to predict 
response [26]. Today, 18F-FDG is the workhorse 
radiotracer for PET in oncology and beyond, 
outstanding as the most widely clinically used 
metabolic marker.

Since its inception in the 1940s, nuclear mag-
netic resonance (NMR) has been an indispensable 
tool in the physical sciences for characterization 
of molecules. However, not until 1971 did NMR 
begin to revolutionize radiology when it was used 
to detect tumors. The use of different gradients 
allowed for image acquisition in 1973 [27, 28]. 
By 1977, the first whole-body magnetic reso-
nance imaging (MRI) scanner was built to produce 
images of living human subjects [29]. In essence 
and in practice, MRI refers to spatially decoded 
NMR spectroscopy of physiological water pro-
tons; intrinsic contrast is generated by the water 
proton content and their immediate environment 
in different tissues. This environment may be 
altered artificially via introduction of paramag-
netic cations to enhance contrast. Various cations 
including manganese (Mn2+), iron (Fe3+), copper 
(Cu2+), chromium (Cr3+), and the rare earth gado-
linium (Gd3+) have been explored with Gd3+ 
being most effective in terms of contrast enhance-
ment due to its seven unpaired f-shell electrons. 
The first human trial using gadopentetate 
dimeglumine was performed in 1983 [30], which 
was approved 5 years later under the name 
Magnevist® as the first contrast agent for clinical 
use [31]. Since then, six other contrast agents 
have been approved with four being Gd3+ based 
and two Mn2+ based. In 2003, Paul C. Lauterbur 
and Sir Peter Mansfield were awarded with the 
Nobel Prize in physiology or medicine for their 
discoveries in the field of MRI, making this a 
routine modality in contemporary medical 
imaging [32].

1 Molecular Imaging and Molecular Imaging Technologies
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The discovery of the piezoelectric effect in 
1880 allowed for the development of ultrasound 
[33]. The piezoelectric effect describes the gen-
eration of electrical charges in certain materials 
as a response to mechanical stress, or vice versa 
(the inverse piezoelectric effect). This effect is 
applied using transducers to generate high fre-
quency sound signals (ultrasound). Ultrasound 
was later used for development of sound naviga-
tion and ranging (SONAR) technology in 1912 
[34]. In 1942, Karl Dussik became the first physi-
cian to use ultrasound in clinical applications, 
where he demonstrated detection of brain tumors 
in human subjects [35]. Later in 1948, it was used 
to diagnose gallbladder stones and made its way 
into obstetric-gynecology in 1958 [36]. In the 
late 1960s, it was discovered that small air bub-
bles could enhance the ultrasound echo signal, 
although it was not until 1990 when the first 
microbubble-based contrast agent Albunex™ 
was clinically approved [37].

The phenomenon of fluorescence was coined 
in 1852 by a publication of George Gabriel Stokes 
[38]. By 1887, 660 fluorescent dyes were known. 
The development of the fluorescence microscope 
in the early 1900s allowed investigators to study 
autofluorescence, and subsequently, fluorescent 
dyes bound to living cells [38]. The first medical 
applications using fluorescence of endogenous 
porphyrins in tumors after illumination with UV 
light date back to 1924 [39]. With the first label-
ing of antibodies with fluorescein isothiocyanate 
(FITC) in 1941, the field of immunofluorescence 
was born [40]. In 1942 the first administration of 
porphyrins followed by the detection of exoge-
nous red fluorescence took place [39]. The first 
fluorescent dyes to be synthetically produced 
were quinine and fluorescein, the latter being used 
for the first time clinically in 1948 to detect brain 
tumors [41]. The isolation of green fluorescent 
protein (GFP) from jellyfish in 1962 followed by 
its expression in cells allowed fluorescence imag-
ing of intact cell and organisms [42].

Bioluminescence was first documented by 
Aristotle around 300 BC, and the first book on 
bioluminescence and chemiluminescence was 
published in 1555 by Conrad Gesner on self- 
illumination over marine water as well as in 

 fireflies and glowworms [43]. The oxygen require-
ment for the bioluminescence process was 
observed in 1667. In 1873, the two key compo-
nents of the bioluminescence reaction, luciferin 
and luciferase, were identified and used to gener-
ate light, while luciferin could first be isolated in 
1956 [44]. Since then it has been widely used in 
research for in vivo imaging using the luciferase 
enzyme as reporter gene [45]. Of the many vari-
ants, the luciferase gene of the North American 
firefly, Photinus pyralis, is the most commonly 
used for research purposes [46].

Cerenkov light was first described by Madame 
Curie (probably together with radiolumines-
cence), though the phenomenon was first formally 
examined experimentally in 1934 by Pavel 
Cerenkov while studying luminescence under 
irradiation. Ilya Frank and Igor Tamm subse-
quently described the theoretical basis for the 
phenomenon from a special relativistic perspec-
tive in 1937 [47]. The first Cerenkov images in 
life science were generated in 2009 using 18F- 
FDG in tumor-bearing mice [48]. Two years 
later, Cerenkov emission from 89Zr was used for 
preclinical image-guided, intraoperative surgical 
resection of tumors [49]. Clinical Cerenkov lumi-
nescence imaging of 18F-FDG was performed in 
2014 by visualizing tumor in axillary lymph 
nodes [50]. Figure 1.2 summarizes the main find-
ings in the field of molecular imaging and its 
technologies.

1.2.2  Nuclear Imaging

Nuclear imaging is based on the introduction of 
radionuclides into the patient that emit detectable 
radiation (gamma or positrons) that can be visu-
alized with single photon emission computed 
tomography (SPECT) or positron-emission 
tomography (PET). PET and SPECT (radio)
tracers are typically administered in sub- 
pharmacological doses for noninvasive imaging 
of biochemical processes. With nuclear imaging, 
it is possible to observe molecular signatures, 
e.g., tumor-specific receptors or glycolysis, non-
invasively in vivo. With increasing knowledge of 
relevant targets in pathophysiological processes, 
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e.g., for tumor development, it becomes possible 
to monitor molecular events in the course of a 
disease, as well as during treatments such as 
chemo- or radiation therapy. In addition, molecular 

markers that reveal prognostic information can 
be imaged, and disease recurrence can be moni-
tored. Hence, nuclear imaging approaches can be 
widely applied to answer biological and medical 

2011
Pre-clinical intraoperative resection of tumors using Cerenkov fom 89Zr.
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1920

1930

1940

1950

1960

1970

1980

1990

2000

2010

2014
First clinical Cerenkov imaging of tumor in axillary lymph node using
18F-FDG.

2003
Paul C. Lautebur and Sir Peter Mansfield awarded with the Nobal
Prize in Physiology or Medicine fo their discoveries in the field of MRI.

1983
Henry Wagner generates first successful PET image of neuroreceptor
using himself as subject.

1977
First whole-body MRI scanner poduces images of living human subjects.

1973
NMR used in 3D images formation.

1971
NMR used to detect tumors.

1963
Medical scanning of 99mTc by using a gamma camera.

1962
David Kuhl introduces emission reconstruction tomography allowing
SPECT, PET and CT to become the primary tools for radiology.

1960s
Ultrasound echo signal found to be enhanced by small air bubbles.

1958
Ultrasound used for obstetic-gynecology

1948
Fluorescein used fo the first time clinically to detect brain tumors.

1942
Karl Dussik used ultrasound on human subjects to detect brain tumors.

1941
Field of immunofluorescence is born with the labeling of antibodies
with fluorescein isothiocyanate (FITC).

1934
Pavel Alekseyevich Cerekov describes the Cerekov effect
scientifically after Madame Curie observed it first.

1924
First medical applications using fluorescence of endogenous
porphyrins in tumors after illumination with UV light.

1912
Ultrasound used to develop sound navigation and sonar technology
for ships and to detect defects in metal alloys.

1873
Luciferin and luciferase identified as key components for
bioluminescence.

1667
Oxygen found as a requirement for the bioluminescence process.

300 BC
Bioluminescence documented by Aristotle

2009
First Cerenkov  image in life science using tumor-bearing mice and
18F-FDG.

1998
18F-FDG used to determine the efficacy of chemotherapy in
selected cances and to predict esponse.

1990
First microbubble-based contrast agent, AlbunexTM, clinically
approved.

1980s
18F-FDG  first used to study brain tumors, showing correlation of
FDG uptake with degree of malignancy.

1983
First human trial using gadopentetate
dimeglumine (approved as first contrast agent
for clinical use in 1988 as Magnevist®)

1978
Enhancement of contrast due to paramagnetic cations like
Mn2+, Fe3+, Cu2+, Cr3+ and Gd3+.

1962
Fluorescence imaging of intact cells and organisms by isolating green
fluorescent protein (GFP) fom jellyfish, follwed by its expression in cells.

1956
Isolation of luciferin.

1948
Ultrasound used to diagnose gall bladde stones.

Molecular imaging pioneered by Hermann Blumgart with injection of
bismuth-214 (radium-C) into patients.

1880

1942
First administration of porphyrins, leading to the detection of
exogenous red fluorescence.

1937
llya Frank and lgor Tamm discover theoretical background of
Cerenkov.

1930s
Development of artifical isotopes and cycloytron. Geiger counter 
used to detect radioiodine [131l] in patients with hyperthyroidism.

1920s

1900s
Development of fluorescence microscope allows studying 
autofluorescence and fluorescent dyes bound to living cells.

1887
List of 660 fluorescent dyes published.

Discovey of the Piezoelectric Effect, allowing poduction of ultasound.

1852
George Gabriel Stokes describes fluorescence in form of
phosphorescence upon discovering self-illumination in flora and fauna.

1555
Conrad Gesner publishes first book on bio-and chemiluminescence
after observing self-illumination over marine water and in fireflies and
glow-woms.

Fig. 1.2 Timeline of the history of molecular imaging and its technologies
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questions in preclinical and clinical  settings. 
Importantly, due to the nature of radioactive 
decay, predominantly PET, but with newer scan-
ners also SPECT imaging, are quantitative 
methods.

In the past, a wide array of biologically active 
molecules has been successfully labeled and 
translated to the clinic, including sugars, amino 
acids, nucleic acids, water, molecular oxygen, 
receptor-binding peptides, antibodies, biomacro-
molecules, nanoparticles, compounds targeting 
pH, and hypoxia or cells (e.g., stem cells or heat- 
inactivated red blood cells). Examples of probes 
which are on the verge of clinical translation are 
discussed in the respective PET and SPECT 
imaging probe chapter below. Based on which 
type of molecule is radiolabeled, nuclear imaging 
can measure pharmacokinetic processes (e.g., 
transport rates, metabolic rates, binding proper-
ties) and molecular expression patterns (cell 
surface receptors, transporters, shed antigens, 
enzymes). To create nuclear imaging probes, a 
large number of radioisotopes and labeling tech-
niques have been established, all of which can be 
tailored to the respective imaging problem at 
hand. Major advantages of nuclear imaging are 
its high sensitivity and ability to detect even pico-
molar tracer concentrations throughout the entire 
body, allowing quantitative whole-body imaging. 
Conversely, the most significant shortfall of 
nuclear imaging is its relatively low spatial reso-
lution, limited to 4–8 mm (clinical) and 1–2 mm 
(preclinical), impairing the ability to accurately 
resolve small structures [51]. This is based on the 
physical characteristics of the detector system, 
the radiotracer, and the reconstruction methods. 
Both PET and SPECT have been developed for 
the use in human subjects, followed by the intro-
duction of dedicated small animal scanners, 
which provide a higher spatial resolution for 
basic and translational research [52–54]. 
Combination of functional imaging with high-
resolution morphological/anatomical information 
via computed tomography (PET/CT and SPECT/
CT) has been proven to be superior to single 
modality imaging and has dramatically improved 
diagnostic accuracy and spatial localization of 
many lesions [55, 56]. More recently, hybrid 

systems combining magnetic resonance imaging 
with PET have been developed [57], adapted for 
use in humans, and introduced to the clinic [58]. 
Currently, the use of PET/MRI scanners is still 
heavily research based, but more scanners with a 
clinical focus are being installed. PET/MR imag-
ing presumably will have the most pronounced 
additional value over PET/CT when investigat-
ing diseases in anatomical regions where high 
soft tissue contrast is required or it is desirable 
to avoid additional ionizing radiation from CT 
[59, 60].

1.2.2.1  PET Imaging: Probes 
and Principles

Radioisotopes suitable for PET imaging decay 
via the emission of positrons (β+-emission). Once 
ejected from the nucleus, positrons travel through 
space, gradually loosing velocity, until they even-
tually annihilate through collision with a negatron 
(electron), producing two high-energy γ-rays 
(511 keV), released in almost opposite directions. 
Surrounding PET detectors recognize coinci-
dence photons, i.e., photons detected at the same 
time on opposite sides of the detector ring 
(Fig. 1.3, PET imaging) [61]. The point of origin 
can be reconstructed using the spatial and tempo-
ral information. From millions of decay events, 
three-dimensional images can be reconstructed 
showing the quantitative distribution of the tracer 
of interest [62, 63].

For efficient leveraging of this process in bio-
logical systems, radiotracers have to be chosen 
whose half-life matches the desired biological 
imaging window as well as the biological half-
life of the labeled biomolecule in the body. 
Typically, radioisotopes with physical half-lives 
of a few minutes to several days are used. The 
most commonly used isotopes include 14O 
(~2 min), 13N (~10 min), 11C (~20 min), 68Ga 
(~67 min), 18F (~110 min), 64Cu (~12.7 h), and 
89Zr (~78.4 h). Logistically, the use of isotopes 
with half-lives of less than 2 h are produced  
on-site or within close proximity of a cyclotron, 
while isotopes with a longer half-life can be 
 produced off-site and be shipped to the imaging 
facility. Some radioisotopes can be produced by a 
generator (68Ga, 82Rb). Especially for the use of 
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very short-lived isotopes (less than 100 min), the 
chemistry to incorporate the isotope into the bio-
molecule and the time to administer the tracer to 
a patient become a significant logistical con-
sideration and sometimes limiting factor for the 
routine use of PET/CT to facilities without a 
cyclotron and the associated chemical production 
infrastructure.

PET imaging is inextricably linked with 18F-
FDG (2-[18F]fluoro-2-deoxy-D-glucose) imaging; 
in many hospitals, the terms are used synony-
mously. The metabolically active radiolabeled 
glucose analog is used to image glucose transport 
and glycolytic activity of cells. After initial uptake 
into the cell through glucose transporters, 18F-
FDG becomes phosphorylated by hexokinase and 
is subsequently trapped in the cell due to the 
newly gained negative charge from the phosphor-
ylation—and with it the radiolabel. Quantification 
of the 18F-content therefore allows physicians to 
identify tissues with elevated metabolic rates, a 
hallmark of malignant growth (Warburg effect) 
[64–66]. 18F-FDG was developed in 1976 in col-
laboration between the National Institutes of 
Health, the University of Pennsylvania, and 
Brookhaven National Laboratory with the pur-
pose to observe cerebral glucose metabolism [67]. 
The first images were obtained with a Mark IV 
radionuclide computed tomography system [68], 
whose detection mechanism is based on single 
photon counting (without coincidence) and 
showed a high concentration of the tracer in the 
brain of healthy volunteers [69, 70]. In parallel, 
the first scanners with two opposing scintillation 
cameras to capture both emitted photons (coinci-
dence) were developed, which led to a major 
improvement in image sensitivity and resolution 
[61, 71]. The increased glucose consumption of 
tumor cells was known since the 1930s [66], and 
the potential of 18F-FDG to image malignant cells 
in the brain was established soon after its discov-
ery [72, 73]. During the 1980s whole-body imaging 
with PET was evaluated, and by the 1990s, PET 
imaging became an established method for diag-
nosis, staging, monitoring treatment, and detect-
ing recurrence in a large variety of tumors, making 
18F-FDG the single most important tracer in clini-
cal practice today. Similar to most tumor cells, 

some inflammatory cells also show an increased 
glucose consumption, which enables the use of 
18F-FDG for imaging of inflammatory processes, 
such as granulomatous diseases [74–76], arthri-
tis [77–79], or atherosclerosis [80–82]. At the 
same time, this complicates imaging in tumor 
types that are linked to strong inflammatory 
processes, since FDG-PET imaging cannot dif-
ferentiate between malignant and inflammatory 
masses [83].

Undoubtedly, FDG-PET and FDG-PET/CT 
has added immeasurable diagnostic value for 
many diseases, first and foremost for tumor 
detection, delineation, staging, monitoring, and 
imaging of recurrence (see [83–97] for reviews 
and meta-analyses). Irrespective, 18F-FDG it is 
not a one-size-fits-all imaging agent, as some 
tumors show low FDG uptake, while some 
benign processes lead to increased glucose 
consumption [98–100]. The most common malig-
nancy where FDG-PET is of limited value is 
(recurrent) prostate cancer [101, 102], but, among 
others, imaging of hepatocellular carcinoma and 
primary brain lesions is also challenging using 
18F-FDG [103, 104]. To close this gap, the devel-
opment of other more specialized PET imaging 
tracers has been pursued. Preclinically, hundreds 
of different PET tracers were developed, investi-
gating a host of targets and tracer combinations. 
However, only in the last decade, the FDA 
approved new PET tracers for use in oncology. A 
range of additional tracers have now entered clin-
ical use but are still far from being standard. A 
subset of the novel radiotracers image metabolic 
processes, in parallel to FDG. Choline radiola-
beled with 11C or 18F is a promising tracer of cell 
metabolism, its retention indicating elevated 
membrane synthesis. Choline intake in tumor 
cells is upregulated due to their higher demand 
for cell membranes building blocks and subse-
quently elevated phospholipid synthesis rates 
[105]. Radiolabeled choline has been shown to 
be most useful in restaging patients with bio-
chemical failure after local treatment for prostate 
cancer, but studies for other patient subgroups 
and tumor types are warranted [106–111]. 
11C-Acetate is a marker for overexpression of 
fatty acid synthase, which occurs frequently in 
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prostate cancer. Sensitivity and specificity for 
primary lesion detection were rather low, but 
11C-Acetate imaging can be useful for patients 
with biochemical recurrence [112–114]. 
18F-Fluoro-ethyl-tyrosine (18F-FET) and 
11C-Methionine are two amino acid-based radio-
tracers. They are especially useful for imaging of 
brain lesions, where FDG-PET is of limited value 
due to the high glucose consumption of normal 
brain and consequently high baseline uptake 
[115–118]. Amino acid-based radiotracers get 
into cells via the membranous amino acid trans-
porter system and have been shown to be useful 
for lesion detection with good contrast in low 
grade and high grade brain tumors, at lower 
effective doses than 18F-FDG [119, 120]. Both 
tracers have been established as valuable tools in 
brain tumor imaging, but 11C-Methionine requires 
an on-site cyclotron due to the short half-life of 
the 11C, while that is not necessary for 18F-FET 
[121–123]. Very recently, a synthetic analog of 
L-leucine, 18F-fluciclovine (18F-FACBC), was 
FDA approved for the use in prostate cancer. It 
has an improved biodistribution, less renal clear-
ance, superior sensitivity, and longer half-life 
compared to 11C-Choline [124]. Another class of 
agents, the nucleoside analogs, is represented by 
18F-fluoro-deoxythimidine (18F-FLT). This 
pyrimidine analog is trapped in cells after phos-
phorylation by thymidine kinase 1 and reflects 
cell proliferation [125–127]. 18F-FLT was sug-
gested to be superior to FDG for glioma imaging, 
due to its low background uptake in brain [125], 
but is also evaluated as imaging agent and prog-
nostic predictor for other tumor types [128–130]. 
Other types of tracers, which are, e.g., selective 
for hypoxic tissue, can give insights into progno-
sis and potential treatment responses/resistance. 
18F-FMISO, 18F-FAZA, and 62/64Cu-ATSM are 
examples for tracers that can selectively map 
oxygen deficiency. Their eventual clinical value, 
distinct characteristics, and which hypoxia tracer 
is most beneficial under which circumstances are 
currently being investigated [131–137].

Apart from metabolism tracers, novel radiola-
beled peptide and antibody PET probes for 
receptor imaging are entering the clinical arena. 
Neuroendocrine tumors, e.g., are known to have 

a slow metabolism but frequently overexpress 
somatostatin receptors [138–140]. Hence, radio-
labeled somatostatin analogs for diagnosis and 
therapy have been developed, leading to FDA 
approval of 68Ga-DOTATATE in June 2016. Other 
somatostatin imaging agents are under inves-
tigation (68Ga-DOTATOC, 68Ga-DOTANOC) 
[141–143]. More recently, prostate-specific 
membrane antigen (PSMA) agents for detection 
of prostate cancer relapses and metastasis have 
been developed. Small molecule inhibitors have 
been labeled and have entered the clinical 
research space (e.g., 68Ga-PSMA-DKFZ-11) 
[144, 145]. In parallel, the development of gas-
trin-releasing peptide receptor (GRPr) targeting 
agents (e.g., 68Ga-RM2, 68Ga-NeoBOMB1), which 
is also highly overexpressed in primary prostate 
cancer, is under clinical evaluation [146, 147].

Radiolabeled monoclonal antibodies (mAb) 
can be summarized under the term immuno-
PET. Immuno-PET is an exciting option for 
imaging of tumor-specific targets but also for 
guidance and monitoring of mAb-based thera-
pies, e.g., by predicting their biodistribution and 
assess treatment responses. Here, mostly longer-
lived PET isotopes such as 64Cu, 124I, and 89Zr 
feature a long enough half-life to be able to image 
the slow accumulation of full-sized antibodies in 
tumors [148]. The use of shorter-lived isotopes 
has become available by the application of anti-
body fragments with faster pharmacokinetics or 
the development of novel pretargeting approaches 
[149]. The field of immuno-PET is now rapidly 
growing, since genomic and proteomic 
approaches are revealing numerous relevant tar-
gets in, e.g., tumor development, progression, 
and metastasis and therapeutic antibodies are 
increasingly investigated. A selection of antibod-
ies that have been radiolabeled and preclinically 
and partially clinically investigated as diagnostic 
agents is cetuximab, rituximab, bevacizumab and 
trastuzumab, huA33 and girentuximab [149–
152]. Rapid progression toward clinical use will 
likely lead to the introduction of immuno-PET to 
the clinical landscape and improve current proce-
dures in diagnosis and therapy monitoring.

Due to the nature for the positron detection 
with coincidence imaging, for a long time only 
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one isotope could be injected simultaneously, 
since all positrons annihilate with the same 
energy—irrespective of the nuclide of origin. 
However, recent developments are moving PET 
imaging into multitracer capabilities, e.g., triple 
coincidence imaging. Positron-gamma emitters 
generate a significant number of triple coinci-
dences through additional gamma decays [153] 
that can be extracted from the acquired list-mode 
data which allows them to be differentiated from 
the standard PET radionuclides [154]. This new 
approach allows imaging two PET tracers at the 
same time and therefore a deeper insight into 
metabolism.

1.2.2.2  SPECT Imaging: Probes 
and Principles

Gamma-emitting isotopes can also be used for 
noninvasive imaging of living subjects using 
SPECT. In SPECT, usually two gamma cameras 
are rotated around the subject to collect the γ-rays 
(Fig. 1.3, SPECT imaging). SPECT probes and 
instrumentation precede PET imaging and have 
been developed since the 1960s. Preclinical 
SPECT can reach submillimeter resolution (0.5–
2.5 mm), while clinical SPECT/CT has a lower 
resolution (7–15 mm). However, recent clinical 
advances in instrumentation show major improve-
ment in resolution and image acquisition speed 
without sacrificing sensitivity [155, 156].

Due to the nature of the technique to collect 
single gammas, as well as scatter and attenuation 
effects, quantification of the technique is chal-
lenging, but more recent developments offer 
promising solutions [157]. On the other hand, it 
is possible to detect different isotopes simultane-
ously, because probes can be labeled with isotopes 
that emit gamma rays at different energies [158, 
159]. Typically, SPECT isotopes have a longer 
half-life than PET isotopes, ranging from several 
hours to days. Therefore, SPECT is often used to 
measure relatively slow kinetic processes. The 
most commonly used isotopes in SPECT are 
99mTc (~6 h), 123I (~13.2 h), 111In (2.8 days), and 
131I (~8.0 days). The generator-produced 99mTc is 
the most commonly used  medical radioisotope 
for detection in conventional gamma (scintilla-
tion counters) and SPECT  cameras [160]. It is 

used clinically in more than 30 radiopharmaceu-
ticals. A host of SPECT imaging probes have 
been developed, including monoclonal antibod-
ies, antibody fragments, peptides, and small 
molecules [161, 162]. 111In- or 99mTc-labeled 
monoclonal antibodies have thus far been 
approved by the FDA for  diagnostic imaging 
[163]. Furthermore, an established clinical 
application of SPECT is imaging of 
 neuroendocrine tumors (NET) by targeting the 
 frequently overexpressed somatostatin receptor 
family. The indium-111-labeled peptide 
111In-pentetreotide (Octreoscan®) was the first 
approved radiopeptide for diagnostic use and 
remains the most  successful one [164–167]. The 
radiolabeled guanethidine analog meta-iodoben-
zylguanidine (123I-MIBG or 131I-MIBG) has also 
been suggested for NET imaging, among others 
for pheochromocytoma and neuroblastoma [168]. 
Several studies have shown the utility of sentinel 
lymph node imaging with SPECT/CT using 
99mTc-labeled sulfur colloids by increasing local-
ization, sensitivity, and specificity of imaging 
compared to planar lymphoscintigraphy [169–
171]. Detection of bone metastasis, which occurs 
in approximately 30% of cancer patients, can be 
achieved with bone scintigraphy. SPECT/CT 
imaging with 99mTc-methylene diphosphonate 
(99mTc-MDP) provides whole-body visualization 
of bone lesions with sensitivity of 62–100% but 
rather limited specificity of 25% [172, 173].

SPECT has been suggested to be used for 
imaging of metabolism in various ways. The high 
cost and limited availability of PET led to efforts 
to realize SPECT imaging of glucose metabo-
lism. 99mTc- or 123I-labeled sugar derivatives have 
been evaluated but did not emerge as effective 
alternatives to 18F-FDG PET [174]. 18F-FDG has 
also been directly used for SPECT imaging, indi-
cating sufficient sensitivity and resolution to 
detect myocardial viability and diagnose malig-
nant tumors, if the pathological structure is >2 cm 
[175]. 123I-methyltyrosine (123I-IMT) is an exam-
ple of an amino acid analog for SPECT imaging, 
which reflects the rate of amino acid synthesis 
and is especially useful for imaging of brain 
tumors, because it can cross the blood-brain bar-
rier [176–178].
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Other SPECT tracers in preclinical and 
 clinical development are targeting, e.g., prostate 
cancer, lung cancer, and brain tumors showing 
the broad range of clinical applications of 
SPECT/CT in oncology. Especially if used as 
hybrid technology with CT, the technique is 
likely to expand due to the combination of avail-
ability of hybrid gamma cameras and increasing 
availability of tracers.

1.2.3  Magnetic Resonance Imaging

Magnetic resonance imaging (MRI) stands out as 
the imaging technology with a much higher  spatial 
resolution (typically voxel size 100 μm3–1 mm3) 
than nuclear and optical imaging, paired with an 
extraordinary soft tissue contrast compared to 
computed tomography but plagued with lower 
sensitivity than nuclear modalities. MRI is based 
on measuring energy released by hydrogen nuclei 
when they relax back into their original spin state 
(parallel or antiparallel) in a magnetic field after 
being excited by a radiofrequency pulse (nuclear 
magnetic resonance, NMR). The endogenous soft 
tissue contrast depends on basic parameters: pro-
ton density, longitudinal (T1) relaxation time, and 
transverse (T2) relaxation time. By varying the 
pulse sequence parameters (e.g., repetition time, 
echo times) and increasing the magnetic field 
strength, signal intensity and contrast can be 
enhanced. The technique is free of ionizing radia-
tion and is not limited by depth penetration but is 
also considerably more costly and time consuming 
than other methodologies. Therefore, evaluation 
of cost-effectiveness is an important factor in the 
decision if MRI or CT is performed. MRI is rou-
tinely used for diagnostics of the central nervous 
system, abdominal organs, pelvis, breast, heart, 
and vessels [179]. Regarding clinical oncology, 
MRI is established in lesion detection in soft 
tissues (e.g., sarcomas), additional lesion charac-
terization, evaluation of physiologic parameters 
(diffusion, dynamic contrast enhancement), and 
therapy monitoring. Recently, hardware innova-
tions have made high-resolution whole-body MRI 
clinically feasible [180, 181], enabling imaging of 
metastatic spread and bone marrow diseases [182].

Conventionally, MRI is classified as an  
anatomical-morphological technique, but the use 
of contrast agents, the development of novel 
applications, and the identification biomarkers 
for MRI are bridging the gap to true molecular 
imaging, supplementing, and enhancing ana-
tomic information. Quantitative MR imaging 
applications can report on various aspects of 
tumor biology, including perfusion, cellularity, 
protein deposition, and metabolism [183].

The low sensitivity of conventional MRI (10−3 
to 10−5 M) can be explained by the low polariza-
tion (and therefore NMR signal) of proton nuclei 
at thermal equilibrium. At body temperate, e.g., 
only about one of one million nuclei contributes 
to the measured NMR signal in a standard clini-
cal scanner [184]. The most prominent ways to 
increase MRI sensitivity are increasing magnetic 
field strengths (3.0 Tesla (T) compared to the 
standard 1.5 T leads to a proportional increase in 
NMR signal [185]) and alternative applications 
such as whole-body diffusion MRI, MR spectros-
copy, and hyperpolarization, which will be 
discussed below.

Alternatively, visualization of pathologies 
with MRI can be enhanced by the introduction of 
external contrast agents, which shorten the relax-
ation time of protons in tissue, enhancing signal 
to noise ratio. Contrast-enhancing agents can be 
classified as paramagnetic or superparamagnetic, 
enhancing T1 and T2 contrast, respectively. The 
limited sensitivity of MRI requires higher doses 
of contrast agents in the micro- to millimolar 
range as opposed to femto- and nanomolar for 
nuclear and optical imaging. The most commonly 
used contrast agents are based on the rare-earth 
metal gadolinium or its derivatives [186, 187]. 
Since free gadolinium is toxic, approved agents, 
such as Magnevist®, incorporate each gadolinium 
(Gd) atom into a chelate [188]. The most com-
mon Gd chelates are low molecular weight com-
pounds with high T1 relaxivity, which distribute 
quickly into the intravascular and  interstitial 
space, enhancing contrast according to their bio-
distribution. As rule of thumb, the  contrast agent 
dose can be reduced by half when field strengths 
are increased from 1.5 to 3.0 T [189]. Next to the 
extracellular fluid agents, such as Magnevist®, 
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Omniscan®, and Dotarem®, Gd-based agents 
have been modified to preferentially improve 
contrast of the blood pool by binding to albumin 
[190, 191] or exhibit biliary excretion and uptake 
into hepatocytes for liver imaging [186, 192]. To 
achieve an increase in tumor accumulation and 
relaxivity as well as creating the opportunity to 
attach targeting molecules, macromolecular con-
jugates derived from conjugation of Gd-DTPA or 
Gd-DOTA to polymeric materials were devel-
oped [187, 193]. To decrease toxicity, linear 
chelators have recently been abandoned in favor 
of cyclic agents.

T2/T2* contrast-enhancing agents include 
superparamagnetic iron oxide particles (SPIO). 
These nano-sized iron oxide crystals, which are 
typically coated with polymers like dextran or car-
boxydextran, contain several thousand iron atoms 
each, causing an increase in relaxivity which can 
be much higher than for Gd chelates and exhibit 
high biocompatibility. SPIO agents accumulate in 
liver, spleen, bone marrow, and lymph nodes 
because they are subject to phagocytosis by Kupffer 
cells after recognition by the reticuloendothelial 
system. Their localization in Kupffer cells in liver 
parenchyma, but not in pathologic lesions, which 
do not contain reticuloendothelial cells, allows for 
imaging of benign and malignant liver lesions. A 
number of SPIO, e.g., Feridex® and Resovist®, 
received regulatory approval for liver imaging 
[194], but production was discontinued a few years 
later in the USA due to low demand. Another SPIO 
agent, Feraheme®, which is approved for the treat-
ment of anemia, is being explored as imaging agent 
for lymph node imaging.

SPIOs are modular and allow for adjustment 
of the core and the coating to improve their 
colloidal stability, RES targeting, and relaxiv-
ity. Furthermore, in the preclinical research 
space, SPIO containing nanostructures are 
developed, which allow for modification of the 
hydrophilic shell, the hydrophobic core, the 
attachment or targeting ligands, and the load-
ing with therapeutic drugs (see [195] for a 
recent overview). Diagnostic accuracy of MRI 
could be further improved by dual-contrast 
T1- and T2-weighted imaging with targeted 
gadolinium-labeled SPIOs [196].

Despite intense development of targeted and 
functionalized MRI contrast agents in the pre-
clinical setting, clinically available contrast 
agents all rely on passive targeting mecha-
nisms. The goal of imaging-specific tumor 
receptors with MRI in the clinic has not yet 
been achieved [197].

Magnetic resonance spectroscopy (MRS) is 
an MRI application that can detect the frequency 
of metabolites, especially in the brain and spine, 
based on chemical shift [198]; it is however lim-
ited to the same low sensitivity as MRI due to the 
underlying physical limitations in imaging of 
water protons (1H). This sensitivity limit can be 
overcome by hyperpolarization of a material 
beyond thermal equilibrium conditions.

Hyperpolarization techniques allow to 
increase the signal of a given number of nuclear 
spins by more than 105 times, independent of the 
magnetic field [199]. This enables the detection 
of other, less abundant, nuclei beyond 1H, such as 
3He, 13C, and 15N. Hyperpolarization can be 
achieved by artificially creating a nonequilibrium 
distribution of the spin states of nuclei, where the 
population difference between parallel and anti-
parallel spins is increased by several orders of 
magnitude. With hyperpolarized MRI visualiza-
tion of transient molecular changes in metabolic 
processes becomes feasible, which were previ-
ously inaccessible. An important difference to 
conventional MRI is that the hyperpolarized 
agents generate the detected signal themselves, 
as opposed to paramagnetic agents, which 
shorten the relaxation time of adjacent protons. 
Of the different methods to create a hyperpolar-
ized state, dynamic nuclear polarization has 
emerged as technique to polarize endogenous 
molecules (e.g., 13C and 15N), enabling the obser-
vation of small molecule metabolic agents and 
their metabolic products in action [200]. This 
approach allows real-time observation of 
 fundamental metabolic processes and changes 
thereof, such as production of lactate and alanine 
from pyruvate, by injecting 13C-labeled pyruvate 
[201]. 13C-labeled pyruvate is furthermore under 
clinical evaluation for prostate cancer imaging, 
since elevated levels of lactate have been 
 identified as tumor biomarker [202]. Preclinical 
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investigation of the usefulness of 13C-labeled 
molecules for tumor imaging and therapy 
monitoring is warranted [203–207]. Other hyper-
polarization approaches, namely, the “brute 
force” approach and optical pumping methods, 
allow for hyperpolarization of noble gases (3He, 
129Xe) [208, 209], which enabled functional MRI 
imaging of the lung despite its low proton density 
[210–212]. The lipophilic 129Xe has also gained 
great interest for imaging of lipid-rich tissues in 
the body, since it readily dissolves in blood and 
tissue after inhalation, while 3He does not [209, 
213, 214].

1.2.4  Ultrasound Imaging

Ultrasound techniques hinge on the phenome-
non of piezoelectric transduction to produce 
sound waves and subsequently detect those 
reflected (echoed) by physical tissue boundaries. 
Sound waves are generated and received by asso-
ciated transducers; 2–15 MHz scanners are 
typical for clinical applications. The imaging 
technology of ultrasound has steadily improved 
during recent years due to the improvements in 
image analysis; indeed, real-time imaging with 
millimeter spatial resolution is now possible. For 
research, higher frequencies up to 100 MHz can 
improve resolution to less than 100 μm but at the 
cost of penetration depth with around 8 mm [215].

Generally, clinical ultrasound imaging is 
mainly used to detect and characterize lesions in 
the urogenital tract, liver, head and neck, and soft 
tissue. Though standard techniques mainly pro-
vide morphological information, assessment can 
be improved through application of more sophis-
ticated elastographic or Doppler imaging techniques 
which inform cellularity (the higher the greater 
the loss in elasticity) and vascularity (by imaging 
the flow of blood through the Doppler Effect), 
respectively. 3D images can be generated by 
detecting ultrasound frequencies from several 
locations around the object [216]. As the sensi-
tivity of the bare technology is not satisfying yet, 
especially for smaller vessels, those with less 
perfusion as well as for molecular targets, the 
application of contrast agents is indispensable.

Contrast agents for ultrasound imaging have 
historically exhibited varying degrees of sophisti-
cation, from free gas bubbles with only a short 
lifetime in blood first used to now state-of-the-art 
shelled microbubbles, of which a few, e.g., 
Levovist®, are clinically approved [37]. Shelled 
microbubbles are typically synthesized as a gas 
core stabilized by a lipid, protein, or polymer 
shell and measure only 1–4 μm in diameter, facil-
itating passage into even very small capillaries. 
After intravascular administration, vascularity of 
a tissue may be visualized with a very high sen-
sitivity (picograms) and specificity. Further, 
microbubbles can be used as unspecific imaging 
agents or coupled to antibodies or peptides for 
more specific targeting to sites of biological rel-
evance. In this context, microbubbles conjugated 
to an antibody against VEGF receptor 2 or to 
RGD peptide against integrins were able to accu-
mulate in tumors in vivo [217, 218]. Recent 
efforts have extended the potential applications 
for microbubbles to initiate therapy by loading 
genes or drugs into the bubbles [219, 220]. 
Nanobubbles have been envisioned to take advan-
tage of the enhanced permeation and retention 
(EPR) effect for ultrasound tumor imaging, 
though in practice, the decrease in size compro-
mises the strength of the reflected ultrasound 
echo, limiting the usefulness of this technique 
presently. Therefore, ultrasound is most com-
monly used to image endovascular targets and to 
gain information on vascular structure.

A recently emerging field is optoacoustic or 
photoacoustic imaging. This technology is based 
on the emission of ultrasound after excitation 
with light using a nanosecond-pulsed laser and 
thus a transient increase in volume of the excited 
object [13]. This enables the localization of fluo-
rescent probes or nanoparticles within the tissue 
as well as determination of the oxygenation state 
of hemoglobin in the blood as hemoglobin is also 
a strong absorber. Multispectral in vivo imaging 
with a resolution of approximately 100 μm and a 
penetration depth of several millimeters is possi-
ble through separation of different compounds 
using multispectral optoacoustic tomography 
(MSOT) [221]. Gold nanoparticles are particu-
larly promising for optoacoustic imaging, as they 
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offer a high absorbance and thus a relatively 
strong ultrasound signal [222]. Weber et al. have 
provided an excellent review of optoacoustic 
contrast agents to date [223]. By detecting the 
ultrasound signal from different locations around 
the subject simultaneously, 3D images can be 
generated as well.

1.2.5  Optical Imaging

Optical imaging techniques are some of the most 
commonly used technologies for biomedical 
research today; these include fluorescence- and 
luminescence-based approaches to visualize 
molecular alterations or structure. Compared to 
PET, SPECT or MRI, optical imaging modalities 
can visualize molecular alterations in a shorter 
time in vivo in a straightforward and cost- 
effective manner. Fluorescence imaging by its 
very nature requires excitation light which can 
present complications due to backscatter and 
autofluorescence, both of which increase signal-
to-noise ratios and degrade image quality. 
Further, optical imaging sacrifices penetration for 
improved resolution and sensitivity. Because of 
the lower penetration depth of the light, only 
near-surface signals can be detected non- 
invasively, or minimally invasively via endos-
copy. Therefore, optical imaging is currently 
mainly applied to detect tumors and metastases 
in mice, and to observe progression or regression 
of disease. But due to the ease of use it is also a 
main player in intraoperative imaging in humans.

1.2.5.1  Fluorescence Imaging: Probes 
and Principles

Fluorescence imaging is a rapidly growing field 
due to the development of techniques with higher 
sensitivities coupled with an increasing number 
of fluorescent dyes [224]. Endogenous chromo-
phores like hemoglobin or melanin can also be 
detected due to their specific absorption spectra 
(particularly with optoacoustic imaging, see 
above). These endogenous and exogenous con-
trast molecules exhibit an absorbance maximum 
in the visible to near-infrared spectrum. For 
in vivo fluorescence imaging, the tissue is 

 typically illuminated with a light source emitting 
at or near the excitation wavelength of the fluo-
rescent agent to induce specific fluorescence. 
Emitted light is detected by a CCD camera 
enabling real-time monitoring [225, 226], which 
is unique to optical (and ultrasound) approaches. 
Depending on the camera system utilized, spatial 
resolution of less than 100 micrometers can be 
achieved in preclinical studies using near-infrared 
fluorescence imaging [227]. For in vivo applica-
tions, appropriate penetration depth of the light is 
an essential consideration when locating a struc-
ture of interest. Tissue penetration depth is a 
function of wavelength, scattering effects, and 
absorbance of endogenous components, e.g., skin 
or blood; scattering effects additionally alter the 
directionality of the emitted fluorescence pho-
tons, compromising resolution particularly at 
increasing depth [228, 229]. It has been shown 
that the near-infrared (NIR) window of light with 
wavelengths between 650 and 900 nm offers the 
highest possible penetration for optical imaging 
(up to 15 cm) [230]. For this reason, and unless 
prohibited by pharmacokinetic considerations, 
fluorophores are often chosen that absorb in the 
NIR spectrum of light. An advantage of fluo-
rescence imaging is monitoring of different 
molecular targets at the same time by simultane-
ous application of several dyes or probes with 
different excitation and emission that can be 
deconvoluted through spectral unmixing [231]. 
This enables obtaining a multidimensional and 
more complex picture of the biology or molecu-
lar mechanisms.

The most commonly used method especially 
in preclinical studies is 2D-fluorescence reflec-
tance imaging (FRI) [232]. This is a photographic 
technique where the emitted light is acquired 
from the side of the excitation illumination, mak-
ing it possible to integrate camera and light 
source into one unit. FRI is easy to operate and 
can be used with high throughput, making it very 
popular [233]. Among others, it is used, e.g., to 
detect epidermal growth factor (EGF) receptor in 
breast cancer [234] or also protease activity in 
arthritis [235]. Nonetheless, FRI would benefit 
greatly from resolution of the drawbacks: its 
depth limitation, light reflection and scatter that 
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degrades the image, the exerted effect of  different 
tissue depths, and of the optical properties of 
overlying tissues onto the signal intensity and 
spectrum.

The molecular probes for optical imaging are 
generally bioconjugates consisting of a biomole-
cule (e.g., antibody or peptide) and fluorophore 
(fluorescent dye). These components facilitate 
specific targeting to associated overexpressed 
molecular receptors, and detection, respectively. 
To this end, small molecules for intracellular tar-
gets and specifically labeled nanoparticles are 
widely used as well. The advantage of antibodies 
is the high target affinity and specificity as well as 
good clinical acceptance. However, they exhibit a 
long blood circulation due to their large size of 
about 150 kDa and thus nonspecific accumula-
tion in nontarget tissue [236]. Furthermore, they 
can also cause strong reactions of the immune 
system if the antibodies are derived from a differ-
ent species (e.g., through generation of human 
anti-mouse antibodies if a murine antibody is 
used in patients) [237, 238]. On the other hand, 
small peptide-based optical imaging probes can 
offer improved pharmacokinetic properties, are 
less immunogenic, and show fast clearance from 
the blood due to their small size [239]. A specific 
example is the cyclic RGD peptide and its many 
derivatives which are routinely used in preclini-
cal research to target αvβ3 integrins on the acti-
vated endothelium of blood vessels in tumors 
[224] and thus for the visualization of tumor 
neovasculature, one of the original hallmarks of 
cancer [240]. Other probes are generated to 
image glucose metabolism, amino acid or lipid 
metabolism, tumor cell proliferation, hypoxia, 
angiogenesis, invasiveness, apoptosis, and necro-
sis [224]. As an intracellular target, the DNA 
repair enzyme PARP1 can be visualized using the 
fluorescent small molecule inhibitor PARPi-FL 
[241, 242]. In addition, inflammation can be 
studied by fluorescence imaging detecting over-
expressed enzyme activities in inflammatory tissue 
(e.g., cyclooxygenase-2 levels) or directly label-
ing monocytes or macrophages [243, 244].

A vast spectrum of fluorophores exists today, 
enabling clinicians and researchers to label target-
ing molecules using the optimal combination of 

absorption/emission properties and conjugation 
motif. Figure 1.4 shows chemical structures of 
some of the most commonly used examples; these 
include cyanine fluorophores Cy5.5 and Cy7, rho-
damine, porphyrins, phthalocyanines, BODIPY, 
fluorescein isothiocyanate (FITC), and squaraines 
[224, 245]. The commercially available IRDye® 
800CW from LI-COR® is being used in clinical 
trials for surgical navigation in head and neck 
cancer [246]. Others, like indocyanine green 
(ICG) are used clinically as a stand-alone contrast 
agent [247], predominantly for intraoperative 
applications, such as visualization of the ureter 
[248] or of sentinel lymph nodes [249, 250]. 
5-aminolevulinic acid (ALA), used for delinea-
tion of glioblastoma, is an example of a widely 
applied non-fluorescent molecule which becomes 
fluorescent after it is metabolized into protopor-
phyrin IX [251, 252]. To obtain an optimal signal, 
the fluorophore should possess a high absorption 
coefficient at the excitation wavelength and a high 
fluorescence quantum yield. Within the context of 
specific in vivo imaging, these traits should be 
considered in concert with the characteristics of 
the targeting vector to produce a fluorescent bio-
conjugate with both optimal pharmacological and 
optical properties [253].

As mentioned previously, intraoperative fluo-
rescence imaging is an emerging field, which 
moves toward molecular imaging to improve sur-
gical success and precision [254, 255]. Until 
recently, mainly methodologies for preoperative 
planning and intraoperative delineation of impor-
tant structures were used which could detect the 
tumor or disease but could not give a real-time 
guidance during the actual surgery process. 
Fluorescence imaging can improve the accuracy 
of detecting and removing tumors while simulta-
neously sparing healthy tissue to the largest 
extent possible. Compared to the human eye, 
intraoperative fluorescence imaging provides an 
ability to look under the tissue surface with high 
resolution and sensitivity [256]. It can further 
generate a high contrast between diseased and 
healthy surrounding tissue in real time due to the 
use of compact fluorescent cameras, integrating 
this modality into the normal workflow of the 
surgeon. Nonspecific fluorescent dyes like ICG 
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can be used to assess tissue morphology and 
physiology and to detect sentinel lymph nodes in 
real time [249, 257]. Intraoperative mapping of 
sentinel lymph node metastasis can be achieved 
using tumor-targeting inorganic ultrasmall silica 
nanoparticles [258]. Many additional uses of 
intraoperative fluorescence imaging have been 
reported, including targeted applications which 
identify molecular biomarkers upregulated in 
cancer, fluorescein isothiocyanate (FITC)-labeled 
agent targeting folate receptor-α [255], and tumor 
necrosis factor (TNF)-targeting antibody for 
visualizing TNF-positive immune cells in 
Crohn’s disease [259]. Therapeutics including 
bevacizumab or cetuximab have been labeled 
with the NIR dye IRDye® 800CW and evaluated 
clinically to define tumor margins [246]. Clinical 
endoscopy using a fluorescently labeled peptide 
delineating colorectal polyps based on c-Met 
expression has recently been accomplished in 
patients as well [260].

1.2.5.2  Bioluminescence Imaging
Bioluminescence imaging is a subclass of optical 
imaging based on generation of light due to oxida-
tion of a substrate by an enzyme. Hereby, the 
oxidation of luciferin by luciferase (from the North 
American firefly) is most common [46]. Within 
this context, the mechanism requires ATP, oxygen, 
and magnesium and produces light in the visible 
spectrum in the range of 530–640 nm. This mecha-
nism is also used to study gene regulation by using 
the luc gene [261, 262] and  specific enzymatic 
activities with the use of a caged, enzyme-activat-
able luciferin [263]. In imaging gene expression 
using luc, bioluminescence occurs when a gene of 
interest is switched on, while the reporter gene is 
under the same promoter as the gene of interest. 
The advantage of this methodology is that there is 
no background bioluminescence due to absence of 
internal luciferase expression in mice and humans, 
making it highly specific. To gain an emission with 
a higher wavelength and thus a better penetration 
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depth, bioluminescence resonance energy transfer 
(BRET) was introduced, exciting a fluorescent 
molecule emitting light at up to 700 nm using the 
generated bioluminescence [264]. However, the 
required reporter gene makes this method not suit-
able for any clinical applications beyond benchtop 
assays.

1.2.5.3  Cerenkov Luminescence Imaging
Optical signals can also be generated by certain 
radioactive isotopes due to the generation of 
Cerenkov light, probably best known as the blue 
glow seen around the core of nuclear reactors or 
used fuel in cooling basins. This phenomenon 
occurs when charged particles (mostly electrons or 
positrons) travel through a dielectric medium faster 
than the speed of light in that medium. The emis-
sion spectrum of Cerenkov ranges from the UV to 
the visible and varies in intensity [14]. High-
sensitivity CCD cameras for low-light conditions 
are generally employed for preclinical Cerenkov 
imaging. While Cerenkov detection has been used 
in applications of particle physics for many years, 
the first images in life science were generated in 
tumor-bearing mice using 18F-FDG only as recently 
as 2009 [48]. Cerenkov from a 89Zr-labeled J591 
antibody was used to image prostate-specific mem-
brane antigen (PSMA), and 89Zr-labeled trastu-
zumab was applied in preclinical studies for 
intraoperative optical Cerenkov imaging during 
surgical resection of tumors [49, 265]. Further, the 
resection of sentinel lymph nodes could be per-
formed by applying 18F-FDG intradermally into 
mice [266]. Clinically, from patients receiving 18F-
FDG for routine PET/CT imaging, Cerenkov 
images could be acquired, enabling the detection of 
tumor in lymph nodes [50]; Cerenkov emission 
from 131I in the thyroid gland of a patient was also 
acquired [267], both studies demonstrating the 
feasibility of Cerenkov luminescence imaging pre-
clinical as well as in patients.

1.2.6  Future Perspectives

All of the mentioned modalities have benefits 
and limitations in their resolution, penetration 
depth, sensitivity, and cost-effectiveness. Significant 
effort has focused on combining complementary 

modalities to improve upon the generated images 
by simultaneously image structure and function 
[268]. For example, the combination of PET, which 
detects molecular processes with high sensitivity, 
with CT, which generates morphological images 
with high resolution, can afford the assessment of 
the presence of diseased tissue with precise ana-
tomical localization. At the same time, CT also 
provides attenuation correction, required to obtain 
quantitative information. The same applies for the 
combination of PET with MR, where MR provides 
excellent soft tissue contrast and parametric images, 
while the PET provides exquisite molecular infor-
mation. In this context, many multimodality imag-
ing agents have been conceived, but translation of 
these agents into the clinical realm has remained 
slow. It remains also questionable if there is indeed 
more information gained from an “multimodal” 
agent that is capable of visualizing the same target 
using different modalities compared to a true multi-
modal agent that can indicate one molecular aspect 
with one modality and yet another with another 
modality. These will be the real agents of the future.
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A Topical Report on the Design 
Principles of Metabolism

Christopher J. Halbrook, Ho-Joon Lee, 
Lewis C. Cantley, and Costas A. Lyssiotis

2.1  Metabolism: Basic 
Biochemical Principles 
and Fundamental Concepts

Physiological processes in living organisms are 
achieved by processing nutrients from the environ-
ment in a highly orchestrated manner. Metabolism 
is the collection of all the biochemical reactions 
and cellular processes involved in nutrient process-
ing. Metabolic activity can be divided generally 
into processes that break down macromolecules to 
generate cellular energy (catabolism) and those 
that synthesize basic and complex biomolecular 
building blocks (anabolism) (Fig. 2.1).

The principle nutrients used in metabolism are 
carbohydrates, amino acids, and lipids. The cen-
tral metabolic pathways within a cell that break 
down or synthesize these nutrients are surpris-
ingly similar in all forms of life. They include gly-
colysis and gluconeogenesis, the citric acid cycle, 
oxidative phosphorylation, lipid biosynthesis, and 
nucleotide biosynthesis. They all require the 
transfer of energy, carbon, oxygen, nitrogen, or 

other chemical compounds and the maintenance 
of a proper chemical balance among substrates 
and products within all metabolic reactions for 
proper functioning of life. The intermediate mol-
ecules in all reaction steps are called metabolites.

The structure of metabolic pathways is diverse, 
varying from pathways which contain only a few 
reactions to complex pathways consisting of 
many reactions. Directionality further adds to the 
diversity of these pathways, as they can be linear, 
branched, convergent, divergent, or cyclic. 
Convergent or degradative pathways are called 
catabolic. These pathways convert large nutrient 
molecules into small or simple products coupled 
with the release of energy as heat or the storage of 
energy in shared chemical intermediates. Some of 
these important molecules include adenosine tri-
phosphate (ATP), the reduced form of nicotin-
amide adenine dinucleotide (NADH), and the 
reduced form of nicotinamide adenine dinucleo-
tide phosphate (NADPH) (Fig. 2.1). Divergent or 
biosynthetic pathways are called anabolic. These 
pathways function to build large and complex 
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molecules such as lipids, polysaccharides, pro-
teins, and nucleic acids from small and simple 
precursors, utilizing energy in the process.

Biomolecules are synthesized and degraded via 
protein enzymes. The directionality and reversibil-
ity of these reactions are determined either through 
thermodynamic factors or by substrate concentra-
tion gradients. For example, anabolic and catabolic 
reactions that can be carried out by employing the 
same enzymes reversibly are typically substrate 
regulated. Conversely, irreversible reactions use 
different enzymes for anabolic and catabolic pro-
cesses. These metabolic reactions tend to be ther-
modynamically favorable in one direction, 
preventing a futile cycle. Another mechanism by 
which cells prevent the futile use of energy is 
through compartmentalization of metabolic reac-
tions. In this case, paired catabolic and anabolic 
reactions are localized in different cellular com-
partments: for example, fatty acids are synthesized 
in the cytosol and catabolized in the mitochondria.

The rate of metabolic regulation can be 
achieved instantaneously, sometimes in less than 
a millisecond. In such cases, intracellular mes-
sengers modify enzyme activities by various 
mechanisms like covalent modification (e.g., pro-
tein phosphorylation). Metabolite abundance can 
also regulate a metabolic pathway through sub-
strate or product accumulation, as discussed, or 
by acting on a protein site that is not directly 
related to its enzymatic activity and thereby 
changing the protein activity. This is known as 
allosteric regulation. In contrast, when the regu-
latory effect is seen more slowly (in minutes or 
hours), cellular signaling pathways act by chang-
ing enzyme concentrations via synthesis or 
degradation.

In multicellular organisms, there is another 
important layer of metabolic regulation, where 
the processes summarized above can be subdi-
vided into those that occur within a cell, the sub-
ject of the first section of this chapter, and those 
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Fig. 2.1 The basics of metabolism. All metabolic pro-
cesses can be classified as anabolic or catabolic. Anabolic 
metabolism uses nutrients and energy to generate basic 
and complex macromolecules needed to facilitate the nor-
mal functions of the cell, such as organelles, proteins, and 
membranes. Catabolic processes break down macromol-

ecules and capture and store the energy from these reac-
tions in shared chemical intermediates that can be used in 
anabolic reactions or to maintain the normal cellular pro-
cesses. ATP, adenosine triphosphate; NADH, nicotin-
amide adenine dinucleotide (reduced); NADPH 
nicotinamide adenine dinucleotide phosphate (reduced)
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that occur among cells, tissues and organs, 
referred to as systemic metabolism, the subject of 
the second section of this chapter.

2.2  Cell-Autonomous Metabolism

Living organisms and cells constantly perform 
work for growth, movement, survival, and repro-
duction. These processes all require the use of 
energy. In order to survive, cells must maintain a 
pool of energy stored in chemically stable forms. 
This is accomplished through the uptake of nutrient 
fuels like carbohydrates and lipids, which are then 
broken down in catabolic processes to generate 
such energy stores. Cells can also switch from a 
catabolic state to an anabolic state, such as during 
cell division, where biomolecules must be newly 
synthesized to form the DNA, organelles, and cell 
membranes required to produce a daughter cell. 
There are diverse modes of molecular regulation to 
activate or inhibit biochemical reactions or cellular 

processes: allosteric regulation, posttranslational 
modification, and subcellular localization, among 
others. In the following section, we discuss ana-
bolic and catabolic processes in several pathways 
from a cell-centric point of view and then discuss 
the mechanisms that regulate these processes.

Catabolic metabolism. Glucose is a ubiqui-
tous fuel in biology, and its metabolism within a 
cell serves as an exemplary system to discuss the 
structure and regulation of metabolic pathways. 
Under normal physiological conditions in non-
proliferating mammalian cells, glucose carbons 
are fully oxidized to carbon dioxide (CO2). The 
energy generated in this process is conserved in 
the shared chemical intermediate adenosine tri-
phosphate (ATP), a principle energy currency in 
cells. In conditions where a cell is energy replete, 
glucose can be stored as the glucose-polymer 
glycogen, to be released and metabolized when 
energy is required. Glucose metabolism to gener-
ate ATP is initiated in the cytosolic pathway of 
glycolysis, literally glucose-lysis (Fig. 2.2). 
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Fig. 2.2 Glucose metabolism provides the cell with 
chemical energy. Glucose is obtained from the extracel-
lular space, where it is either catabolized to pyruvate 
through glycolysis or stored for later use as the glucose 
polymer glycogen. The initial capture of glucose in the 
cell costs energy in the form of ATP. Breakdown of the 
glucose in glycolysis returns twice the amount of energy 
used to capture it. Importantly, glucose metabolism into 
pyruvate yields reducing potential in the form of 

NADH. To continue glycolysis, NAD+ must be regener-
ated. This can occur through pyruvate to lactate reduc-
tion or via metabolite-coupled shuttles that transfer the 
reducing potential stored in NADH into the mitochon-
dria. Pyruvate transferred into the mitochondria can be 
used in the tricarboxylic acid (TCA) cycle, and this pro-
cess together with oxidative phosphorylation 
(OXPHOS) can generate up to an additional 34 equiva-
lents of ATP
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Glycolysis is a universal catabolic pathway in 
which a series of enzyme-catalyzed reactions 
break down one six-carbon glucose molecule 
into two three-carbon molecules of pyruvate. The 
net energy yield of this pathway is two molecules 
of ATP. The direction of the penultimate step in 
glycolysis, pyruvate metabolism, depends on 
several factors; most notably is the access to 
molecular oxygen. In the absence of oxygen, 
glucose-derived carbon leaves the cell as lactate. 
In the presence of oxygen, glucose carbon enters 
the mitochondria for further metabolism. This 
general description of glucose metabolism is 
summarized in Fig. 2.2.

The process of making ATP during glycolysis 
requires the transfer of electrons to facilitate the 
enzymatic reactions. The flow of electrons is also 
an important form of metabolic regulation. The 
transfer of an electron from one molecule to 
another results in the oxidation of the electron- 
donating molecule and the reduction of the 
electron- accepting molecule. This form of 
metabolism is known as reduction-oxidation or 
more simply “redox” metabolism. The energy 
extracted from fuels by oxidation can be stored in 
electron carriers, which transfer electrons among 
metabolic intermediates in enzyme-catalyzed 
reactions along with the release of energy in the 
form of work. Examples of these molecules 
include NADH, NADPH, and flavin adenine 
dinucleotide (FADH2). In glycolysis, two equiva-
lents of the cofactor NAD+ are reduced to two 
equivalents of NADH per glucose molecule 
(Fig. 2.2).

In order for subsequent rounds of glycolysis to 
proceed, the NAD+ must be regenerated from 
NADH. In the absence of oxygen, this is accom-
plished through the reduction of pyruvate to lac-
tate. In the presence of oxygen, the reducing 
potential stored in NADH is indirectly transferred 
to the mitochondria through small molecule- 
coupled shuttles for later use in ATP production. 
These coupled shuttles are required because the 
mitochondrial membrane is impervious to NAD+ 
and NADH. Like pyruvate reduction to lactate, 
these reducing potential transfer processes stoi-
chiometrically regenerate NAD+ that is used to 
perpetuate glycolysis.

When pyruvate generated from glycolysis is 
transferred into the mitochondria, it is oxidized 
into NADH and CO2, and the remaining carbon is 
ligated to coenzyme-A to make acetyl-CoA. This 
is used to fuel the tricarboxylic acid cycle (TCA 
cycle), which completely oxidizes the remaining 
glucose carbon into CO2. Oxidation of carbon in 
the TCA cycle generates reducing potential in the 
form of NADH and FADH2. Up to this point, the 
cell has now stored a large amount of electro-
chemical energy in NADH and FADH2.

Oxidative phosphorylation (OXPHOS) is the 
process by which reducing potential generated in 
glycolysis, the TCA cycle, and fatty acid oxida-
tion is harnessed to make ATP. This occurs 
through a series of five enzyme complexes 
located in the inner mitochondrial membrane 
known as the electron transport chain (ETC). The 
ETC makes use of the electrons stored in NADH 
and FADH2 to pump protons out of the mitochon-
drial matrix into the inner membrane space of the 
mitochondria, forming a proton gradient (ΔpH) 
and an electrical gradient (Δψm). The inner mito-
chondrial membrane is impermeable to protons, 
and these can only reenter the matrix by way of 
the last complex in the ETC, complex V (also 
called ATP synthase). In doing so, the energy 
potential is harnessed to maximize ATP produc-
tion. Pumping protons across this electrochemi-
cal gradient enables ATP synthase to generate 32 
molecules of ATP per molecule of glucose. 
Therefore, the total ATP generated by aerobic 
respiration is 36 molecules of ATP per molecule 
of glucose (32 ATP from OXPHOS, 2 ATP from 
glycolysis, and 2 units of ATP are recovered from 
the TCA cycle). In contrast, glycolytic metabo-
lism of glucose under anaerobic conditions only 
yields two molecules of ATP per glucose. As 
such, in the presence of oxygen, mitochondrial 
glucose oxidation is a much more efficient way to 
make ATP. It is important to note that toxic 
 reactive oxygen species (ROS) are produced in 
the mitochondria during this process, which are 
regulated by protective antioxidant enzymes, 
such as superoxide dismutase and glutathione 
peroxidase.

Anabolic metabolism. Besides its role in 
energy production, glucose carbon is also utilized 
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in many anabolic reactions, such as amino acid 
and glycosylation precursor biosynthesis, fatty 
acid and sterol biosynthesis, the pentose phos-
phate pathway, and de novo nucleotide biosyn-
thesis. As glucose carbon is clearly utilized for 
many purposes, the flux into each of these path-
ways needs to be tightly regulated to accommo-
date cellular demand.

For example, fatty acid and sterol biosynthesis 
both utilize glucose carbon. These two pathways 
share the common biosynthetic building block 
cytosolic acetyl-CoA. This is first generated in 
the mitochondria by oxidation of glucose-derived 
pyruvate, as described above. The mitochondrial 
acetyl-CoA produced in this way is then com-
bined with oxaloacetate in the TCA cycle by 
citrate synthase (CS) to form citrate. When there 
is biosynthetic demand, the TCA cycle can act as 
a source of biosynthetic intermediates in a pro-
cess known as anaplerosis. In this case, the citrate 
is anaplerotically released into the cytoplasm 
where it can be used in fatty acid or sterol biosyn-
thesis. This occurs when the citrate is re-broken 
down into oxaloacetate and cytosolic acetyl-CoA 
by the enzyme ATP citrate lyase (ACL). Now in 
the cytosol, the acetyl-CoA can either be carbox-
ylated into malonyl-CoA for fatty acid biosyn-
thesis or undergo consecutive condensations into 
3-hydroxy-3-methyl-glutaryl (HMG)-CoA for 
sterol biosynthesis. Entry of carbon into sterol 
biosynthesis is determined by the activity of the 
rate-limiting enzyme HMG-CoA reductase, 
which is controlled by several mechanisms 
including phosphorylation and a transcriptional 
response to low sterol levels. In a similar fashion, 
the levels of fatty acid biosynthesis are controlled 
by the rate-limiting enzyme complex acetyl-CoA 
carboxylase (ACC), which is subject to phos-
phorylation events as well as allosteric inhibition 
by palmitoyl-CoA, the end product of the fatty 
acid biosynthesis pathway. These multiple layers 
of regulation ensure that a cell is able to properly 
regulate biosynthetic activity in accordance with 
its needs.

Glucose carbon is also the principle source of 
the ribose that forms the sugar backbone of DNA 
and RNA. This ribose is generated in the pentose 
phosphate pathway following oxidation of the 

hexose glucose into the pentose ribose and CO2. 
The energy generated from breaking a carbon- 
carbon bond in glucose is stored in NADPH. The 
regulation of glucose flux into the pentose phos-
phate pathway is mainly determined by the ratio 
of NADP+ and NADPH. This is accomplished via 
allosteric regulation of the rate-limiting enzyme 
of the pentose phosphate pathway, glucose- 6- 
phosphate dehydrogenase (G6PD), which is 
stimulated by NADP+ and strongly inhibited by 
NADPH. This mechanism of pathway regulation 
is a classic example in which the activity of the 
rate-limiting enzyme is intrinsically linked to the 
flux through the pathway, as this changes the 
NADP+/NADPH ratio.

Regulation of metabolic activity. As noted 
above, fatty acid and sterol biosynthesis and the 
pentose phosphate pathway are just a few of the 
many different processes competing for the inter-
mediates of glucose metabolism.  Indeed, at any 
given moment there are thousands of enzyme- 
catalyzed reactions occurring simultaneously in 
cells, many of which utilize the same substrates 
[1]. It is important to remember that all the meta-
bolic reactions and pathways in a cell are inextri-
cably interconnected. Regulation of one pathway 
may directly or indirectly affect other pathways, 
especially when sharing molecules that have 
many metabolic fates, such as metabolites derived 
from glucose carbon. The flow of metabolites 
must be regulated and orchestrated on multiple 
levels, yet be flexible enough to respond quickly 
to perturbations in the system. For example, yeast 
consumes glucose by more than tenfold in anaer-
obic conditions compared to aerobic conditions. 
However, despite this clear change in nutrient uti-
lization, the concentrations of ATP and other 
metabolites derived from glucose remain similar 
[2]. The mechanisms by which cells are able to 
regulate their metabolism in response to these 
challenges occur on multiple levels and vary 
according to specific type of disturbance to the 
system.

To study this complexity, we simplify metabo-
lism into pathways. To fully understand how a 
pathway is regulated, it is necessary to monitor 
all of the chemical steps involved in that pathway. 
However, this can be further simplified in that 
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among multiple enzymes in a pathway, there are 
often a few rate-limiting enzymes that have 
greater control and manage metabolic flux by 
slow catalysis. The kinetic rates of these reac-
tions depend on several variables beyond the 
catalytic efficiency of an enzyme. These include 
factors such as the substrate to product ratio, 
enzyme and cofactor concentration, the presence 
or absence of oxygen, and/or posttranslational 
regulation via cell signaling events such as insu-
lin receptor activation. Each of these variables 
needs to be taken into consideration when deter-
mining the specific flux through a pathway.

Outside of the classical regulatory mecha-
nisms listed above, another manner by which the 
metabolic state of a cell is controlled is through 
the activation or deactivation of transcription fac-
tors. The induced change in metabolic gene 
expression subsequently leads to changes in the 
proteome and ultimately the metabolome, in 
order for the cell to maintain or return to a steady 
metabolic state. As it concerns the cell’s energy 
state, this type of regulatory mechanism often 
operates by controlling the levels of ATP and 
AMP. A prime example of this is the AMP- 
activated protein kinase (AMPK), which controls 
multiple cellular processes in response to a 
decrease of the [ATP]/[AMP] ratio.

An important regulatory mechanism whose 
importance has more recently been appreciated 
integrates metabolic activity and gene expression. 
This occurs through the regulation of the cofac-
tors, substrates, or products of the enzymes that 
modify chromatin. For example, the histone pro-
teins which pack DNA into chromatin contain 
numerous nutrient-sensitive modifications, includ-
ing sites for acetylation, methylation, and glyco-
sylation [3]. Given that the degree of glycosylation 
and acetyl-CoA biosynthesis are controlled by the 
rate of glucose metabolism, glucose uptake and 
processing can directly impact gene expression 
[4]. Similarly, the ratio of S-adenosylmethionine 
(SAM) and S-adenosylhomocysteine (SAH) is 
regulated by the one-carbon metabolism pathway. 
Recent reports have shown that enhanced SAM 
biosynthesis leads to gene activation and the main-
tenance of stem cell and cancer properties through 
the regulation of gene expression [5–7]. Another 

important metabolite pair is the TCA cycle inter-
mediates alpha-ketoglutarate and succinate. The 
ratio of these molecules affects the activity of his-
tone and DNA methyltransferases through sub-
strate availability and product inhibition, 
respectively. Disruptions in this ratio have been 
shown to affect the stem cell state and influence 
cancer properties [8, 9]. This series of examples 
provides perspective on how metabolism, which is 
thought to be a consequence of gene expression, 
acts directly to influence and regulate gene 
expression.

By way of a detailed example, the type M2 iso-
zyme of pyruvate kinase (PKM2) is a metabolic 
node that is regulated by several diverse mecha-
nisms [10, 11]. PKM2 is a rate-limiting enzyme in 
glycolysis and acts to convert phosphoenolpyru-
vate (PEP) and ADP to pyruvate and ATP 
(Fig. 2.3). PKM2 exists largely in two homo-
oligomeric states, which govern its enzymatic 
activity. When PKM2 is in the homo- tetrameric 
state, it has a high affinity for its substrate PEP 
and promotes pyruvate formation. In contrast, 
when PKM2 is in the homodimeric state, it has a 
very low affinity for PEP. This leads to the bottle-
necking of glycolysis at PKM2 and the build-up 
of glycolytic metabolites upstream of PKM2. 
Based on the concentration gradient formed, gly-
colytic intermediates upstream of PKM2 can then 
be shunted into anabolic pathways, like the pen-
tose phosphate pathway (to make nucleotides and 
NADPH) or the serine biosynthesis pathway (to 
make amino acids and nucleotides) (Fig. 2.3). 
Therefore, one can think of the tetramer to dimer 
ratio of PKM2 as a rheostat that toggles between 
a catabolic metabolic state (bioenergetics) and an 
anabolic state (biosynthesis).

PKM2 intrinsically prefers the homo-dimeric 
state and is therefore the least enzymatically 
active isoform among the pyruvate kinase species 
(i.e., PKM1 isozyme; pyruvate kinase liver, PKL; 
pyruvate kinase red blood cell, PKR). In prolifer-
ating cells, which includes all cancer cells, PKM2 
is preferentially expressed [12]. The reasons for 
this have largely to do with the fact that it can be 
finely tuned to balance biosynthetic and energetic 
demands. For example, the PKM2 homo-dimer is 
maintained through binding to phosphorylated 
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growth factor receptor tyrosine kinases [13, 14]. 
In this way, a cell that has been instructed to 
grow, by growth-factor mediated receptor tyro-
sine kinase phosphorylation, makes use of incom-
ing glucose carbon for biosynthetic reactions 
(Fig. 2.3). Similarly, reaction oxygen species 
(ROS) also directly inhibit PKM2 tetrameriza-
tion, and thus activity, by modifying a cysteine 
residue that prevents homo-tetramer formation 
[15]. This promotes the utilization of glucose car-
bon in pathways that mitigate ROS, like the 
NADPH-generating pentose phosphate pathway 
and the serine biosynthesis pathway. This latter 
pathway makes glycine that is used in glutathione 
biosynthesis [16]. In fact, this important aspect of 
metabolic redox regulation is conserved back to 
yeast pyruvate kinase [17].

As the dimeric form of PKM2 allows for the 
preferential use of glucose carbon for biosynthetic 
reactions, at a given threshold, energy will be 
required to further facilitate biosynthesis or to pre-
vent runaway substrate accumulation. Indeed, the 
buildup of upstream glycolytic intermediates and 
glycolysis branch pathway intermediates induces 
PKM2 tetramerization. This shifts the balance of 
glycolytic flux toward energy production, in a clas-
sic example of feed-forward pathway activation. 
Examples of these substrates include the glycolytic 
intermediate fructose- 1,6- bisphosphate (FBP), ser-
ine and the purine synthesis intermediate succinyl-
5-aminoimidazole-4-carboxamide-1-ribose-5′-
phosphate (SAICAR) [18, 19]. In light of the 
complex allosteric and posttranslational regulatory 
mechanisms that can fine-tune glycolytic flux, it is 
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Fig. 2.3 Mechanisms regulating the enzymatic activity of 
PKM2. Pyruvate kinase isoform M2 (PKM2) is a glyco-
lytic enzyme which catalyzes the conversion of phospho-
enolpyruvate (PEP) into pyruvate. PKM2 exists in two 
oligomeric states, as a highly active tetramer (left) or a 
low-activity dimer (right). In its highly active tetrameric 
state, PEP is rapidly converted to pyruvate, and this is 
preferentially used to fuel tricarboxylic acid (TCA) cycle 
metabolism. In its low-activity dimeric state, the slow 
conversion of PEP allows for increased buildup of 
upstream glycolytic intermediates including 
3- phosphoglycerate (3PG) and glucose 6-phosphate 

(G6P). In this way, the increased substrate availability 
promotes flux into the serine and nucleic acid biosynthetic 
pathways, respectively. The oligomeric state of PKM2 is 
influenced by several mechanisms. High concentrations 
of serine or the glycolytic intermediate fructose- 1,6- 
bisphosphate (FBP) allosterically drive PKM2 tetramer-
ization. This type of modulation is referred to as 
feed-forward activation. Conversely, interaction of PKM2 
with phosphorylated receptor tyrosine kinases or oxida-
tion by reactive oxygen species (ROS) inhibits tetramer-
ization and leads to reduced activity of PKM2

2 A Topical Report on the Design Principles of Metabolism



36

not surprising that PKM2 is used by cancer cells as 
a focal point to regulate many diverse processes 
[20, 21] and that in certain contexts, it can endow a 
cell with oncogenic activity [13, 14].

Cell-autonomous metabolism, while highly 
conserved from early evolution onward, is an 
extremely complex and robust system. In order 
for a cell to maintain the delicate balance between 
anabolic and catabolic processes, there are many 
mechanisms of regulation built into these meta-
bolic pathways, as the example with PKM2 illus-
trated. This is especially true considering the 
level overlap between many of these pathways 
which often include common substrates between 
competing pathways. In this section, we largely 
dealt with metabolism in mammalian cells oper-
ating as autonomous units. These regulatory prin-
ciples hold in single-celled organisms whose 
nutrient availability is dictated by their extracel-
lular environment, which is in constant flux. In 
the following section, we will discuss how nutri-
ent availability is regulated and maintained in 
multicellular organisms by extracellular signal-
ing, hormonal, tissue, and organ cross talk.

2.3  Systemic Metabolism

A key feature of cell-autonomous metabolism is 
subcellular compartmentalization. By confining a 
reaction spatially, the effective substrate-enzyme 
concentrations are greater, which increase the 
rate of a metabolic reaction. Furthermore, sepa-
rating metabolic pathways that run in opposing 
directions (e.g., fatty acid biosynthesis and break-
down) into different compartments prevents the 
formation of futile cycles. The same concepts 
also apply at the level of systemic metabolism in 
a complex organism. Metabolic work is distrib-
uted among specialized tissues and organs to pre-
vent redundancy and maximize efficiency.

As in cell-autonomous metabolism, glucose is 
an important nutrient from an organismal pro-
spective. The tightly controlled and inter-organ 
systems that regulate glucose will be used as 
an illustrative example to describe its systemic 
regulation by the hormone insulin (Fig. 2.4). 
Glucose from the blood is the main metabolic 
energy source for many tissues. Organismal 
blood glucose homeostasis is maintained through 

glucagon

insulin

Glucose
release

Glycogen
storage

Low blood glucose
Glucagon is released
from the pancreas.
The liver responds to
glucagon by releasing
stored and synthesized
glucose into the blood.

Insulin is released
from the pancreas.
The liver reacts to insulin
by storing circulating
glucose as glycogen.

High blood glucose

pancreas

blood

blood

liver

insulin

Fig. 2.4 Regulation of systemic glucose metabolism. The 
endocrine pancreas detects and responds to changes in 
blood glucose metabolism by secreting the hormones 
insulin and glucagon, which are in turn utilized by the 
liver to regulate the levels of blood glucose. In conditions 
of high blood glucose, the pancreas releases insulin into 
the blood. The liver responds to increases in the levels of 

blood insulin by storing blood glucose in the form of gly-
cogen and increasing levels of glycolysis to utilize the 
high levels of glucose for energy. When blood glucose is 
low, the pancreas releases glucagon, which signals to the 
liver to switch from glycolysis to gluconeogenesis. The 
newly synthesized glucose, as well as glucose from stored 
glycogen pools, is then released into the blood
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communication between the liver, which is the 
primary organ for the regulation of circulating 
glucose, and the endocrine pancreas, which 
secretes hormones in response to fluctuating 
blood glucose concentrations.

After eating a meal, glucose processed and 
absorbed during digestion enters portal circula-
tion. The liver is the first stop in this process and 
the level of circulating glucose is determined. 
Based on the glucose concentration, metabolic 
programs in the liver are then coordinated to 
either synthesize or store glucose. Glucose is 
stored in the liver as a polymer in the form of 
glycogen. This process is stimulated by insulin 
released from the pancreas in response to high 
levels of circulating blood glucose. Conversely, 
when blood glucose levels are low, the pancreas 
releases glucagon, which the liver responds to by 
switching its metabolic processes to release glu-
cose stored in glycogen as well as to stimulate 
glucose synthesis through gluconeogenesis.

In addition to the regulation of blood glucose 
levels by endocrine hormones (i.e., insulin and 
glucagon), the pancreas also plays an important 
role in the regulation of the exocrine digestive 
system by producing and releasing many cata-
bolic enzymes into the digestive track. Pancreatic 
enzymes can break down proteins, amino acids, 
carbohydrates, and fats according to different 
body signals, and these aid in the digestion and 
absorption of nutrients.

Beyond the liver and pancreas, insulin signal-
ing also plays important roles in adipose and mus-
cle tissue. As insulin is released when blood sugar 
is high, muscle tissue responds to this  signal by 
increasing glucose transport into the cell, as well 
as increasing both the rates of glycolysis and gly-
cogen synthesis. Importantly, insulin signaling is 
strongly inhibitory to the activity glycogen phos-
phorylase in muscle cells, which prevents muscle 
from using glycogen stores when glucose is read-
ily available in the bloodstream.

Insulin and glucagon are also involved in reg-
ulation of protein and lipid metabolism. For 
example, another important nutrient source, cir-
culating fatty acids, is controlled by the adipose 
tissue in response to insulin stimulation, much 
in the same way insulin signaling to the liver 

 controls levels of circulating glucose. Finally, 
beyond the regulation of systemic glucose and 
fatty acid concentrations, insulin signaling is also 
involved in numerous growth promoting and cel-
lular biosynthetic processes [22–24], neuronal 
survival, learning, and memory [25], and disrup-
tions of insulin signaling are at the heart of meta-
bolic syndrome and many types of cancer [26].

2.4  How Metabolic Processes 
Go Wrong Leading to Disease

In the previous sections, we examined various 
aspects of metabolism and how these processes 
are regulated at a cellular and organismal level. In 
this section, we turn our attention to human dis-
eases that result from dysregulation of such meta-
bolic processes. Recent work has shown that 
many human diseases, like cancer and diabetes, 
are accompanied by metabolic defects or abnor-
malities that perturb normal physiology and lead 
to tissue dysfunction [27]. In the following sec-
tion, we describe how metabolic processes can go 
wrong and the consequences of the deregulated 
metabolic state as it relates to a disease from each 
of three focus areas: [1] cancer as a disease of 
cell-autonomous metabolic dysfunction; [2] 
inborn errors in metabolism, which span aspects 
of autonomous and systemic metabolism; and [3] 
diabetes mellitus as a systemic disease of metabo-
lism. While this discussion is limited to one dis-
ease per focus area, these principles are broadly 
applicable across many different diseases.

Cancer. Pioneering work in the past half cen-
tury has illustrated clearly that cancer is a genetic 
disease [28]. While commonly classified as a 
single disease, cancer is actually many if not 
thousands of diseases that share a set of common 
features. These are referred to as the Hallmarks 
of Cancer [29, 30]. Among these ten features is 
the hallmark “deregulated metabolism.” Despite 
the recognition that cancer cells have altered met-
abolic processes more than 100 years ago [31], 
only recently has it been appreciated that altera-
tions in metabolism endow cancer cells with 
malignant properties, as opposed to being a 
 consequence of the malignant phenotype. In fact, 
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a compelling recent theory posits that the ability 
to capture and utilize nutrients in a cell-autono-
mous fashion is the most fundamental barrier 
limiting the transformation of a normal cell into a 
cancer cell [32].

In the most basic sense, metabolic processes 
are rewired in cancer cells to support cell growth 
[33]. Many of these processes are shared with 
normal physiological growth processes in healthy 
cells, like those discussed in the cell-autonomous 
metabolism section above. In addition, cancer 
cells by definition are able to persist and grow in 
the presence of numerous physical and oxidative 
stressors, nutrient and oxygen deprivation and 
immune cell attack. The metabolic processes 
reprogrammed to facilitate survival and growth 
under these challenging circumstances also have 
overlapping themes with normal metabolism. 
Beyond these, there are also metabolic processes 
that are unique to or highly overutilized in cancer 
cells, some of which the cancer cells become 
dependent upon. We have classified these as met-
abolic vulnerabilities [34], and much effort is 
now being placed on characterizing such pro-
cesses to identify new cancer treatments [35].

Given the renewed interest in cancer metabo-
lism, hallmarks of metabolic reprogramming 
have been recently detailed [9], and these are 
summarized as follows. First, cancer cells acti-
vate diverse nutrient acquisition pathways from 
the blood stream, extracellular space, and through 
communication with non-cancer cells. Second, 
they rewire their intracellular pathways to pro-
mote anabolic metabolism in place of catabolism. 
And, third, they regulate metabolic fluxes into 
substrates that are used by gene regulatory 
machinery to control gene expression, cell fate, 
and the tumor microenvironment.

The metabolic alterations employed by cancer 
cells vary widely among different types of can-
cer. Rather than provide a general overview, we 
will provide a comprehensive glimpse into the 
metabolic alterations that are common among 
pancreatic cancers. Pancreatic ductal adenocarci-
noma, the most common type of pancreatic can-
cer, is characterized by an extremely robust 
fibrotic reaction where most of the epithelial tis-
sue is replaced by a type of scar tissue composed 

of extracellular matrix, fibroblasts, and immune 
cell infiltrates. This scar tissue creates extreme 
pressures that collapse the vasculature and thus 
render these tumors nutrient and oxygen poor 
[36, 37]. However, in spite of the challenges 
imposed by this austere tumor microenviron-
ment, pancreatic cancer remains one of the dead-
liest cancers [38].

To survive in this nutritionally deprived envi-
ronment, pancreatic cancer cells acquire non- 
canonical mechanisms to scavenge nutrients 
(Fig. 2.5). One such mechanism is macropinocy-
tosis, a process by which the cell nonspecifically 
engulfs extracellular space [39]. This is then 
endocytosed and fused with the lysosome to 
break down the contents of the fluid into basic 
biosynthetic building blocks. Employing this 
mechanism, pancreatic cancer cells have been 
shown to survive nutrient deprivation by break-
ing down proteins into constituent amino acids to 
fuel mitochondrial metabolism [40–42].

In addition to proteins and amino acids, pancre-
atic cancer cells also require a constant supply of 
lipids for metabolism, signaling, and proliferation. 
These lipids can be produced through de novo syn-
thesis or obtained by uptake from the extracellular 
fluid. The majority of the fatty acids in normal 
cells are derived from de novo synthesis; however, 
oncogenic Ras signaling, observed in the vast 
majority of pancreatic tumors, shifts this equilib-
rium toward the import of fatty acids [43]. 
Pancreatic cancer cells have also been found to 
actively import cholesterol-rich low-density lipo-
proteins (LDL) via receptor-mediated endocytosis 
[44]. Inhibition of LDL import has  antiproliferative 
effects on pancreatic cancer cells, demonstrating 
their reliance on such scavenging mechanisms to 
maintain adequate LDL pools.

Pancreatic cancer cells also make efficient use 
of the nutrients that are available to them through 
recycling processes (Fig. 2.5). Macroautophagy, 
usually simply referred to as autophagy, is a cellu-
lar quality control process that normal cells use to 
clear damaged structures and protein aggregates. 
As the name implies (autophagy translates to “self-
eating”), in times of starvation or nutrient depriva-
tion, cells can utilize autophagy to obtain essential 
nutrients from proteins and organelles to survive 
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until resources become available. In contrast to 
normal cells, pancreatic cancer cells undergo ele-
vated basal levels of autophagy, even in nutrient 
replete conditions. In fact, somewhat surprisingly, 
autophagy has been demonstrated to be required 
for the normal growth and proliferation of pancre-
atic cancer cells, providing support to both energy 
production and redox balance within the cell [45, 
46]. Similarly, nucleotide salvage has been found 
to be important for the maintenance of nucleotide 
pools, as inhibition of nicotinamide phosphoribos-
yltransferase (NAMPT), a key enzyme in the 
NAD+ salvage pathway, leads to a drop in intracel-
lular NAD+ pools and strongly inhibits the growth 
and survival of pancreatic cancer cells [47, 48].

Finally, pancreatic cancer cells also have 
extensively rewired metabolic pathways, as com-
pared to normal cells, which are used to support 

their energetic and biosynthetic demands 
(Fig. 2.5). For example, pancreatic cancer cells 
driven by the oncogene Kras are primed for 
increased glucose capture and metabolism by 
upregulation of the glucose transporter GLUT1 
and hexokinase 1/2, respectively [49]. The rate of 
glycolysis is also increased via the transcriptional 
upregulation of glycolytic gene expression by 
oncogenic Kras signaling, hypoxia, and a number 
of other mechanisms that maintain cytosolic ATP 
levels [50–55]. This additional flux of glucose 
carbon through glycolysis also provides carbon 
for biosynthetic needs via the pentose phosphate 
pathway for nucleotide biosynthesis and the hex-
osamine biosynthetic pathway, which produces 
precursor moieties for protein glycosylation.

The nonessential amino acid glutamine is 
another important fuel for pancreatic cancer 
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Fig. 2.5 Nonclassical metabolic adaptations facilitate 
pancreatic cancer growth and survival. Pancreatic cancer 
cells utilize a number of different mechanisms to survive 
in the nutrient-poor tumor microenvironment. These 
include the rewiring of intracellular metabolic pathways, 
the activation of recycling pathways, and the stimulation 
of scavenging mechanisms. First, glucose uptake is acti-
vated, which increases glycolysis and the availability of 
glucose carbon for biosynthetic pathways. Glutamine 

uptake is also activated, and this amino acid becomes an 
important source of carbon for the tricarboxylic acid 
(TCA) cycle to generate energy and biosynthetic interme-
diates and to maintain redox balance. Second, pancreatic 
cancer cells activate autophagy and nucleotide-recycling 
pathways. Finally, scavenging pathways are initiated to 
import fatty acids and cholesterol; amino acids are 
obtained via lysosomal breakdown of protein obtained 
through macropinocytosis
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cells, and it is used to fuel mitochondrial metabo-
lism (Fig. 2.5). In this context, glutamine is 
metabolized in a non-canonical pathway to main-
tain redox homeostasis [56]. In addition to gluta-
mine, mitochondrial metabolism is also fueled by 
alanine, which pancreatic cancer cells obtain 
from neighboring stromal cells [57]. The utiliza-
tion of this alanine acquired via metabolic cross 
talk between the cancer and stromal cells allows 
the pancreatic cancer cells to free up glucose car-
bon for biosynthetic purposes, providing another 
example whereby these cells promote the effi-
cient usage of scarce resources.

Perhaps the most important and striking fea-
ture of all these nonclassical metabolic pathways 
and scavenging mechanisms utilized by pancre-
atic cancer cells is the fact that most of these 
pathways are not readily utilized in normal cells 
under physiological conditions. Indeed, this may 
provide for an opportunity to design therapies to 
selectively target pancreatic cancer cells while 
sparing normal cells in the process. Accordingly, 
there are several promising strategies moving 
into the clinic to treat pancreatic cancer patients 
based on these principles, which are outlined in 
detail in several recent review articles [34, 35, 58, 
59]. Furthermore, many of the imaging tech-
niques currently used in the clinic are based on 
exploiting the differences in metabolism between 
normal cells and tumor cells. These techniques 
are currently being refined and expanded and rep-
resent one of the more promising early detection 
methods in the clinical pipeline.

Inborn errors of metabolism. Inborn errors of 
metabolism (IEM) are a large class of genetic 
diseases that are usually caused by defects in a 
single enzyme such that a vital nutrient cannot be 
metabolized properly [60, 61]. This can result in 
a nutritional deficiency or build-up of the improp-
erly metabolized molecule in the body, which can 
cause a wide range of symptoms depending on 
the dysfunctional enzyme. These can lead to 
developmental delays or other serious medical 
problems if not properly managed.

Traditionally IEM have been classified by the 
nutrient class affected, for example, disorders of 
carbohydrate, amino acid or organic acid metab-
olism, or lysosomal storage. Nowadays, many 

more IEM have been characterized, and the clas-
sification system has been refined for greater 
accuracy. This is particularly relevant when it 
comes to how these diseases are treated. In the 
early twentieth century, amino acid disorders 
were treated by restriction of dietary protein. 
Examples of these diseases include phenylketon-
uria (PKU, inability to metabolize the amino acid 
phenylalanine) and maple syrup urine disease 
(MSUD, the inability to metabolize branched 
chain amino acids; BCAA).

PKU results when an individual carries two 
inactive copies of the gene encoding for phenylala-
nine hydroxylase (PAH), which converts phenylala-
nine into tyrosine [62]. On a normal diet, 
phenylalanine accumulates in the blood in patients 
with PKU. Phenylalanine is a large, neutral amino 
acid (LNAA) and enters the brain through the 
LNAA transporter. If phenylalanine is in excess, it 
will saturate the transporter and lead to a decrease in 
the levels of other LNAAs in the brain. These amino 
acids are necessary for protein and neurotransmitter 
synthesis, and their decreased availability is toxic to 
the brain. Accordingly, the primary symptoms of 
PKU are intellectual disability and mood disorders. 
In the classical treatment regime, patients on a 
protein- low diet become especially deficient in the 
amino acid tyrosine, as tyrosine is the product of the 
PAH-catalyzed reaction. Nowadays, PKU is con-
sidered manageable and treated entirely through 
dietary regulation of phenylalanine intake and tyro-
sine supplementation.

MSUD results when an individual carries two 
inactivating copies of one of the genes encoding 
for the mitochondrial branched-chain ketoacid 
dehydrogenase complex (BCKDC) [63]. This 
results in the inability to break down BCAAs and 
leucinosis. Like PKU, MSUD requires careful 
monitoring of the intake of dietary BCAAs. 
However, dietary monitoring alone is insufficient 
in this case, as BCAAs are released by protein 
breakdown in muscle, a process that is activated to 
meet heightened energy demands. In healthy indi-
viduals, BCAA metabolism in the mitochondria 
fuels the TCA cycle and leads to ATP production. 
This process is engaged in times of enhanced met-
abolic demand or during illness, for example. As 
such, in addition to dietary monitoring, patients 
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with MSUD must also carefully monitor their 
blood chemistry during puberty and periods of 
rapid growth and are instructed to avoid fatigue, 
infections, physical stress, and exertion. Liver 
transplantation is another option for patients with 
MSUD, and this can completely reverse symp-
toms and the dependence on dietary and lifestyle 
modifications via liver-mediated regulation of 
BCAAs. The potential upsides of this procedure 
are carefully considered, as organ transplant is a 
nontrivial procedure that comes with many poten-
tially life-threatening complications.

Using PKU and MSUD as case studies, these 
diseases provide clear examples of the well- 
controlled regulation of metabolic processes and 
how the disruption of even a single enzyme can 
lead to cell-autonomous and systemic metabolic 
catastrophe.

Diabetes mellitus. As detailed previously, the 
hormones secreted by the pancreas to the liver 
represent the primary mechanism by which blood 
glucose levels are regulated. Accordingly, altera-
tions in either the ability of the pancreas to secrete 
insulin in response to high levels of blood glu-
cose or an inability of the body to appropriately 
respond to circulating insulin levels leads to ele-
vated circulating blood glucose levels. The resul-
tant prolonged levels of high blood glucose carry 
many debilitating long-term complications due to 
nonspecific protein glycation, including heart 
disease, stroke, retinopathy, kidney failure, blind-
ness, and amputations resulting from loss of 
blood flow in the limbs.

Collectively, the metabolic diseases resulting 
from the loss of blood glucose homeostasis are 
referred to as diabetes mellitus. Type 1 diabetes 
mellitus (T1D), occasionally referred to as juve-
nile diabetes, accounts for less than 10% of all 
cases of diabetes mellitus [64]. T1D results 
from the inability of the pancreas to produce 
sufficient insulin, usually due to the autoim-
mune destruction of the insulin-producing beta 
cells of the pancreatic islet. The exact causes 
driving the clinical manifestation of T1D are 
unknown, so no preventive treatments or cures 
currently exist. As a consequence, lifelong 
blood glucose monitoring and treatment with 
insulin are required.

Type 2 diabetes mellitus (T2D) represents the 
vast majority of the diagnosed cases of diabetes 
mellitus and is caused by both genetic and life-
style factors [65]. T2D was previously referred to 
as adult onset diabetes; however, it is becoming 
increasingly common in children and young 
adults. Obesity, poor diet, and the lack of physi-
cal activity are among the strongest risk factors 
for T2D. In contrast to T1D, T2D can normally 
be managed with lifestyle interventions. T2D 
typically begins as insulin resistance, where cells 
lose sensitivity and fail to adequately respond to 
insulin stimulation. Insulin resistance of the liver 
has particularly important consequences, as the 
failure of the liver to inhibit gluconeogenesis in 
response to insulin leads to the continued release 
of glucose into the blood, even in conditions of 
already high blood glucose. As the severity of 
T2D progresses, the insulin-producing beta cells 
in the pancreas also lose the ability to produce 
sufficient insulin; therefore, insulin injections or 
other forms of insulin control are often required 
for people with severe T2D.

Understanding the mechanisms of insulin 
resistance requires an even broader view of sys-
temic metabolism. While the skeletal muscles 
and other tissues have an important impact on 
insulin resistance, we will focus on the interac-
tion between the white adipose tissue and the 
liver as an example. White adipose tissue stores 
glucose as energy in the form of triglycerides, the 
initiation of which is triggered by insulin signal-
ing. Conversely, in response to low insulin levels 
or a lack of response to insulin signaling, white 
adipose tissues undergo lipolysis and release 
fatty acids into the blood. The increased levels of 
free fatty acids in the blood lead to the stimula-
tion of gluconeogenesis in the liver [66], further 
potentiating the problem.

Obesity contributes to insulin resistance for 
several reasons. First, obese humans have a larger 
percentage of body mass in the form of white 
 adipose tissue, thereby increasing the available 
free fatty acids pools that can be released into the 
blood. Secondly, obesity is correlated with 
increased levels of systemic inflammation [67], 
which has been demonstrated to increase the rate 
of lipolysis in the white adipose tissue [68]. 
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Beyond these more obvious mechanisms by which 
obesity contributes to the development of insulin 
resistance, there are other interesting mechanisms 
linking obesity to T2D including ER stress and 
increased levels of circulating BCAAs [69–71].

These examples represent a simplified view of 
a very complex human disease to illustrate how 
metabolic dysregulation of one tissue type, via 
insulin resistance, can lead to a systemic meta-
bolic disease. For a more detailed description of 
insulin resistance and diabetes, we would encour-
age the readers to see several excellent reviews 
on the topic [65, 72–75].

2.5  Concluding Remarks

Metabolism is described above in discrete path-
ways and processes in order to organize our under-
standing. It is important to remember that this is a 
gross oversimplification. There are thousands of 
metabolites and metabolic pathways in a cell con-
currently communicating with each other. This 
complexity is even greater at the organismal level. 
The importance of the interconnectedness, bal-
ance, and regulation, among the pathways, is well 
exemplified in the disease case studies. Importantly, 
this fine balance and disruption by disease provide 
footholds to monitor metabolic homeostasis, the 
onset of disease, progression, and response to 
treatment by measuring alterations in discrete 
molecules related to such processes. The focus of 
this text book is on the field of metabolic imaging, 
which is devoted to monitoring alterations in 
metabolism. It is our hope that the principles 
described above provide context to understand the 
complexities of cellular and organismal metabolic 
regulation as the reader takes a deep dive into the 
chapters on metabolic imaging that follow.
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3.1  Introduction

Positron-emission tomography (PET) is a cross- 
sectional imaging technique that uses compounds 
labeled with positron-emitting radionuclides to 
measure the concentration and location of the 
radiolabeled compounds over time. PET has been 
used for a broad range of biomedical research 
and is used routinely in clinical patient care for 
oncologic, neurologic, and cardiac applications. 
PET has several properties that make this tech-
nique particularly well-suited for metabolic 
imaging as well as some important limitations. 
This chapter discusses key principles and appli-
cations of PET tracers for metabolic imaging in 
mammalian systems. Many of the first PET trac-
ers developed for metabolic imaging were radio-
labeled forms of naturally occurring products 
such as glucose and amino acids [1, 2]. Due to the 
wide range of metabolic PET tracers that have 
been developed, it is not possible to comprehen-
sively cover this field in a single chapter. We 
focus primarily on small molecule PET tracers 
that participate in metabolic pathways and/or 
serve as markers for the activity of specific meta-
bolic pathways that have been used in human 
imaging studies.

3.1.1  Basics of PET Imaging

A key feature of PET imaging that makes it dis-
tinct from other forms of scintigraphy is coinci-
dence detection of annihilation photons [3]. 

Positron-emitting radionuclides decay through 
the emission of positrons which are the antipar-
ticles to electrons. A positron travels a short dis-
tance in tissue (on the order of millimeters) 
determined by its kinetic energy and then inter-
acts with an electron in the tissue to undergo an 
annihilation event. The distance traveled by the 
positron prior to annihilation differs across 
positron- emitting radionuclides and leads to 
uncertainty in localizing site of decay, reducing 
spatial resolution. The mass of the positron and 
electron are converted into energy which leads 
to the production of two 511 keV photons that 
travel at nearly 180 degrees away from each 
other. The paths of the annihilation photon 
define a line of response, and PET systems have 
rings of detectors that register coincidence 
events when two photons interact with detectors 
with a very short temporal window (on the order 
of a few nanoseconds to hundreds of picosec-
onds). Through coincidence detection, PET sys-
tems avoid the need for physical collimation 
used in planar and single photon emission com-
puted tomography (SPECT). PET generally pro-
vides higher sensitivity as well as better 
temporal and spatial resolution than SPECT, 
although small animal SPECT systems can pro-
vide high-resolution imaging [4]. A range of 
PET systems are available for small animal 
imaging and human imaging.

An important strength of PET imaging is the 
quantitative nature of its measurements. The 
basic measurement made by PET systems is the 
spatial distribution and concentration of radio-
activity (e.g., Bq/mL or nCi/mL) over time. 
Attenuation correction is performed to account 
for the greater probability that annihilation pho-
tons arising deep within an imaging subject will 
not reach the detectors than photons arising 
from more superficial structures. Attenuation 
correction can be performed using a transmis-
sion source which rotates around the imaging 
subject or from computed tomography (CT) or 
magnetic resonance imaging (MRI) data in the 
case of PET/CT and PET/MRI systems. For 
some applications, the concentration of radioac-
tivity is converted into standardized uptake val-
ues (SUVs) which account for the amount of 
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radioactivity administered and the mass of the 
subject being imaged. Expression of data as 
SUVs facilitates comparison across studies and 
across subjects where the amount of adminis-
tered radioactivity and/or the mass of the sub-
jects may vary. SUVs are calculated using the 
following formula:

 
SUV =









 ×





Concentration of activity

Injected dose

Body

weight





 

In some cases, the lean body mass (SUVlean) is 
used as the biodistribution of many tracers differs 
substantially between adipose tissue versus skel-
etal muscle and normal organs [5, 6]. PET quan-
tification with SUVs is sufficient for many 
clinical applications, but estimation of tracer 
binding sites and metabolic rates often require 
more sophisticated methods such as kinetic mod-
eling or graphical analysis. The exact type of 
analysis depends on the nature of the PET tracer, 
the target, and the biological parameter that is 
being measured [7–10].

3.1.2  Tracer Principle and Specific 
Activity

An important concept in nuclear medicine includ-
ing PET imaging is the tracer principle. Tracers 
provide an adequate readout signal to provide use-
ful information about the biological process of 
interest at a low enough concentration that the bio-
logical system is not perturbed by the tracer (i.e., 
no pharmacologic effect). The very low levels of 
radioactivity normally present in biological sys-
tems coupled with effective radiation detectors 
allow very sensitive detection of the signal arising 
from PET tracers at picomolar concentrations of 
the tracer. The term specific activity refers to the 
amount of radioactivity, for example, curie (Ci) or 
becquerel (Bq), per mass of a compound while 
molar activity refers to the amount of radioactivity 
per mole of a compound. Higher specific activity 
for a given compound indicates that there is more 
radioactivity per mass/mole. Most PET tracers can 
be produced in high molar activity (e.g., over 
37 GBq per micromole) and act as true tracers in 

biological systems. For example, a 370 MBq (10 
mCi) dosage of a small molecule PET tracer with 
a specific activity of 37 Gbq/micromole and 
molecular weight of 300 g/mole will have an asso-
ciated administered mass of three micrograms. A 
typical human PET study uses on the order of 
100,000- to 1,000,000-fold less mass than conven-
tional computed tomography (CT) and magnetic 
resonance imaging (MRI) contrast agents.

High specific activity may be less important for 
certain metabolic imaging applications than for 
other PET studies due to the relatively high Km of 
many enzymes and biological transporters (in the 
millimolar or micromolar range) and the presence 
of relatively high concentrations of competing 
natural substrates. An important advantage of the 
low mass dose associated with most PET tracers is 
their safety profile. Because such a small amount 
of material is administered in a typical PET study 
(on the order of micrograms or less), toxicity is 
rarely encountered at the mass doses required for 
PET studies. Thus, the vast majority of PET trac-
ers can be translated into human use once suffi-
cient preclinical data including dosimetry and 
toxicity studies have been obtained. Metabolic 
imaging with other modalities is possible, but the 
larger mass doses that must be administered may 
be toxic and/or cause pharmacologic effects that 
may interfere with data interpretation.

3.1.3  Radionuclides

The PET radionuclides carbon-11, nitrogen-13, 
oxygen-15, and fluorine-18 are readily accessible 
from medical cyclotrons. Because carbon, nitro-
gen, and oxygen occur in virtually all biomole-
cules, these radionuclides are suitable for labeling 
metabolic substrates for PET without changing 
their chemical and biological properties. 
However, the relatively short half-lives of C-11 
(20 min), N-13 (10 min), and O-15 (2 min) 
impose significant limitations on the radiosyn-
thetic methods and the maximum length of time 
that they can be used to produce useful data 
through PET imaging (typically 4–5 half-lives). 
The radiohalogen fluorine-18 has a longer half- 
life (110 min) which is advantageous for 
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 production and distribution, but fluorine is not 
normally present in biomolecules. Fluorine has 
steric requirements similar to a hydrogen atom 
and electronegativity similar to a hydroxyl (−
OH) substituent, and fluorine-18 can often but 
not always be introduced into small molecules 
without disrupting their biological properties.

Radiometals such as Cu-64, Ga-68, and Zr-89 
are well-suited to labeling larger molecules such 
as peptides, antibodies, and nanoparticles. 
Labeling with radiometals typically requires che-
lators that are relatively large and may carry a 
positive or negative charge. Incorporation of 
radiometal chelates in small molecules often 
abolishes their desired biological activities, and 
radiometals currently play a very limited role in 
most metabolic imaging with PET.

3.1.4  Limitations of PET

Although PET has many strengths, there are 
some important limitations that must be consid-
ered when choosing an imaging modality for 
metabolic imaging. PET systems detect only 
one signal: the annihilation photons resulting 
from positron-emission. Thus, it is generally not 
possible to image multiple probes simultane-
ously as can be done with some SPECT, optical, 
and MR spectroscopic methods. Similarly, 
radiolabeled metabolites cannot be distin-
guished from the parent PET tracer which can 
decrease image quality and confound quantita-
tive analysis depending on the nature and 
amount of radiolabeled metabolites that are 
formed. In some cases, the radiolabeling posi-
tion can be changed so that the radionuclide is 
not present in interfering metabolites. Blood 
sampling combined with graphical or compart-
mental modeling can be performed to correct 
for the formation of radiolabeled metabolites 
but adds complexity and sources of error in both 
preclinical and human studies. This limitation 
of PET is particularly relevant to metabolic 
imaging as it can be challenging to measure 
enzymatic activity with PET imaging as the sub-
strate cannot be distinguished from the radiola-
beled product of the enzymatic reaction.

Another consideration in PET studies is the 
use of ionizing radiation inherent to radiolabeled 
compounds. The radiation exposure in human 
studies from a typical PET study is similar to 
diagnostic CT studies and is generally considered 
safe with the major risk being a small increased 
risk of cancer years after the PET study [11]. The 
dosimetry of individual PET agents is determined 
primarily by their radionuclide and biodistribu-
tion over time. Longer physical and biological 
half-lives lead to higher radiation exposure. Also, 
PET tracers may concentrate in certain organs, 
leading to high organ radiation doses which must 
be taken into account for dosimetry calculations. 
The radiation exposure can be a significant issue 
for certain patient populations such as children 
and pregnant women, and cumulative exposures 
can be high if repeated imaging is required. 
Alternative modalities such as optical imaging 
and MRI do not have this limitation.

The distance traveled by the positron between 
emission and annihilation imposes inherent phys-
ical limitations on the spatial resolution of PET 
imaging systems. The spatial resolution PET is 
on the order of 4–6 mm for clinical human imag-
ing systems and on the order of 1–2 mm for pre-
clinical imaging. These resolution limits can 
prevent evaluation of small structures, particu-
larly in studies using mice and other small 
animals.

3.2  Carbohydrates

Carbohydrates are the most abundant class of 
organic molecules in living systems. Carbohydrates 
play fundamental roles in cell biology including 
energy metabolism and can serve as key sources 
of carbon for the biosynthesis of other classes of 
biomolecules including nucleosides, fatty acids, 
amino acids, and glycoproteins. Monosaccharides 
have the molecular formula (CH2O)n where n ≥ 
3, with 3–9 carbon carbohydrates being the most 
common in mammals. Monosaccharides are the 
simplest form of carbohydrates and are the build-
ing blocks of larger carbohydrates that contain 
two or more monosaccharides. Because carbohy-
drate  metabolism is fundamental to so many 
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physiologic and disease processes, carbohydrate-
based PET imaging agents have been used for a 
wide range of research and clinical applications.

Glycolysis and the tricarboxylic acid (TCA) 
cycle are central pathways in the metabolism 
of glucose, and these pathways are critical 
sources of cellular energy in the form of ade-
nosine triphosphate (ATP). The glycolytic 
pathway produces pyruvate under aerobic con-
ditions which can be converted to acetyl coen-
zyme A (acetyl-CoA) by the pyruvate 
dehydrogenase complex (PDC) which enters 
the TCA cycle for oxidative phosphorylation to 
produce ATP. Under anaerobic conditions in 
normal tissues or aerobic glycolysis conditions 
in many tumors, glucose is converted to lactate 
through glycolysis. Metabolites derived from 
glucose serve as key intermediates for the syn-
thesis of fatty acids and triglycerides, nucleo-
sides, some amino acids, and glycoproteins. 
The metabolism of glucose also provides the 
energy to maintain the reduced form of nico-
tinamide adenine dinucleotide (NADH) and 
nicotinamide adenine dinucleotide phosphate 
(NADPH) [12].

3.2.1  Carbohydrate-Based PET 
Tracers

The most widely used PET tracer, 2-deoxy-2-[18F]
fluoro-D-glucose (FDG), is an analog of glucose 
with the 2-position hydroxyl group of D-glucose 
replaced with fluorine-18 as shown in Fig. 3.1. In 
addition to providing a positron- emitting radiola-
bel, this structural change limits metabolism of 

[18F]FDG to phosphorylation at the 6-position 
hydroxyl group. Unlike 6- phospho-D-glucose, 
6-phospho-[18F]FDG cannot be isomerized to 
proceed through the rest of the glycolytic path-
way. This property leads to intracellular trapping 
of 6-phospho-[18F]FDG in most tissues and in 
cancer cells, although some tissues such as the 
liver can enzymatically dephosphorylate 6-phos-
pho-[18F]FDG, allowing [18F]FDG to be slowly 
released over time. The amount of uptake of [18F]
FDG in a tissue can serve as a measure of glycoly-
sis and may be increased or decreased by a range 
of physiologic and pathophysiologic conditions.

Clinically, [18F]FDG is used primarily for 
oncologic, neurologic, and cardiac imaging, 
although there is the potential for using this tracer 
for imaging infection and inflammation as well. 
The cellular uptake and retention of [18F]FDG is 
mediated by glucose transporters and intracellu-
lar phosphorylation by hexokinase enzymes. 
Most studies suggest that hexokinase activity is 
the rate-limiting step for FDG accumulation in 
cancer cells [13], although the particular onco-
genes and tumor suppressers active in a cancer 
cell may influence the balance of transport versus 
hexokinase activity [14–16]. The uptake of glu-
cose and [18F]FDG is tissue dependent, and in 
skeletal and cardiac muscle, uptake is highly 
regulated by insulin. PET studies performed with 
[18F]FDG are thus typically performed under 
fasting conditions with low blood insulin levels 
to increase reproducibility and prevent high 
physiologic uptake of [18F]FDG in skeletal mus-
cle mediated by endogenous insulin release. 
Graphical analysis techniques using the Gjedde- 
Patlak method as well as compartment modeling 
methods have been developed to provide quanti-
tative measures of [18F]FDG metabolism [17].

In addition to [18F]FDG, a wide range of radio-
labeled carbohydrates have been developed [18, 
19]. Of these, the natural form of glucose labeled 
with C-11 has been used most extensively, ini-
tially through photosynthetic methods and later 
through chemical synthesis as D-[1-11C]glucose 
for human studies [20–22]. Advantages of [11C]
glucose are the chemical and biological equiva-
lence to unlabeled glucose and the ability of this 
PET tracer to undergo metabolism beyond the 
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Fig. 3.1 Structures of selected carbohydrate-based PET 
tracers
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first step of glycolysis. The term lumped constant 
can be used to estimate the metabolic rate of glu-
cose using [18F]FDG by correcting the fraction of 
[11C]glucose continuing through glycolysis along 
with the differences in the rate constants Km and 
maximum velocity Vmax of hexokinase activity for 
[11C]glucose and [18F]FDG [23, 24]. Estimates of 
glycolytic rates with [11C]glucose and [18F]FDG 
using the lumped constant are generally in good 
agreement in the brain but can differ substantially 
in malignant tissues [24, 25]. These differences 
are attributable at least in part to differences in 
substrate recognition by hexokinases. Due to the 
intracellular trapping of the radiolabel in the case 
of [18F]FDG but not [11C]glucose, [18F]FDG may 
provide higher tumor-to- normal tissue ratios [26].

3.2.2  Oncologic Imaging

The most widespread application of [18F]FDG is 
for cancer imaging. Most cancer cells upregulate 
the glycolytic pathway with conversion of glu-
cose to lactate even when there is adequate oxy-
gen and mitochondrial function for oxidative 
phosphorylation. This phenomenon, aerobic gly-
colysis, is often called the Warburg effect because 
it was first described by Otto Warburg in the 
1920s [27–29]. Regulatory pathways such as the 
PIK3/AKT pathway and the Myc oncogene drive 
the shift to glycolytic metabolism in many cancer 
cells [29]. This upregulation of glycolysis by 
tumor cells leads to higher uptake of [18F]FDG 
compared to most normal tissues and is the basis 
of [18F]FDG- PET imaging for the detection of 
cancer. Clinically, [18F]FDG-PET is frequently 
used for staging a wide range of solid and hema-
tological malignancies. [18F]FDG-PET/CT can 
increase the detection of nodal and distant metas-
tases compared to anatomic imaging alone with 
CT or MRI. Effective therapies that injure or kill 
tumor cells typically lead to a rapid decrease in 
[18F]FDG uptake which can often be detected 
before tumor size changes as assessed with ana-
tomic imaging modalities such as CT and MRI 
[30–32].

In cancer, higher [18F]FDG uptake is typically 
associated with more aggressive malignancies and 
poorer prognosis [33–38]. Some cancers such as 
differentiated thyroid cancers, well- differentiated 
neuroendocrine tumors, clear cell renal cell carci-
nomas, prostate adenocarcinomas, and mucinous 
adenocarcinomas often do not have high [18F]FDG 
uptake. Similarly, low-grade malignancies often 
have low [18F]FDG accumulation. Because inflam-
matory lesions due to infection or treatment (sur-
gery, chemotherapy and radiation) can cause 
increased [18F]FDG uptake, these conditions can 
confound [18F]FDG- PET studies for cancer imag-
ing. In these settings, other metabolic or molecu-
larly targeted PET tracers can be more effective 
than [18F]FDG. For example, [11C]choline and the 
amino acid [18F]fluciclovine are more effective for 
detecting biochemically recurrent prostate cancer 
than [18F]FDG, and these tracers are discussed 
later in this chapter.

A discussion of the many roles of [18F]FDG- 
PET for research and clinical oncologic imaging is 
beyond the scope of this chapter, but the use of 
[18F]FDG in the initial staging, monitoring 
response to therapy, and restaging after comple-
tion of therapy for lymphoma illustrates many of 
the useful properties of [18F]FDG for oncologic 
imaging [39, 40]. [18F]FDG has high uptake in 
fast-growing aggressive lymphomas such as dif-
fuse large B-cell lymphoma (DLBCL), Hodgkin’s 
lymphoma (HD), and Burkitt’s lymphoma. [18F]
FDG-PET/CT can provide more accurate initial 
staging of aggressive lymphoma than CT alone, 
particularly for detection of bone marrow and 
organ involvement [41, 42]. Interim [18F]FDG- 
PET imaging after two cycles of chemotherapy 
can provide key prognostic information in patients 
with HD and DLBCL; resolution of increased 
FDG uptake portends a good prognosis and may 
allow reducing the intensity of the remaining che-
motherapy regimen [43]. Similarly, complete met-
abolic response at the end of therapy indicates a 
favorable prognosis, and [18F]FDG-PET can be 
used for the detection of suspected recurrence. An 
example of FDG-PET/CT imaging in lymphoma 
before and after chemotherapy is shown in Fig. 3.2.
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3.2.3  Neuroimaging

Glucose is the primary energy source for neu-
rons, and [18F]FDG has been used extensively as 
a measure of regional cerebral glucose metabo-
lism rates. The glucose transporter 1 (GLUT1, 
SLC2A1) is present at the blood-brain barrier 
(BBB) and mediates facilitated transport of glu-
cose and [18F]FDG across the BBB [44]. Under 
most circumstances, glucose utilization and brain 
perfusion are tightly coupled and positively cor-
related [45]. The uptake of [18F]FDG in the brain 
reflects both neuronal and glial cell metabolism 
and synaptic activity and can change rapidly with 
brain activity and from pathological processes 
such as seizures.

The most common clinical uses of [18F]FDG 
for neuroimaging are in patients with possible 
dementia, epilepsy undergoing surgical evalua-
tion or brain tumors. [18F]FDG- PET has also 
been used in neuroimaging research of mea-
surement of brain activation, although func-

tional MRI using the blood-oxygen-level 
dependent (BOLD) method has replaced many 
of these PET applications [46–48]. In neurode-
generative diseases, [18F]FDG uptake is 
decreased in characteristic brain regions due to 
decreased synaptic activity and neuronal loss 
[49, 50]. In epilepsy, [18F]FDG-PET imaging is 
performed between seizures (interictal) and 
typically demonstrates decreased [18F]FDG 
uptake in the brain region surrounding the 
abnormal brain tissue that is the source of sei-
zure activity [51–53]. The use of [18F]FDG-
PET in neuro-oncology is limited by the high 
physiologic uptake of [18F]FDG in gray matter 
which often obscures adjacent tumor tissue. 
[18F]FDG-PET has been used for grading glio-
mas and for distinguishing recurrent tumor 
from treatment effects such as radiation necro-
sis as an adjunct to MRI [36, 54, 55]. Examples 
of [18F]FDG-PET for neuroimaging in epilepsy 
and dementia are shown in Figs. 3.3 and 3.4, 
respectively.

Fig. 3.2 Maximum 
intensity projection 
(MIP) images from [18F]
FDG-PET/CT studies 
before and after 
chemotherapy in a 
patient with follicular 
lymphoma. 
Metabolically active 
lymphoma involving 
lymph nodes in the 
axillae and the 
mediastinum are 
indicated with red 
arrows on the study 
performed before 
therapy. These nodes no 
longer have increased 
FDG uptake on the 
study performed after 
therapy, consistent with 
a complete metabolic 
response. Physiologic 
[18F]FDG uptake is seen 
in the brain, left 
ventricular myocardium, 
liver, and urine in the 
kidneys and bladder
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Fig. 3.3 Brain [18F]FDG-PET in a patient with medically 
refractory epilepsy performed between seizures (interictal 
study). T1-weighted axial (a) and coronal (b) MR images, 
axial (c) and coronal (d) [18F]FDG-PET, and fused PET/
MR images (e, f) demonstrate decreased [18F]FDG uptake 

in the left temporal lobe (white arrows). This regional 
brain hypometabolism suggests that the origin of the sei-
zure is in the left temporal lobe which guides surgical 
planning
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Fig. 3.4 Brain [18F]FDG-PET in a patient with cognitive 
impairment. T1-weighted axial (a) and coronal (b) MR 
images, axial (c) and coronal (d) [18F]FDG-PET, and 
fused PET/MR images (e, f) demonstrate decreased [18F]

FDG uptake in the parietal lobes (white arrows) and the 
temporal lobes (yellow arrow heads). This pattern of brain 
hypometabolism suggests that the patient’s cognitive 
impairment is due to Alzheimer’s dementia
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3.2.4  Cardiac Imaging

Cardiac muscle (myocardium) normally utilizes 
glucose and fatty acids as its primary sources of 
energy, although myocardial cells are highly 
adaptable which can also use lactate, pyruvate, 
ketone bodies, and certain amino acids for 
energy metabolism. Under normal conditions, 
fatty acids supply most of the myocardium’s 
energy demands. Myocardial energy metabo-
lism is influenced by the availability of sub-
strates. Recent ingestion of carbohydrates and 
higher blood insulin levels promote myocardial 
utilization of glucose rather than fatty acids. In 
contrast, prolonged fasting or consumption of a 
diet with high fat and very low or no carbohy-
drates promotes myocardial utilization of fatty 
acids and suppresses glucose metabolism. 
Myocardial ischemia (inadequate blood flow to 
fully meet metabolic demand) promotes glucose 
utilization.

Under basal conditions, glucose transport is 
rate limiting for glucose utilization, while isch-
emia and insulin stimulation lead to hexokinase 
phosphorylation becoming the rate-limiting step 
[56]. Differences in the recognition and phos-
phorylation of [18F]FDG and [11C]glucose can 
lead to substantial differences in estimates of 
myocardial glucose metabolism with [11C]glu-
cose providing more accurate measurements but 
requiring more complicated modeling and sam-
pling techniques [57, 58]. Patient preparation is 
critical for performing myocardial imaging with 
[18F]FDG or [11C]glucose imaging, and depend-
ing on the application, either glucose or fatty acid 
metabolism may be desired.

The heart does not maintain a significant 
depot of stored fuel substrates, and without a 
continual supply of fuel and oxygen, myocar-

dial cells are able to sustain metabolism for 
only a few minutes. During ischemia, myocar-
dial fatty acid catabolism is affected in a matter 
of seconds with reciprocal utilization of glu-
cose and fatty acids. The studies that have used 
fatty acid tracers to evaluate the ischemic heart 
have provided complementary findings when 
compared to those measuring glucose, with 
ischemic myocardium preferentially metaboliz-
ing glucose [59, 60]. Under ischemic condi-
tions, cardiac myocyte glucose utilization is 
quickly upregulated, which allows sufficient 
ATP for maintenance of ionic gradients through 
anaerobic glycolysis but does not supply suffi-
cient ATP for full contractile function. This pat-
tern of decreased fatty acid use and enhanced 
glucose use is characteristic of ischemic 
myocardium.

Clinically, [18F]FDG-PET has two major uses: 
(1) to assess for myocardial viability when chronic 
resting ischemia is suspected and (2) to assess for 
active inflammation due to sarcoidosis. Chronic 
resting ischemia leads to decreased myocardial 
contractility and is not readily distinguished from 
infarction through myocardial perfusion imaging. 
This condition is referred to as hibernating myo-
cardium, and the presence of maintained [18F]
FDG uptake indicated viable myocardium that 
may benefit from revascularization [61–63]. For 
viability studies, patient preparation that pro-
motes myocardial glucose metabolism is neces-
sary. In contrast, assessment for inflammation due 
to myocardial involvement by sarcoidosis, an 
idiopathic systemic inflammatory condition that 
can cause life-threatening arrhythmias through 
myocardial involvement, requires suppression of 
normal myocardial uptake of [18F]FDG. An 
example of myocardial imaging with [18F]FDG-
PET is shown in Fig. 3.5.
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3.2.5  Brown Adipose Tissue

Brown adipose tissue (BAT) is a metabolically 
active form of fat with adipocytes that contain the 
uncoupling protein 1 (UCP-1) which can uncou-
ple electron transport in the mitochondria leading 
to the generation of heat rather than ATP produc-
tion. BAT can be activated through sympathetic 
innervation and is a source of thermogenesis dur-
ing cold exposure. In humans, BAT is typically 
located in the neck, the supraclavicular region, 
and the intrathoracic fat of the posterior intercos-
tal spaces and mediastinum. In oncologic [18F]
FDG-PET studies, BAT can interfere with detec-
tion of malignant tissue. There is growing evi-
dence that higher amounts of BAT are associated 
with better glucose homeostasis, better blood 
lipid profiles, and decreased vascular inflamma-
tion [64, 65]. Increased [18F]FDG uptake can be 
used to estimate BAT metabolic activity, and 
recently standardized patient preparation, PET 
acquisition parameters, and quantitative mea-
sures for human studies have been proposed [66].

3.3  Amino Acids

α-Amino acids are small polar molecules with 
amino and carboxylic acid groups attached to the 
same carbon (the α-carbon). Amino acid side 
chains arising from the α-carbon determine the 
physiochemical and biological properties of an 
individual amino acid. Amino acids are the build-
ing blocks of proteins, and there are 21 standard 
amino acids in humans which are incorporated 
into proteins via transfer ribonucleic acids 
(tRNAs). Many other amino acids are formed 
through biosynthetic pathways, metabolic inter-
mediates, and posttranslational modification of 

a

b

Fig. 3.5 Maximum intensity projection (MIP) image 
(a) and coronal PET/CT (b) images from a myocar-
dial [18F]FDG-PET/CT study performed in a patient 
with suspected sarcoidosis. Increased activity is 
seen in the left ventricular myocardium (white 
arrow) despite suppression of glucose metabolism, 
indicating active inflammation due to sarcoidosis. 
Additionally, mediastinal lymph nodes with increased 
[18F]FDG uptake are present, and one of these nodes 
involved by sarcoidosis is indicated by a yellow arrow 
head
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proteins. In addition to their role in protein synthe-
sis, amino acids play a wide range of key roles in 
cellular metabolism including sources of energy 
(particularly glutamine), carbon sources for ana-
bolic pathways, and neurotransmission (e.g., gly-
cine, glutamate, and precursors to the monoamines 
dopamine, norepinephrine, and serotonin) [12].

Amino acids cross cell membranes through 
carrier proteins called amino acid transporters that 
are members of a family of biological transporters 
called solute carrier (SLC) proteins [67, 68]. Over 
20 amino acid transporter families have been 
identified in mammalian cells that differ in terms 
of their mechanisms of transport, tissue distribu-
tions, substrate specificity, and regulation. Most 
PET imaging performed with radiolabeled amino 
acids primarily measures amino acid transporter 
rather than intracellular metabolism with some 
important exceptions. Amino acid transport and 
metabolism is altered in many cancer cells, and 
the major application of radiolabeled amino acids 
in humans has been for oncologic imaging. An 
important unanswered question is whether amino 
acid transport can be used as a reliable surrogate 
for intracellular metabolism/utilization of specific 
amino acids. Several amino acid transporters 
including LAT1 and ASCT2 play important roles 
in cellular signaling through the mammalian tar-
get of rapamycin (mTOR) pathway [69–71]. 
Amino acid-based PET tracers are currently not 
as widely applicable as [18F]FDG but play key 
roles for certain types of tumors.

Naturally occurring amino acids can be 
labeled with N-13 and C-11 and are compatible 

with the relatively fast amino acid transport 
kinetics that typically lead to peak uptake within 
10–20 min after intravenous administration. The 
rapid metabolism of most naturally occurring 
amino acids coupled with the desirability of lon-
ger physical half-lives for batch production and 
remote distribution has motivated the develop-
ment of nonnatural amino acids labeled with flu-
orine- 18. In some cases, nonnatural amino acids 
are metabolically stable and may be more selec-
tive for specific amino acid transporters [72, 73]. 
Structures of some radiolabeled amino acids used 
for PET imaging are shown in Fig. 3.6.

3.3.1  Neuro-Oncology

One of the best established uses of radiolabeled 
amino acids is for neuro-oncology. Although 
[18F]FDG is effective for imaging most malig-
nancies, the high physiological glucose meta-
bolic rate leads to high uptake of [18F]FDG which 
can obscure lesions in the brain. Amino acids 
with large neutral side chains such as L-[11C]
methionine (MET), O-(2-[18F]fluoroethyl)-L- 
tyrosine (FET), and 3,4-dihydroxy-6-[18F]fluoro- 
L- phenylalanine (FDOPA) are system L 
substrates that have been used extensively for 
imaging brain tumors. System L is composed of 
four family members: LAT1 (SLC7A5), LAT2 
(SLC7A8), LAT3 (SLC43A1), and LAT4 
(SLC43A2). Because LAT1 is active at the blood- 
brain barrier (BBB), substrates for system L 
transport can cross the intact BBB and reach the 
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Fig. 3.6 Structures of 
selected radiolabel 
amino acids for PET 
imaging
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entire tumor volume. Unlike [18F]FDG, system L 
amino acids have relatively low uptake in normal 
brain tissue. These property allows tracers like 
[11C]MET, [18F]FET, and [18F]FDOPA to reach 
the entire brain tumor volume unlike CT and 
MRI contrast agents and many PET tracers that 
do not cross the BBB. An example of brain tumor 
imaging with a radiolabeled amino acid is shown 
in Fig. 3.7. Additionally, higher levels of LAT1 
are associated with worse prognosis in gliomas 
and many other human cancers [71, 74–76]. This 
class of amino acids has proven utility for diag-
nosis, surgical and biopsy planning, monitoring 
response to chemotherapy, and detecting recur-
rent disease [77–79]. There is recent data sug-
gesting that faster washout of [18F]FET is 
associated with high tumor grade and may pre-

dict more aggressive behavior in lower-grade 
gliomas [80, 81].

One of the limitations of system L transport is 
the reversible mechanism of transport (exchange 
for LAT1 and LAT2; facilitated diffusion for 
LAT3 and LAT4). This limits to the tumor-to- 
brain ratios that can be achieved with pure system 
L substrates. Other radiolabeled amino acids that 
are not primarily substrates for system L includ-
ing 4-[18F]-(2S,4R)-fluoroglutamine (FGln), 
4-(3-[18F]-(2S ,4S)-fluorpropyl)glutamate 
(FSPG), and anti-3-[18F]FACBC have demon-
strated high uptake in the enhancing regions of 
brain tumors, but their ability to visualize the 
entire tumor volume as has been demonstrated 
with system L substrates has not been fully evalu-
ated [82–84].

a

d e f

b c

Fig. 3.7 Selected images from an [18F]FDOPA-PET/
MRI study performed in a patient with a high-grade gli-
oma. The tumor is indicated with white arrows. The axial 
T1-weighted post-contrast MR image (a) shows minimal 
contrast enhancement in this region of the tumor, while 
the [18F]FDOPA-PET image (d) shows increased activity 

relative to normal brain. Fused coronal (b) and axial (c) 
T1-weighted post-contrast images also demonstrate 
increased [18F]FDOPA uptake in the tumor. The axial 
T2-weighted MR image (e) shows both tumor and edema, 
most of which overlaps with but is not identical to the 
[18F]FDOPA uptake seen on the PET/MR fusion image (f)
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3.3.2  Prostate Cancer

A variety of PET tracers have been developed 
and applied to prostate cancer imaging including 
metabolic tracers such as [11C]choline and [11C]
acetate that are discussed in other sections of this 
chapter. Other PET tracers targeting cell surface 
proteins including prostate-specific membrane 
antigen (PSMA) and the gastrin-releasing pep-
tide receptor (GRPR) are promising agents for 
prostate cancer imaging but are beyond the scope 
of this discussion [85–87]. The detection and 
localization of recurrent prostate cancer is a com-
mon clinical scenario, and [18F]FDG and ana-
tomic imaging with CT and MRI have limited 
sensitivity. The expression of several amino acid 
transporters is upregulated in human prostate 
cancer cells and can be targeted with radiolabeled 
amino acids [88, 89]. In May 2016, the nonnatu-
ral amino acid anti-3-[18F]FACBC (fluciclovine) 
received FDA approval for clinical use for the 
detection of biochemically recurrent prostate 
cancer. The cellular uptake of [18F]fluciclovine is 
mediated by several amino acid transporters with 
ASCT2 (SLC1A5) as the major transporter in 
prostate cancer cells with minor contributions by 
LAT1 and by SNAT2 (SLC38A2). ASCT2 is a 
neutral amino acid transporter which is a key 
transporter of glutamine in cancer, and SNAT2 is 
a transporter for small neutral amino acids. These 
amino acid transporters have high expression in 
human prostate cancer although they are not spe-
cific to prostate cancer. Limited human data sug-
gest that [11C]methionine and the selective system 
A substrate, α-[11C]methyl aminoisobutyric acid 
(MeAIB), may also have applications for imag-
ing prostate cancer [90, 91].

3.3.3  Neuroendocrine Tumors

Certain amino acids, particularly [18F]FDOPA 
and 11C- and 18F-labeled analogs of tryptophan, 
have shown useful imaging properties for neuro-
endocrine tumors. These amino acids enter cells 
through system L transport but appear to have 
 better imaging properties than other system L 
substrates, presumably due to intracellular metab-

olism of [18F]FDOPA and tryptophan analogs. 
PET tracers that target somatostatin receptors 
such as 68Ga-labeled DOTATATE, DOTATOC, 
and DOTANOC generally have superior diagnos-
tic accuracy for well- differentiated neuroendo-
crine tumors, although there is data suggesting 
that [18F]FDOPA may be more effective for carci-
noid tumors that are hormonally active [92–94].

3.3.4  Glutaminolysis

Like glucose metabolism, many human cancers 
upregulate the utilization of the amino acid glu-
tamine [95–97]. Therapeutics that interfere 
with glutamine metabolism represent a promis-
ing approach to cancer treatment, and there is 
great interest in developing imaging agents to 
measure glutamine metabolism. A major focus 
has been glutaminolysis which is the intracel-
lular conversion of glutamine to glutamate with 
subsequent metabolism to other compounds 
including pyruvate, citrate, and alanine which 
can be used for energy or carbon sources for 
anabolism. A number of PET tracers have been 
developed that are substrates for glutamine 
transport including [11C]glutamine, 18F-labeled 
analogs of glutamine (e.g., [18F]FGln), and the 
alicyclic amino acid [18F]fluciclovine [88, 98–
102]. Currently, it is not clear that the uptake 
and retention of amino acid-based PET tracers 
is positively correlated with intracellular gluta-
minolysis, and this application remains an 
active area of investigation.

3.3.5  Protein Synthesis

An obvious application of radiolabeled amino 
acids is measurement of protein synthesis. 
However, only a few amino acid PET tracers are 
well-suited for this purpose. Many amino acids 
have multiple potential metabolic fates other than 
incorporation into proteins which confounds PET 
image analysis, and many nonnatural amino 
acids do not participate in protein synthesis. The 
best established PET tracer for protein synthesis 
is L-[11C]leucine labeled at the carboxylic acid 
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position [103–105]. When L-[11C]leucine is 
incorporated into proteins through amide bond 
formation, the C-11 label is retained. The other 
primary metabolic fate of leucine is conversion 
into α-ketoisocaproic acid which leads to decar-
boxylation and loss of the C-11 label as [11C]car-
bon dioxide (CO2). Other amino acids that have 
been used to estimate protein synthesis include 
[1-11C]-L-tyrosine and 2-[18F]fluoro-L-tyrosine 
[106, 107]. Measurement of protein synthesis 
with L-[11C]leucine requires kinetic modeling 
and cannot be done through simple SUV mea-
surements alone.

3.4  Nucleoside Analogs

Cellular proliferation is a fundamental process in 
cell biology and is dysregulated in neoplastic 
cells. Cell division requires the synthesis of 
deoxyribonucleic acids (DNA), and thus 
 nucleosides and nucleoside analogs have been 
developed as PET tracers for measuring prolifer-
ation rates. This class of tracers have increased 
uptake in cells during the S-phase of the cell 
cycle when DNA synthesis is occurring but not 
during other cell cycle phases (G1, M, and G2 
phases). Because thymidine is present in DNA 
but not in ribonucleic acid (RNA), tracer devel-
opment for proliferation imaging with nucleo-
sides has focused on thymidine analogs. Other 
strategies, notable sigma-2 receptor ligands, have 
been developed for imaging cellular proliferation 
but are not discussed in this chapter [108–110].

Initial proliferation imaging with nucleo-
side analogs was performed with [11C]thymi-

dine [111–113], but the rapid metabolism of 
this tracer made estimation of proliferation 
rates challenging. Currently, the most well-
established PET tracer in this class is 3′-deoxy-
3′-[18F]fluorothymidine (FLT). In a fashion 
analogous to [18F]FDG, the 3′-hydroxyl group 
on the deoxyribose portion of thymidine is 
replaced with F-18 in [18F]FLT. This substitu-
tion provides a PET radionuclide for imaging 
and also prevents incorporation of [18F]FLT 
into DNA. Other 18F-labeled analogs of thymi-
dine have been developed including [18F]
FMAU that are substituted with F-18 at the 
2′-position and can be incorporated into 
DNA. However, it is not clear that radiola-
beled nucleosides that are incorporated into 
DNA provide more accurate assessment of 
proliferation or superior image quality than 
non- incorporated nucleosides. Examples of 
radiolabeled nucleosides and nucleoside ana-
logs are shown in Fig. 3.8.

Thymidine  and its analogs are transported 
across cell membranes by facilitated transport 
by the type 1 equilibrative nucleoside transport-
ers (ENT1) followed by phosphorylated by thy-
midine kinases [114, 115]. Both thymidine and 
[18F]FLT are substrates for phosphorylation by 
cytosolic thymidine kinase 1. In the case of [18F]
FLT, phosphorylation is the rate-limiting step 
determining cellular retention under most cir-
cumstances [116]. In contrast, incorporation of 
[11C]thymidine triphosphate into DNA is the 
rate- limiting step for retention [117]. In some 
tissues, dephosphorylation of [18F]FLT occurs 
which can lead to [18F]FLT leaving the cell over 
time [118, 119].
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Fig. 3.8 Structures of selected nucleoside-based PET tracers for proliferation imaging
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3.4.1  Oncologic Imaging

The primary use of [18F]FLT-PET has been for 
cancer imaging, particularly for assessing 
response to therapy [120–123]. Because effective 
anticancer therapies stop or slow cancer cell pro-
liferation, PET tracers that accurately measure 
cellular proliferation in vivo are expected to be 
effective for a wide range of cancers and thera-
peutics. The use of nucleoside analogs such as 
[18F]FLT may be particularly valuable early in the 
course of therapy and may be useful as a surro-
gate endpoint in early-phase clinical trials of 
experimental therapeutics. Although [18F]FLT is 
not currently used for routine clinical imaging, 
there is the potential to use [18F]FLT-PET to stop 
futile treatment regimens and switch to alterna-
tive therapies earlier than is possible with [18F]
FDG-PET and/or anatomic imaging alone. 
Studies indicate that [18F]FLT has lower uptake in 
the setting of inflammation than [18F]FDG which 
is an advantage when treatments such as chemo-
therapy, radiation, and immunotherapies often 
induce inflammatory responses in tumors [124–
126]. An important limitation that has been 
observed with [18F]FLT and other nucleoside- 
based agents is relatively low sensitivity for 
detecting metastases [127–129], suggesting that 
[18F]FLT-PET cannot replace staging using [18F]
FDG-PET, CT, and/or MRI.

A number of relatively small imaging trials 
have been performed using [18F]FLT-PET in a 
range of cancer types including lymphoma, non- 
small cell lung cancer (NSCLC), squamous cell 
head and neck cancer, breast cancer, acute 
myelogenous leukemia, gastrointestinal malig-
nancies, and glioblastoma [123]. The majority of 
these studies demonstrate that [18F]FLT-PET can 
serve as an early predictor of response to therapy, 
and decreases in [18F]FLT uptake in tumors are 
correlated with progression-free and disease-free 
survival. Larger prospective trials demonstrating 
that [18F]FLT-PET can provide earlier and/or 
more accurate assessment of response to therapy 
than other imaging techniques that improves 
patient management are needed.

An important consideration when using [18F]
FLT-PET to monitor response to therapy is the 

potential for alterations in [18F]FLT metabolism 
in the liver due to chemotherapeutic agents, and 
some investigators have advocated blood sam-
pling to avoid incorrectly interpreting [18F]FLT- 
PET studies due to metabolic changes rather 
than changes in tumor proliferation [122]. 
Additionally, simple SUV measurements may 
not be optimal for assessing response using 
[18F]FLT [119, 122]. Although [18F]FLT-PET 
has shown promising results for measuring pro-
liferation and evaluating response to therapy in 
glioma [130–134], the poor brain availability of 
[18F]FLT prevents assessment of non-enhancing 
tumor regions [135, 136] . These added ele-
ments of complexity make the use and stan-
dardization of this tracer in the routine clinical 
setting more challenging.

3.5  Fatty Acids

Fatty acids are utilized in many cellular pro-
cesses for energy and production of ATP. When 
compared to carbohydrates and proteins, fatty 
acids yield the most ATP on an energy per 
gram basis and are completely oxidized to CO2 
and water by β-oxidation and the TCA cycle. 
Additionally, fatty acids are essential compo-
nents of phospholipids that form the phospho-
lipid bilayers of all cell membranes. Some 
lipids such as arachidonic acid are involved in 
signaling pathways. Molecular imaging using 
fatty acids has taken advantage of both lipo-
genesis and oxidation to evaluate tumor growth 
and cellular metabolism, respectively.

Fatty acids can either be incorporated from 
the extracellular media or obtained from 
hydrolyzed triglycerides by neutral hydrolases 
in the cytoplasm or acid hydrolases in an 
autophagic pathway [137]. Fatty acid synthe-
sis (FAS) is an anabolic process that converts 
acetyl-CoA to malonyl-CoA via acetyl-CoA 
carboxylase. Malonyl-CoA is in turn commit-
ted to FAS and is involved in the elongation of 
fatty acids through fatty acid synthase (FASN). 
Additional modifications of fatty acids are 
subsequently performed by elongases and 
desaturases.
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Fatty acids are also catabolized by the fatty 
acid oxidation (FAO; β-oxidation) pathway. Fatty 
acids provide twice as much ATP as carbohy-
drates and are the preferred form of storage (e.g., 
triglycerides in adipose tissue) under conditions 
of nutrient abundance. Fatty acids are abundant 
in blood under fasting conditions and under aero-
bic conditions; the heart primarily utilizes 
β-oxidation of fatty acids for fuel. The uptake of 
fatty acids by the heart is dependent on many fac-
tors including the concentration of fatty acids in 
blood, the albumin-to-fatty acid ratio, the fatty 
acid chain length, and the availability of oxygen, 
which is required for β-oxidation to proceed 
[138]. After a carbohydrate load and insulin 
release, the metabolism of the heart shifts remark-
ably. Insulin decreases lipolysis from adipocytes, 
lowering blood fatty acid concentration, and 
induces translocation of glucose transporters 
from the cardiac sarcolemma. A decline in fatty 
acid concentration results in a shift of myocardial 
metabolism from fatty acids to glucose. Lactate 
and ketones can also be alternatively used by the 
heart when they are abundant in blood.

All fatty acids that normally exist in humans 
are even-chain fatty acids which break down to 
CO2. Straight chain FAs labeled at the C-1 posi-
tion (e.g., [11C]acetate, [1-11C]palmitate) most 
accurately reflect physiologic oxidation because 
all of the other carbons in the chain can undergo 
other metabolic fates [139]. Fatty acids labeled at 
the omega end of the chain (opposite the carbox-
ylic acid moiety) have a longer residence half-life 
in the myocardium because β-oxidation proceeds 
from the carboxylic acid (C-1) end. Ketone body 
synthesis is another metabolic pathway that uses 
acetyl-CoA. This involves the formation of ace-
toacetate mediated by the cooperative action of 
acetyl-CoA transferase and acetoacetyl-CoA thi-
olase followed by succinyl coenzyme A/acetoac-
etate coenzyme transferase, an initiator of ketone 
body utilization in tumor cells [140].

Acetate is catabolized via the TCA cycle to 
produce CO2 and water. [11C]Acetate, a 2-carbon 
fatty acid labeled in the C-1 position, is esterified 
and enters the TCA cycle where the C-1 (labeled) 
carbon leaves as 11CO2. Acetate does not easily 
cross the blood-brain barrier and is not extracted 

from the blood stream as a substrate for neuronal 
energy metabolism. [11C]Acetate is rapidly 
cleared from circulation resulting in high initial 
retention in organs with high basal metabolism, 
as expected in the brain. [18F]Fluoroacetate dem-
onstrated a much longer half-life in blood and no 
evidence of specific retention [141]. The struc-
tures of [11C]acetate and [18F]fluoroacetate are 
shown in Fig. 3.9.

3.5.1  Oncologic Imaging

Fatty acids are major substrates for catabolic 
and anabolic processes with cancer cells often 
demonstrating high levels of lipid accumula-
tion [142], fatty acid oxidation [143], and de 
novo fatty acid synthesis [144] and have been 
identified as a potential therapeutic target in 
multiple cancers [145, 146]. Fatty acids 
labeled with both C-11 and F-18 have been 
developed as PET traces for studying fatty 
acid synthesis and β-oxidation [147]. Cancer 
cells often demonstrate a lipogenic phenotype 
requiring that fatty acids be synthesized de 
novo to maintain cell proliferation and viabil-
ity [148] and survival [149].

[11C]Acetate has been shown to act as a 
marker of fatty acid synthesis [150–152]. The 
majority of studies analyzing the efficacy of 
[11C]acetate in oncologic imaging have focused 
on the detection of prostate cancer [153], with 
several additional cancers demonstrating high 
tumor-to-background uptake including hepato-
cellular carcinoma, thymomas, renal cancers, 
brain tumors, and lung malignancies [154, 155]. 
FASN enzymes are upregulated in virtually all 
prostate cancers [156], and several studies have 
confirmed that accumulation of [11C]acetate in 
prostate cancer cells is associated with upregu-
lation of enzymes involved in lipogenesis [151, 
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Fig. 3.9 Structures of [11C]acetate and [18F]fluoroacetate
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157]. Accumulation of [11C]acetate is highly 
correlated with FASN expression, and the FASN 
inhibitor orlistat, an antiobesity drug, is shown 
to have anticancer activity in relation to [11C]
acetate uptake [158]. Recently, [11C]acetate 
SUVmax accurately identified patients at 
increased risk and was directly and linearly cor-
related with survival time [159]. [11C]Acetate-
PET imaging has also been shown to be effective 

in determining response to therapy in men with 
bone metastatic prostate cancer before and after 
androgen deprivation therapy, or after first-line 
chemotherapy [160]. An example of a [11C]ace-
tate-PET/CT study in prostate cancer is shown 
in Fig. 3.10.

A major problem with using [11C]acetate as a 
marker of FASN activity (tumorigenesis) is that 
both oxidative and fatty acid synthesis pathways 

a b

c

d

Fig. 3.10 [11C]Acetate-PET/CT in a man with recently 
diagnosed prostate cancer involving the left lobe of the 
prostate. A whole-body maximum intensity projection 
(MIP) image (a) and fused PET/CT (b) and PET (c) 
images demonstrate increased activity in bilateral external 

iliac lymph nodes, consistent with nodal metastases. The 
corresponding non-contrast CT image (d) shows that the 
lymph nodes are not pathologically enlarged and thus 
would not be identified as metastases by CT alone
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compete for [11C]acetate, and the short half-life of 
carbon-11 may possibly be too short to actually 
detect the synthetic component. Several fluori-
nated acetate analogs have been synthesized to 
take advantage of the longer half-life of fluorine-
 18 to attempt to produce PET tracers capable of 
measuring FASN activity. [18F]Fluoroacetate has 
been synthesized and evaluated as a tracer for 
fatty acid synthesis, but in vivo studies have dem-
onstrated that it is not a substrate for the fatty acid 
synthesis pathway. [18F]Fluoroacetate is trans-
ported through cell membranes by either mono-
carboxylate transporters and/or by diffusion and 
is subsequently converted to fluoroacetyl-CoA by 
the enzyme acetyl-CoA synthases 1 (ACS1; cyto-
plasmic) and 2 (ACS2; mitochondrial) [161, 162]. 
Unlike acetate, fluoroacetyl-CoA is not an effi-
cient substrate for FASN, and therefore the fluoro-
acetyl moiety is not incorporated into de novo 
synthesized fatty acids. Additionally, while citrate 
can be utilized by the ATP citrate lyase, which is 
one of the key lipogenic enzymes that is overex-
press in many cancer cells for fatty acid synthesis, 
fluorocitrate cannot be utilized by ATP citrate 
lyase because it is irreversibly bound to aconitase. 
Therefore, [18F]fluorocitrate is accumulated in 
cells until it degrades radiochemically. However, 
it is conceivable that fluoroacetate in tracer dos-
ages may be converted in part to fluoroacetoace-
tate, which would reflect de novo ketone synthetic 
activity in cancer cells which utilize ketone bodies 
for energy production [163], and may explain the 
increased uptake and accumulation of [18F]fluoro-
acetate in prostate cancer [164].

3.5.2  Cardiac Imaging

As discussed in the carbohydrate section of this 
chapter, the heart does not maintain a substantial 
energy reserve and thus requires nutrients from the 
blood for function and survival. Under ischemic 
conditions, anaerobic glycolysis is the primary 
energy source for myocytes. The response of the 
heart to reperfusion is complex, likely reflecting 
the duration and severity of ischemia and the tim-
ing and adequacy of reperfusion, as well as the 
amount of collateral blood flow. Postischemic stud-

ies have shown recovery of fatty acid metabolism 
directly associated with recovery of perfusion 
[165]. Some studies have used fatty acid imaging to 
evaluate reperfusion and the benefit of novel anti-
ischemic treatment approaches [166]. Conversely, 
in both nonischemic and ischemic heart failure, 
there are variable changes in myocardial fatty acid 
uptake. The majority of studies demonstrate 
increased fatty acid uptake, whether the underlying 
problem is ischemia [167], nonischemic cardiomy-
opathy [168], or diabetic cardiomyopathy. It is not 
known whether these various causes of heart fail-
ure produce altered fatty acid utilization via the 
same mechanism and whether increased fatty acid 
transport relates to the impairment of function 
[169].

In the heart, the TCA acid cycle is closely cou-
pled to oxidative phosphorylation, and several 
studies have demonstrated that the efflux of labeled 
CO2 after the administration of [11C]acetate reflects 
myocardial oxygen consumption [170, 171]. 
Conversely, myocardial [18F]fluoroacetate reten-
tion does not relate to blood flow or oxidative 
metabolism. These findings are consistent with the 
finding that [18F]fluoroacetate is not a preferred 
substrate for monocarboxylate transporters and 
that minimal conversion of [18F]fluoroacetate to 
[18F]acetyl-CoA occurs. Thus, [18F]fluoroacetate is 
not useful as a tracer of mitochondrial ACS2 activ-
ity. Additionally, unlike acetate, fluoroacetate 
stops the TCA cycle from completion after the for-
mation of fluorocitrate [172, 173]. Fluorocitrate 
acts as an irreversible inhibitor of aconitase [174], 
which is the catalytic enzyme for the conversion of 
citrate to cis- cistrate, a necessary intermediate for 
the successful completion of the TCA cycle. 
Comparison of [11C]acetate to [18F]fluoroacetate 
found little similarity in the distribution and reten-
tion of the two radiotracers in clinical trials.

3.5.3  Long-Chain Fatty Acid Cardiac 
Imaging

The 16-carbon chain fatty acid [1-11C]palmitate 
has been studied extensively in cardiovascular 
PET research studies to monitor changes in 
metabolism in response to physiologic and 
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pathologic conditions [175, 176]. Long-chain 
fatty acids are rapidly and avidly extracted by 
the heart, but uptake and subsequent metabolism 
are complex. Compartmental modeling of myo-
cardial time-activity curves allows for estima-
tion of [11C]palmitate uptake, esterification, and 
oxidation [177]. Studies have shown that under 
certain circumstances, washout of [11C]palmitate 
from the myocardium correlated with myocar-
dial oxygen consumption [178], allowed delin-
eation of zones of myocardial infarction [179], 
and was able to characterize the efficacy of 
reperfusion strategies [180]. However, under 
myocardial ischemia conditions, back-diffusion 
of unoxidized [11C]palmitate is confounded with 
 metabolic clearance of β-oxidized [11C]palmi-
tate. For quantitative imaging of fatty acid 
metabolism, most studies are done in the fasting 
state to optimize tracer uptake, because plasma 
fatty acid levels are high. Glucose loading mark-
edly affects the residence time of palmitate in the 
heart (prolonging it) because long-chain fatty 
acids are shunted into triglycerides and phospho-
lipids with glucose loading.

18F-labeled long-chain fatty acid (LCFA) 
analogs were developed to take advantage of the 
longer half-life of F-18. The odd-chain length 
LCFA analog, 17-[18F]fluoroheptadecanoic 
acid, was found to have a rapid uptake in the 
heart similar to [11C]palmitate with biphasic 
clearance from the myocardium. The even-chain 
LCFA analog, 16-[18F]fluorohexadecanoic acid 
(FHDA), also showed similar biphasic clear-
ance from the heart, but with different clearance 
rates and different labeled metabolites in the 
heart. For FHDA, the primary putative metabo-
lite is 2-[18F]fluoroacetyl-CoA, which under-
goes a variety of metabolic transformations, 
including defluorination. The complex meta-
bolic handling of the 18F-labeled LCFA analogs, 
in addition to their in vivo defluorination, com-
plicates the development of quantitative model-
ing strategies.

To simplify the myocardial kinetics of radiola-
bel LCFAs, structural modifications have been 
investigated to impede oxidation or esterification. 
These structural modifications include branched 
chain analogs [181–183], heteroatom substitu-

tion [184–186], and cyclopropyl group incorpo-
ration [187]. While a few of these compounds 
have been evaluated in small clinical studies 
[169], none are currently in routine clinical use. 
Structures of representative LCFA PET tracers 
are show in Fig. 3.11.

3.6  Membrane Synthesis

Choline is a quaternary ammonium organic base 
that is an essential component of phospholipids 
and cell membranes and is involved in three 
major metabolic pathways: (A) phosphorylation, 
(B) oxidation, and (C) acetylation [188]. The 
phosphorylation pathway in mammalian cells 
starts with choline and results in the synthesis 
and incorporation of phosphatidylcholine (PC) 
into cell membranes via the Kennedy pathway. 
Choline kinase (CK) catalyzes choline phosphor-
ylation to produce phosphocholine, which acts as 
an intracellular storage pool of choline and is the 
rate-limiting step in the Kennedy pathway. 
Phosphocholine is modified to diphosphate- 
choline (CDP-choline) by the enzyme cytidylyl-
transferase and then to other intermediates before 
being incorporated into cell membrane phospho-
lipids as phosphatidylcholine [189]. Malignant 
transformation is associated with enhanced cho-
line transport and utilization, characterized by 
increased choline kinase α (CHKα) expression, 
which leads to a phenotype characterized by 
increased radiolabeled choline uptake [190, 191].
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Fig. 3.11 Structures of selected long-chain fatty acids 
(LCFAs) used for PET imaging
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The choline oxidation pathway mainly occurs 
in the liver and kidneys where the choline oxi-
dase system (choline dehydrogenase and betaine 
aldehyde dehydrogenase) catalyzes the forma-
tion of betaine. Betaine can act either as an 
organic intracellular osmolyte regulator or can be 
used as a methyl group donor to produce methio-
nine from homocysteine [192]. [11C]Choline and 
the fluoro-analogs are readily oxidized to beta-
ines by choline oxidase, mainly in the kidney and 
liver, with metabolites detectable in plasma soon 
after injection of the radiotracer [193, 194]. The 
acetylation pathway involves choline acetyltrans-
ferase (ChAT) catalyzing the reaction of acetyl 
coenzyme A with choline to produce acetylcho-
line which acts as a neurotransmitter. The struc-
ture of choline and selected 18F-labeled analogs 
are shown in Fig. 3.12.

3.6.1  Oncologic Imaging

Choline metabolism has been shown to be 
directly related to proliferation and oncogenic 
signaling [195]. Choline is taken up into cells via 
specific choline-transporting transmembrane sys-
tems, and total choline-containing phospholipid 
metabolite levels have been shown to increase as 
cells progress from normal to immortalized 
tumor cells [196]. Several studies have shown 
that alteration of lipid metabolism occurs in 
breast [196], colon [197], ovarian [198], and 
prostate cancers [199]. An altered lipogenic phe-
notype allows cancer cells to synthesize new 
membranes [200], store energy, and generate 
modules involved in cell signaling regulation and 
invasion [201]. Additionally, upregulation and 
increased activity of lipogenic enzymes (includ-
ing fatty acid synthase and choline kinase) have 
specifically been shown to occur throughout the 

various stages of prostate cancer and correlate 
with poor prognosis and survival [199].

Cell membrane fatty acid composition differs 
between normal and malignant cells [202]. The 
relative amount of choline phospholipids, which 
are predominately distributed in the membrane 
outer leaflets, is reduced in all malignant tumor 
membranes [191, 203]. Malignant cells are found 
to have an upregulation of choline kinase, which 
leads to an upregulation of phosphatidylcholine 
that is then incorporated into and trapped in 
tumor cell membranes [204]. However, several 
studies have also demonstrated that hypoxia 
alters the choline uptake profile in malignancies 
with reduced choline phosphorylation observed 
in hypoxic cancer cells [205, 206]. Hypoxia- 
inducible factor (HIF)-1α regulates the glycolytic 
activity by promoting the expression of both glu-
cose transporters and glycolytic enzymes, lead-
ing to decreased oxidative phosphorylation and 
increased lactate production via lactate dehydro-
genase. This effect leads to an overall increase in 
FDG uptake and decreased [11C]choline uptake in 
hypoxic prostate cancer cells.

PET radiopharmaceuticals targeting choline 
metabolism and uptake have utilized [11C]choline or 
18F-labeled choline analogs. The choline analogs, 
[18F]fluoromethylcholine and [18F]fluoroethylcho-
line, have been used extensively for imaging several 
malignancies but primarily for detection of prostate 
cancer [207, 208]. The mechanism of choline accu-
mulation in tumors is not completely understood 
and may reflect either the activity of the de novo 
phosphatidylcholine synthesis pathway or oxidative 
metabolism via the betaine-sarcosine-glycine path-
way which was recently demonstrated to be highly 
active in prostate cancer [189, 209]. In 2012, the US 
Food and Drug Administration announced approval 
of [11C]choline for clinical PET imaging in recur-
rent prostate cancer (Fig. 3.13).

⊕

H3C
CH3

N
OHH3

11C ⊕

H3C CH3

OH
N

18F

⊕

H3C
CH3

N
OH

18F

[11C]choline [18F]fluoromethyl
choline

[18F]fluoroethyl
choline

Fig. 3.12 Structure of 
[11C]choline and 
selected fluorinated 
analogs

3 Overview of Positron-Emission Tomography Tracers for Metabolic Imaging



68

While [11C]choline requires an on-site 
cyclotron due to the short half-life of car-
bon-11, this PET tracer has benefits such as 
rapid blood clearance (<5 min), rapid uptake 
within prostate tissue (3–5 min), and substan-
tially less urinary elimination when compared 
to both [18F]FDG and fluorinated choline ana-
logs [205]. [11C]Choline demonstrates the 
highest physiological tissue uptake in the renal 
cortex, followed by the liver and pancreas, 
with variable intestinal uptake. While there is 
early vascular uptake, there is low- to- absent 
physiological uptake in the cerebral cortex. 
Fluorinated choline analogs are excreted via 
the urinary system with a high accumulation 
in the urinary bladder, which is not ideal for 
assessment of the pelvic region for prostate 
nodal metastases. However, the longer half-
life of fluorinated choline analogs allows for 

delayed acquisition which may provide a high 
tumor-to-background ratio.

The differentiation between benign prostatic 
hyperplasia (BPH), prostatitis, and high-grade 
intraepithelial neoplasia is not always possible 
in primary staging of prostate cancer using 
choline- PET/CT as these conditions also dem-
onstrate high choline uptake [210–212]. 
Additionally, there is decreased choline uptake 
in patients in response to androgen deprivation 
therapy [213, 214] with reported significant 
 differences between [11C]choline and [18F]fluo-
rocholine imaging in patients undergoing 
androgen deprivation therapy [215]. Choline 
uptake in prostate nodal metastases has been 
shown to decrease in response to chemotherapy 
and radiotherapy [216]. In addition to prostate 
cancer, radiolabeled choline has been utilized 
in other tumor models including head and neck 
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Fig. 3.13 [11C]choline-PET/MR in a man with recurrent 
prostate cancer based on rising serum prostate-specific 
antigen (PSA) after prostatectomy. Right iliac chain 
lymph nodes with increased activity are seen on the maxi-
mum intensity projection (MIP) image (a) and on the 

axial fused PET/MRI (b) and PET only (c) images as indi-
cated with yellow arrow heads. The nodes are also seen on 
the axial T2-weighted (d), diffusion-weighted (e), appar-
ent diffusion coefficient, (f) and post-contrast fat satura-
tion T1-weighted images (g)
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[217, 218] and breast cancers [219] which have 
also shown decreased choline uptake in 
response to chemotherapy and radiotherapy.

3.7  Hypoxia

Hypoxia is a common feature of malignant tumors 
resulting from a functional disturbance in micro-
circulation and increased oxygen consumption. 
Tumor hypoxia is heterogeneous in time and 
space and not only accounts for tissue necrosis, 
but it also has a strong impact on tumor biology 
with negative prognostic outcomes. Hypoxia 
causes resistance to chemotherapy [220] (i.e., 
decreased tumor concentration of the chemother-
apeutic agent, loss of sensitivity to p53-mediated 
apoptosis, and loss of decreased cell proliferation 
by metabolic stress) and radiotherapy (i.e., reduc-
ing free radical damage by intracellular reactive 
oxygen species when hypoxic). Beyond its role in 
neovascularization as a mechanism for tumor 
adaptation to nutrient and oxygen deprivation, 
hypoxia has also been shown to lead to an elon-
gated cellular life span and immortality, metabo-
lism changes, and stem cell proliferative 
deregulation and inflammation [221]. Below a 
certain critical oxygen concentration threshold, 
hypoxia-inducible factor 1 (HIF-1) is activated 
which upregulates a variety of genes controlling 

metabolic pathways, pH regulation, angiogenesis, 
metastatic potential, DNA replication, protein 
synthesis, and treatment resistance [222, 223].

Hypoxia also regulates the proliferation and 
differentiation of different types of stem-like can-
cer cells [224]. Tumors have been shown to have 
subpopulations of cells with characteristics similar 
to nonmalignant stem cells called “cancer stem 
cells” [225, 226]. The cancer stem cell model pro-
poses that this cancer cell population is ultimately 
responsible for tumor initiation, progression, and 
recurrence. To evaluate for a hypoxic microenvi-
ronment, a commercially available oxygen elec-
trode permits oxygen partial pressure levels (pO2) 
in human tumors. This method is inherently lim-
ited due to its invasive nature and is only pertinent 
for easily accessible tumors of sufficient size. An 
additional invasive method is histologic cytologi-
cal coloration of the excised tumor with nitroimid-
azole compounds (i.e., pimonidazole or EF5) or 
immunohistochemical analysis of hypoxia marker 
proteins (i.e., HIF-1α or carbonic anhydrase IV).

Several molecular imaging agents have been 
evaluated as a means to noninvasively assess for 
hypoxia in the tumor microenvironment, and the 
structures of several of these tracers are shown 
in Fig. 3.14. An ideal hypoxia imaging agent 
should have high membrane permeability for 
easy access to intracellular mitochondria and a 
low redox potential to allow stability in 
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 normoxic conditions. Copper (Cu)-diacetyl-
bis(N4- methylthiosemicarbazone) (Cu-ATSM) 
is a hypoxic marker that is selectively retained 
in hypoxic tissues [227–229]. It is believed that 
Cu-ATSM undergoes bioreductive trapping 
under hypoxic conditions. After cellular entry, 
Cu(II)-ATSM in reduced to an unstable Cu(I)-
ATSM species, which when protonated at the 
N3 and N6 positions, will lead to the complex 
dissociating and subsequent irreversible trap-
ping of Cu(I) within the cellular copper meta-
bolic processes [230]. Cellular trapping of the 
copper is nondependent on oxygen, pH, and 
NADH which is an essential cofactor [231]. In 
vitro studies found that the Cu-ATSM lipophilic 
molecule may diffuse into cells by combined 
passive and facilitated (protein-carrier-medi-
ated) mechanisms with no evidence to support a 
role for copper- transporter 1 (Ctr1) facilitated 
uptake [232]. The reduced Cu(I)-ATSM is 
charged and less lipophilic and is therefore 
retained in the cell. In a normoxic cell, Cu(I)-
ATSM can be reoxidized and diffuse out of the 
cell [233]. There is controversy in the field 
regarding the nature of Cu-ATSM retention and 
how well it correlates with tissue hypoxia versus 
accumulation due to blood flow and copper 
transport [234].

64Cu-ATSM hypoxia imaging has been explored 
in various in vitro and in vivo preclinical models, 
with variable in vivo hypoxia mapping (likely 
related to cell lineage and acquisition time after 
injection). This heterogeneity of 64Cu-ATSM 
uptake has led to a complicated interpretation of 
tumor hypoxia mapping with a need to further 
clarify whether radiotracer distribution is more 
defined by perfusion (early time) or pO2 levels (late 
time). Only a few clinical studies have been per-
formed with Cu-ATSM; however, they have shown 
a predictive response to traditional cancer thera-
pies in patients with rectal [235], lung [236], and 
uterine cervical cancer [237, 238] where higher 
Cu-ATSM uptake portended a worse prognosis.

Nitroimidazole compounds are used for imag-
ing oxygen-deprived hypoxic cells, based on the 
intracellular accumulation of radicals formed after 
the reductive reaction by nitroreductases. Under 
hypoxic conditions, nitroimidazole  compounds 
are reduced by intracellular nitroreductases at low 

oxygen levels, < 10 mmHg, with the metabolites 
subsequently serving as electron acceptors. The 
reduced metabolites form covalent bonds with 
macromolecules and become biochemically 
trapped in the hypoxic cells [239]. The metabo-
lism of nitroimidazoles relies on active electron 
transport enzymes and functional nitroreductase 
enzymes; thus, trapping does not occur in necrotic 
tissues. In normoxic tissues, the metabolites are 
reoxidized and cleared from cells by back-diffu-
sion. Hypoxic tissues can thus be delineated as an 
area of high tracer uptake after allowing a suffi-
cient period of time for the non- trapped parent 
radiotracer to be excreted from the cells [240].

[18F]Fluoromisonidazole (FMISO) is a deriva-
tive of nitroimidazole and is the most studied 
nitroimidazole for hypoxia imaging [241]. [18F]
FMISO enters cells by passive diffusion where it 
is metabolized and trapped in hypoxic cells. Time 
activity curves show that [18F]FMISO achieves 
equilibrium within plasma within 30 min, with 
selective retention of [18F]FMISO observed in 
hypoxic tissue by 1 h after injection and retention 
observed starting around 2.5 h [239]. The long 
uptake time and low tumor-to-background ratios 
are the main drawbacks of [18F]FMISO imaging 
which may limit the applicability of the tracer in 
clinical practice. Several studies correlating 
direct oxygen measurements with [18F]FMISO 
have been performed, demonstrating that [18F]
FMISO retention requires a hypoxic level of 
<10 mm Hg [242]. The need for severe hypoxia 
for [18F]FMISO retention will likely limit the use 
of this tracer for evaluating nonneoplastic 
hypoxic conditions where milder hypoxia is typi-
cally present. Hypoxic imaging with [18F]FMISO 
has been evaluated in many solid tumors includ-
ing glioma [243], head and neck cancer [244], 
lung cancer [245], breast cancer [246], colorectal 
cancer [247], and renal cell carcinoma [248] with 
the majority confirming [18F]FMISO demon-
strates selective uptake in hypoxic tumors. 
Studies comparing [18F]FMISO with [18F]FDG in 
head and neck cancers found good correlation 
between [18F]FMISO and pO2, but no correlation 
between pO2 measurements and FDG uptake 
[249]. Conversely however, in a study of sarco-
mas, no correlation was found between [18F]
FMISO and pO2 [250].
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The slow uptake of [18F]FMISO in target tissue 
and slow clearance of unbound [18F]FMISO from 
non-hypoxic areas stimulated the development of 
other tracers with improved pharmacokinetics, such 
as [18F]fluoroazomycin arabinoside ([18F]FAZA). 
Compared to [18F]FMISO, the biodistribution of 
[18F]FAZA is improved through the addition of a 
sugar moiety, making it less lipophilic [251]. Several 
clinical and preclinical studies have demonstrated 
overall superior pharmacokinetics and higher con-
trast with nontarget tissues when compared to [18F]
FMISO [252, 253]. 2-Nitroimidazol-[18F]pentafluo-
ropropyl acetamide ([18F]EF5) and 2-nitroimidazol-
[18F]trifluoropropyl acetamide ([18F]EF3) are 
examples of another class of hypoxia-sensitive 
radiopharmaceuticals which are more lipophilic 
than [18F]FMISO and have possible advantages over 
[18F]FMISO in clinical trials [254, 255].

3.8  Summary

A broad range of small molecule PET tracers 
have been developed and applied to the metabolic 
imaging of physiologic and disease processes. 
PET-based approaches take advantage of the 
tracer principle and the diversity of radiosyn-
thetic methods for incorporating carbon-11 and 
fluorine-18 into small molecules. The well- 
established preclinical, translational, and clinical 
applications of PET imaging will continue to 
play key roles in metabolic imaging. Important 
limitations of PET include the potential forma-
tion of radiolabeled metabolites, exposure to ion-
izing radiation, and the need for blood sampling 
and modeling for certain applications. Other 
imaging modalities including MRI and optical 
techniques can complement PET for metabolic 
imaging and are discussed in other chapters.
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Introduction: MRI/MRS 
as Metabolic Imaging Tools

David Wilson and Michael Ohliger

Metabolic imaging using magnetic resonance 
has its roots in a relatively obscure technology, 
used by physicists in the late 1940s to study the 
nuclear magnetic moments of nuclei. This tech-
nique was nuclear magnetic resonance (NMR), 
based on the original observations of Bloch and 
Purcell in 1946 that nuclei with a given spin 
could be studied by applying an oscillating 
radiofrequency field, at a frequency correspond-
ing to energy difference between nuclear orien-
tations. When this so-called “resonance” 
frequency is applied to matter, the resulting 
emitted signal is the basis for NMR and mag-
netic resonance imaging (MRI). The discovery 
most relevant to metabolic  imaging was that of 
chemical shift, described in several publications 
in 1949–1950, and the consequence of the subtle 
changes in local magnetic field, resulting from 
electric shell interactions. This remarkable find-
ing is the fundamental principle of magnetic 
resonance spectroscopy (MRS), whereby nuclei 
can be identified reliably depending on their 
chemical structure, independent of magnetic 
field strength. Today in the clinic, several key 
metabolites present in the brain are easily identi-

fied using MRS techniques. Changes in the fre-
quency-specific metabolic map or “spectrum” 
are used to diagnose disease and monitor the 
effects of medical treatments, in  cancer and other 
illnesses.

In this chapter, we will describe the theoretical 
basis and physics behind MRI/MRS and their 
application to clinical imaging. MRS especially 
using 1H nuclei will garner the bulk of our atten-
tion, a metabolic technique studied in a large 
number of diseases and organs, including the 
brain and prostate. Metabolic study using MRS 
has progressed beyond the study of nuclei in situ 
(1H, 23Na, and 31P) and may be applied to intro-
duced MR-active nuclei containing a net one-half 
spin, for example, via infusion of an enriched 13C 
or 15N drug or metabolic substrate. Site-specific 
enrichment is one strategy used to track the 
metabolism of these so-called “insensitive” 
nuclei, hindered by their low natural abundance 
and gyromagnetic ratio (γ). Recently, a revolu-
tionary technology has been used to markedly 
increase the SNR of introduced, low γ nuclei, 
namely, hyperpolarized (HP) MRS. The physical 
basis of this technique as well as its application to 
metabolism will be described. Finally, we will 
address other exciting new MR techniques 
applied to metabolism including chemical 
exchange saturation transfer (CEST) imaging 
and relaxivity-based strategies.
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4.1  Basics of MRI/MRS 
Techniques

Magnetic resonance imaging (MRI) techniques 
exploit the magnetic properties of materials to 
form detailed images of biological tissues and to 
extract molecular information. Unlike computed 
tomography (CT), MRI does not rely on ionizing 
radiation to form an image. In addition, MRI is 
very flexible, permitting pulse sequences to be 
designed to yield images with different types of 
soft tissue contrast. The majority of magnetic 
resonance techniques that are used clinically are 
sensitive to the spatial distribution of water mol-
ecules (the most ubiquitous NMR-visible mole-
cules) and the chemical environment of those 
molecules. Using MR spectroscopy (MRS), 
numerous other biological compounds can be 
detected in situ. These compounds often give 
important metabolic information about the tissue 
being imaged. In addition, there is growing inter-
est in imaging the metabolism of exogenously 
administered compounds in order to probe differ-
ent biological processes. The first part of this 
chapter describes the physical principles of MRI 
and MRS, focusing on the different ways the 
magnetic properties of tissues can be exploited to 
obtain diverse types of image contrast. The sec-
ond part of this chapter describes specific exam-
ples of how MRI/MRS are used to assess 
metabolism in basic science and in the clinic.

4.1.1  Magnetic Resonance

All particles have intrinsic angular momentum, 
or “spin.” Because of quantum mechanics, the 
spin of a particle is constrained to discrete integer 
or half-integer values. The most common particle 
used in magnetic resonance imaging is the hydro-
gen nucleus, which consists of a single proton 
that can take on spin values of either +1/2 or 
−1/2. The angular momentum of the proton in 
conjunction with its positive charge causes it also 
to behave like a small magnetic dipole, producing 
a small magnetic field similar to a bar magnet 
with the north and south poles aligned according 
to the direction of the spin. At room temperature 

and without any external magnetic field, all of the 
proton spins within a sample will point in random 
directions, and therefore the total magnetic field 
emanating from the sample is zero. However, 
when the sample is placed in a strong magnetic 
field, the protons will align with their spins pref-
erentially parallel or antiparallel to the applied 
field (Fig. 4.1). Because the protons have lower 
energy when their spins are parallel to the mag-
netic field, at room temperature there is a small 
excess of proton spins aligned parallel to the 
applied magnetic field. Although this population 
difference is quite small (approximately three per 
million at 3 T), when summed over the large 
number of protons in any biological sample, a 
macroscopic net magnetization is created that 
can be detected through the phenomenon of mag-
netic resonance described below. An expanded 
review of magnetic resonance can be found in 
several references [1–3].

In most descriptions of NMR and MRI, the 
word “spin” is used in two ways. First, it refers to 
the angular momentum quantum number 
described in the paragraph above. Second, the 
word spin is used generically to refer to which-
ever nuclear particle (1H, 23Na, 31P) that is being 
investigated using NMR. We follow the same 
practice here.

Net magnetization
“M”

B0

Fig. 4.1 Spins placed within a large magnetic field (B0) 
align themselves parallel or antiparallel with respect to 
that field. Because the parallel alignment has lower 
energy, slightly more spins will be in that state. This 
yields a small net macroscopic magnetization
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MRI scanners that are used for clinical and 
preclinical imaging consist of four main compo-
nents: (1) a strong main magnetic field, B0, that 
is typically generated by a superconducting 
magnet and never changes; (2) a radiofrequency 
transmitter coil that is responsible for NMR 
excitation; (3) gradient coils that create small 
linearly varying fields and allow for spatial 
localization; and (4) radiofrequency receiver 
coils that detect the MRI signal arising from the 
sample. Sometimes, the same radiofrequency 
coil is used for excitation as well as signal 
reception.

When a sample such as a human patient or 
animal is placed in an MRI scanner, the spins 
within that sample become preferentially aligned 
with the strong main magnetic field, creating a 
small macroscopic magnetization. At equilib-
rium, this magnetization is static and therefore 
not detectable. When the proton spins are excited 
using the radiofrequency transmitter coil, they 
are rotated into a plane transverse to the main 
magnetic field. While they are in this transverse 
plane, the spins begin to precess around the axis 
of the main magnetic field (Fig. 4.2). The preces-
sion of these charged particles in turn creates a 
time-varying radiofrequency field that is detected 
outside of the sample. The frequency of preces-
sion, known as the Larmor frequency, is deter-
mined by the equation:

ω = Bγ,

where B is the strength of the main magnetic 
field and γ is the gyromagnetic ratio, which is a 
constant that is different for every type of 
nucleus. The simplicity of this formula under-
lies many of the principal strengths of magnetic 
resonance imaging. The local magnetic field 
experienced by the proton is often slightly 
 different from the main magnetic field because 
of electromagnetic screening and other effects 
that occur in the proton’s local environment. 
Therefore, the detected resonance frequency is a 
sensitive measure of the local chemical environ-
ment of the protons within a sample. Different 
molecules will have different characteristic 
“chemical shifts.”

4.1.2  Relaxation and Tissue 
Contrast

In magnetic resonance imaging, information is 
derived about the composition of tissues (e.g., tis-
sue contrast) by three main mechanisms. First the 
MR signal is in general proportional to the num-
ber of precessing protons, and therefore tissue 
with more protons will give higher signal. In 
practice, this “spin density” contrast is of limited 
utility because the water density of most tissues 
is uniform. The second method of deriving chem-
ical information about tissues is using the fre-
quency of precession described above, where 
protons in different chemical environments (i.e., 
belonging to different molecules) have slightly 
different resonance frequencies. The shifts in fre-
quencies between different molecules are typi-
cally well known and can be used to determine 
which molecules are present. This “chemical 

Local magnetic
field

M

B

Frequency

ω=γB

Fig. 4.2 Spins in the plane transverse to the main mag-
netic field process with the Larmor frequency, which is 
proportional to the gyromagnetic ratio, g, and the local 
magnetic field sensed by the spin. This frequency is there-
fore sensitive to the local chemical environment
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shift” contrast underlies many specialized MR 
spectroscopy techniques described below. One 
common application of chemical shift contrast is 
the separation of fat and water, which have a res-
onance frequency difference of approximately 
220 Hz at 1.5 T (440 Hz at 3.0 T). This chemical 
separation underlies many “fat saturation” tech-
niques that allow imaging without contamination 
of fat and also techniques that are sensitive to fat 
deposition in organs such as the liver [4].

The third and most frequently used source of 
soft tissue contrast is differences in the rate of 
relaxation of different spins toward equilibrium. 
As discussed above, spins that are aligned with 
the large external magnetic field tend to stay in 
the same orientations, with a small excess of 
spins aligned with the field rather than against it. 
When protons are excited into the transverse 
plane, the equilibrium is altered and fewer pro-
tons are left aligned with the external field. As the 
protons precess in the transverse plane, they give 
off energy and eventually relax toward equilib-
rium. This relaxation occurs with two different 
time constants (Fig. 4.3). The time constant with 
which the transverse magnetization decays is 
known as T2, and the time constant with which 
the longitudinal magnetization (i.e., spins aligned 
with the field) reappears is known as T1. The rate 
at which magnetization within tissue returns to 
equilibrium is very sensitive to the local chemical 
and physical interactions and therefore gives 

information about the local chemical environ-
ment. MRI techniques can be designed to empha-
size either the T1 or T2 of a tissue.

This relaxation-based contrast underlies the 
majority of routine clinical imaging. As a general 
rule, molecules that are in isotropic environments 
such as fluid collections have very long relax-
ation times (long T1 and T2), while semisolid tis-
sues such as tendons that exist in anisotropic 
environments have very short relaxation times. 
Areas of iron deposition or blood products tend 
to create local magnetic field inhomogeneities 
that shorten T2 [5].

In addition to being the dominant source of 
intrinsic tissue contrast, relaxation rates are the 
principal mechanism for exogenously adminis-
tered contrast. Gadolinium-based (Gd3+) contrast 
agents have an outer shell that rapidly exchanges 
with protons from surrounding water molecules, 
dramatically shortening the T1 of surrounding 
water. Iron-based nanoparticles (e.g., SPIOs), 
which are accumulated in macrophages and can 
also be designed to target certain tissues, also 
lead to a shortening of T1 but predominantly 
cause a shortening of T2.

4.1.3  Spatial Encoding and MRI

The focus of this chapter is on the chemical and 
molecular sensitivity of MRI and MR spectros-
copy. We will briefly discuss the ways in which 
MRI is able to extract information about the spa-
tial distribution of protons and other spins within 
tissues, although a detailed discussion of this 
complex topic is beyond the scope of the chapter. 
Excellent review articles [2, 6] are available for 
further information on this subject. Spatial infor-
mation is obtained in MRI through the applica-
tion of magnetic field “gradients,” which are 
specialized magnetic fields that point in the same 
direction as the main magnetic field but vary lin-
early in magnitude along either the x-, y-, or 
z-axis (off-axis gradients can be created by com-
bining one or more of these basic gradients). 
When a gradient is applied, each part of the sam-
ple “sees” a different magnetic field, with the 
resonance frequency then mapped to spatial 

Relaxation

T1
Recovery of longitudinal

magnetization

T2
Loss of transverse

magnetization

B0

Fig. 4.3 Two relaxation time constants in NMR. T1 is 
the time constant for recovery of longitudinal magnetiza-
tion. T2 is the time constant for decay of transverse 
magnetization
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 position. This is known as “frequency encoding.” 
This basic technique only works along a single 
axis. In order to obtain information perpendicular 
to the axis used for frequency-encode gradient, 
an alternative encoding scheme called “phase 
encoding” must be used in which successively 
larger gradients are applied in a step-by-step 
fashion so that the relative phases of protons in 
adjacent voxels change at each step. Because 
phase encoding requires multiple repetitions for 
each phase-encoding step, imaging time is chiefly 
determined by the number of phase-encoding 
steps that are necessary to acquire an image.

The MR signal that is obtained in both the 
frequency-encode and phase-encode directions is 
not a direct image of the sample. Rather, it is a 
representation of the relative amplitude of vari-
ous spatial frequencies that occur within the 
image. This spatial frequency-based representa-
tion of an image, or “k-space,” is similar to the 
way sound can be decomposed into various audi-
tory frequencies or light can be decomposed into 
different colors [7]. The properties of k-space are 
such that data that occur at the center of k-space 
are slowly varying and contribute most to the 
overall SNR of the image and the overall image 
contrast. Data that occur at the periphery of 
k-space contain information about the rapidly 
varying edges within an image and contribute 
most to spatial resolution.

4.1.4  Combining Spatial Encoding 
and Chemical Information:  
MR Spectroscopic Imaging

Magnetic resonance spectroscopic imaging is a 
method of combining the chemical shift molecu-
lar information of different molecules resonating 
at different frequencies with the spatial informa-
tion obtained using magnetic field gradients 
described above. There are two main strategies of 
spectroscopic imaging. “Single-voxel tech-
niques” are those in which only a single voxel is 
excited and an NMR spectrum is obtained from 
that voxel. These techniques have the advantage 
that they are relatively fast. However, they tend to 
be limited in signal to noise because only a small 

sample is being excited. Chemical shift imaging 
techniques integrate the spectroscopic step into 
the phase-encoding methodology described 
above. Instead of frequency encoding using spa-
tially varying magnetic field gradients, NMR 
spectra are acquired during each phase-encoding 
step where the resonance frequency is deter-
mined not by spatial position but by chemical 
composition [8]. The penalty for using this 
approach is that there is no longer a spatial 
frequency- encode direction. All spatial dimen-
sions must be acquired using phase encoding. 
The time required to obtain extra phase encoding 
greatly slows down acquisition. Numerous strate-
gies have been developed to try to avoid some of 
this penalty in acquisition time, and this is an 
active field of research.

Practical methods for spatial localization in 
clinical MR spectroscopy fall into two main cate-
gories [9, 10]. In point-resolved spectroscopy 
(PRESS), a single volume is excited by using 
three frequency-selective RF pulses in three 
planes that intersect within the volume of interest. 
An alternative scheme is known as the stimulated 
echo acquisition mode (STEAM), which is based 
on the acquisition of stimulated echoes. Broadly 
speaking, STEAM allows for shorter echo times 
and acquisition of spectral metabolites with short-
T2 relaxation times but suffers from lower base-
line signal to noise than PRESS [11].

Regardless of the acquisition method for spec-
troscopic imaging, there are several important 
technical considerations. First, when acquiring 
proton spectroscopic imaging, the signals from 
molecules present in small concentration can be 
obscured by the predominant signal that comes 
from water or even lipid. Therefore, specialized 
water saturation or lipid saturation schemes are 
needed. Second, in order to acquire high-quality 
spectroscopic images, it is important that the mag-
netic field in the sample be as uniform as possible. 
This uniformity is typically obtained by applying 
small additional “shim” magnetic fields to com-
pensate for nonuniformity of the main magnetic 
field. Undesired variations in the main magnetic 
field will cause protons to precess at slightly dif-
ferent frequencies, eventually  becoming out of 
phase and suppressing the observable peaks.
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4.1.5  Magnetic Resonance 
Spectroscopy Beyond Protons

MRI can be used to image many nuclei other than 
protons. Several other nuclei of biological inter-
est that have half-integer spin necessary to be vis-
ible by MRI include 13C, 13P, and 23Na as 
summarized in Table 4.1 [12]. These atoms are of 
interest because they are often contained in mol-
ecules that are important in metabolism or cellu-
lar energetics. Although the basic physical 
principles of magnetic resonance using these 
nuclei are the same as for protons, there are sev-
eral important practical challenges. First, because 
these nuclei resonate at different frequencies 
from protons, specialized hardware is required to 
image these nuclei, including RF coils and ampli-
fiers. Second, these atoms tend to be present at 
relatively low levels. For example, natural abun-
dance 13C is only 1% of the total carbon in the 
body, the majority of which is 12C that is not vis-
ible by MRI. Third, the gyromagnetic ratio of 
these compounds is lower than 1H, which leads to 
decreased overall signal received from a single 
nucleus. Finally, several of these nuclei have 
long-T1 relaxation times compared to protons. T1 
relaxation is necessary to recover the longitudinal 
magnetization before the next data point is 
acquired. Waiting for this additional T1 recovery 
greatly lengthens scan time.

Because of these limitations, non-proton MRI is 
not typically performed on a routine basis clini-
cally, but there are numerous research applications. 
These applications can use introduced half-integer 
spin nuclei. While 1H, 23Na, and 31P MRS studies 
have focused on nuclei in situ, several other nuclei 
have been investigated following long infusions of 
small molecules containing MR-active nuclei, for 
example, 2H and 19F. For example, the metabolism 
of the chemotherapeutic agent 5-fluorouracil has 
been studied using 19F MRI.

4.2  Magnetic Resonance 
Spectroscopy: Clinical 
Application and Innovation

Over the last several decades, MRS has evolved to 
become a robust technique, frequently used in 
clinical studies and in most cases available to MR 
technologists at the push of a button. Although 
MRS was first applied to endogenous 31P nuclei, 
the vast majority of patient studies use the 1H 
nuclei of abundant biomolecules—most notably 
choline (Ch), creatine (Cr), and N-acetylaspartate 
(NAA) in the normal brain and citrate (Cit) in the 
normal prostate. To reliably detect and quantify 
these and other metabolites, MRS exploits their 
different 1H chemical shifts. Several technical 
advances have allowed the proliferation of 1H 

Table 4.1 NMR-active nuclei typically used for biomedical applications

Nuclei m (spin)
Natural 
abundance (%) γ (rel to 1H) Δδ (ppm) T1 range

Example biomedical 
application

1H 1/2 99.98 1 13 0.1–2 s Total body MRI and MRSI

2H 1 0.02 0.1535 13 <1 s Metabolic tracer injection 
using MRSI

13C 1/2 1.11 0.2515 200 0.1–100 s Metabolic tracer injection 
using MRSI

15N 1/2 0.37 0.1013 900 0.1–400s Metabolic tracer injection 
using MRSI

17O 5/2 0.04 0.1355 1160 5–50 ms Oxidative metabolism using 
MRSI

19F 1/2 100.00 0.9409 700 0.1–1 s Tracer injection of therapies 
using MRSI

23Na 3/2 100.00 0.2645 72 10–50 ms Neurodegeneration and 
cardiac using MRI

31P 1/2 100.00 0.4048 430 0.05–2 s Bioenergetics and pH using 
MRSI

MRI magnetic resonance imaging, MRSI magnetic resonance spectroscopic imaging, m quantum spin number, γ  
gyromagnetic ratio, Δδ chemical shift
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MRS as a metabolic imaging tool, most notably 
the introduction of superconducting magnets, the 
use of the Fourier transform (FT) for signal pro-
cessing, the introduction of high-sensitivity sur-
face RF coils, and the ever-increasing field 
strength of modern clinical MRI systems. MRS is 
now widely available, used to study both common 
diseases (cancer, neurodegenerative disease) and 
rare metabolic disorders. Most properties of 1H 
make it the ideal nucleus for MRS study, espe-
cially its high natural abundance (99%), large 
gyromagnetic ratio (γ), and inherent compatibility 
with routine clinical MRI exams. In most cases, 
the same hardware can be used for study of anat-
omy (1H MRI) and metabolism (1H MRS). We 
will begin by discussing 1H MRS and then discuss 
the motivations for pursuing other spin- 1/2 nuclei.

4.2.1  First Application: Nuclei In Situ

Studies of biological tissues using NMR spec-
troscopy culminated in the first use of MRS in 
patients, used to study 31P in situ. The major 
advantages of 1H were soon recognized, and in 
1983 Behar et al. reported in vivo 1H MRS of the 
human brain. Several advances were required for 
robust 1H MRS including improvements in mag-
netic field homogeneity and water suppression 
techniques. The latter methods were needed to 
overcome the water signal that would otherwise 
dominate the 1H spectrum and prohibit the study 
of low-concentration metabolites. Currently, spa-
tially localized 1H spectroscopy can be performed 
for a variety of tissues, including the brain, pros-
tate, muscle, and liver. In the brain, 1H MRS is 
often performed with anatomic imaging to allow 
co-localization of structural and metabolic abnor-
malities. Using 3D magnetic resonance shift 
imaging (MRSI), the brain can be parcelated into 
individual volume elements (voxels), which may 
be evaluated independently for relative metabo-
lite concentrations. 1H MRS can be performed on 
voxel volumes as low as 1 cm3, a relatively high 
spatial resolution for a metabolic technique.

What metabolites can be studied using 1H 
MRS? In general, to be visible by 1H MRS, 
metabolites need to [1] have a high steady-state 
concentration, [2] exhibit a large fraction that is 

not membrane or protein bound, [3] have a long 
spin-spin relaxation constant (T2), and [4] have 
distinct upfield resonances in the 1–4 ppm range. 
The resonances observed also depend on the part 
of the brain studied and the imaging parameters 
applied in particular the echo time (TE). Spectra 
may be acquired using a short or long echo time 
depending on the clinical question. Examples of 
short-TE (in this case 6 ms) and long-TE (288 ms) 
1H spectra acquired in the normal brain are shown 
in Fig. 4.4, showing the simplification of the spec-
trum seen at the longer echo time [13]. At longer 
echo times, short-T2 nuclei are not seen—in the 
normal brain, only choline (Ch), creatine (Cr), 
and N-acetylaspartate (NAA) are visualized. This 
simplification is useful for derangements such as 
cancer, for which these (and lactate) are the most 
relevant resonances. However, some applications 
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Fig. 4.4 1H NMR spectrum from a gray matter-rich 8 cm3 
voxel in the occipital lobe of a volunteer acquired with an 
optimized SE-based acquisition scheme at 3 T (TE = 6 ms), 
compared with a spectrum obtained at TE = 288 ms. Inset: 
transverse T1-weighted GRE image showing voxel location
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require a more granular analysis of additional 
metabolites, for example, the search for inborn 
errors of metabolism in pediatric neuroimaging. 
When certain resonances are present in 1H MRS, 
these are highly specific for metabolic disorders. 
For example, the diagnosis of maple syrup urine 
disease, also called branched-chain ketoaciduria, 
is clinched by 1H MRS as shown in Fig. 4.5. This 
disease of newborns is caused by genetic defects 
of the branched-chain alpha-keto acid dehydroge-
nase complex, preventing the breakdown of the 
amino acids leucine, isoleucine, and valine. As a 
result, these amino acids accumulate at high con-
centrations in the brain, and their hydrophobic 
(water- repelling) side chains result in unique 

upfield resonances, easily identified by their 
chemical shifts.

In the simplified, long-TE spectrum, the major 
metabolites identified in the adult brain are, in order 
of decreasing ppm, Ch, Cr, NAA, and sometimes 
Lac. Choline has been extensively studied as a 
tumor-specific metabolite, and both brain and pros-
tate tumors have a larger than expected Ch reso-
nance. The Ch peak is assigned at 3.22 ppm and 
represents the sum of choline and other choline-con-
taining compounds (e.g., phosphocholine) with 
near-identical chemical shift. Ch is a marker of phos-
pholipid synthesis and degradation, reflecting cellu-
lar proliferation. Figure 4.6 shows the 3D MRSI of a 
patient with brain cancer (glioblastoma multiforme) 
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Fig. 4.5 On the left, T2-weighted MRI of a neonatal 
brain showing increased fluid signal in the frontal 
white matter. Short-TE 1H MRS was performed, dem-
onstrating resonances around 1 ppm corresponding to 

the side chains of the branched-chain amino acids 
valine, leucine, and isoleucine. In this case the abnor-
mal 1H MRS is highly specific for maple syrup urine 
disease

Cho Lac

Normal

GBM

Cho/Cr NAA

Fig. 4.6 3D 1H MRSI performed on a patient with 
glioblastoma multiforme, the most common malignant 
primary brain tumor. On the left, postgadolinium T1-
weighted imaging reveals a large enhancing tumor. 
Spectroscopic imaging revealed significant metabolic 

derangement in voxels corresponding to tumor, with 
marked elevation of Ch, loss of NAA, and visualiza-
tion of Lac, all features of a high-grade lesion. Sample 
voxels for normal and tumor regions are shown on the 
right
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showing increased choline in voxels correspond-
ing to tumor. The MRS observable protons in Cr 
resonate at 3.02 ppm, representing a combination 
of creatine and phosphocreatine. Cr is a phosphate 
source and marker of energy metabolism. The 
concentration of Cr is relatively constant, and thus 
it is often used as an internal reference for calculat-
ing metabolite ratios. In brain tumors, Cr signal 
may be reduced. The largest peak observed in the 
water-suppressed 1H MRS spectrum is NAA, seen 
at 2.02 ppm. NAA is a nervous system- specific 
metabolite and is detected in both gray and white 
matter. The exact physiologic role of NAA is con-
troversial, but it has been postulated to be an 
important acetate source and may play a role as a 
cerebral osmolyte. It is a marker of neuronal and 
axonal viability/density, and reduced magnitude of 
this peak in 1H MRS is seen in numerous intracra-
nial diseases, from cancer to multiple sclerosis. 
Finally, the Lac peak is not usually seen in the nor-
mal brain, occurring at 1.33 ppm. The concentra-
tion of Lac increases under anaerobic metabolism 
as seen in hypoxic- ischemic injury, metabolic dis-
orders, and seizures. It is also seen in several 
tumors, an important product of the metabolic pro-
gramming seen in cancer. According to the 
Warburg hypothesis, tumors use accelerated gly-
colysis as a primitive energy mechanism, in the 
process making significant quantities of lactate. 
This derangement is summarized in Fig. 4.7a [14]. 

Importantly, the lactate resonance observed by 1H 
MRS reflects the steady-state, in situ concentra-
tion of this metabolite. This is in contrast to the 
metabolic information gleaned from hyperpolar-
ized 13C MRS, whereby the conversion of intro-
duced 13C pyruvate to 13C lactate is observed in 
real time.

The discussion in this chapter largely focuses 
on brain 1H MRS, but prostate spectroscopy has 
also evolved into a highly informative technique, 
commonly performed in conjunction with ana-
tomic imaging during a prostate MR exams. This 
technique allows visualization of the metabolic 
reprogramming seen in malignant prostate cancer 
cells. Three-dimensional MR spectroscopic 
imaging (MRSI) allows metabolic evaluation of 
the entire prostate gland, with resonances corre-
sponding to citrate, creatine, choline, and poly-
amines readily visualized. As shown in Fig. 4.7b, 
the spectra taken from regions of prostate cancer 
show significantly reduced or absent citrate (Cit) 
and polyamines (PA) relative to those seen in the 
normal surrounding gland. These changes in 
citrate are attributed to a shift from citrate- 
producing to citrate-oxidizing metabolism. 
Because choline is elevated in prostate cancer, 
the choline-to-citrate ratio ([choline + creatine]/
citrate) is commonly used for spectral analysis 
since the choline and creatine peaks are poorly 
resolved.

ba

Fig. 4.7 Metabolic reprogramming in prostate cancer, 
observed by 1H MRS. (a) Change in glucose metabo-
lism when comparing normal prostate glandular epithe-
lial cells and malignant cells. (b) Representative 
T2-weighted imaging and corresponding three-dimen-
sional MRSI array in patient with Gleason 3 + 4 cancer 
in the right base of the prostate gland. Inlaid spectra 
corresponding to normal and malignant voxel demon-

strate differences in metabolism for these regions, with 
large citrate resonance observed in normal prostate tis-
sue and abnormal choline peak in cancer. GLUTs 
 glucose transporters, ZIP1 zinc transporter, AcCoA ace-
tyl-CoA, ACCH acetylcholine, αKG α-ketoglutarate, 
Lac lactate, LDH lactate dehydrogenase, MCT4 mono-
carboxylate transporter 4, OAA oxaloacetate, Pyr pyru-
vate, TCA tricarboxylic acid
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Finally, spectral editing and 2D techniques can 
allow identification of numerous metabolites, not 
identified on simple 1H MRS spectra. For exam-
ple, analyses of vitamin C, glutathione (GSH/
GSSG), and gamma-aminobutyric acid (GABA) 
are possible, even though these small molecules 
are not visible using routine clinical acquisitions. 
GABA is the main inhibitory neurotransmitter in 
the human central nervous system, reducing neu-
ronal excitability. Using spectral editing, the fre-
quency-specific coupling of GABA can be used to 
detect it. The GABA signal at 3.0 ppm is coupled 
to the signal at 1.9 ppm, whereas the signals of 
other metabolites at 3.0 ppm (e.g., Cr) are not 
coupled to signals at 1.9 ppm. The structure of 
GABA and the coupled spins used are shown in 
Fig. 4.8. If a frequency- selective pulse is applied 
at 1.9 ppm, this will have an indirect effect on the 
signals at 3.0 ppm, via proton-proton coupling. If 
two sequences are performed, with and without 
this frequency- selective pulse, the difference 
between these spectra will yield an “edited” spec-
trum containing only the coupled signals corre-
sponding to GABA. This editing approach is also 
known as J-difference editing and was the first 
method used to specifically detect GABA.

4.2.2  Ramping Up the Signal: 
Hyperpolarized MRS

Despite the success of 1H MRS in studying basic 
metabolism and its perturbations, there are some 
limitations of this technique. As one can see 

looking at the in vivo brain 1H spectrum in 
Fig. 4.4a, one concern is that it’s a bit crowded, 
with most metabolites of interest falling into a 
narrow range (approximately 3 ppm). This over-
lap of key resonances has been addressed by 
spectral editing as previously discussed, as well 
as by 2D MRS studies, analogous to those used 
in solution NMR to study proteins and other 
 biomolecules. One approach is to consider other 
half-spin nuclei, whose sensitivity can be 
enhanced by enrichment and hyperpolarized 
techniques. In particular, 13C is of special rele-
vance in studying the flux through glycolysis and 
other basic metabolic pathways. However, study 
of 13C nuclei in situ is not possible at clinically 
relevant imaging times, due to low natural abun-
dance (1.1% of C is the NMR-detectable 13C 
nucleus), gyromagnetic ratio, and concentrations 
of metabolites of interest.

Recently, the study of 13C nuclei in vivo has 
been enabled by a new spectroscopic imaging 
method, namely, hyperpolarized (HP) 13C MRS. 
“Hyperpolarization” refers to the enhancement of 
a spin polarization of a nucleus beyond that is seen 
at thermodynamic equilibrium. Nuclei in small-
molecule metabolites of interest have been hyper-
polarized using two techniques, dynamic nuclear 
polarization (DNP) and PASADENA. While the 
PASADENA method has the benefit of rapid 
polarization times, the DNP technique has the 
advantage of being applicable to a broad range of 
chemistries and metabolites.

The physics of DNP are beyond the scope of 
this chapter and are discussed elsewhere [15]. 
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Fig. 4.8 The chemical structure of gamma-aminobutyric 
acid (GABA) is displayed with its corresponding 1H NMR 
in solution, showing the coupled 1H resonances at 3.0 and 

1.9 ppm that are used for identifying this metabolite in an 
“edited” 1H MRS in vivo spectrum
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As early as 1953, Overhauser described the key 
finding of DNP, namely, that the heating of one 
spin system could lead to cooling of another. In 
the solid state at low temperatures, high electron 
polarizations could be transferred to nuclei via 
microwave irradiation, at frequencies close to 
the resonance frequency of the electron spin. 
Subsequently, de Boer demonstrated that 
through thermal contact between nuclear and 
electronic spins, dynamic nuclear polarization is 
produced. The mechanism requires an unpaired 
electron source or electron paramagnetic agent 
(EPA), often an organic free radical. In compari-
son to thermal equilibrium polarization, approx-
imately 2.47 ppm (0.000247%) for a 13C sample 
in a 3 T clinical magnet, very high polarizations 
can be obtained in the solid state using this 
method, up to 50%. The hyperpolarization field 
was revolutionized by technology allowing fast 
heating/melting of the frozen sample (dissolu-
tion), with retention of spin polarization in solu-
tion. This was accomplished only recently by 
Ardenkjaer- Larsen et al. [16]. Following this 
development, the hyperpolarized 13C MRS field 
has progressed rapidly, used to explore transient 
chemical phenomena in solution and complex 
biologic systems.

In the DNP polarizer, at moderate magnetic 
field strength (up to 5 T) and liquid helium tem-
peratures (1 K), electron spin polarization is at 
unity. Using microwave irradiation, transfer of 
electron spin polarization is accomplished by 
microwave irradiation, with the solid-state polar-
ization reaching a maximum in 1–2 h for most 
samples. Following dissolution, in vitro and 
in vivo applications must be performed rapidly to 
minimize T1-dependent loss of signal. At a time 
corresponding to the T1 of the polarized nucleus, 
only 37% of the original hyperpolarized signal is 
present. For example, the T1 of the C1 carbon of 
pyruvate is approximately 60 s; thus, there is 
37% of the original signal present at 60 s and 
14% at 120 s. Therefore, the kinetics of the inter-
rogated system must be extremely rapid, and 
most solution and in vivo HP 13C MR studies are 
performed the first 1–2 min following dissolu-
tion. For in vivo MR studies, special hardware is 
required to transmit and receive radiofrequency 

signals at the 13C frequency. These exams are 
often performed using a dual-tuned coil used to 
acquire 1H anatomical imaging, for correlation of 
13C spectra to organs/tissues of interest.

There are many unique features of HP 13C 
studies, which are inaccessible using routine 
spectroscopic imaging. First, due to the extremely 
low signal of thermally polarized 13C in situ, there 
is essentially no background. Second, this tech-
nology allows visualization of metabolism in real 
time, with introduced hyperpolarized substrate A 
being converted to its metabolic product B, 
detected by chemical shift. As stated previously, 
differences in chemical shift are highly specific 
and reproducible. Both dynamic and single-time-
point studies are typically performed, as shown in 
Fig. 4.9 [17]. In this example, hyperpolarized 
[1-13C] pyruvate was hyperpolarized and injected 
into a rat with a brain tumor orthotopic xenograft. 
First, a dynamic experiment was conducted where 
a 15 cm axial slab was excited with a low-flip-
angle (5°) pulse and a 3 s repetition time. HP 
pyruvate then underwent enzymatic conversion 
and its metabolic products (lactate 183 ppm, and 
alanine 176.5 ppm) observed as they formed in 
real time. This type of experiment is used to deter-
mine the timing of single-time- point studies. Here 
the researchers chose to  initiate the 2D MRSI 
sequence at 20 s after the start of the pyruvate 
injection. Analysis of the 2D data shows differen-
tial metabolism to HP lactate corresponding to the 
site of tumor implantation. This abnormal flux of 
HP pyruvate to HP lactate is consistent with the 
Warburg mechanism and correlates with the 
higher concentrations of steady- state lactate often 
seen in tumor, observed in situ using 1H MRS.

A decade after the first demonstration of 
dissolution- DNP by Ardenkjaer-Larsen et al. 
[16], metabolic imaging using hyperpolarized 
13C pyruvate was accomplished in prostate can-
cer patients [18]. Importantly, this study showed 
that injection of hyperpolarized 13C pyruvate was 
safe in 31 patients with biopsy-proven localized 
prostate cancer with a median age of 63 y. Safety 
was important to establish, given the difference 
in pharmacologic dose between 13C hyperpolar-
ized MR and other metabolic imaging technolo-
gies such as PET (the difference between 
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hyperpolarized 13C pyruvate and 18F-FDG doses 
is on the order of 107). Both two-dimensional 
dynamic MRSI and single-time-point MRSI 
were demonstrated, showing that in many cases 
the observed hyperpolarized 13C lactate metabo-
lite accurately reflected the presence, location, 
and size of cancer relative to surrounding benign 
tissues. A study performed using the highest 
hyperpolarized 13C pyruvate dose is depicted in 
Fig. 4.10. Significantly, in several cases hyper-
polarized 13C MRS revealed regions of the pros-
tate that were previously missed by 
state-of-the-art 1H multiparametric imaging that 
was performed as part of the clinical trial. This 
study was highly promising and demonstrated 

the potential to use hyperpolarized MR in a vari-
ety of clinical contexts with altered glycolysis.

4.3  Chemical Exchange 
Saturation Transfer (CEST)

One of the main limitations of MR at thermal equi-
librium is its low sensitivity compared to nuclear 
techniques such as PET. Until recently, MR agents 
used in vivo have been largely limited to limiting 
to relaxation agents (discussed later in this chap-
ter). A new approach was reported by Ward et al. 
in 2000, describing the use of exchangeable pro-
tons to image diamagnetic species [19]. In this 

Lac Pyr

Alaninea

b

Lactate

Pyruvate

pyruvate
lactate
alanine

9

7

5

P
ea

k 
he

ig
ht Imaging

window

3

1

0 20 40 60 80
Time (s)

15 nm

100 120
Pyr-hydrate

Frequency (ppm)

120s

0s 185 180 175 170

×108

Fig. 4.9 Metabolic imaging of a brain tumor in a rat 
using hyperpolarized 13C spectroscopy. In all cases HP 13C 
pyruvate was injected intravenously and its metabolic 
products 13C lactate and 13C alanine observed. (a) Dynamic 
13C spectra (obtained every 3 s) obtained through a 15 mM 
slab of a tumor-bearing rat brain. These data showed the 

13C Lac signal reaching a maximum around 20–30; thus, 
this time window was chosen for spatially resolved stud-
ies. (b) The anatomic location of the 13C pyruvate to 13C 
lactate conversion was investigated using 2D CSI. In this 
case increased 13C lactate was seen in voxels correspond-
ing to tumor
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approach, selective  radiofrequency (RF) saturation 
of the protons of interest is used to generate con-
trast, detected changes in the water signal. This 
approach was called “chemical exchange satura-
tion transfer” or “CEST.” CEST imaging has a 
simple premise, as shown in Fig. 4.11 [20]. 
Exchangeable protons of small-molecule metabo-
lites are selectively saturated using RF irradiation. 
When this saturation is subsequently transferred to 
bulk water via exchange, the water signal becomes 
slightly attenuated. Due to the low concentration 
of metabolite protons (at most in the mM range), a 
single saturation transfer event would not show 
any discernable effect on the bulk water (110 M) 
resonance. However, if a sufficiently fast metabo-
lite exchange rate and long saturation time allow 
for numerous saturation events to occur, the result-
ing enhancement produces a discernible effect on 
the water signal, allowing low- concentration 
metabolites to be detected indirectly.

The reported applications of CEST imaging are 
numerous and include pH imaging and the detec-
tion of metals, enzymes, nucleic acids, and molec-
ular recognition events. An example of an exciting 
recent CEST approach is glucoCEST, reported 
recently as an MR-based technology to rival other 
methods used to image glycolytic tissues, namely, 
18F-FDG-PET. Analogous to other CEST methods, 
glucose and water with thermal equilibrium mag-
netization are irradiated with a narrow-bandwidth 
radiofrequency pulse corresponding to the −OH 
resonant frequency, saturating their magnetization. 

The basic method is described in Fig. 4.12a [21]. 
Following rapid exchange with water protons, the 
transferred magnetization can be measured as a 
decreased water signal. This difference is amplified 
by continuous saturation. The resulting “gluco-
CEST enhancement” or GCE could be mapped as 
shown in Fig. 4.12b, showing GCE maps from a 
cross section through two mouse xenografts 
(SW1222), with arrows pointing to the tumor (T) 
and paraspinal muscle (M) regions. These studies 
showed significantly increased glucose uptake in 
the tumor relative to muscle, a finding that recapit-
ulated the accumulation of 18F-FDG.

For clinical translation of CEST, several 
obstacles need to be overcome in particular toxic-
ity of exogenously administered agents and 
potentially high RF power deposition in magneti-
zation transfer experiments. Clinical application 
requires the investigators to address the danger of 
too much RF power deposition when performing 
magnetization transfer experiments. To protect 
patients, the FDA has established recommended 
specific absorption rate (SAR) requirements, 
which limit the application of certain MR 
sequences with high power deposition. To 
address the toxicity problem, several endogenous 
molecules may be used to generate CEST con-
trast. Use of these endogenous compounds is a 
major advantage of CEST imaging. For example, 
the waste product urea has been imaged in vivo, 
as have exchangeable amide protons seen in 
mobile proteins and peptides.
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Fig. 4.10 Hyperpolarized 13C MRS study in human 
patient with biopsy-proven Gleason grade 3 + 3 prostate 
cancer using three-dimensional MRSI at a single time 
point. This patient received highest dose of hyperpolar-
ized 13C pyruvate (0.43 mL/kg). Axial T2-weighted image 
through malignant region is juxtaposed with correspond-
ing 13C spectral array, with area of putative tumor high-

lighted by pink shading. Increased conversion to 
hyperpolarized 13C lactate was seen in this region, consis-
tent with abnormalities found on multiparametric 1H stag-
ing examination. Lac lactate, Pyr pyruvate, LDH lactate 
dehydrogenase, NAD nicotinamide adenine dinucleotide, 
NADH reduced nicotinamide adenine dinucleotide
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4.4  Metabolic Imaging: Other 
MR Techniques

In general, other MR-based molecular imaging 
methods are not targeted at metabolism per se. 
Other than the spectroscopic technologies previ-
ously described, clinical molecular imaging tech-
niques are largely relaxivity-based, using 
perturbations of T1 relaxation or T2/T2* relax-
ation. There are two main types of MR contrast 

agents available. The first are Gd(III)-chelates 
and other paramagnetic compounds, used to gen-
erate positive contrast in T1-weighted imaging. 
Currently, gadolinium chelates such as gadopen-
tetate dimeglumine (Gd-DTPA, Magnevist) are 
widely used in MR imaging particularly in onco-
logic applications. These chelates have low 
molecular weight (<1000 Da) allowing their 
extravasation into tumor across leaky capillaries, 
producing the imaging finding of “enhancement.” 
Since Gd-DTPA cannot traverse the blood-brain 
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barrier (BBB) in the normal brain, lesion areas 
are easily visible in many diseases. These include 
areas of tumor, active demyelination, and infec-
tion (Fig. 4.13). Another type of contrast agent 
employs Fe2O3- and Fe3O4-derived superpara-
magnetic iron oxide (SPIO) nanoparticles, 
mainly producing T2-weighted imaging (T2WI) 
with negative contrast. An example is ferumoxy-
tol, an intravenous iron preparation for treatment 
of the anemia of chronic kidney disease (CKD). 
SPIO particles potentially address some of the 
toxicity concerns arising from the toxicity of free 
Gd (III), believed to cause nephrogenic systemic 

fibrosis (NSF), a rare systemic disorder. In con-
trast to Gd-derived chelates, SPIO nanoparticles 
can be degraded in the normal iron recycling 
pathways. In addition, SPIO structures may allow 
for better targeting, via packaging with receptor- 
specific ligands.

Numerous recently developed MR approaches 
may allow better elucidation of metabolic path-
ways. These include sensors for analytes and 
metabolism-relevant small molecules and enzyme-
sensitive MR probes. The concentrations of sev-
eral analytes are tightly regulated and critical in 
both normal physiology and metabolic disease. 
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spectra with peaks corresponding to glucose (hydroxyl 
groups) and water. Glucose pools are irradiated with a nar-
row-bandwidth radiofrequency pulse centered at the 
hydroxyl group resonant frequency, which saturates their 
magnetization. These protons then exchange with water pro-
tons, transferring their magnetization and reducing the 

 corresponding water signal. By continuously saturating the 
water signal, glucoCEST provides an amplification process 
for the glucose signal. (b) GCE maps from a cross section 
through two mouse xenografts (SW1222), with arrows point-
ing to the tumor (T) and paraspinal muscles (M). The color 
scale represents the amount of GCE, with glucose uptake 
higher in the tissues compared to the surrounding muscles
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These include metals, reactive oxygen species, H+ 
(protons), and others. One approach to MR-based 
pH sensing involves incorporation of a moiety that 
undergoes pH-dependent protonation and deprot-
onation, altering the interaction between this group 
and other contrast agent components. Figure 4.14 
shows a reported relaxivity- based approach for pH 

sensing [22]. The pH-sensing MRI contrast agent 
NP-DO3A has a phenol group attached that when 
protonated results in dissociation from gadolin-
ium. The pH- dependent relaxivity profile for 
NP-DO3A is shown in Fig. 4.14b, showing 
increasing  relaxivity with decreasing pH (filled 
diamonds). Sensors of pH are of high interest in 

Tumor Demyelination Abscess

Fig. 4.13 Imaging the brain using Gd-chelates. All 
MR sequences are T1-weighted, performed after admin-
istration of Gd contrast. For many processes in the 
brain, the blood-brain barrier is disrupted resulting in 
significant Gd accumulation, causing focal T1 shorten-
ing and the imaging finding of “enhancement.” These 

exams show three different pathologies, namely, high-
grade tumor (glioblastoma multiforme), acute demye-
linating  disease, and bacterial abscess. These processes 
can sometimes be difficult to distinguish using routine 
1H methods, motivating the development of targeted 
approaches
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several diseases especially cancer, for which local 
invasion and metastases are highly correlated with 
acidification of the extracellular matrix (ECM). 
There are several pathways for H+ export from the 
cytosol into the extracellular space, which serve to 
maintain a stable intracellular pH, or pHi, in cancer 
cells despite a greater pH gradient across the cell 
membrane. Important proteins involved in H+ 
export and pHi maintenance include monocarbox-
ylate transporters (MCTs), particularly MCT4, 
which co-export lactate and H+; Na+/H+ exchanger 
1 (NHE1); vacuolar H+-ATPases (V-ATPases); 
and outward-facing carbonic anhydrase (CA) iso-
forms, particularly CAIX and CAXII. Thus, imag-
ing extracellular pH may provide a readout of 
these mechanisms, highly relevant in the meta-
bolic reprogramming seen in cancer and other 
diseases.

Several of the first activatable MRI probes 
reported were enzyme-activated. The basic 
concept is relatively simple—a portion of the 
probe mimics an endogenous substrate, and 
cleavage results in a change in properties of the 
probe. One strategy is to develop an MR-based 
sensor whose degree of hydration is modulated 

in an enzyme- dependent way, thus affecting 
hydration. For example, a beta-glucuronidase 
sensor was reported by Duimstra et al., depicted 
in Fig. 4.15 [23]. This sensor consists of 
GdDOTA coupled to a β-glucuronic acid moi-
ety. The enzyme- catalyzed hydrolysis of the 
agent is shown in different buffers, with and 
without the presence of enzyme. Again, the 
resulting change in Gd (III) chelating affects 
relaxivity. The β-glucuronic acid moiety is 
released in the presence of the β-glucuronidase, 
providing additional binding sites for water to 
the probe.

 Conclusions

Magnetic resonance is a powerful molecular 
imaging tool and will be increasingly applied 
to in vivo biochemistry. The current interest in 
limiting ionizing radiation, the proliferation of 
high- field clinical MR magnets, and the recent 
development of highly innovative MR tech-
niques will all enforce this trend. Importantly, 
both clinicians and researchers are realizing 
the synergy between MR and other imaging 
modalities, resulting in the development of 

ba

Fig. 4.15 (a) Strategy for sensing beta-glucuronidase 
activity using a gadolinium-based probe. (b) Hydrolysis 
of the agent in different buffers. No enzyme was pres-
ent for all unfilled symbols. Green = acetate buffer, 
pH 5.0; pink = male human blood serum; blue = phos-

phate buffer with 0.01% (w/v) bovine serum albumin 
(BSA), pH 7.4; orange = phosphate buffer with 0.01% 
(w/v) bovine serum albumin (BSA) and 24 mM 
NaHCO3, pH 7.4. The effect on T1 was largest for 
human blood serum (pink)
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dual imaging technologies such as 
PET-MR. Advanced MR methods will be 
developed in concert with discoveries from 
other fields and benefit patients suffering from 
a variety of disorders.
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Metabolic Imaging Approaches: 
Optical Imaging

Matthew A. Wall, Tiffany M. Heaster, 
Karissa Tilbury, Woo June Choi, Darren Roblyer, 
Ruikang Wang, Melissa Skala, 
and Jonathan T.C. Liu

Throughout history, humans have been observing 
biomedical processes through optical imaging 
with their eyes and, more recently, through vari-
ous optical imaging devices and recording media. 
Optical imaging is fast, relying upon the interac-
tion of photons with tissues and chemicals, and 
can be sensitive to a wide range of contrast mech-
anisms. However, one of the shortcomings of 
optical imaging is the limited penetration depth 
of optical photons in most tissues. Nevertheless, 
a wide range of optical techniques have been 
developed to observe biological processes and 
structures at various depths and spatial scales, in 
which these two parameters typically must trade 
off with each other [1]. While optical imaging is 

most often utilized for visualizing morphological 
structures and their changes over time, tech-
niques have recently been developed for the 
direct optical imaging of metabolic processes.

In this chapter, we review three major classes 
of optical imaging of metabolism: (1) the imag-
ing of oxygenation (Sect. 5.1), which correlates 
with metabolic activity (here, we will separately 
consider methods for wide-field imaging of tis-
sue oxygenation (Sect. 5.1.1) and high-resolu-
tion imaging of vascular oxygenation (Sect. 
5.1.2)); (2) the autofluorescence imaging of 
redox ratios that are a direct readout of cellular 
respiration (Sect. 5.2); and (3) the imaging of 
exogenous contrast agents that report on various 
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metabolic parameters such as nutrient uptake, 
enzyme activity, local chemical environment, 
and cell signaling (Sect. 5.3).

5.1  Imaging Oxygenation

5.1.1  Deep-Tissue Optical Imaging 
of Oxygenation

5.1.1.1  Introduction
While the ability of optical microscopy to image 
with subcellular resolution at relatively superficial 
tissue depths (typically <1 mm) is well docu-
mented, optical methods are also capable of imag-
ing deep tissue (several centimeters) under certain 
conditions. Practically, imaging more than several 
hundred microns in tissue depth requires dealing 
with photons that have scattered tens, hundreds, 
or thousands of times during their traverse through 
a dense matrix of cellular and extracellular mate-
rials including cellular organelles, matrix struc-
tures, and many other components, each with 
different optical indices of refraction (IOR). Each 
transition from a material of one IOR to a differ-
ent IOR alters the direction of photon travel, and 
the aggregate outcome of these multiple scatter-
ing events is a generalized blurring effect and deg-
radation of the ability to resolve tissue structures. 
In fact, optical scattering plays such a dominant 
role in tissue that after a short photon travel dis-
tance (called the transport mean free path (MFP), 
typically ~1–2 mm in human tissues), photons dif-
fuse nearly isotropically, losing the memory of 
their initial trajectory into the tissue [2]. Because 
of this, the study of multiply scattered photons in 
biological tissue is called diffuse optics, and 
although there is a continuing challenge to extract 
higher-resolution spatial information with diffuse 
optical techniques (see section 5.1.2.1 on photo-
acoustic microscopy), there are also enormous 
benefits to utilizing these deep traveling photons 
to probe and monitor human tissue. Some of these 
benefits include the ability to interrogate tissue up 
to several centimeters below the skin and the abil-
ity to extract key metabolic and molecular infor-
mation from tissue without the use of exogenous 
probes. Additionally, light-tissue interactions are 
generally safe as visible and near-infrared pho-
tons are nonionizing and light levels are typically 

well below thermal damage thresholds. Finally, 
instrumentation is generally cost-effective and 
portable, and sometimes even wearable. A brief 
overview of the key aspects of diffuse optical 
spectroscopy, imaging, and tomography (DOS, 
DOI, and DOT) is covered here as well as an over-
view of two emerging application areas: chemo-
therapy monitoring in breast cancer patients and 
functional activation mapping in the brain.

5.1.1.2  Diffuse Optical Imaging 
and Spectroscopy

As photons travel through biological tissue, they 
encounter two fundamental physical processes, 
optical absorption and optical scattering. Optical 
absorption converts photon energy to other forms of 
energy (e.g., thermal/vibrational). Optical scattering 
alters the directional vector of photon paths. In the 
visible and near-infrared (NIR), together spanning a 
wavelength range of approximately ~400–1300 nm, 
scattering effects dominate over absorption effects 
by a factor of 10 or more in human tissue [2]. Due 
to the highly scattering nature of biological tissue at 
these wavelengths, photon propagation can be mod-
eled as a diffusive process, where the diffusion coef-
ficient is a property of both optical absorption 
(specified by the coefficient μa (mm−1)) and optical 
reduced scattering (specified by the coefficient μs′ 
(mm−1)). The NIR region is particularly useful for 
in vivo measurements as the relatively low absorp-
tion by important tissue chromophores (e.g., hemo-
globin and water) allows for deep photon 
penetration. In breast tissue, for example, research 
groups have been able to use diffuse optical tech-
niques to measure transmission through 10 cm or 
more of tissue [3, 4].

One of the key features of diffuse optical tech-
nologies is the ability to separate or otherwise 
account for the differential effects of absorption 
and scattering on overall optical attenuation. For 
some versions of diffuse optical techniques, this 
allows for the extraction of μa values from tissue 
in vivo. If μa is extracted at multiple wavelengths 
spanning the visible and NIR, then it is possible 
to extract tissue molar concentrations of key 
 metabolic parameters, specifically oxyhemoglo-
bin (ctO2Hb), deoxyhemoglobin (ctHHb), water 
(ctH2O), and bulk lipid. ctO2Hb and ctHHb can 
be used to extract total blood volume (i.e., 
ctO2Hb + ctHHb) and tissue oxygen saturation 
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(i.e., ctO2Hb/(ctO2Hb + ctHHb)). These parame-
ters can be determined without the use of exoge-
nous contrast agents, and because they are 
quantitative, these tissue chromophore concentra-
tions can be tracked over time and compared 
between patients for diagnostic and prognostic 
applications.

Diffuse optical technologies may be referred to 
by the terms diffuse optical imaging (DOI), diffuse 
optical tomography (DOT), or diffuse optical spec-
troscopy (DOS) depending on specific measure-
ment configuration (i.e., the number of sources and 
detectors and their placement on the subject and the 
number of wavelengths utilized) and the analysis 
techniques used to process raw data. Instruments 
vary greatly in footprint size and measurement 
geometry, ranging from small and flexible wear-
able probes to much larger setups that require an 
immobilized human subject during measurements. 
Optical light sources and detectors may be placed 
directly on the skin or may be directed to and from 
the patient using optical fibers. Diffuse optical 
technologies are broadly classified into three vari-
ants: continuous wave (CW), frequency domain 
(FD), and time domain (TD). CW techniques uti-
lize light sources that provide a constant output 
intensity during measurements, while FD and TD 
utilize light sources that are modulated in time or 
space. CW techniques are generally the simplest to 
implement as they do not require modulated laser 
sources, and the requirements for optical detector 
sensitivity are relaxed compared to other tech-

niques. A major limitation of CW techniques is the 
inability to directly separate absorption and scatter-
ing, although relative changes in ctO2Hb and 
ctHHb can be determined if assumptions or prior 
knowledge of the wavelength dependence of scat-
tering are available. Figure 5.1a shows an example 
of a wearable CW probe that’s being developed for 
monitoring tumor hemodynamics during chemo-
therapy in breast cancer patients with locally 
advanced disease [5]. The device was designed to 
be placed above a known tumor location and pro-
vide continuous measurements of ctO2Hb and 
ctHHb changes over several hours over a fairly 
large area (approximately 6 cm × 6 cm). Surface-
mount packaging of LEDs and photodiodes helps 
to reduce device footprint and facilitates the design 
of flexible optical probes that can be used in direct 
contact with the skin. Several previous wearable 
CW devices have been developed and applied for 
studies related to cardiology, blood oxygen satura-
tion, and cerebral activities in human body [7, 8].

FD and TD diffuse optical techniques provide 
improved separation of absorption and scattering, 
and more direct extractions of tissue chromophore 
concentrations, but typically require modulated or 
pulsed laser sources and more sensitive detectors. 
TD methods require time-gated detectors and ultra-
fast pulsed sources. FD methods utilize laser 
sources intensity-modulated at single frequencies 
or swept through a range of RF frequencies (gener-
ally 50 MHz–1 GHz). By measuring the amplitude 
decay and phase shift induced by tissue at each 

a b

Fig. 5.1 Diffuse optical technologies have been devel-
oped for a wide range of applications. Instrument footprint 
varies depending on the requirements of each application. 
(a) A CW wearable probe developed for in vivo monitor-
ing of chemotherapy response in the infusion suite for 
patients with breast cancer. The probe is thin and flexible 

to conform to the patient’s anatomy. The probe is secured 
to the subject’s skin using IV tape, demonstrated here on 
the wrist of a normal volunteer. Adapted from Teng et al. 
[5]. (b) A handheld CW + FD DOS probe used for moni-
toring breast cancer patients over weeks and months of 
chemotherapy. Adapted from Tromberg et al. [6]
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laser wavelength and modulation frequency, μa and 
μs′ at each of these wavelengths can be extracted. 
Figure 5.1b shows an example of a combined 
FD + CW instrument that utilizes a handheld probe 
that’s placed on the skin of subject [6]. Point mea-
surements take several seconds and the probe can 
be scanned over a known tumor location or region 
of interest. Topographic images of extracted chro-
mophore concentrations can be made by interpola-
tion between discrete measurement points. Other 
groups have utilized parallel-plate measurement 
geometries or circumferential source and detector 
fiber geometries for breast measurements using 
CW, TD, and FD modalities, often allowing for 
tomographic reconstructions of spatially varying 
chromophore concentrations throughout the breast 
[3, 9–12]. Diffuse optical technologies have also 
been combined with anatomic imaging modalities 
including MRI, US, and mammography to better 
combine spatial and functional information [11, 
13, 14]. Recently there has been a growing interest 
in utilizing digital micromirror devices (DMDs) to 
spatially modulate light projected onto tissue. This 
mode of light modulation can be used for tomo-
graphic reconstructions in thick tissue or for map-
ping spatially varying optical properties over a 
wide-field area using a technique called spatial 
frequency-domain imaging (SFDI) [15, 16]. For an 
excellent in-depth discussion of diffuse optical 
instrumentation and techniques, we refer the reader 
to the recent review by Durduran et al. [17].

5.1.1.3  Diffuse Optics for Monitoring 
Metabolic Tumor Response 
to Chemotherapy in Breast 
Cancer

There is significant interest in applying diffuse 
optical technologies to tracking the metabolic 
response of breast tumors during chemotherapy. 
The optical absorption of breast tissue in the NIR 
is sufficiently low to allow for tracking of tumors 
embedded deep (several centimeters) within the 
breast. Diffuse optical measurements reveal meta-
bolic information relating to tissue vascularity, 
oxygen utilization, tissue density, and biochemi-
cal composition, and in contrast to other medical 
imaging technologies, such as computed tomog-
raphy (CT) and positron emission tomography 
(PET), diffuse optical spectroscopic imaging 
(DOSI) uses nonionizing radiation, has fast acqui-

sition times, requires no external contrast agents, 
and is relatively inexpensive. These advantages 
allow for longitudinal studies in which subjects 
can be imaged weekly or even daily, suggesting 
diffuse optical technologies may be beneficial in 
the clinical care and management of these patients, 
especially at the bedside.

There are a growing number of studies show-
ing that diffuse optical techniques are capable of 
tracking and predicting outcomes based on oxy-
genation and other metabolic changes in breast 
cancer patients receiving neoadjuvant (presurgi-
cal) chemotherapy (NAC). Patients treated with 
NAC are typically diagnosed with locally 
advanced tumors approximately 2 cm in diameter 
or larger. Treatment regimens vary in length and 
in the specific drug cocktails utilized, but most 
patients are treated for several months with a 
combination of cytotoxic drugs as well as targeted 
agents dependent on molecular biomarker status 
(e.g., Herceptin is given to HER2/neu- positive 
patients). A variety of diffuse optical instruments 
have been employed to track tumor hemoglobin, 
water, and lipid changes during treatment, includ-
ing FD techniques [18–21], TD techniques [22], 
and CW techniques [23]. Most studies have found 
that drops in ctO2Hb, ctHHb, and total hemoglo-
bin are predictive of a pathologic complete 
response (pCR) [22, 24, 25]. pCR is an important 
study endpoint as it has been shown to correlate 
with longer-term survival [26]. Figure 5.2 shows a 
single patient tracked over 8 weeks of NAC with a 
TD DOT system. A substantial decrease in 
ctO2Hb is visually apparent by week 4 and week 
8, a trend that was consistent among patients 
achieving pCR in the study [22]. Several studies 
have indicated that decreases in tumor water con-
tent and increases in lipid content are predictive of 
pCR [27]. A recent study of 41 subjects also 
found that baseline tumor oxygenation was sub-
stantially different in the tumors of patients who 
went on to achieve pCR versus those that had a 
partial or no response [28]. Higher tissue oxygen 
saturation was correlated with a better response, 
and when tumor oxygen saturation was combined 
with estrogen receptor status in a statistical model, 
a high classification accuracy was achieved for 
discriminating pCR versus non-pCR (sensitivity 
100%, specificity 85.7%). Similar results by other 
groups have also been reported [20, 23].
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While most prior studies have been focused 
on changes in tissue chromophore concentrations 
occurring after several weeks of treatment, newer 
studies have reported that changes in oxygen-
ation and hemoglobin concentration earlier dur-
ing treatment may correlate with response [18, 
29]. A recent study reported that ctO2Hb changes 
on the first day after an initial chemotherapy infu-
sion could statistically differentiate responders 
from nonresponders (see Fig. 5.3) [29]. Patients 
that went on to achieve a favorable response (par-
tial or pCR) had an increase, or flare, in tumor 
oxygenation 24 h after infusion. This highlights 
the potential importance of tracking tumor oxy-
genation during treatment.

5.1.1.4  Diffuse Optics for Tracking 
Oxygenation Levels in the Brain

DOI and DOT have been used extensively in the 
brain. It should be noted that NIR diffuse optical 
technologies are often referred to by the term near-
infrared spectroscopy, or NIRS, for applications in 
the brain. NIR light can penetrate the skull and into 
the cortex and has been used for a substantial num-
ber of functional studies of the human visual cortex, 
auditory cortex, sensorimotor regions, and others 
[30–33]. Diffuse optical technologies provide oxy-
genation information that expands upon the infor-
mation content available with the blood oxygen-level 
dependent (BOLD) signal achieved with fMRI. The 
BOLD signal is primarily dependent on ctHHb 
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Fig. 5.2 Tomographic reconstructions of a breast cancer 
patient undergoing neoadjuvant chemotherapy. TD DOT 
measurements were taken prior to the start of treatment 
and then at weeks 1, 4, and 8 and prior to surgery. Tumor 

oxyhemoglobin levels drop substantially by weeks 4 and 
8 and prior to surgery. This is a common observation in 
patients who respond favorably to treatment. Adapted 
from Falou et al. [22]

70 NR PR pCR

60

50

40

O
xy

he
m

og
lo

bi
n 

(µ
m

)

30

20

10

0
B D1 B D1 B D1

70

60

50

40

30

20

10

0

70

60

50

40

30

20

10

0

Fig. 5.3 Changes in oxyhemoglobin levels from baseline 
to 24 h after a first chemotherapy infusion in 24 tumors 
from 23 breast cancer patients receiving neoadjuvant che-
motherapy. Patients who did not respond (NR) to treat-
ment (i.e., less than 50% reduction in tumor size over the 

entire course of chemotherapy) had a drop in oxyhemo-
globin on Day 1. Patients with a more favorable response 
(i.e., either a partial response (PR) or pathologic complete 
response (pCR)) had an increase, or flare, in oxyhemoglo-
bin levels on Day 1. Adapted from Roblyer et al. [29]
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levels, while diffuse optical measurements provide 
ctO2Hb, ctHHb, total blood volume, and tissue oxy-
gen saturation levels. Figure 5.4 shows an instru-
mentation setup for a CW DOT system with 24 
sources (LED pairs) and 28 detectors designed to 
measure fast functional activation in the human 
visual cortex with high spatial  resolution [34]. The 
system provides 13.2 × 6.6 cm functional maps of 
visual cortex activation at a 12-Hz frame rate and 
provided data in good agreement with fMRI and 
PET retinotopic maps.

5.1.1.5  Diffuse Optics for Small Animal 
Imaging

There is an effort to reproduce the clinical 
observations described in the prior sections in 
small animal models to better control experi-
mental setups and to help determine the molecu-
lar and cellular correlates of these observations. 
Both probe- and imaging-based diffuse optical 
systems have been used to track oxygenation 
and metabolism in small animal tumor models 
during chemotherapy [35]. Figure 5.5 shows an 

a bFig. 5.4 A CW DOT 
measurement 
configuration for 
retinotopic mapping of 
the visual cortex. This 
system has 24 sources 
(LED pairs) and 28 
detectors and collects 
data at a 12-Hz frame 
rate. Adapted from Zeff 
et al. [34]
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Fig. 5.5 Prostate 
xenograft tumor models 
longitudinally tracked 
during chemotherapy 
using spatial frequency- 
domain imaging (SFDI). 
Hemodynamic 
information is only 
shown on the tumor 
region. In untreated 
mice, tumor oxygen 
saturation (StO2) 
decreased as tumors 
grew larger. Treated 
mice were given 
three cycles of 
cyclophosphamide over 
a period of 18 days. Day 
26 is shown in the 
figure, which 
corresponds to treatment 
rebound. Compared to 
controls, treated mice 
had a substantial 
increase in tumor 
oxygen saturation (StO2) 
in this time period
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example of a small animal prostate tumor xeno-
graft model before and after treatment with 
the cytotoxic/antiangiogenic cyclophospha-
mide/DC101. Spatial frequency-domain imag-
ing (SFDI) was used to collect wide-field maps 
of tumor oxygenation. Significant changes in 
oxygenation are apparent after multiple cycles 
of treatment. SFDI has also been used for track-
ing drug delivery in the brain and for oxygen-
ation monitoring in mouse models of 
Alzheimer’s disease [36, 37].

5.1.2  High-Resolution Imaging 
of Blood Oxygenation In Vivo

Functional blood carries oxygen to cells and 
tissues to maintain their metabolic activities. 
Blood oxygen levels are an important indicator 
of how effectively oxygen is carried by hemo-
globin and consumed due to tissue metabolic 
demands. Hemoglobin oxygen saturation (sO2) 
is one of the key parameters to describe the 
amount of oxygen in the blood. More specifi-
cally, it is defined as the percentage of oxygen-
ated hemoglobin (HbO2) compared to the total 
amount of hemoglobin (HbT) in the blood 
(oxygenated hemoglobin (HbO2) + deoxygen-
ated hemoglobin (HbR)). Imaging sO2 is impor-
tant for understanding tissue metabolism and 
hemodynamics. It is also invaluable for many 
applications such as evaluating brain activities, 
the healing process of wounds, and the effects 
of chemotherapy on tumors. In this chapter, we 
provide an overview of three types of high- 
resolution optical imaging modalities to image 
blood oxygenation in functional vessels. The 
abilities of noninvasive optical imaging tech-
niques to visualize and quantify the chromo-
phore concentration in single blood vessels are 
described and demonstrated through ex vivo 
and in vivo experimental findings.

5.1.2.1  Photoacoustic Microscopy
Photoacoustic microscopy (PAM) is a label-
free functional imaging technique that utilizes 
optical absorption contrast along with ultra-
sonic detection through the photoacoustic 
(PA) effect that was first discovered by 
Alexander G. Bell in 1880 [38]. PAM imaging 

detects wideband (50 MHz) acoustic waves 
emitted as a result of transient thermoelastic 
expansion due to short pulses (pulse duration 
of 6 ~ 7 ns) of optical energy (~100 nJ) that is 
absorbed by certain molecules (hemoglobin or 
melanin) in biological tissues [39]. The acous-
tic waves are then detected with a focused 
ultrasonic transducer. As the magnitude of the 
photoacoustic wave is proportional to the local 
optical energy deposition (optical absorption), 
the detected PA signals provide image contrast 
based on the distribution of optical absorbers. 
Typically, the axial resolution and lateral reso-
lution of PAM are determined by the central 
frequency and bandwidth, as well as the NA 
(focal diameter) of the ultrasonic transducer 
[39]. Using a high central frequency, wide-
band ultrasonic focused transducer, PAM has 
achieved spatial resolution in the range of tens 
of micrometers with an imaging depth of 
~3 mm in live animals [38, 39].

Based on endogenous optical absorption 
contrast, PAM is well suited for blood vessel 
imaging because HbO2 and HbR in the blood 
are two major absorbers in mammalian tissues, 
where their optical absorption in the visible 
spectrum is typically orders of magnitude 
higher than the absorption from surrounding 
tissue (http://omlc./ogi.edu/spectra/hemoglo-
bin/index.html). Moreover, recent studies have 
shown that photoacoustic imaging can be used 
for sO2 imaging in vivo [40]. Measurement of 
sO2 using PAM is similar to near-infrared spec-
troscopy (NIRS) [41], where the blood absorp-
tion coefficient μa(λi)(cm−1) usually can be 
expressed as:

m l e l e la i HbR i HbO iHbR HbO( ) = ( )[ ] + ( )[ ]
2 2 .  

(5.1)

Here, εHbR(λi) and e lHbO i2
( )  are the known 

molar extinction coefficients (cm−1mM−1) of HbR 
and HbO2 at a given wavelength λi. [HbR] and 
[HbO2] are the concentrations (mM−1) of the two 
forms of hemoglobin, respectively. Since the PA 
signal amplitude Φ(λi) is proportional to the opti-
cal energy deposition (optical absorption), it can 
be expressed with a blood absorption coefficient 
μa(λi) as:
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Here, F(λi) is the optical fluence at wavelength 
λi. In Eq. (5.2), the PA signal is related to the 
unknown concentrations of HbR and HbO2 at a 
specific wavelength. As blood oxygen saturation 
(sO2) is the fraction of HbO2 relative to total 
hemoglobin (HbO2 + HbR), the PA measure-
ments need to be performed at two wavelengths 
(at least) to differentiate [HbR] and [HbO2]. 
Assuming that the optical fluence F is wave-
length independent, we can calculate [HbR] and 

[HbO2] using two independent PA signal ampli-
tudes acquired at two wavelengths (λ1 and λ2):

HbO K HbR HbR

HbO HbR HbO
2

1 2 2 1

1 22

[ ] = ⋅ ( ) ( ) − ( ) ( )
( ) ( ) −

Φ Φl e l l e l
e l e l e

22 2 1l e l( ) ( )HbR

,
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and
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where K is a predetermined constant. Finally, 
sO2 can be calculated as
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The optical wavelengths are often chosen 
within the visible spectral region between 570 nm 
and 600 nm where the published molar extinction 
coefficients of HbR and HbO2 at the selected 
wavelengths are known [40]. At the conclusion 
of a dual-wavelength measurement, the relative 
concentration of HbR and HbO2, as well as the 
sO2 value, can be calculated. Although two wave-
lengths are enough to determine sO2 in principle, 
the use of multiwavelengths can be beneficial for 
reducing measurement error [40].

In 2006, sO2 imaging with PAM was first per-
formed on subcutaneous vessels of adult Sprague- 

Dawley rats using four wavelengths (578, 584, 
590, and 596 nm) as shown in Fig. 5.6 [39]. In 
Fig. 5.6a, the static sO2 levels were mapped for 
each vessel with pseudo-coloring ranging from 
blue to red. The blood vessels with high 
(0.97 ± 0.02) and low (0.77 ± 0.04) sO2 levels in 
Fig. 5.6a were confirmed to be arterioles (red) 
and venules (blue) in a red fluorescent 
microsphere- perfusion image (Fig. 5.6b). This 
indicates that PAM is able to discern between 
arterial and venous blood based upon the mea-
sured sO2 values and that PAM can quantify vari-
ations in sO2 in different physiological states 

a b

Fig. 5.6 In vivo functional imaging of sO2 by PAM in a 
Sprague-Dawley rat [39]. (a) sO2 image of subcutaneous 
vessels. Calculated sO2 for each vessel is pseudo-colored 
to indicate high sO2 (red) and low sO2 (blue) values. (b) 

Microsphere-perfusion image showing arterioles (red) 
and venules (blue). Vessels numbered 1–5 are correctly 
matched with those in (a)
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(e.g., hyperoxia, normoxia, and hypoxia) in sin-
gle blood vessels [39].

The advent of optical-resolution PAM 
(OR-PAM), utilizing diffraction-limited optical 
focusing, has enabled the imaging of hemoglobin 
absorption contrast at the capillary level [42]. In 
2009, for the first time, OR-PAM was shown to 
achieve in vivo imaging of microvascular mor-
phology and blood oxygenation in single 
microvessels of the mouse brain within an intact 
skull using dual-wavelength imaging (570 nm 
and 578 nm) (Fig. 5.7) [43].

Most recently, fast OR-PAM has been devel-
oped for volumetric, high-resolution, high-speed 
imaging [44]. This new embodiment of PAM, 
which incorporates a customized MEMS scan-
ner and a single-wavelength pulse-width-based 
method, has allowed blood oxygenation imaging 
with capillary-level resolution at a 2-D frame 
rate of 400 Hz over a 3-mm scanning range and 
a volumetric rate of 1 Hz over a 3 × 2 mm2 field 
of view [44]. Figure 5.8 shows an example of 
fast OR-PAM imaging of a living mouse brain 
through an intact skull with the scalp removed. 

Brain vasculature in a 5 × 10 mm2 region of the 
brain was visualized at an optical focal plane 
located 250 μm below the skull surface. Dynamic 
focusing in the brain tissue, with a 100-μm z-step 
increment, enabled a volumetric imaging depth 
of 0.8 mm (Fig. 5.8b). A sO2 image of the same 
mouse brain was achieved using the pulse-width- 
based method mentioned previously (Fig. 5.8c). 
Furthermore, functional OR-PAM was used to 
image variations in sO2 levels in a mouse brain 
evoked by external stimuli as shown in Fig. 5.8d. 
For a 20-s long electrical stimulation of the left 
hind limb of the mouse, sO2 levels in the hemi-
sphere contralateral to the left hind limb substan-
tially increased in the deep capillary beds (see 
subregions (i, ii) in (d)). The sO2 increase was 
less pronounced in the veins and insignificant in 
the arteries [44]. Further estimation of the oxy-
gen metabolism was possible with supplemen-
tary metabolic parameters derived from the PAM 
measurements such as the fractional change of 
cerebral blood flow (CBF), oxygen extraction 
fraction (OEF), and cerebral metabolic rate of 
oxygen (CMRO2) as shown in Fig. 5.8e.
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Fig. 5.7 In vivo transcranial OR-PAM imaging of mouse 
brain microvasculature under normoxia condition [43]. 
(a) and (b) Maximum amplitude projection (MAP) 
images of mouse brain acquired at 570 nm and 578 nm, 

respectively. (c) Corresponding sO2 image. The red and 
green vessels are believed to be arterioles and venules, 
respectively. PA: photoacoustic signal amplitude, CL: 
single capillaries
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5.1.2.2  Two-Photon and Confocal 
Microscopy

Fluorescence microscopic imaging techniques 
have also been exploited for high-resolution mea-
surements of partial oxygen pressure (pO2) in the 
cerebral microvessels of living rodents. pO2 is 
another key component of the physiological state 
of an organ, resulting from the balance between 
oxygen delivery and its consumption. Disturbances 
in the oxygenation of tissues and organs are asso-
ciated with several pathological conditions such 

as cancer, diabetes, stroke, etc. For pO2 measure-
ments, phosphorescence quenching technique has 
often been used in time- or frequency-domain 
modes [45]. This technique relies on the changes 
in the phosphorescence lifetime of O2-sensitive 
phosphorescent probes as they are quenched by 
oxygen. The exogenous O2- sensitive probes are 
intravenously administered as a bolus injection 
and confined to the vessel. Phosphorescence life-
times typically range from 20 to 620 μs depending 
on the pO2 levels (159-0 mmHg) in blood [46]. 
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Fig. 5.8 Fast OR-PAM imaging of a mouse brain in vivo 
[44]. (a) XY image projection (5 × 10 mm2) of brain vas-
culature through the intact skull (acquisition time: 15 s). 
(b) XZ image projection (0.6 × 0.6 mm2) of brain vascula-
ture. (c) Representation of blood oxygen saturation (sO2) 
in the same mouse brain, mapped using a single- 
wavelength pulse-width-based method (acquisition time: 

40 s). (d) Fast sO2 imaging before (left) and during (right) 
stimulations of the left hind limb of a mouse. (e) Time 
course of the fractional changes in the cerebral blood flow 
(CBF), oxygen extraction fraction (OEF), and cerebral 
metabolic rate of oxygen (CMRO2) in the core responding 
region that was located 100 μm below the cortical surface. 
The gray bars outline the stimulation periods (20 s)
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The detected phosphorescence decay signal can 
be expressed with a simple exponential function 
as [46]

 
I t I

t
c( ) = -æ

è
ç
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÷ +0 exp .

t
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Here, the first term represents the phosphores-
cence decay of oxygen dyes, containing the 
amplitude of the phosphorescence signal I0 and 
decay time τ. The second term is a background 
signal that may be due to residual excitation light 
but is typically negligible compared to the first 
term [46]. Consequently, the phosphorescence 
decay can be calculated by applying a nonlinear 
least squares fitting to Eq. (5.6).

Recently, it has been suggested that combin-
ing two-photon (2P) excitation with pO2 quanti-
fication via phosphorescence quenching could 
lead to a new method well suited for high-reso-
lution pO2 measurements [47]. In vivo pO2 mea-
surements using two-photon microscopy (TPM) 
were first demonstrated in the brain of small 
animals in 2008 [47]. Multiple points within 
individual vessels were selected for pO2 mea-
surements with two-photon microscopy, and 
phosphorescence decay curves were recorded at 
each location. As a phosphorescent probe, a 
commercially available porphyrin-based oxy-
gen probe (Oxyphor R2) was excited by a 13-ns 
Ti-sapphire pulsed laser at a wavelength of 
780 nm.

TPM has enabled depth- resolved microvascu-
lar pO2 measurements of rat cortical vessels down 

to a depth of 120 μm below the cortical surface as 
shown in Fig. 5.9a, b [47]. The figures depict an 
arteriole with measured intravascular pO2 values 
indicated for normoxic vessels (normal level of 
O2) and hyperoxic vessels (excess supply of O2), 
respectively. The pO2 values agreed well with 
previously published values [48] (~40 mmHg in 
the normoxia case and ~60 mmHg in the hyper-
oxia case). Figure 5.9c is a curve fitting of the 
phosphorescence signals detected from the pO2 
measurement points (solid boxes) in the arteri-
oles in Fig. 5.9a, b. The results show a quicker 
phosphorescence decay for the hyperoxia case 
relative to the normoxia case, which is due to 
more significant phosphorescence quenching at 
higher pO2 levels (66.7 mmHg).

Confocal microscopy also has been utilized 
for pO2 measurements with similar methodology 
as TPM [46]. Although both two-photon and 
confocal microscopy have offered high spatial 
resolution in probing pO2 in single microvessels, 
the latter method was particularly effective for 
fast data acquisition because the single-photon 
excitation efficiency of phosphorescence is 
higher than the two- photon efficiency. In 2009, 
the first pO2 measurements were reported using 
confocal laser scanning microscopy (CLSM) of 
Oxyphor R2 [46]. Figure 5.10a shows a color-
coded CLSM angiogram (400 × 400 μm2) of pial 
vessels in the rat brain in vivo, obtained by inte-
grating Oxyphor R2 phosphorescence signals. 
pO2 measurements were conducted at selected 

a b c

Fig. 5.9 In vivo pO2 measurement of rat cortical vessels 
using two-photon microscopy (TPM) [47]. (a) and (b) 
Images of an arteriole network 120 μm below the cortical 
surface with intravascular pO2 values corresponding to 

normoxia and hyperoxia conditions, respectively. (c) The 
phosphorescence decay profiles with best-fit curves for 
the highlighted points (solid boxes) in (a) and (b)
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points in the pial vessel locations (green dots), 
and the corresponding pO2 levels (green values) 
are displayed in Fig. 5.10a. The pO2 values could 
be calculated from the measured phosphores-
cence decay profiles shown in Fig. 5.10b. The 
shaded region in Fig. 5.10b represents the time 
frame (100 μs) during which the excitation light 
(at 532 nm) was transmitted to the rat brain. The 
graph shows that the phosphorescence decay in 
arterioles (red profile) has a shorter lifetime 
(39 μs) than the lifetime in the venules (118 μs, 
blue profile), corresponding to pO2 values of 70.6 
and 36.7 mmHg for the arterioles and venules, 
respectively [50]. The difference in the pO2 val-
ues between the arterioles and venules is appar-
ent in Fig. 5.10c [49]. Interestingly, arteriolar pO2 
values dramatically decreased with vessel diam-
eter as opposed to the venules, for which pO2 
were insensitive to diameter.

For both TPM and CLSM measurements, the  
phosphorescence quenching techniques that are 
utilized can induce reactive single oxygen mol-
ecules as a reaction by-product. Care must be 
taken to avoid photo-oxidative damage to the 
vasculature and tissue from excessive single 
oxygen. Exposure to ambient light should be 
minimized by enclosing the whole system to 
rule out background noise from external 
environment.

5.1.2.3  Optical Coherence Tomography
Optical coherence tomography (OCT) is a 
noninvasive optical imaging technique that 
can measure backscattered light signals from 
internal tissue layers of living samples [51]. 
With the advantages of being able to achieve 
label-free, high-speed, high-resolution imag-
ing, OCT has provided microstructural infor-
mation of organs and tissues as well as 
functional or physiological information [52]. 
In 2003, OCT imaging of blood oxygenation 
was pioneered through the use of time-domain 
(TD) spectroscopic OCT (SOCT). In the 
SOCT measurement, a single A-scan (depth 
scan) was performed on whole blood solutions 
saturated at 0% and 100% using an oxygen-
ator, and the absorption coefficients of HbO2 
and HbR were calculated using Beer’s law 
[53]. Then, the same research group proposed 
a SOCT method to assess sO2 by measuring 
the saturation-dependent differential attenua-
tion coefficient Δμt at a pair of wavelengths 
(780 nm and 820 nm) within the source band-
width [54]. They experimentally showed a 
negative linear correlation between Δμt of 
whole blood sample and sO2.

Since the advent of Fourier domain OCT 
(FD-OCT), there have been several attempts to 
measure sO2 that have benefited from the 
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Fig. 5.10 In vivo pO2 measurement of rat cortical vessels 
under normoxia condition using confocal laser scanning 
microscopy (CLSM) [46, 49]. (a) Color-coded CLSM 
angiogram (400 × 400 μm2) of pial vessels through an 
open-skull cranial window. Arterioles are indicated in red, 
and venules are blue. (b) Phosphorescence decay profiles 
measured at the points indicated by the dashed boxes in 

(a). Higher O2 concentrations in the arterioles induce 
more quenching of phosphorescence signal, leading to 
faster decay times (red profile). (c) Distribution of pO2 
values in arterioles and venules as a function of vessel 
diameters, measured in ten animals, showing that pO2 var-
ies with vessel diameter for pial arterioles but is relative 
constant for venules
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improved signal sensitivity and data acquisition 
speed of FD-OCT over TD-OCT [55–57]. 
Kagemann et al. proposed a SOCT method to 
assess sO2 of human retinal blood in vivo 
with optical density ratios (ODRs) that was cal-
culated at oxygen-sensitive (855 nm) and oxygen- 
insensitive (805 nm, isosbestic point) 
wavelengths, respectively. The optical density 
was defined as a measure of light absorbance 
from a vessel relative to the absorbance from tis-
sue surrounding the blood vessel [55]. Unlike 
previous studies that utilized the crossover fea-
ture of the optical absorption spectra of oxy- and 
deoxy-Hb at around 800-nm wavelengths, Yi 
et al. demonstrated the feasibility of estimating 
sO2 from single red blood cells (RBCs) in vitro in 
the visible wavelength band using SOCT [56]. 
sO2 measurements with SOCT in the visible 
range are desirable because the absorption of 
hemoglobin is much stronger [56], but comes at 
the expense of limited  penetration depth (a few 
hundred microns in tissue). Recently, this group 

has reported the first application of visible SOCT 
for the in vivo mapping of sO2 in rodent retinal 
blood vessels [57].

While most SOCT methods are quite effec-
tive in dealing with specular reflections from 
surface vessels, such methods are challeng-
ing to apply to biological tissues because 
of wavelength- dependent speckle patterns 
resulting from multiple scattering events 
within a single resolution element, which 
eventually prevent reliable estimations of 
blood oxygenation. In spite of this, Chong 
et al. have developed a SOCT analysis method 
for quantitative mapping of blood oxygen-
ation in the brain and retina of rodents using 
OCT angiography (OCTA) [58]. Figure 5.11 
shows images of oxygen saturation, cumula-
tive deoxyhemoglobin (LCHb), cumulative 
oxyhemoglobin (LCHbO2), and cumulative 
total hemoglobin concentration (LCHbT), for 
brain vasculature both before (a–d) and after 
(e–h) cardiac arrest.
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Fig. 5.11 Mapping of blood oxygenation in the mouse 
brain in vivo [58]. (a, e) Oxygen saturation. (b, f) 
Cumulative deoxyhemoglobin map (LCHb). (c, g) 
Cumulative oxyhemoglobin map (LCHbO2). (d, h) 

Cumulative total hemoglobin map (LCHbT). Panels (a–d) 
are images obtained at baseline conditions and panels  
(e–h) are images obtained after cardiac arrest
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5.2  Autofluorescence 
Microscopy of Metabolism

5.2.1  Introduction

Coupling microscopy with autofluorescence is 
appealing for studying metabolism in living tis-
sues. This approach is advantageous because it 
is nondestructive and provides high-resolution 
structural and functional information without 
the need for exogenous labels that interfere 
with the biochemical and physiological state of 
the sample. Chance and colleagues completed 
seminal studies to characterize the autofluores-
cence of nicotinamide adenine dinucleotide 
(NADH) and flavin adenine dinucleotide (FAD) 
in isolated cells, and later in brain, liver, and 
bladder tissues [59–64]. More recently, the flu-
orescence lifetimes of the metabolic coenzymes 
NADH and FAD have been investigated in 
human tissues to image the heterogeneity of 
cellular metabolism in normal and diseased 
states [65–71].

5.2.2  NADH and FAD 
Autofluorescence Properties

NADH and FAD are intracellular coenzymes 
involved in adenosine triphosphate (ATP) pro-
duction through oxidative phosphorylation and 
reactions that feed oxidative phosphorylation 
(e.g., glycolysis, Krebs cycle). In the cell, 
NADH and FAD exist in oxidized (FAD, NAD+) 
and reduced (NADH, FADH2) forms; however, 
only NADH and FAD yield significant fluores-
cence [62, 72–74]. Notably, the efficiency of 
autofluorescence from both NADH and FAD is 
dependent on the surrounding microenviron-
ment of the molecule (i.e., bound vs. unbound to 
another molecule). These molecules are gener-
ally measured in concert, due to their comple-
mentary roles in metabolism and their spectral 
separation. Specifically, NADH is optimally 
excited at 350 nm and has an emission maxi-
mum at 460 nm, whereas FAD is optimally 
excited at 435 nm and has an emission maxi-
mum at 535 nm. NADH has a greater quantum 

yield in comparison to FAD; therefore, it is 
associated with a greater overall fluorescence 
intensity. The molecules NADH and NADPH 
are both autofluorescent, with overlapping exci-
tation/emission spectra and fluorescence life-
times [65]. Previous studies have established 
that the autofluorescence is dominated by 
NADH (due to its greater quantum yield) and 
that metabolic perturbations due to cancer pro-
gression and drug treatment are mostly attrib-
uted to NADH [6, 8–13]. However, for accuracy, 
this autofluorescence is usually denoted as 
NAD(P)H.

Since both NAD(P)H and FAD have differ-
ent fluorescent properties and vital roles in 
metabolism, researchers have measured these 
fluorophores to characterize the “optical redox 
ratio” (ratio of fluorescence intensities of 
NAD(P)H and FAD). These techniques have 
been used as indicators of physiological change 
within a cell, tissue, or organism [61, 65–71, 
73, 75–77]. Recently, studies have also incor-
porated the NAD(P)H and FAD fluorescence 
lifetimes, or the time that the molecule remains 
in the excited state before decaying back to the 
ground state, to extract additional biological 
information. The lifetime of the fluorophore is 
more sensitive to the microenvironment and is 
able to differentiate between free and protein-
bound states of NAD(P)H and FAD. Primarily, 
conformational changes in these molecules 
upon enzymatic binding result in modified 
decay rates. NADH in an unbound state exhib-
its partial quenching of its adenine side chain, 
resulting in a faster rate of fluorescence decay 
than in the unquenched, bound form. The oppo-
site trend is observable with FAD, with its 
bound form undergoing quenching and, subse-
quently, exhibiting a faster fluorescence decay. 
Variations in fluorescence lifetime can also be 
correlated to microenvironmental changes in 
the presence of oxygen, tyrosine, and trypto-
phan or, alternatively, fluctuation in the local 
temperature and pH [78–80]. To appreciate the 
metabolic information provided by imaging 
NAD(P)H and FAD autofluorescence, the roles 
of NADH and FAD in cellular metabolism must 
be understood [81].
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5.2.3  Role of NADH and FAD 
in Cellular Respiration

Cells break down glucose and other substrates in 
the cell to produce energy in the form of ATP 
through glycolysis, Krebs cycle (also known as 
the citric acid cycle or the tricarboxylic acid 
cycle), and oxidative phosphorylation [82]. 
Glycolytic reactions in the cell produce two mol-
ecules of NADH to serve as electron donors for 
the mitochondrial respiratory chain. These reac-
tions break the initial glucose molecule into two 
pyruvate molecules. Pyruvate is then further con-
verted into acetyl-CoA to enter the Krebs cycle, 
and FAD is reduced to FADH2 during pyruvate 
decarboxylation. The breakdown of a single glu-
cose molecule in glycolysis and the Krebs cycle 
can result in ten NADH molecules, which then 
donate their electrons in the electron transport 
chain. Maintaining an appropriate pool of NADH 
is critical for maintaining the required proton 
gradient across the inner and outer membranes of 
the mitochondria for ATP synthesis. Cells with 
elevated NAD(P)H levels have a greater potential 
to produce ATP through oxidative phosphoryla-
tion due to the prevalence of electron donors. 
Conversely, cells with high FAD and low NAD(P)
H fluorescence signals have an increased demand 
for ATP generation and require increased oxida-
tive phosphorylation to meet these energy 
demands (Fig. 5.12).

Due to the autofluorescent properties of both 
NAD(P)H and FAD and their role in metabolism, 
the ratio of NAD(P)H/FAD, known as the optical 
redox ratio, can be used to monitor cellular 
metabolism. The optical redox ratio was first 
demonstrated by Chance and colleagues in the 
1950s and 1960s [62, 64, 72, 83–85]. This metric 
examines the relative abundance of NAD(P)H 
and FAD per cell by calculating the ratio of the 
NAD(P)H intensity to FAD intensity given by 
Eq. (5.7).

 
Redox Ratio =

( )NAD P H

FAD  
(5.7)

The redox ratio provides a global assess-
ment of intracellular metabolic activity and 
can be indicative of generalized variations in 
metabolism across cell types and in response 
to perturbations [86]. For example, increased 
redox ratio values correlate with increased 
glycolytic metabolism [66, 87]. Increases in 
oxidative metabolism cause simultaneous con-
sumption of NAD(P)H and production of 
FAD, thus resulting in a decreased redox ratio 
[66, 87].

In addition to the redox ratio, the fluores-
cence lifetimes of NAD(P)H and FAD provide a 
more detailed perspective of the binding state of 
NAD(P)H and FAD. NAD(P)H disassociation 
from protein provokes partial quenching of nic-
otinamide by the adenine moiety of the 

NADH

NADH

NAD+
FAD

FADH2

NAD+
Glycolysis

HER2

Cytoplasm

Mitochondria

Oxidative
phosphorylation

Fig. 5.12 Simplified diagram of cellular respiration to 
visualize the roles of the coenzymes NAD(P)H and FAD 
in glycolysis and oxidative phosphorylation. Specifically, 
this diagram shows the effect of a HER2 receptor muta-
tion, which will drive an increase in glycolysis resulting in 
increased NADH. Net direction of reactions is represented 
here in bold. Figure adapted from [67]
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 molecule, resulting in a shorter fluorescence 
lifetime. When NAD(P)H is bound to a protein, 
the distance between the adenine and nicotin-
amide moieties increases, resulting in less fluo-
rescence quenching and a longer fluorescence 
lifetime. The converse is true for FAD (short 
lifetime in the protein-bound state, long lifetime 
in the free state). Thus, the fluorescence life-
times of NAD(P)H and FAD are distinct for the 
free and protein- bound forms of the molecule. 
FAD and NADH bind to several enzymes in 
metabolic reactions (i.e., lactate dehydrogenase, 
malate dehydrogenase, succinate dehydroge-
nase, etc.), suggesting the application of these 
biomarkers to identify active enzymes via life-
time signatures. However, the enzyme-specific 
effects on fluorescence lifetime are currently 
under investigation. A two- component fluores-
cence decay model given by Eq. (5.8) provides 
optimal fitting of the fluorescence decays of 
NAD(P)H and FAD in cells:

 
I t e e C

t t

( ) = + +
- -

a at t
1 2

1 2

 
(5.8)

Here, α1 and α2 are the fractional components 
of the short and long lifetimes, respectively. The 
long lifetime, τ2, is the protein-bound compo-
nent for NAD(P)H and the free component for 
FAD. The short lifetime, τ1, is the free compo-
nent for NAD(P)H and the protein-bound com-
ponent for FAD. The bound component of FAD 
decreases in the presence of NAD+ due to 
increased intramolecular dynamic quenching; 
therefore, the FAD lifetime is sensitive to the 
level of NAD+ in a cell [33]. Furthermore, the 
mean lifetime, τm, functions as a representative 
metric of protein binding on fluorescence decay 
kinetics. This can be calculated as a weighted 
average of the short and long lifetime compo-
nents, given in Eq. (5.9).

 t a t a tm = +1 1 2 2  (5.9)

Altogether, the redox ratio and the fluores-
cence lifetimes provide a method to quantify 
dynamic changes in cellular metabolism that 
are useful for disease diagnosis, monitoring 
response to therapy, and monitoring cell 
function.

5.2.4  Physiological Origins 
of Variations in NADH 
and FAD

In contrast to current biochemical assays (e.g., 
mass spectrometry and flow cytometry), autoflu-
orescence imaging of NAD(P)H and FAD can 
resolve single-cell behavior within live, intact 
samples without any preparation (e.g., fixing, 
dying). This allows for observation and quantifi-
cation of metabolic changes in response to envi-
ronmental stimuli. A well-defined example of 
this can be observed from increased redox ratios 
during hypoxia due to the production of NAD(P)
H during anaerobic glycolysis [65, 88, 89]. 
NAD(P)H and FAD fluorescence are also depen-
dent on the functional state of the cells. The fluo-
rescence of NAD(P)H and FAD are different in 
proliferative and quiescent cells, terminally dif-
ferentiated cells, as well as diseased cells [34, 
35]. Warburg and colleagues described a prefer-
ence on glycolysis in cancer cells with adequate 
oxygen in the 1920s, and this effect has also been 
noted in differentiating stem cells [65, 76, 77, 88, 
90–92]. This reliance on glycolysis is also exhib-
ited by healthy, proliferating cells, in contrast to 
quiescent cells. Ultimately, large changes in 
baseline redox ratios and lifetime components 
are likely more related to the ratio of catabolic to 
anabolic metabolism rather than simply the rate 
of ATP production in cells.

Cancerous cells can be characterized by dis-
tinct metabolism and response to metabolic per-
turbations, including anticancer drugs. Recently, 
consideration has been given to the effects of 
metabolic dysfunction and cancer onset. 
Inhibition of respiration pathways along with 
increased glycolysis correlates with cancer cell 
growth [92]. Past studies have examined levels of 
NAD(P)H autofluorescence between various 
cancer cell lines to determine that NAD(P)H con-
centration could function as a biomarker for all 
cancer types [65–71, 76, 77, 81]. Characteristic 
of tumor metabolism, decreases in protein-bound 
NAD(P)H were observed in the presence of dys-
plasia, attributed to a transition of active meta-
bolic pathways from oxidative phosphorylation 
to glycolysis. These fluctuations in protein-bound 
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NAD(P)H also correlate with the severity of pre-
cancerous tissue, allowing differentiation 
between normal, low-grade, and high-grade dys-
plasia [65, 76, 92, 93]. Notably, early stage can-
cer growth has been identified with 
autofluorescence imaging of NAD(P)H and FAD 
[65–71, 76]. Additionally, changes in NAD(P)H 
and FAD fluorescence intensities and lifetimes 
have been quantified in response to drug treat-
ment in cancer [67–71]. As seen in Fig. 5.13, 
in vivo autofluorescence imaging of NAD(P)H 
and FAD (or “optical metabolic imaging”) in 
head and neck cancer demonstrates the capability 

of this technique to monitor heterogeneous cel-
lular responses to anticancer therapies. These 
studies have identified optical metabolic imaging 
as a promising tool to monitor cancer progression 
and to assess anticancer drug efficacy.

5.2.5  Instrument Requirements 
for Redox Ratio Imaging

Confocal microscopy has been a widely 
accepted approach in the field of autofluores-
cence imaging of NAD(P)H and FAD, due to its 
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Fig. 5.13 Representative in vivo images of the optical 
redox ratio, NAD(P)H τm and FAD τm, of a FaDu xeno-
graft model for head and neck cancer. The xenografts 
were untreated or underwent cetuximab or cisplatin treat-
ment. The autofluorescence of NAD(P)H and FAD at this 

48-h time point indicate a differential response to antican-
cer drugs within a treatment group, as well as a heteroge-
neous cellular response to treatment. Scale bar = 50 μm. 
Figure adapted from [71]
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enhanced  resolution and capacity for optical 
sectioning. This technique uses a laser excita-
tion source, typically an argon/krypton laser, 
with an initial pinhole aperture in the light path, 
to ensure a high-quality intensity profile for the 
excitation light. The excitation beam can then 
be directed via dichroic mirrors and subsequent 
optical components through the objective to 
illuminate a single point (typically) within the 
sample (this point is scanned to construct an 
image). Fluorescence emission passes back 
through the objective for transmission through 
the dichroic mirror and collection optics. A sec-
ond pinhole positioned in front of the detector 
(e.g., photomultiplier tube) blocks the out-of-
focus light from reaching the detector. This 
setup promotes the isolation of fluorescence sig-
nal from individual fluorophores, which is ben-
eficial for quantifying relative concentrations of 
fluorophore within a sample. Overall, confocal 
microscopy is optimized for thin samples with 
high fluorophore concentrations (e.g., cell 
monolayers).

Multiphoton microscopy is attractive for 
imaging thick samples (e.g., in vivo, 3D cul-
tures) and uses near- infrared excitation, 
thereby avoiding the damaging ultraviolet light 
that is often used for autofluorescence confocal 
microscopy [65]. Multiphoton microscopy 
uses focused infrared laser pulses to promote 
nonlinear excitation of photons at a localized 
point (voxel) within a sample, typically using a 
femtosecond pulsed laser (e.g., titanium-sap-
phire laser). As with conventional point-
scanned confocal microscopy, two-dimensional 
images of the sample are generated by raster 
scanning the excitation beam and subsequently 
collecting fluorescence emission point-by-
point via a photomultiplier tube. Due to the use 
of nonlinear excitation, in which fluorescence 
excitation is limited to a small focal volume, 
multiphoton microscopy achieves reduced 
photodamage and photobleaching compared to 
confocal microscopy [94, 95]. Additionally, 
the use of infrared laser pulses, with localized 
signal generation, results in deeper image pen-
etration, an important improvement for in vivo 
imaging [78].

5.2.6  Instrumentation 
Requirements for FLIM 
Imaging

Recently, fluorescence lifetime imaging has gained 
popularity due to its sensitivity to the fluorophore 
conformational state and environment [65–71, 76, 
77, 93]. Fluorescence lifetime measurements require 
(1) an excitation source that is intensity-modulated 
or pulsed and (2) time- resolved fluorescence detec-
tion. Fluorescence lifetime measurements can be 
recorded in either the Fourier (frequency) domain or 
the time domain, each with their respective advan-
tages. Fourier domain fluorescence allows for 
shorter acquisition times and thus enhanced data col-
lection rates [96]. Fourier domain measurements 
require a frequency-modulated beam for sample 
excitation and a frequency-modulated photomulti-
plier tube for detection. If the modulation  frequency 
of the detector is similar to that of the excitation 
beam, the amplitude and phase shift of the fluores-
cence signal can be measured, which allows for cal-
culation of fluorescence lifetimes. Time-domain 
fluorescence measurements typically exhibit 
increased sensitivity to low signal intensity and are 
therefore well suited for weak autofluorescence 
from NAD(P)H and FAD [65, 69, 86]. In time-
domain fluorescence microscopy, the time differ-
ence between the excitation pulse and the emitted 
photons is resolved. Practically, this is done using 
time-correlated single-photon counting (TCSPC) 
[97]. Here, the arrival time of the first photon after 
the pulse is monitored with high resolution. 
However, it is assumed that no more than one pho-
ton is emitted per laser pulse (80-MHz repetition 
rate), which is true in almost all cases when per-
forming autofluorescence microscopy and imaging 
samples with fluorescent labels [78]. A decay curve 
is built up after detection of a large number of pho-
tons. The decay curve is deconvolved with the 
instrument response to provide a direct measure-
ment of the fluorescence decay of the fluorophore.

5.2.7  Summary

Autofluorescence imaging of metabolism is 
attractive because it provides nondestructive 
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measures of single-cell metabolism. This 
approach is particularly useful for the study of 
dynamic changes within intact samples and for 
studies of spatial relationships between cells 
within a relevant physiological context. This 
approach is also accessible because it does not 
require transfections or the use of exogenous 
contrast agents. Limitations include imaging 
depth, which can be overcome with window 
chamber models for in vivo imaging [6, 8, 13]. 
Overall, as new microscopy technologies are 
developed, added functional measures of NAD(P)
H and FAD can be incorporated into commercial 
microscopes for improved functionality (e.g., 
anisotropy, combined spectral and lifetime imag-
ing, etc.) [36, 37].

5.3  Optical Metabolic Contrast 
Agents

5.3.1  Introduction

Optical metabolic imaging with exogenous con-
trast agents has advanced our understanding of 
processes that make life possible and continues to 
illuminate phenomena that are difficult or impos-

sible to study with alternative technologies. A 
fundamental advantage of optical metabolic 
imaging with exogenous contrast agents is the 
combination of high spatial and temporal resolu-
tion with molecular-scale information. Unlike 
alternative contrast-enhanced modalities like 
positron emission tomography (PET) or mag-
netic resonance imaging (MRI), optical imaging 
is capable of high-resolution imaging in real time 
(even subcellular resolution, if needed), such that 
metabolic processes can be tracked inter- and 
intracellularly.

An exhaustive survey of optical metabolic 
contrast agents (OMCA) cannot be achieved in a 
single book, let alone a chapter. Instead, we pro-
vide in the following subsections a brief over-
view of four major branches of OMCA and refer 
the interested reader to recent literature reviews 
for more comprehensive detail [32, 98, 99]. The 
four branches presented herein—imaging of 
nutrient uptake, enzyme activity, local chemical 
environment, and cell signaling—highlight the 
breadth of basic scientific phenomena that can be 
studied and clinically translatable discoveries 
that are possible with OMCA (Fig. 5.14). Myriad 
contrast agents exist for metabolic imaging but 
typically fall into one of five classes (Fig. 5.15). 
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Fig. 5.14 Metabolic 
processes imaged with 
exogenous contrast 
agents. The five classes 
of optical metabolic 
contrast agents excel in 
imaging four 
fundamental aspects of 
metabolism: metabolite 
uptake, enzyme activity, 
local chemical 
environment, and cell 
signaling
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Representative examples are provided through-
out; however, they only constitute a fraction of 
the library currently available.

5.3.2  Relative Uptake of Nutrients

The rate of nutrient uptake provides a general 
measure of metabolic demand [100, 101]. The 
prototypical example is the consumption of 
glucose—a sugar and common cellular energy 
source [102–104]. Imaging glucose consump-
tion in vivo reveals which tissues require the 
most energy. However, glucose cannot be 
tracked in vivo in its natural form by any cur-
rent imaging device. Accordingly, chemical 
analogues to glucose must be synthesized such 
that they possess an additional component that 
can be traced by some instrument. For example, 

substituting an 18F radionuclide for the 
2′-hydroxyl group yields the ubiquitous glu-
cose analogue fluorodeoxyglucose ([18]FDG) 
that is used as an exogenous contrast agent for 
PET imaging [104, 105]. Cancer imaging and 
functional studies of the brain are two particu-
larly common applications of [18]FDG, due to 
the relatively high glucose consumption in 
those tissues [104–108].

Despite the success of PET for assessing glu-
cose demand in vivo, the burden and expense of 
synthesizing and handling radioactive contrast 
agents makes them non-ideal for high-throughput 
research applications like drug discovery [109]. 
For this reason, optical analogues of glucose are 
desirable. Fluorescent glucose analogues, for 
example, enable cancer imaging as well as 
screening of glucose consumption rates in the 
presence of various therapeutics in order to assess 

Always On

Proximity-Activated

Environment-Activated

Cleavage-Activated

Formation-Activated

Fig. 5.15 Classes of 
optical metabolic 
contrast agents. 
Exogenous contrast 
agents employed in 
metabolic imaging can 
be broadly categorized 
by their mechanism of 
signal production. The 
simplest examples are 
non-activatable reporter 
molecules that are 
always “on,” such as 
fluorescent metabolite 
analogues. The 
remaining four classes 
have signals which are 
activated or deactivated 
by specific events, such 
as the co-localization of 
two species (proximity- 
activated), changes in 
chemical environment 
(environment-activated), 
cleavage of peptide 
sequences (cleavage- 
activated), or 
intracellular synthesis of 
a detectable species 
(formation-activated)
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their therapeutic efficacy [109–111]. The draw-
back to fluorescent glucose analogues, however, 
is that the fluorescent moiety alters the chemical 
properties of the analogue relative to natural glu-
cose because it is large and typically hydrophobic 
[112]. Therefore, the consumption of the ana-
logue may not reflect the true consumption of 
glucose.

A Raman-active chemical substitution is an 
example of an alternative optical labeling tech-
nique that has been pioneered to minimize the 
alterations that are often induced in the process of 
making metabolites traceable. Stimulated Raman 
scattering (SRS) requires only that an alkyne 
group (i.e., carbon-carbon triple bond) be 
attached to a metabolite in order for in vivo track-
ing to be performed [112–115]. The vibrational 
motion of the alkyne bond imparts an optical 
“barcode” in the light scattered from the ana-
logue, such that it can be unambiguously detected 
[115]. Although SRS requires two lasers and 
generates a weaker signal than fluorescence, 
some modern devices can perform in vivo SRS 
imaging in real time [116]. Heterogeneous uptake 
patterns in cancer and brain tissue were demon-
strated by SRS imaging of glucose analogues 
[112].

5.3.3  Enzyme Activity

The extraordinarily complex balance of chemical 
reactions involved in metabolism is maintained 
by the relative activity of enzymes. The concen-
tration and state (i.e., active or inactive for cata-
lyzing reactions) of enzymes determine the 
metabolism of a cell or tissue [117]. The impor-
tance of a precise balance of enzymes for healthy 
metabolism is reflected in the multitude of dis-
eases associated with changes in the degree of 
enzyme expression. Sensitive imaging of enzy-
matic activity is therefore essential for the detec-
tion and diagnosis of disease [99]. This is 
particularly true for cancer, where changes in the 
expression of certain enzymes, such as proteases, 
can provide opportunities for early detection and 
offer a measure of the cancer’s aggressiveness 
[118–120].

The most successful approach to imaging the 
activity of proteases has been the implementation 
of cleavage-activated fluorescent probes [119, 
121, 122]. These exogenous contrast agents com-
prise one or more fluorophores in a quenched 
state tethered to a peptide sequence that is 
uniquely cleaved by the protease to be imaged. 
As soon as the protease cleaves the peptide, the 
fluorescence can be detected. Activatable fluores-
cent probes have demonstrated great success for 
optical imaging of specific proteases such as 
matrix metalloproteinases and cathepsin [123, 
124]. Because phage display can be employed to 
generate peptide sequences for virtually any pro-
tease, activatable fluorescent probes can be 
designed for a wide library of targets [125].

In special cases, enzyme activity can be 
imaged by catalyzing the intracellular synthesis 
of fluorescent contrast agents. Although this 
approach is not generally applicable to a large 
family of enzymes, it has generated one particu-
larly useful approach to optical metabolic imag-
ing: the generation of protoporphyrin IX (PpIX) 
from 5-aminolevulinic acid (5-ALA). The steady- 
state concentration of PpIX formed from 5-ALA 
is higher in certain cancers, particularly of the 
brain, than in healthy tissue because of a higher 
ratio of the enzymes that promote PpIX forma-
tion relative to enzymes that degrade PpIX [126]. 
Consequently, 5-ALA can be added to cancer- 
bearing tissue to induce a high level of PpIX pro-
duction, which in turn provides preferential 
fluorescence signal to demarcate a diseased 
region for optically guided resection. Clinical tri-
als have demonstrated improved resection and 
increased patient survival when surgery was 
guided by PpIX fluorescence [127–129].

5.3.4  Local Chemical Environment

In addition to optical imaging of targeted meta-
bolic processes, exogenous contrast agents can 
reveal general markers of metabolic state. Of par-
ticular importance are pH, oxygenation, and 
redox potential—the local environment’s propen-
sity to reduce or oxidize molecules [117, 130–
133]. These parameters broadly impact chemical 
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reactivity, especially for the innumerable mole-
cules that can gain or lose hydrogen or oxygen 
atoms. Different cellular compartments can have 
dramatically different local chemical environments, 
yielding insight into their metabolic function and 
opportunities for selective imaging. Inflamed or 
cancerous tissues can also be chemically distin-
guished from healthy surrounding tissue by changes 
in redox potential and pH [132, 134, 135].

Given the breadth of chemicals sensitive to pH, 
oxygen concentration, and redox potential, many 
avenues to sensing local chemical environment 
exist. Despite the various approaches, virtually all 
optical contrast agents for chemical environment 
sensing operate by the same principle: a structural 
change occurs and can be externally calibrated, 
when a molecule is exposed to a specific set of 
chemical conditions. The structural change typi-
cally either activates or changes a fluorescent mol-
ecule (in terms of spectra, lifetime, intensity, etc.), 
often through quenching or dequenching processes. 
The resultant changes in optical readout yield an 
optical mechanism for sensing [136–138].

Activatable fluorescent probes are commonly 
employed for sensing pH and reactive oxygen 
species, although they are less common for quan-
tification of molecular oxygen and redox poten-
tial (i.e., a direct measurement in millivolts) [136, 
139–141]. The use of fluorescent pH sensors is 
ubiquitous, for example, in pH-measuring paper 
strips, and occurs as a result of the addition or 
removal of a hydrogen ion causing a spectral shift 
or intensity change in fluorescence [142]. 
Typically, this occurs in a single molecule, for 
example, by a ring-opening or ring-closing reac-
tion, but it can also occur for polymeric nanopar-
ticles that reversibly change from condensed, 
quenched structures to open fluorescent configu-
rations [137]. Similar principles underlie the acti-
vation of fluorescence in response to reactive 
oxygen species, although the structural changes 
tend to be more significant on the molecular 
level, as in the oxidation of boronates by hydro-
gen peroxide [136]. In order for quantitative mea-
surements to be made, a second reference 
fluorophore that is insensitive to the local chemi-
cal environment is often required as an internal 
standard for ratiometric measurements [98, 143].

The optical detection of molecular oxygen 
and redox potential often involves the use of 
nanoparticles coupled to molecules [98, 144]. In 
the case of molecular oxygen, a phosphorescent 
molecule coupled to a quantum dot (i.e., a semi-
conductor nanoparticle) can be calibrated to 
identify the partial pressure of oxygen, pO2 [145]. 
For example, when the quantum dot is optically 
excited, it can transfer its energy to the phospho-
rescent molecule which subsequently emits light. 
Upon collisional interactions with oxygen, how-
ever, the phosphorescent molecule becomes 
quenched, and light is only emitted from the 
quantum dot [145, 146]. Thus, the quantum dot 
luminescence provides an internal standard for 
ratiometric imaging. Calibrating the lumines-
cence ratio from the quantum dot-molecule con-
jugate to the partial pressure of oxygen enables 
in vivo measurements of pO2 [144].

Redox potential can be accurately measured by 
means of surface-enhanced Raman scattering 
(SERS) nanoparticles [138]. Rather than an 
absorption-emission process, SERS utilizes the 
vibrational motions of molecules on the surface of 
nanoparticles, usually made of gold or silver, to 
impart detectable scattering signals that have been 
enhanced by surface plasmon effects from the 
metallic core [147, 148]. Because the vibrational 
motion of a molecule is unique to its structure, 
SERS spectra serve as molecular “fingerprints.” 
Depending on the molecule, structural changes as 
small as the addition of a single hydrogen can be 
readily detected in SERS spectra by the appear-
ance or disappearance of characteristic peaks [149, 
150]. The ratio of peak heights in SERS spectra 
can then be calibrated to the chemical environ-
ment, including the electrical potential as mea-
sured by an external electrode. By monitoring the 
spectrum of a SERS nanoparticle sensitive to 
redox environment, optical measurements of local 
redox potential can be performed [138].

5.3.5  Cell Signaling

The communication of cells with their surround-
ings provides a showcase for the importance of 
optical metabolic imaging with exogenous 
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 contrast. Biochemical signaling involves networks 
of proteins rapidly relaying messages via intracel-
lular and extracellular changes in chemical com-
position. Detection of these events often requires 
subcellular spatial resolution and real-time imag-
ing of chemical gradients. Because most signal 
cascades are not intrinsically detectable, exoge-
nous contrast is required to enable optical readout 
of changes in local chemical concentrations [151]. 
Accordingly, contrast agents sensitive to messen-
ger species are particularly useful for imaging 
spikes in signaling activity [152].

Signaling ion gradients are imaged by exoge-
nous probe molecules that generate an optical 
change upon binding an ion of interest [151–
153]. The binding selectivity is achieved by 
designing unique chelators—molecules that 
entrap target species based upon their size, 
charge, and coordination chemistry—for each 
targeted ion [154]. The optical signal is generated 
as a result of the ion modifying the probe mole-
cule’s electronic structure. Typically, the ion 
binding induces fluorescence by preventing an 
internal quenching mechanism that inhibits fluo-
rescence when the ion is not present [155, 156]. 
Alternative methods of investigation can detect 
subtler changes upon ion binding, albeit at the 
expense of more complex instrumentation. For 
example, changes to the fluorescence lifetime—
the time between absorption and emission of a 
photon—can be detected upon ion binding using 
fluorescence lifetime imaging microscopy 
(FLIM) [96, 157]. While FLIM requires pulsed 
illumination sources and extremely short detector 
response times, the molecular contrast agents can 
have simpler designs because activated fluores-
cence is not required.

Imaging signaling molecules is more compli-
cated than imaging small ions but can be accom-
plished by an analogous approach. While 
signaling ions like Ca2+ can be entrapped by 
small molecules, signaling molecules like ade-
nosine triphosphate (ATP) are too large to be 
selectively bound by simple chelators. Instead, 
large molecules called aptamers must be tailor- 
made by combinatorial chemistry techniques to 
enable selective binding of the targeted molecule 
(e.g., ATP). Aptamers are comprised of specific 

peptide or nucleic acid sequences that change 
structure upon interacting with their target to 
form a stable complex. Methods like systematic 
evolution of ligands by exponential enrichment 
(SELEX) enable aptamer synthesis for virtually 
any target. Once the aptamer-target complex 
forms, a secondary exogenous compound binds 
to generate a fluorescent signal [158]. The fluo-
rescence is only achieved if the aptamer, target, 
and secondary compound all bind together [159]. 
This approach has been established for a wide 
array of signaling molecules and metabolites 
including guanosine triphosphate, adenosine 
diphosphate, and S-adenosylmethionine [160].

Although the spatial resolution of conven-
tional fluorescence is sufficient for in vitro meta-
bolic studies, visible light scattering by tissues 
often necessitates modified imaging techniques 
for in vivo applications [161]. Two-photon imag-
ing (TPI) enables the use of minimally scattered 
near-infrared excitation and suppresses back-
ground signal by requiring that two photons be 
absorbed for a single fluorescent event [162]. 
The high spatial resolution of TPI is ideal for 
in vivo imaging of cell signaling. After adminis-
trating a Ca2+-activated fluorescent dye, signal-
ing activity in neural tissue can be monitored by 
TPI of living mice [153, 163]. These studies 
have the added benefit of decreased photobleach-
ing (i.e., light- induced destruction of contrast 
agents) relative to conventional fluorescence, 
because the contrast agents are not excited by 
out-of-focus light [162].
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Cancer Metabolism

Daniel R. Wahl and Sriram Venneti

6.1  Introduction

Altered cellular metabolism is one of the hall-
marks of cancers. Otto Warburg, a German bio-
chemist, observed that cancer cells take up and 
metabolized large amounts of glucose and fer-
ment it to lactate even in the presence of oxygen. 
This unexpected observation that cancer cells 
convert glucose to lactate even in aerobic condi-
tions led Warburg to hypothesize that cancer 
cells have defective mitochondria. We now know 
that mitochondria are not defective in cancer 
cells but that this process, called the Warburg 
effect, represents a form of metabolic adaptation 
in cancer cells.

In the era of precision medicine and next- 
generation sequencing, we have learned a lot 
about different genetic alterations in various can-
cers. It is essential to understand the biology of 
these tumors beyond genetic alterations in order 
to develop treatment strategies to effectively cure 
them. One avenue of research that shows a lot of 
promise is how metabolism is rewired in cancer 
cells. Metabolic pathways in cells represent core 
mechanisms that cells use to fuel their growth 

and survival. Cancer cells significantly alter their 
metabolism compared to normal tissues, making 
these pathways attractive therapeutic targets. 
Cancer cells also constantly adapt to harsh condi-
tions such as diminished nutrient supply, hypoxia, 
and changes in microenvironment. Tumor cells 
reprogram their metabolism by altering nutrient 
uptake and metabolism to support their aberrant 
proliferation and survival. The recent years have 
seen the emergence of the concept that metabolic 
reprograming in cancers cells is not a passive 
process. Rather, oncogenes and inactivated tumor 
suppressors in cancer cells directly reprogram the 
metabolism of cancer cells [1, 2]. These meta-
bolic pathways provide novel avenues to develop 
newer diagnostic and therapeutic targets.

6.1.1  The Warburg Effect Is 
a Hallmark of Cancer Cells

Glucose is a key fuel that cancer cells use to 
support their energy production and the synthe-
sis of a vast array of metabolic intermediaries. 
Glucose can be metabolized via glycolysis into  
three- carbon pyruvate thereby generating ATP, 
NADH, and many intermediaries of metabo-
lism. The functions of glycolysis are threefold: 
(1) to supply fuel in the form of pyruvate to 
mitochondria; (2) coupled with its anabolic 
branch, the phosphate pathway (PPP), to facili-
tate macromolecular  synthesis; and (3) to gener-
ate reducing equivalents to maintain cellular 
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redox balance and enable macromolecular 
 synthesis. Glycolysis occurs in ten steps. The 
first five steps are called the “preparatory phase” 
where two molecules of ATP are consumed to 
generate the three-carbon glyceraldehyde-
3-phosphate. The last five steps are referred to 
as the “payoff phase” where glyceraldehyde- 3-
phosphate is metabolized to the three-carbon 
pyruvate. The payoff phase yields (a) four mol-
ecules of ATP from ADP and phosphate and (b) 
two molecules of NADH derived from the 
reduction of NAD+. Overall, glycolysis yields, 
from one molecule of glucose, two molecules 
each of pyruvate, ATP, and NADH.

After its generation from glucose, pyruvate 
can (1) be converted to lactate by lactate dehy-
drogenase (LDH) and secreted from cells, (2) 
decarboxylated by pyruvate dehydrogenase 
(PDH) and enter the TCA cycle as acetyl-CoA, or 
(3) undergo carboxylation by pyruvate carboxyl-
ase (PC) and enter the TCA cycle as oxaloacetate 
to fuel anaplerosis. In aerobic conditions, pyru-
vate follows the second option and is oxidized to 
acetyl-coenzyme A, which enters the tricarbox-
ylic acid (TCA) cycle to be completely oxidized 
to carbon dioxide through the process of oxida-
tive phosphorylation. Glycolysis and oxidative 
phosphorylation together generate 38 molecules 
of ATP from one molecule of glucose.

Proliferative cells including cancer cells show 
increased metabolism of glucose-derived pyruvate 
to lactate even in the presence of oxygen. When 
pyruvate is fermented into lactate, there is lowered 
pyruvate entry into the mitochondrial and thus low-
ered oxidative phosphorylation yielding only two 
molecules of ATP form glucose. This is accom-
plished both by LDH overexpression and by inhibi-
tion of PDH, which is phosphorylated and inhibited 
by pyruvate dehydrogenase kinase (PDK), which is 
often overexpressed in cancers (Fig. 6.1) [3]. This 
phenomenon is not intuitive from the perspective 
of energy production as only two molecules of ATP 
are produced compared to 38 molecules of ATP 
generated by aerobic glycolysis coupled with oxi-
dative. However, there are other advantages to the 
Warburg effect beyond energy production. For 
example, glycolytic intermediaries generated sup-
port macromolecular synthesis of DNA, RNA, pro-
teins, and lipids. For example, 3- phosphoglycerate, 

a metabolite in the glycolytic pathway, can contrib-
ute carbons for the synthesis of purines and amino 
acids such as cysteine, glycine, and serine. Further, 
the rate of glycolysis may compensate for the low 
efficiency of ATP synthesis, as it may be preferable 
to produce ATP at a faster rate since the conversion 
of glucose to lactate is very rapid. The metabolism 
of pyruvate to lactate dehydrogenase generates 
NAD+. This NAD+ can be recycled to catalyze the 
generation of 1,3-bisphosphoglycerate from 
3- phosphoglycerate in glycolysis. Further, lactate 
acidifies and alters the microenvironment to let 
tumors adapt to hypoxic environments and enable 
tumor invasion and evasion of immune responses 
[4–6]. Thus, the Warburg effect is an adaptation 
that enables tumors to survive and proliferate in 
hostile environments. More recent studies in ani-
mal models and human subjects suggest that some 
cancers oxidize glucosederived carbons in the 
mitochondria, which suggests the presence of mul-
tiple active glycolytic pathways in cancers rather 
than a “pure” Warburg effect. [7, 8].

6.1.2  Cancer-Associated Alterations 
in Glycolysis

Cancer cells regulate glycolysis in many ways 
including altering glycolytic enzymes and glu-
cose transporters. Oncogenic alterations in path-
ways involving the PI3K/AKT pathway, MYC, 
and p53/Tigar can directly influence many glyco-
lytic enzymes (Fig. 6.1).

For example, the enzyme hexokinase (HK) 
catalyzes the first committed step in glycolysis 
by phosphorylating glucose at the sixth carbon to 
yield glucose-6-phosphate. There are four differ-
ent isoforms of hexokinase (HK1–4), but in many 
cancer cells, HK2 is the predominant isoform 
[9–11]. HK2 expression is expressed at higher 
levels in glioblastomas and in metastatic breast 
cancers [12, 13]. Genetic lowering of HK2 leads 
to decreased tumor proliferation in animal mod-
els of lung and breast cancer [9, 10]. In 
 Kras- driven lung cancer cells, HK2 is also 
required for nucleotide synthesis via the pentose 
phosphate pathway, for mitochondrial oxidative 
phosphorylation of citrate, and for glutamine 
metabolism in the TCA cycle [10]. Thus HK2 is 
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one of the critical enzymes that cancer cells use 
to regulate glycolysis.

Increased expression of glucose transporters 
and HK2 can be taken advantage of to image glu-
cose uptake in cancer cells using positron 
 emission tomography (PET) imaging with the 
glucose analog 18F (2-[18F]fluoro-2-deoxyglucose 
or 18FDG). 18FDG, like glucose, is transported 
into the cells by glucose transporters and 
 phosphorylated by HK to 2-[18F]fluoro-2-deoxy-

glucose-6-phosphate. This intermediate is unable 
to be further catabolized and becomes trapped in 
the cell, accumulating at a rate proportional to 
glucose utilization due to its inability to diffuse 
out of the cell and the slow rate of dephosphory-
lation. It is therefore a direct measure of glucose 
uptake and metabolism [14].

Pyruvate kinase catalyzes the final step in gly-
colysis by converting phosphoenolpyruvate into 
pyruvate and ATP [15] (Fig. 6.1). Pyruvate kinase is 

Fig. 6.1 Glycolytic reprograming in cancer cells. Many 
oncogenic pathways including those regulated by the PI3 
kinase/AKT pathway, P53, and MYC can reprogram gly-

colysis in tumor cells by regulating transcription of glyco-
lytic enzymes and glucose transporters
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encoded by two genes: PKLR, which encodes the L 
(PKL) and R (PKR) isoforms of pyruvate kinase, 
and PKM, which encodes the M1 (PKM1) and M2 
(PKM2) isoforms of pyruvate kinase. The expres-
sion of pyruvate kinase is tissue specific with PKL 
dominating in the liver; PKR in red blood cells; 
PKM1 in the brain, skeletal muscle, and heart; and 
PKM2 in numerous cell types including cancers and 
proliferating cells [15]. PKM1 and PKM2 differ in a 
single exon, but this difference leads to markedly 
different behaviors [16]. Unlike the constitutively 
active tetrameric PKM1, PKM2 can exist as an 
active tetramer or a relatively inactive dimer [17].

The activity of PKM2 is regulated both alloste-
rically and by intracellular signaling pathways. 
The upstream glycolytic metabolite frutctose-
1,6-bisphosphate is a major allosteric activator of 
PKM2 and promotes the formation of the active 
tetramer [18]. Numerous other small molecules 
and metabolites can also regulate PKM2. Similar 
to FBP, serine is an allosteric activator PKM2 that 
coordinates the fluxes of glucose toward catabolic 
or anabolic pathways [19]. PKM2 can thus be reg-
ulated as a rheostat in cancer cells and can be 

switched from active to inactive states [20]. Lower 
PKM2 activity promotes accumulation of glyco-
lytic intermediaries that can feed into anabolic 
pathways [20]. For example, deletion of PKM2 
causes the cells to arrest due to lowered nucleotide 
biosynthesis resulting in thymidine depletion and 
ineffective DNA synthesis [21]. This rheostat-like 
modulation of PKM2 activity by various factors 
may help cancer cells adapt to changing metabolic 
needs during tumor formation, progression, metas-
tasis, and changes in the microenvironment [20].

6.1.3  Cancer-Associated Alterations 
in Amino Acid Metabolism

Amino acid metabolism is altered in many can-
cers. Amino acids including glutamine, gluta-
mate, methionine, glycine, serine, cysteine, and 
aspartate can be metabolized to support many 
cellular functions including protein synthesis, 
nucleotide synthesis, redox modulation, and 
anaplerosis (the process by which TCA cycle 
substrates are replenished, Figs. 6.2 and 6.3). 

Fig. 6.2 The TCA cycle as a metabolic hub in cancer. TCA 
cycle-related enzymes such as fumarate hydratase, succi-
nate dehydrogenase, and isocitrate dehydrogenase 1/2 are 
mutated in cancers such as renal cancers and gliomas, 

respectively. Additionally, oncogenic pathways involving 
VHL, PI3 kinase/AKT, and MYC can reprogram TCA 
cycle metabolism in many tumors
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Cancer cells via specific transporters can take up 
extracellular amino acids. Further, mutant Ras or 
c-Src in cancer cells enables uptake of extracel-
lular proteins by a mechanism termed macropi-
nocytosis mediated via remodeling of the actin 
cytoskeleton. Extracellular proteins thus taken up 
are broken down in the lysosome causing cells to 
recover free amino acids that can be shunted into 
various biosynthetic pathways including anaple-
rosis [22].

Glutamine is the most abundant amino acid 
in the plasma, and many cancers show altered 

glutamine metabolism. Proliferating cancer 
cells increase glutamine utilization as a source 
of nitrogen for de novo amino acid and nucleo-
tide synthesis as well as a carbon source to 
replenish TCA cycle intermediates [23]. 
Glutamine is metabolized via a two-step pro-
cess termed glutaminolysis. In the first step, 
glutamine is metabolized to glutamate by the 
enzyme glutaminase (GLS), which in turn is 
metabolized to ammonia and αKG by the 
enzyme glutamate dehydrogenase (GDH) 
(Fig. 6.2). There are two isoforms of GLS in 

Fig. 6.3 Canonical cycles in one-carbon metabolism. 
Dietary folate enters the folate cycle and is converted to 
tetrahydrofolate (THF), by dihydrofolate reductase 
(DHFR). THF is converted to 5,10-methylene- THF (me-
THF) by either serine hydroxymethyltransferase 
(SHMT), which is coupled to the conversion of serine to 
glycine, or glycine decarboxylase (GLDC), which cata-
lyzes the conversion of glycine and THF to me- 
THF. Serine and glycine are derived from numerous 
sources including glycolytic intermediates. me-THF can 
be converted to either methyl-THF (mTHF) or 10-formyl- 
THF (F-THF). Methionine synthase (MS) and its cofac-
tor vitamin B12 catalyze the demethylation of mTHF to 
regenerate THF and complete the folate cycle, whose 
major products include nucleotides and reducing poten-
tial in the form of NADPH. The methyl group from 

mTHF is added to homocysteine (hCYS) to form methio-
nine (MET) and start the methionine cycle. Methionine 
adenosyltransferase (MAT) combines ATP and MET to 
form S-adenosylmethionine (SAM), which is the major 
cellular methyl donor. When it loses its methyl group, 
SAM is converted to S-adenosylhomocysteine (SAH), 
which is converted back to homocysteine by 
S-adenosylhomocysteine hydrolase (SAHH)-mediated 
deadenylation. The major outputs of the methionine cycle 
are methyl groups used to regulate numerous cellular 
processes as described in the text. In the transsulfuration 
pathway, hCYS condenses with serine to form cystathio-
nine, which can be cleaved by cystathionine lyase (CGL) 
to form cysteine and α-ketobutyrate (αKB). Cysteine is 
then used to generate glutathione to help maintain cellu-
lar redox balance
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mammals: GLS1, which primarily affects the 
entry of glutamine-derived carbons in the TCA 
cycle, and GLS2, which plays a larger role in 
regulating redox balance [24]. Glutamine metab-
olism can contribute to many cellular functions 
in cancer cells. For example, glutaminase and 
glutamate dehydrogenase generate ammonia 
from the γ and α nitrogens of glutamine, which 
can contribute to purine and pyrimidine synthe-
sis [23]. Further, the carbons from glutamine 
contained in αKG can enter the TCA cycle and 
serve as a crucial contributor to anaplerosis and 
energy production [25–27]. Glutamine metabo-
lism is rewired by many oncogenic alterations 
including RAS, VHL, MYC, and p53, and the 
PI3K/AKT/mTOR pathways can regulate gluta-
mine metabolism (Fig. 6.2). Noninvasive in vivo 
measurement of glutamine uptake can be 
achieved in human glioma patients using radio-
labeled 4-18F-(2S,4R)-fluoroglutamine (18F-FGln). 
18F-FGln uptake is increased in gliomas compared 
to  normal brain enabling clear tumor to back-
ground delineation [28].

Glutamate along with cysteine and glycine 
can be used for the synthesis of glutathione. 
Glutathione is essential for the maintenance of 
redox balance in cells. NRF2 is a transcriptional 
factor that is a master regulator of redox balance 
and can control the expression of biosynthesis 
enzyme in the serine/glycine to support glutathi-
one production [29]. Methionine, serine, and gly-
cine contribute significantly to one-carbon 
metabolism as discussed below.

6.1.4  Cancer Cells Reprogram 
One-Carbon Metabolism

One-carbon metabolism broadly consists of the 
folate cycle, the methionine cycle, and the trans-
sulfuration pathway and plays important roles in 
numerous biosynthetic pathways, maintaining 
redox balance and cellular methylation reac-
tions [30] (Fig. 6.3). In the folate cycle, folate 
obtained from the diet is reduced through a 
series of reactions to form tetrahydrofolate 
(THF). THF is then converted to 5,10-methy-
lene-THF (me-THF) through the action of the 

serine hydroxymethyltransferase enzymes [31] 
or the glycine cleavage system [32]. The folate 
cycle is coupled to the methionine cycle when 
methyl-THF donates its methyl group to homo-
cysteine and generates methionine through the 
action of B12-requiring methionine synthase. 
Homocysteine can also react with serine to 
eventually form glutathione, which links the 
methionine cycle to the transsulfuration path-
way and forms a link between one- carbon 
metabolism and redox balance [30].

The substrates that fuel these interlinked cycles 
come from numerous sources. Folate is primarily 
derived from the diet. The serine that drives the 
formation of me-THF can either be derived from 
nutritional sources or from the metabolism of 
 glucose, where the glycolytic intermediate 
3-phosphoglycerate can be converted to serine by 
3- phosphoglycerate dehydrogenase (PHGDG) 
and subsequent transamination [33]. Glycine can 
be imported into cells or be generated from 
numerous other carbon sources including threo-
nine, choline, sarcosine, and others [30, 34].

These interconnected cycles produce numer-
ous outputs that are required for cellular growth 
and proliferation. The nucleotides needed to form 
DNA and RNA require numerous substrates gen-
erated by one-carbon metabolism pathways. The 
formation of dUTP from dUMP requires the 
donation of a methyl group from methyl-THF. De 
novo purine synthesis requires carbons from gly-
cine as well as the folate cycle intermediate 
10-formyl-tetrahydrofolate to form the backbone 
of purine rings [35]. Lipids and their phosphati-
dylcholine head group also require methyl dona-
tion from S-adenosylmethionine (SAM), which 
is generated in the methionine cycle [36, 37] 
(Fig. 6.3). Several nodes of one-carbon metabo-
lism are also important for the generation of 
reducing potential and the maintenance of redox 
balance. MTHFD1, an important enzyme in the 
folate cycle, was recently shown to be a major 
cellular producer of cellular reducing potential, 
and glutathione, the primary cellular antioxidant, 
is a major output of the transsulfuration pathway 
[38]. Finally, numerous cellular reactions and 
posttranslational modifications including his-
tone, DNA, RNA, and amino acid methylation 
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require methyl donation from SAM produced in 
one-carbon metabolism [39–41].

The importance of one-carbon metabolism to 
cancer was documented as early as the 1940s 
when Sidney Farber made his seminal discovery 
of anti-folates as the first chemotherapeutics. 
During the recent renaissance in cancer metabo-
lism research, interest in these pathways has 
resurfaced. Studies in the 1980s showed that the 
entry of serine into one-carbon pathways increased 
as rat tumors progressed [42]. More recently, 
studies revealed that a significant fraction of can-
cers including many melanomas and triple nega-
tive breast cancers recurrently amplify PHGDH 
[43, 44]. Interestingly, the genomic regions har-
boring PHGDG amplifications contained no 
known oncogenes, suggesting that PHGDH itself 
may be a driver of these cancers. Indeed, PHGDG 
amplifications increased the shunting of glucose- 
derived carbon toward serine biosynthesis and 
one-carbon metabolism and were associated with 
a vulnerability to PHGDH inhibition.

Like PHGDH amplification, the actions of 
pyruvate kinase can facilitate the shunting of 
glucose- derived carbons into one-carbon metab-
olism. For example, FBP and serine can act to 
increase PKM2 activity when the pools of 
upstream glycolytic and one-carbon intermediate 
are replete and the absence of this allosteric stim-
ulation slows PKM2 flux and increases flux 
through the pentose phosphate cycle and one- 
carbon metabolism when upstream metabolite 
pools fall [17]. Phosphorylated tyrosine residues 
can displace FBP from its allosteric pocket and 
thus inactivate PKM2, which suggests that 
oncogene- mediated signal transduction could 
help maintain PKM2 in an inactive form and 
facilitate flux through one-carbon pathways in 
many cancers [45].

The glycine cleavage pathway has also 
recently been implicated in the proliferation of 
cancer cells. A metabolomic study of the NCI-60 
panel of cancer cell lines asked whether rates of 
proliferation correlated with the uptake or release 
of numerous metabolites [46]. While neither glu-
cose uptake nor lactate production was correlated 
with proliferation, increased glycine uptake 
 correlated tightly with increased proliferation. 

Further studies showed that this glycine was 
being metabolized by glycine dehydrogenase 
(GLDC) to enter the folate cycle via glycine 
cleavage (Fig. 6.3). GLDC may also be a driver 
of oncogenesis, as its overexpression is sufficient 
to drive tumorigenesis in xenograft models and 
its activity is especially high in subsets of tumor- 
initiating cells [47] . There are numerous other 
mechanisms by which enzymes in or related to 
one-carbon metabolism are related to oncogene-
sis and cancer progression and maintenance. 
Both ribonucleotide reductase and thymidylate 
synthase can function as oncogenes [48, 49], 
while other enzymes related to purine synthesis 
have recently been found to be tumor suppressors 
[50]. Together, these studies suggest that altera-
tions in numerous steps of one-carbon metabo-
lism can contribute to oncogenesis and further 
emphasize the opportunities that exist to thera-
peutically target different nodes in these 
pathways.

6.2  Oncogenic Reprogramming 
of Metabolism

One of the emerging paradigms in cancer metab-
olism is that oncogenes rewire metabolic path-
ways to drive tumor growth and adaptation to 
stress. Oncogenes can converge on central path-
ways via multiple mechanisms such as regulating 
transcription levels of nutrient transporters and 
metabolic enzymes, allosteric regulation of 
 metabolic enzyme activity, and regulating epi-
genetics including histone and DNA modifica-
tions. These mechanisms vary depending on the 
cancer subtype, tissue origin, and tissue microen-
vironment. We examine these phenomena in the 
context of specific cancer subtypes below.

6.2.1  PI3K/AKT/mTOR Pathway 
Rewires Metabolism 
in Glioblastomas (GBMs)

Next-generation sequencing of GBMs in 
adults reveals that more than 90% of GBMs 
exhibit aberrant receptor tyrosine kinase/RAS/
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phosphatidylinositol 3-kinase (RTK/RAS/PI3K)  
signaling mainly due to genetic alterations 
such as EGFR amplifications and PTEN dele-
tions or alterations in downstream effectors of 
this pathway [51]. Growth factors such as EGF 
or PDGF bind their receptor tyrosine kinases 
to activate the PI3K cascade of intracellular 
signaling that closely regulates growth, metab-
olism, proliferation, and survival in cells. 
AKT and mTOR are central effectors of the 
PI3K pathway, while the lipid phosphatase 
PTEN is a negative regulator of this pathway. 
The PI3K/AKT/mTOR pathway is a central 
regulator of metabolism. Phosphorylated AKT 
(on Ser473) enhances glycolysis by increasing 
expression of glucose transporters and  activating 
glycolytic enzymes such as HK2 and phospho-
fructokinase-1 (PFK-1) [52–54]. Similarly, AKT 
activation results in upregulating glutamine trans-
porters [55] (Fig. 6.1).

The PI3K/AKT pathway directly influences 
the mammalian target of rapamycin (mTOR). 
mTOR is a master regulator of cellular homeosta-
sis, nutrient sensing, and cellular metabolism 
[56]. mTOR is an atypical, PI3K family-related 
serine/threonine kinase that exists in two com-
plexes termed mTOR complex 1 (mTORC1) and 
2 (mTORC2) [56]. mTORC1 is an activator of 
anabolic growth and inhibitor of catabolism. 
Further, mTORC1 is a sensor for changes in 
growth factors, oxygen, and amino acid levels. 
Additionally, mTORC1 enhances protein synthe-
sis by phosphorylating eukaryotic translation ini-
tiation factor 4E (eIF4E) binding protein 1 
(4E-BP1) and S6 kinase 1 (S6K1) [57]. mTORC1 
also promotes growth by suppressing autophagy. 
For example, ULK1, an essential factor required 
to initiate autophagy, can be negatively regulated 
by mTORC1 [58]. Activated mTORC1 repro-
grams glucose metabolism and glycolytic gene 
expression by regulating c-Myc activity in 
EGFRvIII-driven GBMs [59]. mTORC1 can also 
stimulate glutamine metabolism by enhancing the 
activity of GDH. This is achieved by repressing 
the transcription of SIRT4, an inhibitor of GDH 
[60]. The mTORC2 complex can also  regulate 
many metabolic pathways. Activated mTORC2 
can phosphorylate AKT and thus  promote 

 glucose uptake and metabolism [61]. Therefore, 
deregulation of the RTK/RAS/PI3K pathway is a 
central mediator of metabolic reprograming.

6.2.2  Isocitrate Dehydrogenase  
Is Mutated in Gliomas

The isocitrate dehydrogenases (IDHs) are a fam-
ily of enzymes that catalyze the oxidative decar-
boxylation of isocitrate to α-ketoglutarate. In 
humans, there are three predominant isoforms 
that differ in subcellular localization, reversibil-
ity, and cofactor utilization. IDH1 is located in 
the cytosol and functions as a homodimer using 
NADP+ as a substrate to catalyze the isocitrate to 
α-ketoglutarate reaction. IDH2 primarily local-
izes to the mitochondria and also functions as a 
homodimer using NADP+ as a substrate. IDH3 
functions as a heterotetramer composed of two α 
subunits, one β subunit, and one γ subunit. IDH3 
localizes to the mitochondria and, unlike IDH1 
and IDH2, uses NAD+ rather than NADP+ as a 
substrate thereby contributing to the TCA cycle 
and generation of NADH to fuel oxidative phos-
phorylation [62]. While the IDH1 and IDH2 
reactions are reversible under physiologic condi-
tions, the IDH3 reaction is thought to be irrevers-
ible [63].

The three IDH isoforms are regulated through 
distinct mechanisms. IDH3 is allosterically acti-
vated by citrate, calcium, and ADP, while it is 
inhibited by ATP, NADH, and NADPH. Together, 
these regulators couple the activity of IDH3 and 
the TCA cycle to energetic demand, which 
appears to be the dominant function of IDH3 
[63–66]. Less is known about the regulation of 
IDH1 and IDH2. On a transcriptional level, IDH1 
is regulated by the presence of sterols through the 
binding of SREBP-1a and REBP-2 to its pro-
moter [67]. IDH1 transcription is also upregu-
lated in response to exogenous signals such as 
prolactin and oxidative stress, although the pre-
cise transcription factors involved are not clear 
[68, 69]. These regulatory mechanisms under-
score the view that a dominant function of IDH1 
is to generate cytosolic NADPH that can be used 
for lipogenesis or ROS detoxification. While 
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 little has been reported on the transcriptional reg-
ulation of IDH2, recent studies suggest an impor-
tant role for posttranslational control of IDH2 
activity. IDH2 can be acetylated on lysine 413, 
which decreases its activity by more than 40-fold. 
SIRT3 is responsible for deacetylating this resi-
due, thereby maintaining IDH2 activity, NADPH 
production, and the mitigation of oxidative stress 
[70]. Indeed, the generation of NADPH to main-
tain mitochondrial redox balance appears to the 
major function of IDH2 [71]. Under hypoxic 
conditions, IDH1 and IDH2 can reverse the direc-
tion of their typical flux and catalyze the reduc-
tive carboxylation of α-ketoglutarate to generate 
isocitrate [72, 73]. This reversed reaction allows 
the incorporation of glutamine- derived carbons 
into the acetyl-CoA pool, which then supports 
lipogenesis. These results reveal that IDH1 and 
IDH2 play critical albeit distinct roles in the lipo-
genesis necessary for proliferation under both 
normoxia (the generation of NADPH) and 
hypoxia (the incorporation of glutamine- derived 
carbons into lipids).

In the late 2000s, several groups performed 
sequencing efforts on low- and high-grade glio-
mas, which revealed a recurrent monoallelic 
mutation at Arg132 of IDH1 [74–76]. This muta-
tion is found in the large majority of low-grade 
gliomas and secondary glioblastomas (GBMs), 
while those tumors lacking the IDH1 mutation 
often carry a mutation in the analogous codon 
(Arg172) of IDH2 [77, 78]. By contrast, primary 
GBMs and pediatric GBMs only rarely carried 
mutations of IDH1 or IDH2 [78, 79]. Similar 
efforts in other disease sites soon revealed both 
IDH1 and IDH2 mutations in many cancers 
including acute myeloid leukemia (AML, 5–20% 
mutational frequency) [80], myelodysplastic syn-
drome (MDS, 5–10% mutational frequency) 
[81], intrahepatic cholangiocarcinoma (up to 
30% mutational frequency) [82, 83], and chon-
drosarcomas (approximately 50% mutational fre-
quency) [84]. Many other cancers including lung 
and prostate cancer have been reported to contain 
mutations in IDH1 or IDH2, albeit at a much 
lower frequency [63].

While IDH mutations occur in many malig-
nancies, there is variation between cancers with 

respect to the IDH isoform most commonly 
mutated, the amino acid that typically replaces 
arginine, and the prognostic importance of an 
IDH mutation. In gliomas, IDH1 is the domi-
nant isoform affected, arginine is almost always 
replaced by a histidine (i.e., R132H), and the 
presence of an IDH mutation dramatically 
improves prognosis [78]. In AML, IDH1 and 
IDH2 mutations occur with similar frequencies 
with the most frequent substitutions being 
R132H and R132C in IDH1 or R140Q in IDH2 
[85]. There is controversy regarding the prog-
nostic importance of IDH mutations in AML as 
numerous reports have shown conflicting data 
[85–87]. In myelodysplastic syndrome, IDH1 
and IDH2 mutations are relatively evenly mixed 
and are consistently associated with poor prog-
nosis and increased likelihood of transforma-
tion to AML [81, 88]. In intrahepatic 
cholangiocarcinoma, most mutations occur in 
IDH1 and appear to have little prognostic 
importance [89–91].

The IDH1 and IDH2 mutations detailed above 
occur exclusively within the enzymatic active 
site. Initial studies revealed that cell lines engi-
neered to overexpress mutant IDH1 or IDH2 had 
deficiencies in the ability to convert isocitrate to 
α-ketoglutarate, suggesting that these were loss 
of function mutations [78]. However, additional 
work soon revealed that mutations in both IDH1 
and IDH2 encode for a gain of function in which 
the enzymes now convert α-ketoglutarate to 
(D)-2-hydroxyglutarate ((D)-2HG) while con-
verting NADPH into NADP+ [92, 93] (Fig. 6.4). 
This neomorphic enzymatic activity occurs 
because the mutated arginine residues (100 and 
132 in IDH1 and 140 and 172 in IDH2) normally 
coordinate the binding of isocitrate carboxyl 
groups [94]. When these arginine residues are 
mutated, the binding affinity for isocitrate 
decreases while increasing the binding affinity 
for NADPH thereby severely limiting the rate of 
the oxidative decarboxylation of isocitrate (the 
canonical forward reaction of IDH1/IDH2) [92]. 
The reverse reaction can still partially occur in 
mutated IDH1/IDH2; however, the active site 
mutation results in the reduction of α-ketoglutarate 
to (D)-2HG, which is coupled to the oxidation of 
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NADPH to NADP+. Additional carboxylation of 
(D)-2HG cannot occur and leads to a net reaction 
in which α-ketoglutarate and NADPH are con-
sumed and (D)-2HG and NADP+ are produced. 
Because cells have limited ability to consume 
(D)-2HG, the IDH1/IDH2 mutations cause dra-
matic accumulations of (D)-2HG into the milli-
molar range [93, 95, 96].

The IDH1 mutation is an early event in glio-
magenesis, suggesting that it might be a driver of 
oncogenesis [77, 97, 98]. Indeed, the forced 
expression of mutant IDH or treatment with cell- 
permeable (D)-2HG impairs cellular differentia-
tion in numerous models including immortalized 
astrocytes, neuronal stem cells, erythroleukemia 
lines, liver progenitor cells, and chondrosarcoma 

Fig. 6.4 Mutant Isocitrate dehydrogenase-mediated 
oncogenesis. Wild-type isocitrate dehydrogenase 1 and 2 
(wtIDH1/2) catalyzes the reversible conversion of isoci-
trate and α-ketoglutarate. Mutant IDH1/IDH2 catalyzes 
the conversion of α-ketoglutarate to (D)-2- 
hydroxyglutarate, which inhibits TET2 and DNA demeth-

ylases, inhibits histone demethylases including the 
jumonji C (JmjC) family, and stimulates the EGLN prolyl 
hydroxylases. These discrete functions induce DNA 
hypermethylation and histone hypermethylation and 
decrease hypoxia signaling, which in turn induce 
oncogenesis
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models [63, 99–103]. Investigations into the 
tumorigenic effects of mutant IDH in vivo sug-
gest that, on their own, these mutations are not 
sufficient to induce cancer. A brain-specific IDH1 
R132H knock-in mouse was found to have more 
than a 100-fold increase in brain (D)-2HG levels, 
but the mice died from fatal cerebral hemorrhage 
shortly after birth, which precluded the investiga-
tion of oncogenesis [104]. A similar knock-in 
model of IDH1 R132H into hematopoietic stem 
cells caused impaired hematopoietic differentia-
tion but no frank leukemia [104].

Rather being a sole oncogenic driver of 
malignant transformation, IDH mutations 
appear to function as an early genetic lesion 
that requires the acquisitions of additional 
lesions in order for cancer to form. This model 
has been best dissected in intrahepatic cholan-
giocarcinoma. Forced expression of the IDH2-
R172K isoform in biliary cells caused the 
apparent migration of biliary cells away from 
bile ducts but did not induce tumor formation. 
However, when this model was crossed with a 
mouse that expressed an activating KrasG12D 
mutation, nearly all animals developed multifo-
cal and metastatic intrahepatic cholangiocarci-
noma in contrast to the complete absence of 
tumors in IDH2-R172K mice or the delayed 
development of hepatocellular carcinoma in the 
parental KrasG12D mice [103]. Further evidence 
for this multiple hit model comes from IDH1-
mutated gliomas, where the development of 
low-grade or high-grade tumors seems to only 
occur when an early IDH1 mutation is followed 
by later alterations such as p53, TERT, and 
ATRX mutations, or deletion of chromosomal 
arms 1p and 19q [98, 105, 106].

The question then remains: What is the mech-
anistic basis by which IDH mutations contribute 
to oncogenesis? Because cell-permeable 
(D)-2HG recapitulates the transformative proper-
ties of IDH mutations [99, 107], (D)-2HG has 
been termed an “oncometabolite” and is thought 
to be responsible for the bulk of the ability of 
mutant IDH to induce oncogenesis. It appears 
that the ability of (D)-2HG to mediate oncogen-
esis is due to its structural similarity to αKG, 
which allows (D)-2HG to alter the activity of 

αKG-dependent dioxygenases, thereby altering 
DNA methylation, histone methylation, and 
hypoxia signaling [107] (Fig. 6.4).

In 2010, analysis performed by the Cancer 
Genome Atlas Research Network revealed that a 
subset of gliomas are characterized by wide-
spread concerted DNA hypermethylation [108]. 
This glioma-specific CpG island methylator phe-
notype (G-CIMP) was highly enriched for the 
transcriptionally defined proneural GBM subtype 
[109], and approximately 80% of G-CIMP- 
positive tumors also carried an IDH1 mutation 
[108]. Furthermore, the forced expression of 
mutant IDH1 was sufficient to induce a hyper-
methylator phenotype similar to G-CIMP in 
immortalized astrocytes and other cell line mod-
els [100, 102, 110]. A similar association has 
been found in AML, where both IDH1 and IDH2 
mutations are associated with global DNA hyper-
methylation [111]. In AML, IDH mutations are 
mutually exclusive with loss of function muta-
tions in TET2, which catalyzes the αKG- 
dependent hydroxylation of 5-methylcytosine 
(5-mC) and is thought to be an important media-
tor of DNA demethylation [111]. (D)-2HG pro-
duced by mutant IDH inhibits TET2-mediated 
5-mC hydroxylation in vitro and in several cel-
lular systems [111, 112]. Furthermore, both IDH- 
mutated and TET2-mutated AML clinical 
samples displayed a similar DNA hypermethyl-
ation signature [111]. While inactivating TET2 
mutations have not been described in gliomas, 
there do appear to be a subset of IDH wild-type 
grade II/III gliomas in which the TET2 promoter 
is hypermethylated, which presumably leads to 
TET2 silencing [113]. Together, these results 
suggest that some of the oncogenic potential of 
IDH mutations is due to their ability to inhibit 
enzymes such as TET2, which are involved in 
DNA demethylation, thereby inducing a hyper-
methylator phenotype, altered gene expression, 
and impaired differentiation.

In addition to DNA hypermethylation, IDH 
mutations may also promote oncogenesis by 
inducing histone hypermethylation and altered 
gene expression (Fig. 6.4). Jumonji C (JmjC) his-
tone lysine demethylases comprise the largest 
family of histone demethylases and require αKG 
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as a cofactor for their catalytic activity, in which 
the methyl group attached to lysine is hydroxyl-
ated and then lost as formaldehyde [114, 115]. 
Loss of function or decreased expression of JmjC 
demethylases is associated with oncogenesis in 
numerous cancers including AML, MDS, and 
glioma [107, 116]. The expression of mutant IDH 
causes histone hypermethylation in both cell 
lines and tumors as evidenced by increased tri-
methylation of histone marks including H3K9, 
H3K27, and H3K36 [102, 110, 112, 117, 118]. 
These effects appear to be due to the ability of 
(D)-2HG to compete with αKG and thereby 
inhibit JmjC demethylase activity [117, 119]. 
Together, DNA and histone hypermethylation 
affect the expression of many genes and are 
thought to contribute to suppressing cell differen-
tiation and promoting oncogenesis.

(D)-2HG produced by mutant IDH affects 
several processes apart from DNA and histone 
methylation including collagen maturation, 
hypoxia signaling, and mitochondrial ATP pro-
duction. Mice bearing a brain-specific IDH1 
R132H knock-in die due to cerebral hemorrhage 
caused by abnormal collagen maturation. Proline 
hydroxylation is an important posttranslational 
modification that stabilizes collagen, and it 
appears that 2-HG may inhibit the αKG- 
dependent hydroxylation of collagen prolines 
much in the same way it inhibits other αKG- 
dependent hydroxylation reactions [104].

(D)-2HG also affects the proline hydroxy-
lases that regulate hypoxia signaling. HIF-1α is 
the master transcriptional regulator of hypoxia 
signaling and is primarily regulated posttran-
scriptionally. Under normoxia, HIF-1α is 
hydroxylated by αKG- and oxygen-dependent 
prolyl hydroxylases including the EGLN family, 
which leads to HIF-1α degradation by the VHL 
complex. Under hypoxia, prolyl hydroxylase 
activity decreases leading to HIF-1α accumula-
tion and the transcriptional activation of numer-
ous hypoxia target genes. Initial studies 
suggested that the presence of IDH1 mutations 
in cell lines or human glioma samples was asso-
ciated with increased levels of HIF-1α, presum-
ably due to decreased αKG  levels or 
(D)-2HG-mediated inhibition of prolyl hydroxy-

lases [120]. This phenotype was recapitulated in 
the brain-specific IDH1 R132H knock- in mice, 
which also exhibit increased brain HIF-1α levels 
[104]. Several subsequent studies have presented 
evidence that (D)-2HG may activate rather than 
inhibit the EGLN hydroxylases responsible for 
hydroxylating HIF-1α and thereby decrease 
HIF-1α levels [101, 107]. Indeed, (D)-2HG 
serves as an EGLN cosubstrate in vitro, and the 
presence of mutant IDH1decreases HIF levels in 
immortalized astrocytes and promotes colony 
formation on soft agar [101]. Consistent with 
these findings, patient level data from the TCGA 
showed that the presence of an IDH1 mutation in 
astrocytomas was associated with decreased 
expression of HIF-responsive target genes [101]. 
These apparently conflicting data can be recon-
ciled by the realization that EGLN hydroxylase 
activity is only one of many inputs that deter-
mine HIF stability. Indeed, detailed histopatho-
logic analysis reveals that IDH1 mutant gliomas 
can focally increase HIF-1α levels in areas that 
correlate well with regions of hypoxia and necro-
sis [121].

Additional functions of the oncometabolite 
(D)-2HG continue to be discovered. Provocative 
recent studies in C. elegans reveal that (D)-2HG, 
like αKG, can inhibit the mitochondrial ATP syn-
thase, inhibit mTOR signaling, and extend worm 
life span [122, 123]. These studies were extended to 
glioblastoma, where the presence of mutant IDH1 
decreases oxygen consumption and  hyperpolarizes 
the mitochondrial membrane potential, which is 
consistent with ATP synthase inhibition [122]. 
Together, these results suggest that IDH mutant 
tumors may be more dependent on glycolysis for 
ATP generation than their IDH wild- type counter-
parts and may be selectively vulnerable to therapeu-
tic strategies that limit glucose availability.

6.2.3  MYC Is a Central Metabolic 
Regulator in Many Tumors

c-MYC (hereafter termed MYC) is a transcription 
factor that heterodimerizes with its partner MAX and 
induces a broad transcriptional program that regu-
lates numerous pro-growth cellular programs [95]. 
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MYC is a widely expressed member of the myc 
family, which also includes L-MYC and N-MYC, 
and its expression is tightly regulated in normal 
cells [124]. In the late 1970s and early 1980s, 
MYC was discovered as the cellular homolog of 
the retroviral oncogene v-myc [125, 126]. MYC 
was one of the first described oncogenes, and 
alterations in MYC including amplification and 
translocation characterize many types of human 
cancer [95, 127].

In normal cells, the MYC proto-oncogene is 
tightly regulated at the transcriptional and post-
transcriptional levels, while the MYC protein is 
heavily regulated posttranslationally [124]. 
Together, these numerous regulatory mechanisms 
allow the activity of MYC to increase as a func-
tion of pro-growth signal transduction pathways 
so that MYC activity increases when a non- 
transformed cell needs to proliferate. Indeed, 
when fibroblasts are stimulated to proliferate by 
the addition of serum, MYC levels increase 
approximately 20-fold [128]. In cancers, the 
expression and activity of MYC often become 
growth factor independent, which allows MYC to 
help coordinate the constitutive proliferation 
characterized by transformed cells.

MYC is estimated to regulate around 15% of 
the protein-coding genes in mammalian cells 

[129, 130]. Given this broad transcriptional 
 control, the importance of MYC in driving prolif-
eration, and the role that altered metabolism plays 
in fueling proliferation, it is perhaps not surpris-
ing that MYC regulates numerous metabolic 
genes. Indeed, overexpression of MYC increases 
the expression of numerous genes involved in gly-
colysis and glutaminolysis and increases cellular 
utilization of both glucose and glutamine [23, 
131–134] (Figs. 6.1, 6.2, and 6.5). MYC not only 
controls rates of carbon substrate uptake but also 
the intracellular metabolic pathways through 
which carbon substrates pass. For example, the 
absence of MYC forces proliferating fibroblasts 
to metabolize pyruvate through pyruvate carbox-
ylase rather than pyruvate dehydrogenase due to 
transcriptional effects on the kinases that regulate 
pyruvate dehydrogenase [130]. These results sug-
gest that proliferating cells without MYC may be 
more dependent on glucose for anaplerosis, while 
those with increased MYC signaling may instead 
be able to rely on glutamine.

MYC also facilitates increased flux through 
metabolic pathways that share intermediates 
with glycolysis. Indeed, MYC increases the 
entry of glucose-derived carbon into the pentose 
phosphate cycle and one-carbon folate metabo-
lism to facilitate the synthesis of ribose sugars, 

Fig. 6.5 MYC 
reprograms cellular 
metabolism. MYC 
induces a broad 
transcriptional program 
that increases nutrient 
uptake, synthesis of 
organelles, and anabolic 
enzyme expression. 
Together, these 
coordinated changes 
allow for the 
simultaneous increase in 
the raw materials, 
subcellular synthetic 
compartments, and key 
enzymes needed to 
synthesize the 
biomolecules required 
for proliferation
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nucleotides, and amino acids as well as to 
 generate NADPH, which fuels reductive biosyn-
thesis [130]. MYC replete proliferating fibro-
blasts have increased levels of glucose, alanine, 
glycine, adenine, and ribose [130]. MYC also 
facilitates the synthesis of the lipids that prolifer-
ating cells require to duplicate their plasma 
membranes. As noted above, MYC stimulates 
the entry of glucose- and glutamine-derived car-
bons into the TCA cycle. One of the important 
anaplerotic roles of the TCA cycle is to form 
citrate, which is an important precursor of fatty 
acids and cholesterol. In addition to providing 
the carbon substrates for fatty acid synthesis, 
MYC also induces the expression of numerous 
enzymes involved in the production of fatty 
acids including ATP citrate lyase, acetyl-CoA 
carboxylase, fatty acid synthase, and stearoyl-
CoA desaturase [135, 136]. The functional sig-
nificance of these changes points toward an 
importance for MYC driving anabolic lipid syn-
thesis. Indeed, when MYC-deficient fibroblasts 
proliferate, they oxidize fatty acids at a rate four- 
to five-fold higher than replete cells and incorpo-
rate less pyruvate- derived acetyl-CoA into lipids. 
Therefore, the transcriptional effects of MYC 
not only facilitate increased carbon uptake but 
also funnel this carbon toward the anabolic reac-
tions necessary for cell division [136].

When a cell divides, it must replicate not only 
its simple biomolecules but also complex organ-
elles. This process is promoted by MYC, which 
facilitates the biogenesis of many organelles 
such as ribosomes and mitochondria [124, 137] 
(Fig. 6.5). The ability of MYC to promote mito-
chondrial biogenesis appears to be related to its 
ability to increase the transcription of PGC-1β 
through direct binding to its promoter [129, 138], 
although other MYC targets have been impli-
cated as well [139, 140]. Because of the impor-
tant role that mitochondria play as biosynthetic 
hubs, the ability of MYC to promote mitochon-
drial biogenesis provides the machinery neces-
sary to turn the increased carbon sources driven 
by MYC into the biomolecules necessary for 
cancer cells to proliferate. Hence, MYC not only 
supplies the raw materials (carbons) necessary 
for biosynthesis but also the workshops (mito-
chondria) where much of the biosynthesis occurs.

The global role of MYC in controlling cancer 
metabolism is well illustrated by the case of triple 
negative breast cancer (TNBC). TNBC is defined 
by the absence of estrogen receptors, progesterone 
receptors, or human epidermal growth factor 
receptor 2 (HER2) overexpression and exhibits 
worse clinical outcomes than hormone receptor- 
positive cancers. Transcriptional analysis of 
TNBC suggests that many of these cancers are 
characterized by overexpression of MYC [141–
143]. 18FDG PET imaging of patients with TNBC 
suggests that these cancers exhibit increased gly-
colysis compared to hormone receptor-positive 
breast cancers and that this increased glycolysis 
correlates with increased MYC transcript levels 
[141]. Furthermore, knockdown of MYC decreases 
glycolytic metabolism in TNBC through a mecha-
nism involving thioredoxin- interacting protein, 
which suggests that there are additionally layers of 
MYC regulation of glycolysis beyond the simple 
transcriptional activation of glycolytic genes 
[144]. TNBC also display increased glutamine 
uptake compared to other subtypes of breast can-
cer [145]. While glutamine restriction slows the 
growth of most TNBC lines, knockdown of MYC 
does not slow glutamine utilization in triple nega-
tive breast cancer [144, 145]. These results suggest 
that there may be MYC-independent signals that 
can support glutamine metabolism in TNBC. In 
fact, there is increasing data that the role of MYC 
in dictating glutaminolysis may be context depen-
dent. While MYC-driven liver tumors display high 
rates of glutaminolysis, MYC-driven lung tumors 
may be net producers of glutamine rather than 
consumers [146].

6.2.4  Renal Carcinomas Show 
Mutations in Metabolic 
Regulators

Renal cancers show profound metabolic altera-
tions. The von Hippel-Lindau (VHL) factor is a 
tumor suppressor gene that is frequently mutated 
in a common subtype of renal cancers termed 
clear cell renal cell carcinomas [147]. VHL is a 
director regulator of the oxygen-sensing path-
way, and renal cancers with VHL mutations show 
alterations in both glycolysis and TCA cycle 
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metabolism. Of note, rare subsets of renal can-
cers show mutations in TCA cycle-related genes. 
Papillary type 2 renal cell carcinomas seen in 
hereditary leiomyomatosis and renal cell carci-
noma syndrome are characterized by mutations 
in fumarate hydratase (Fig. 6.2). Succinate dehy-
drogenase mutations are noted in rare subsets of 
oncocytic renal cancers (Fig. 6.2) [148]. Both 
these mutations result in rewiring of many aspects 
of metabolism including glycolysis and the TCA 
cycle [149–151]. We examine some of these met-
abolic changes using VHL mutant cancers as an 
example.

VHL is a regulator of hypoxia-inducible fac-
tors (HIFs) in the oxygen-sensing pathway and 
is an E3 ubiquitin ligase that ubiquitinates HIF 
for degradation in the proteasome. HIFs form a 
heterodimer composed of HIF-1α and HIF-1β 
(Fig. 6.2). In normoxia, HIF-1α is bound by 
VHL and undergoes proteasomal degradation 
following hydroxylation by HIF prolyl hydroxy-
lases. HIF prolyl hydroxylases such as EglN1 
depend on oxygen as a cofactor for their enzyme 
activity. Thus, hypoxia causes lowered HIF pro-
lyl hydroxylase activity resulting in stabilization 
of HIF-1α. Stable HIF-1α then binds with 
HIF1-β/ARNT and mediates the transcription of 
a number of genes that reprogram metabolism 
[152, 153].

HIF reprograms glucose metabolism to pro-
mote the Warburg effect by influencing glycoly-
sis and the entry of glucose-derived carbons into 
the TCA cycle. HIF increases glycolytic flux by 
increasing glucose uptake and metabolism by 
upregulating glucose transporters and enzymes 
such as HK and PKM2 [154–156]. PKM2 can 
also interact with HIF-1α to enhance its binding 
to hypoxia response elements [156]. HIF activa-
tion promotes lactate formation by increasing 
LDHA expression and decreasing conversion of 
pyruvate to acetyl-CoA by upregulating PDK1 
resulting in decreased activity of PDH (Fig. 6.2) 
[3, 154, 157]. Interestingly, this shunting of glu-
cose carbons away from the TCA cycle results in 
reprograming of glutamine metabolism. HIF acti-
vation or VHL insufficiency (resulting in 
increased HIF activity) switches from oxidative 
decarboxylation to reductive carboxylation of 
glutamine to generate citrate and acetyl-CoA for 

lipid synthesis [158–162]. These data suggest 
that HIF activation is critical for metabolic adap-
tations that tumor cells undergo in hypoxic 
environments.

6.3  Therapeutic Targeting 
of Cancer Metabolism

The increasing understanding of altered metabo-
lism in cancer has rekindled the idea that meta-
bolic enzymes can be selective and efficacious 
therapeutic targets to treat cancer [163, 164]. 
This idea dates to the initial discovery by Sidney 
Farber in the 1940s that the anti-folate aminop-
terin could induce temporary remissions in child-
hood leukemia [165, 166]. This discovery was 
followed by the development of another anti- 
folate, methotrexate, which is notable both for its 
role in one of the first cures of a solid tumor with 
chemotherapy and its continued use in the clinic 
today [166]. Newer anti-folates continue to be 
introduced to the clinic in the modern era, and 
pemetrexed, which was approved by the FDA in 
2004, is currently used to treat a number of 
malignancies including lung cancer [167].

The historical success of metabolically targeted 
therapies is not limited to targeting folate metabo-
lism. Nucleoside analogs inhibit thymidylate syn-
thase, ribonucleotide reductase, or DNA polymerase 
and have been used for decades to effectively treat 
numerous malignancies [165]. These agents, which 
include 5-fluorouracil, capecitabine, gemcitabine, 
fludarabine, and hydroxyurea, remain first-line ther-
apies for many cancers today both on their own and 
in combination with radiation [168].

A third “historical” example of targeting can-
cer metabolism is the example of L-asparaginase. 
In the 1950s, investigators found that the admin-
istration of guinea pig serum could cause regres-
sion of lymphomas and this was later attributed 
to the presence of the enzyme L-asparaginase 
[169, 170]. Further studies revealed that subsets 
of transformed hematopoietic cells were incapa-
ble of synthesizing their own asparagine (i.e., 
were asparagine auxotrophs) and underwent cell 
death when exogenous asparaginase depleted 
the systemic asparagine pool [171]. Numerous 
clinical trials have demonstrated the efficacy of 
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L-asparaginase in hematologic malignancies 
over the past 40 years, and it remains a corner-
stone of therapy for acute lymphoblastic leuke-
mia today [172].

Because both cancerous and noncancerous 
cells express the same core metabolic machinery, 
it is often assumed that the utility of agents tar-
geting aberrant cancer metabolism would be lim-
ited by untoward side effects caused by the 
inhibition of metabolic pathways in normal tis-
sues. While normal tissue toxicities can be limit-
ing for anti-folates, nucleoside analogs, and 
L-asparaginase [173, 174], the clinical benefit 
derived from these agents over the past 50 years 
emphasizes the presence of a therapeutic window 
that exists for targeting metabolic pathways in 
cancer. This therapeutic window cannot be 
entirely explained by the increased rates of pro-
liferation in cancers and is likely also related to 
altered DNA damage repair machinery and cell 
cycle checkpoint aberrations that characterize 
many cancers [24]. This therapeutic window, 
combined with the historical successes of target-
ing cancer metabolism and the burgeoning 
knowledge being developed by the cancer metab-
olism field, has led to numerous new attempts to 
therapeutically target cancer metabolism.

6.3.1  Targeting Glucose Uptake 
and Glycolysis

The widespread phenotype of increased glycoly-
sis in cancer has been exploited clinically for 
diagnostic and prognostic benefit with 18FDG- 
PET imaging, which is now standardly used in 
many cancers [175]. Inhibition of increased gly-
colysis is now being explored clinically with 
strategies such agents such as 2-deoxyglucose 
(2DG) and dietary modifications such as the 
ketogenic diet.

2DG is a glucose analog that is imported to 
cells by glucose transporters and phosphorylated 
by hexokinase to produce 2-deoxyglucose- 6-
phosphate, which is a competitive inhibitor of 
the enzymes that metabolize glucose-derived 
glucose-6- phosphate. 2DG treatment is cyto-
toxic at sufficient (e.g., millimolar) concentra-

tions and can potentiate the effects of numerous 
chemotherapeutics and radiation [176, 177]. 
The clinical utility of 2DG has been investigated 
as a single agent in patients with cancer as early 
as the late 1950s [178]. However, the NCI aban-
doned this approach due to untoward side effects 
including compensatory hyperglycemia, nausea, 
and vomiting, presumably due to the effects of 
2DG on glycolysis in normal tissues. While 
these side effects could make long-term 2DG 
treatment intolerable, they were not life threat-
ening. In the last two decades, several small 
studies from India have again investigated the 
clinical use of 2DG, this time as part of combi-
nation therapy. These studies showed the feasi-
bility of combining oral administration of 
high-dose 2DG (sufficient to give rise to milli-
molar concentrations in patients) with radiation 
therapy for patients with gliomas. While life-
threatening side effects were not seen, most 
patients developed hyperglycemia and mild-to-
moderate nausea or vomiting, consistent with 
early trials from the NCI [179, 180]. As of 2009, 
a phase III trial of this strategy was underway in 
India, but no results have been published at this 
time [177]. These clinical experiences with 2DG 
suggest that metabolically targeted agents that 
may have little to no therapeutic window on their 
own could still have clinical utility when com-
bined with anatomically targeted therapies such 
as radiation or molecularly targeted therapies.

An alternative to pharmacologically inhibiting 
glycolysis is to alter circulating metabolic sub-
strate levels through dietary modifications. One 
such dietary program is the ketogenic diet in 
which fats comprise approximately 90% of calo-
ries and carbohydrates are limited to 5% or less 
(compared to 50% in a typical diet) [181]. Such a 
diet promotes the oxidation of fats in the liver 
leading to high levels of circulating ketones such 
as acetoacetate and β-hydroxybutyrate. Despite 
extremely low levels of ingested carbohydrates, 
the ketogenic diet only modestly lowers circulat-
ing glucose levels due to a compensatory increase 
in gluconeogenesis [182]. The ketogenic diet has 
been used to treat certain inborn errors of metab-
olism and intractable epilepsy [183]. Recently, 
there has been increased interest in utilizing 

D.R. Wahl and S. Venneti



145

the ketogenic diet to augment cancer therapy. 
Preclinical studies show that the ketogenic diet 
increases oxidative stress in xenograft models of 
lung cancer and sensitizes these tumors to both 
radiation and chemotherapy [184]. It is hypothe-
sized that the presence of high circulating levels 
of ketones increases oxidative ATP production in 
cancer cells, which both increases mitochondrial 
ROS generation and limits antioxidant produc-
tion by limiting pentose phosphate cycle flux. 
While scattered case reports and a small pilot 
study support the safety of the ketogenic diet in 
patients with cancer [185–187], this approach 
remains investigational. As of 2014, there were at 
least ten clinical trials investigating the use of the 
ketogenic diet for the treatment cancer either as 
monotherapy or in combination with chemother-
apy or radiotherapy [181]. The results of these 
trials will help clarify whether the ketogenic diet 
could truly be useful to augment cancer therapy.

6.3.2  Inhibiting Glutamine 
Metabolism

There has been much investigation of the enzymes 
related to glutamine metabolism as potential ther-
apeutic targets. Inhibitors of GLS1 have been 
developed, and these compounds slow the growth 
of many cancer cell lines in vitro and in xenograft 
models in vivo [188, 189]. Because glutamine is 
the source of most of the carbon that eventually 
forms (D)-2HG in IDH mutant tumors, glutamin-
ase inhibitors are also efficacious in the treatment 
of models of IDH mutant cancer [190]. Clinical 
trials of glutaminase inhibitors are in progress, 
and preliminary results have been reported. In a 
phase I trial, CB-839, a glutaminase inhibitor pro-
duced by Calithera, was given to 35 patients with 
a variety of solid tumors. Active concentrations 
were achieved in tumors, and disease stability was 
achieved in 30% of patients with a tolerable safety 
profile [191]. CB-839 has also been investigated 
in hematologic malignancies in phase I studies. In 
23 patients with multiple myeloma or non-Hodg-
kin’s lymphoma, CB-839 was well tolerated, but 
preliminary results showed few clinically signifi-
cant responses [192].

6.3.3  Mutant IDH Inhibitors

The combination of the oncogenic effects of 
mutant IDH and its cancer-specific expression 
have led to tremendous interest in inhibiting IDH 
enzymatic activity as a therapeutic strategy. 
Pharmacologic inhibitors of mutants IDH1 and 
IDH2 have been synthesized and show great 
promise in cell lines, animal models, and patients 
[63, 193–197]. Treatment of oligodendroglioma 
cell lines bearing 1p/19q co-deletions and IDH1 
R132H mutations with IDH1 mutant-specific 
inhibitors significantly decreases (D)-2HG pro-
duction. These inhibitors also slow subcutaneous 
glioma xenografts in animal models. IDH1 inhi-
bition decreases the methylation of histone 
H3K9me3 and increases the expression of genes 
associated with glial differentiation, suggesting 
that its therapeutic effects arise from reversing 
(D)-2HG-mediated histone hypermethylation. 
Intriguingly, DNA methylation did not apprecia-
bly decrease after treatment [194]. Treatment of 
patient-derived AML cells with a mutant IDH2 
inhibitor induces differentiation in vitro with 
early reversal of increased histone methylation 
but in contrast to glioma models showed a slower 
reversal of DNA hypermethylation [196, 197].

Given these promising preclinical data, clinical 
trials have commenced in patients with IDH1 and 
IDH2 mutant AML and solid tumors. While final 
results await publication, early abstract reports 
from these trials have been promising. In a phase I/
II trial, an inhibitor of mutant IDH2 (AG-221) was 
administered to around 200 patients with IDH2-
mutated advanced hematologic malignancies, 
many of which were heavily pretreated. AG-221 
treatment was well tolerated and induced overall 
response rates of around 40% and complete 
response rates of around 20% [198]. In a similar 
phase I trial, 66 patients with IDH1-mutated 
advanced hematologic malignancies were treated 
with an inhibitor of mutant IDH1 (AG-120). 
Similar to the trials of IDH2 inhibition, AG-120 
induced responses in 36% of patients and com-
plete responses in nearly 20% of patients [87]. 
IDH inhibition has also been pursued clinically in 
solid malignancies including gliomas. While data 
are still maturing, initial reports suggest that 
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AG-120 is well tolerated, reduces (D)-2HG levels 
in both intracranial and extracranial malignancies, 
and leads to clinically meaningful responses in a 
variety of solid tumors [199]. While these clinical 
data are still immature, they raise the possibility 
that the inhibition of mutant IDH could become an 
important tool in the clinical management of 
patients with IDH- mutated malignancies. 
Importantly, the allelic frequency of mutated IDH 
did not significantly change during treatment, even 
in patients obtaining a complete response [198]. 
These data suggest that mutant IDH1 inhibitor 
agents act by inducing differentiation rather than 
cytotoxicity. This mechanism of action is consis-
tent with in vitro results and suggests that these 
agents may require chronic administration, even in 
patients that achieve a complete response.

6.4  Targeting Pyruvate 
Dehydrogenase

Because of the important role that increased gly-
colytic metabolism and lactate production may 
play in cancer growth, therapeutic strategies have 
developed to increase the relative flux of pyruvate 
metabolism away from lactate and toward the 
mitochondria. Dichloroacetate (DCA) is a small 
molecule that inhibits PDK and therefore acti-
vates PDH and increases the mitochondrial 
metabolism of pyruvate [200]. DCA is conven-
tionally used to treat the lactic acidosis that 
accompanies rare inborn errors of metabolism 
[201]. More recently, interest in DCA has been 
increasing as an anticancer agent. DCA treatment 
of cell lines and xenografts derived from multiple 
cancer types increases glucose oxidation, induces 
apoptosis, and slows proliferation [202]. DCA 
has also been used as a combination therapy in 
preclinical models where it sensitizes cervical 
cancer cell lines to cisplatin and glioblastoma 
cell lines to radiation [144, 203]. DCA is well tol-
erated by patients, and a small study published in 
2010 showed encouraging results in five patients 
with glioblastoma treated with DCA [204]. At 
this time, several clinical trials investigating the 
clinical use of DCA in a variety of tumors are 
either accruing or will be reporting data soon.

6.5  Alternative Strategies 
to Modulate Cancer 
Metabolism

Several other metabolic strategies to treat cancer 
are currently being investigated in clinical trials. 
Vitamin C has been investigated over several 
decades as a potential cancer preventative agent, 
but to date little evidence supports this hypothe-
sis [205, 206]. More recently, studies looking at 
the pharmacologic administration of vitamin C 
suggest that high doses of this compound may 
lead to ROS-mediated inactivation of GADPH 
and preferentially kill cancer cells with high rates 
of glycolysis [207]. Vitamin C may also be useful 
as combination therapy with ionizing radiation 
[208]. Strides are also being made to inhibit the 
monocarboxylate transporters (MCTs) responsi-
ble for lactate export as a therapeutic strategy. 
AZD3965 inhibits MCT1 and has anticancer 
activity in a number of preclinical cancers both 
on its own and as combination therapy [209–
211]. Clinical trials of AZD3965 are ongoing. 
The requirement for high rates of fatty acid syn-
thesis has also been investigated as a potential 
cancer treatment. Agents that inhibit fatty acid 
synthase such as TVB-3166 have shown promis-
ing in vitro activity and are currently being inves-
tigated in phase I clinical trials [212].

Metformin is a biguanide antidiabetic that is 
the standard of care initial pharmacologic treat-
ment for type 2 (non-insulin-dependent) diabe-
tes. Metformin acts by specifically inhibiting 
complex I of the mitochondrial respiratory chain, 
which perturbs the AMP/ATP energy balance in 
cells and leads to the LKB1-dependent phosphor-
ylation of AMPK. These changes cause cells to 
switch from anabolic to catabolic metabolic pro-
grams, thereby inhibiting gluconeogenesis, 
increasing fatty acid oxidation, and increasing 
hepatic glucose uptake leading to the normaliza-
tion of systemic glucose levels [213, 214].

In 2005, a retrospective case-control study 
suggested that diabetic patients taking metfor-
min had an approximately 20% decreased 
risk of developing cancer compared to control 
patients with diabetes [215]. Since then, numer-
ous additional retrospective studies have found 
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an association between metformin use and 
decreased cancer incidence [216, 217]. 
Reanalysis of patient data from randomized tri-
als involving metformin did not recapitulate 
these data; however, these retrospective analy-
ses were post hoc and unplanned [218]. In addi-
tion to its potential preventative effects, 
metformin may also have direct anticancer 
activity. In cell culture and preclinical animal 
models, metformin decreases cancer cell prolif-
eration across numerous cancer types [219]. 
The exact mechanism of action of the antican-
cer activity of metformin is debated but may 
involve lowering systemic glucose levels, 
decreased insulin signaling, or direct activation 
of AMPK in cancer cells [214]. The anticancer 
effects of metformin have been evaluated in 
patients in several contexts. In several studies 
in women with breast cancer, neoadjuvant met-
formin treatment caused decreased prolifera-
tion and increased apoptosis of cancer cells at 
the time of surgery [220–222]. Given the results 
of these observational studies and the promis-
ing results of these neoadjuvant randomized 
clinical trials, several randomized trials have 
opened to test whether metformin improves 
disease-free survival in breast cancer, ovarian 
cancer, and others [214].

6.6  Summary

Altered metabolism in cancer cells is an active 
phenomena that tumors use to sustain their 
uncontrolled proliferation. Many oncogenes can 
reprogram metabolism. Cancer cells display the 
Warburg effect that leads to generation of lac-
tate from glucose carbons. This along with 
altered glucose uptake and metabolism sustains 
many biologic functions in cancer cells. Amino 
acid metabolism is also reprogrammed in cancer 
cells. Amino acids such as glutamine and gluta-
mate support the TCA cycle and redox function 
and meet the nitrogen demand in cancer cells. 
Amino acids such as serine, glycine, and methi-
onine are closely linked to one-carbon metabo-
lism that contributes to redox, nucleotide 
synthesis, and methylation reactions in cells. 

Oncogenes driving the RTK/RAS/PI3K path-
way directly regulate mTOR function to alter 
metabolism. IDH mutations produce the onco-
metabolite 2-HG that can influence histone and 
DNA methylation in cells. VHL mutations 
directly regulate the oxygen- sensing pathway 
including HIFs to reprogram metabolism. Many 
of these pathways serve as novel therapeutic tar-
gets for the development of more effective can-
cer therapies.
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Inflammation and Immune 
Metabolism

Carmen Paus, Derk Draper, Mangala Srinivas, 
and Erik H.J.G. Aarntzen

7.1  Introduction

7.1.1  Biology and Function 
of Inflammation

Inflammation is a complex biological response 
of body tissues to harmful stimuli, with the 
intention to eliminate the cause of injury, protect 
from further damage, and initiate tissue repair. 
Inflammation is a rather generic term that covers 
a broad range of types of responses which, 
depending on the causal stimulus and subse-
quent actions, involve pathogenic cells, stromal 
cells, and cells of the innate and adaptive immune 
system, in varying composition (Figs. 7.1 and 
7.2). However, common to all inflammatory con-
ditions is the delicate balance between too little 
or too severe and inappropriate timing or 
 duration, all of which can lead to progressive 
 tissue destruction. For example, chronic inflam-
mation may lead to a host of diseases, such  

as  autoimmune diseases and even cancer [1]. 
Thus,  inflammation is a highly dynamic and tightly 
regulated process that demands metabolic repro-
gramming of the involved cell types at various 
stages to respond with appropriate cell numbers 
and cell types. In this chapter, we will discuss how 
imaging can play a role in the assessment of inflam-
mation and immune metabolism. We propose a 
simplified five-step model to indicate the potential 
targets for imaging in the ensuing immune 
response, while acknowledging that these simpli-
fied steps are iterative and overlapping in practice.

7.1.1.1  Step 1: Triggering 
Inflammatory Responses

Inflammatory responses can be triggered by 
physical stimuli (thermal wounds, trauma, ioniz-
ing radiation, foreign bodies), chemical stimuli 
(radical oxygen species, chemotherapeutic 
agents, tobacco smoke, toxins), or biological 
stimuli (pathogens like bacteria, viruses, and par-
asites or mutated cells with abnormal expression 
of antigens like in cancer or aberrant immune 
responses as in allergies). Although it seems triv-
ial, the initial cause of inflammation influences 
subsequent responses. Chemical and physical 
injuries elicit danger-associated molecular 
 patterns (DAMPs), such as high-mobility group 
box 1 (HMGB1) [2]. On the other hand, patho-
gens express pathogen-associated molecular pat-
terns (PAMPs), like lipopolysaccharide (LPS), 
which elicits a different immunological response. 
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In general, DAMPs tend to induce milder inflam-
matory responses as compared to PAMPs and 
involve different subsets of immune cells, exem-
plified by the different responses to apoptosis and 

necrosis [2]. Cancer, on the other hand, tends to 
go relatively unnoticed, although these cells can 
express mutated or neo-antigens, overexpress 
self-antigens, or reexpress embryonic antigens.
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7.1.1.2  Step 2: Activation of the Innate 
Immune System

Once pathogens have crossed the epithelial bar-
riers, e.g., the skin, mucosal lining of the gastro-
intestinal tract, or respiratory system, they can 
enter tissues and start replication. At these target 
sites, cells of the innate immune system, such as 
neutrophils and tissue-resident macrophages 
(e.g., Kupffer cells, Langerhans cells, alveolar 
macrophages), are activated [3]. Although these 
cells lack the specificity of the adaptive immune 
system, they do distinguish self from nonself by 
expressing pattern recognition receptors that rec-
ognize classes of molecules present on patho-
gens. For example, Toll-like receptors (TLRs) 
recognize molecular patterns that are not found 
in normal vertebrates, e.g., TLR-4 recognizes 
lipopolysaccharide (LPS), a component of bac-
terial cell walls. Mannose receptors are expressed 
on macrophages to recognize certain sugar mol-
ecules present on most bacteria and some 
viruses. Scavenger receptors bind negatively 
charged cell wall components from gram-posi-
tive bacteria, such as lipoteichoic acid. The 
innate immune system, e.g., macrophages and 
neutrophils, has two important tasks: (1) rapid 
elimination of pathogens and (2) initiation of an 
inflammatory cascade. Ligation of most of the 
cell-surface receptors of innate immune 
cells leads to phagocytosis of the pathogen and 
subsequent killing in the intracellular milieu. 
Phagocytosis, e.g., surrounding the pathogen 
with cell membrane and subsequent internaliza-
tion in a membrane-bound vesicle called phago-
somes, is an active process that requires high 
levels of energy [4]. In addition, macrophages 
and neutrophils have membrane- bound granules, 
called lysosomes, that contain a variety of toxic 
products, such as nitric oxide (NO), oxygen radi-
cals (generated during the “respiratory burst”), 
and hydrogen peroxide, which can be released to 
destroy pathogens. Rapidly, macrophages release 
lipid mediators, e.g., prostaglandins, leukotri-
enes, and platelet-activating factors. Next, tis-
sue-resident macrophages and neutrophils 
release cytokines and chemokines, which con-
tribute to local inflammation and facilitate the 

recruitment of other immune cells. For example, 
tumor necrosis factor α (TNFα) is an activator of 
endothelial cells, interleukin-8 (CXCL8) is 
involved in the recruitment of neutrophils to the 
site of infection, interleukin-12 (IL-12) activates 
natural killer (NK) cells, and interleukin-1β (IL-
1β) and interleukin- 6 (IL-6) induce systemic 
acute-phase responses in the liver. Antibody-
antigen complexes and surface molecules on 
pathogens can induce the activation of other, 
non-eukaryotic, components of the immune sys-
tem: the complement system and platelets. The 
complement system consists of plasma proteins 
that react to mark pathogens for phagocytosis, a 
process called opsonization, and help exaggerate 
immune responses. Platelets have long been 
regarded to be key players in hemostasis, but 
recent insights have revealed a potent role as 
immune modulator [5]. Owed to their broad rep-
ertoire of cell-surface molecules and soluble 
mediators, platelets not only recognize patho-
gens but also assist leukocytes to tether and 
extravasate from the blood. Furthermore, spe-
cific neutrophil functions are induced by platelet 
activation. Thus, both systems help to limit the 
spread of pathogens.

7.1.1.3  Step 3: Recruitment 
of Immune Cells

The production of inflammatory cytokines 
leads to local changes that facilitate the recruit-
ment of more immune cells, dilatation of local 
small blood vessels, and increased expression 
of adhesion molecules of endothelial cells [6]. 
These changes help neutrophils and inflamma-
tory monocytes slow down and begin tethering, 
rolling, and extravasation into the inflamed tis-
sue [7–10]. Driven by chemokines [11], these 
newly recruited neutrophils and inflammatory 
monocytes are guided to the focus of inflam-
mation. The blood vessels also become more 
permeable, which allows proteins from the 
plasma and fluids to leak into the interstitial 
tissue. Altogether, these changes result in the 
classical signs of inflammation: heat (calor), 
pain (dolor), redness (rubor), and swelling 
(edema).
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7.1.1.4  Step 4: Involvement 
of the Adaptive Immune 
System

The highly inflammatory environment and cyto-
kines, mainly TNFα, also promote the immune 
stimulatory capacity of antigen-presenting cells. 
Although macrophages are mainly phagocytic, 
they can be activated to express co-stimulatory 
molecules and major histocompatibility com-
plexes (MHC) containing antigens. B-cells bind 
specific soluble molecules derived from patho-
gens with cell-surface-bound immunoglobulins, 
which are internalized, processed, and displayed 
as antigen fragments in MHC complexes. 
Similarly, tissue-resident macrophages and 
recruited monocytes can undergo a phenotypic 
switch to become professional antigen- presenting 
cells, known as dendritic cells. Endowed by spe-
cific chemokine receptors, e.g., CCR7, these cells 
respond to chemokines like CCL21 and home to 
draining lymph nodes, bridging innate and adap-
tive immunity. Whereas macrophages are found 
throughout the lymph node, predominantly in the 
marginal sinuses, B-cells locate to follicles and 
dendritic cells enter the lymph node cortex in 
T-cell areas. Activated antigen-presenting cells 
induce local inflammation that slows down the 
passing cells of the adaptive immune system, 
T-cells and B-cells.

Naïve T-cells constantly circulate from the 
bloodstream and enter lymphoid tissue by cross-
ing high endothelial venules (HEVs), sampling 
for their cognate antigen. Naïve T-cells that rec-
ognize their specific antigen, presented in MHC- 
peptide complexes in the proper context of 
co-stimulation and inflammatory cytokines, stop 
further migration and start differentiation and 
proliferation to generate large numbers of 
antigen- specific effector T-cells. This process 
continues in an autocrine fashion by the secretion 
of interleukin-2 (IL-2) and expression of IL-2- 
receptors by activated T-cells. The armament of 
the adaptive immune system includes CD8+ cyto-
toxic T-cells, capable of killing virus-infected 
cells and mutated cancer cells, and CD4+ helper 
T-cells (Th-cells); grossly, Th1-cells activate mac-
rophages, and Th2-cells activate B-cells as well as 
long-lived memory T-cell populations.

The clonally expanded effector T-cell popula-
tions egress from the lymph nodes into the circu-
lation and provide a “second wave” of immune 
cell infiltration in inflamed tissues. These cells 
now trigger their effector functions, e.g., Fas 
ligand expression and release of granzymes and 
perforin, to induce killing of their target without 
the need for co-stimulation. Furthermore, effec-
tor T- and B-cells produce a wide array of cyto-
kines that exaggerates the inflammatory cascade, 
resulting in iteration of the previous steps 2–4.

7.1.1.5  Step 5: Systemic Inflammatory 
Responses

Macrophage-derived pro-inflammatory cyto-
kines, mainly TNFα, IL-6, and IL-1β, not only 
act on immune cells with professional antigen- 
presenting capacity but also systemically. The 
liver responds by producing acute-phase pro-
teins, stimulating the activation of complement 
system, and fibrinogen. The hypothalamus, fat, 
and muscle tissue respond by mobilizing protein 
and energy to allow increased body temperature, 
and the bone marrow and endothelium mobilize 
loads of neutrophils. In case of a systemic infec-
tion, called sepsis, there is widespread leakage 
from blood vessels, leading to edema, decreased 
blood volume, collapse of vessels, and dissemi-
nated intravascular coagulation. Such multiple 
organ failure is potentially fatal.

7.1.2  Requirements to Image 
Inflammation

7.1.2.1  The Unique Features 
of Inflammation

The unique features of the inflammation pose 
challenges for in vivo imaging. The previous sec-
tion illustrates that inflammation involves highly 
mobile immune cell subsets, which require the 
imaging field of view to not only include the 
complete area of inflammation but also draining 
lymph node regions and eventually other lym-
phoid organs such as the thymus, spleen, and 
bone marrow. Imaging modalities with limited 
field of view or penetration depth, such as ultra-
sound, fluorescence, and bioluminescence, are 
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therefore less suitable. Next, the distinct steps 
that we have introduced actually represent a 
highly dynamic process that covers minutes to 
hours for the first steps but hours to days for the 
latter steps and in principal even lifelong imaging 
for immunological memory responses. This 
broad imaging time window also affects the 
choice for imaging method, as short-lived radio-
tracers and highly invasive techniques are less 
feasible for longitudinal monitoring. Moreover, 
the complexity of an ongoing immune response 
is enormous, involving many soluble factors and 
cell subsets, challenging the specificity of the 
imaging system, e.g., labeling specific subsets of 
cells or imaging a single receptor provide only 
fractional information. Lastly, inflammatory pro-
cesses span a broad range of magnitudes; cancer- 
associated inflammation or parasitic infections 
go relatively silent, whereas gram-positive cocci 
result in fulminant and purulent inflammation 
that can rapidly end in sepsis and death. The sen-
sitivity of the imaging system should allow cov-
erage of the whole spectrum, rendering highly 
sensitive techniques such as PET more attractive 
than other techniques, although its use can be 
limited by exposure limits and costs (Table 7.1).

7.1.2.2  Choice of Target
Closely related to the imaging modality of choice 
is the question of choosing suitable targets for 
imaging inflammation.

Related to the first step in the inflammatory 
model, directly imaging the presence, numbers, 
and dynamics of pathogens would allow study of 
the interaction of pathogens with the immune 

system [12] and possibly guide the development 
of antibiotics. Several pathogens have been visu-
alized using substrates for virus- or bacteria- 
specific enzymes [13, 14], radiolabeled antibiotics 
[15], pathogen-specific antibodies, and antibody 
fragments or via targeting bacterial products. 
However, most studies are performed in preclini-
cal models [16] and are beyond the scope of this 
chapter.

During subsequent steps in inflammation, sev-
eral studies have investigated radiolabeled cyto-
kines and chemokines [reviewed in [17]] to 
image presence of cells expressing specific 
receptors, e.g., 99mTc-IL-2 to visualize activated 
lymphocytes [18] or 99mTc-CXCL8 to image neu-
trophil recruitment [19, 20]. Radiolabeled anti-
bodies against cell-type-specific cell-surface 
molecules have also been designed, e.g., anti-
 CD4 and anti-CD3 antibodies [21] or anti-CD56 
to target NK cells [22]. But also 111In-labeled 
polyclonal IgG has been widely applied in the 
clinic [23]. Several disadvantages exist for an 
antibody-based approach; often the expression of 
cell-surface molecules is dynamic, molecules are 
internalized and sometimes reexpressed, and the 
expression is often not specific but part of physi-
ological processes as well. Moreover, radiola-
beled antibodies suffer from slow kinetics, often 
days to accumulate in tissues, whereas many 
inflammatory steps go much faster. High back-
ground in the liver, spleen, bone marrow, and 
blood circulation, due to unspecific uptake by 
phagocytic cells, is another drawback. Finally, 
high-affinity and high-specificity antibodies are 
seldom available for newly identified ligands.

Table 7.1 Characteristics of imaging modalities in relation to inflammation specific features

Inflammation 
specific feature

Related imaging 
requirement Fluorescence SPECT PET MR MRS CT US

Highly mobile 
cells

Extended field 
of view

−−− +++ +++ +++ + +++ −

Highly dynamic 
processes

Imaging time 
window

−−− − −− + + + ++

Many factors, 
many cell subsets

Specificity +++ +++ +++ − + −−− −−−

Wide range of 
magnitudes

Sensitivity +++ ++ +++ + + −−− −−−

Ongoing process Repeated 
imaging sessions

−−− −−− −− − − −−− +++
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Endothelial activation is the next event in 
inflammation, and the upregulation of selectins, 
integrins, and adhesion molecules is targeted 
with various imaging techniques, including 
SPECT, PET, and MR imaging to visualize mic-
roparticles of iron oxide conjugated to antibod-
ies. Related to the later steps in the inflammatory 
model, tissue characteristics are often used in 
clinical imaging modalities that include intrave-
nous contrast, e.g., contrast-enhanced computed 
tomography (CT) using iodine contrast- or 
dynamic contrast-enhanced (DCE) magnetic res-
onance imaging (MRI) using gadolinium com-
pounds. Enhanced perfusion and permeability 
are assessed by more rapid and more abundant 
passage of intravenous contrast than under physi-
ological conditions. Although these imaging 
modalities have many favorable characteristics, 
the structural changes to the tissue follow func-
tional changes in cell behavior and occur rela-
tively late during the process. The lower 
sensitivity probably does not allow visualization 
of the small changes in tissue microstructure at 
earlier time points. Moreover, given the diverse 
nature of inflammatory responses, changes in tis-
sue structure do not provide information on the 
type of inflammation.

Immune metabolism has a few characteristics 
that make it more attractive for imaging than 
other targets. In general, metabolism involves 
smaller molecules as substrate that rapidly dif-
fuse over the cells and tissues and thus are less 
dependent on tissue structure and perfusion, and 
metabolic substrates are often abundantly pres-
ent. Imaging metabolic processes would result in 
the most minimal perturbation of the system, 
other than labeling functional receptors or cells. 
Moreover, the sensitivity of imaging systems, 
including clinical systems, has greatly improved, 
enabling the measurement of relatively small 
amounts of substrate.

However, the challenge in imaging metabolic 
processes is to link metabolic features to func-
tional processes. In the past decade, we have 
begun to understand that distinct cell function 
phenotypes require distinct metabolic profiles 
and, in turn, how the metabolic environment 
fuels, or even enforces, cell function [3, 24–26].

The next paragraphs describe current systems 
for imaging inflammation, focusing on the most 
dominant cell types, macrophages, neutrophils, 
and lymphocytes, using the stepwise model 
described above as reference.

7.2  Metabolism in Relation 
to Immune Cell Function

7.2.1  Lymphocytes

Lymphocytes are the main effectors of the adap-
tive immune system, mounting a specific attack 
against pathogens or diseased cells. This large 
and vital arm of the immune system consists of 
T- and B-cells, further divided in various func-
tional subsets. With regard to the inflammatory 
model, lymphocytes are typically long-lived cells 
with a multiphasic life span including prolifera-
tion, differentiation, and recall, which coincide 
with specific bioenergetic profiles, as will be dis-
cussed in this paragraph.

Naïve lymphocytes continuously circulate 
throughout the vascular system, spleen, lymph 
nodes, and lymphatic system. They survey 
lymph nodes for an encounter with antigen-pre-
senting cells presenting peptide-MHC com-
plexes, cognate to their T-cell receptor (TCR) 
[27]. The time from their passage through the 
high endothelial venules (HEVs) to the cortical 
areas of lymph nodes is estimated between 
20 min and 4 h, and then they slow down in 
T-cell areas of lymph nodes to better scrutinize 
their microenvironment for peptide-MHC com-
plexes, egress from the lymph nodes, reenter the 
lymphatics, and return to the venous circulation 
in about 4–16 h [28]. Although T-cells are 
regarded as highly mobile cells, under steady-
state conditions, only a few percent of naïve 
T-cells are present in the blood, and they spend 
the vast majority of their time in secondary 
lymph nodes, traveling micro-distances.

In this, rather quiescent, phase the meta-
bolic demands of naïve T-cells is low. The 
basal rates of nutrient uptake and minimal 
levels of  biosynthesis allow oxidative  
phosphorylation and mitochondrial fatty acid 
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oxidation to prevail over glycolysis for gen-
eration of adenosine triphosphate (ATP) [29].

However, once activated in the secondary 
lymphoid tissue by antigen-presenting cells that 
present their cognate antigen in peptide-MHC 
complexes, naïve T-cells start to (1) proliferate 
and (2) differentiate into effector T-cells. This 
process known as clonal selection and expansion 
results in a highly specific immune response and 
enables the generation of long-lived memory 
cells. The proliferation rates are incredibly high, 
as most inflammatory conditions require mani-
fold of antigen-specific effector T-cells.

While quiescent (naïve and memory) T-cells 
rely on oxidative phosphorylation for their ATP 
production, activated proliferating cells mainly 
switch to glycolysis. A critical substrate in acti-
vated T-cells is glucose whose uptake is facili-
tated by the increased localization of the glucose 
transporter Glut1 to the plasma membrane [30]. 
Glucose is broken down to pyruvate with a net 
production of two ATP molecules. Despite the 
availability of oxygen, activated lymphocytes 
convert pyruvate into lactate, which regenerates 
NAD+ for use in glycolysis. This is known as the 
Warburg effect and is seen in many types of pro-
liferating cells [29, 31]. ATP and glycolytic inter-
mediates are used for the increase in biomass 
such as protein synthesis to execute their cyto-
toxic or helper effector functions and lipid syn-
thesis to meet the increased need for organelle 
and cell membranes. Although the shift to gly-
colysis is a main event in effector T-cells, oxida-
tive phosphorylation still occurs to produce 
reactive oxygen species (ROS) which is needed 
for activating T-cells [32], and also glutaminoly-
sis is increased.

For the process of differentiation, the bioener-
getic profiles are more diverse. Effector functions 
depend on the available nutrients available in the 
microenvironment [29, 33]. For example, the 
extent of the role of oxidative phosphorylation is 
also important in the differentiation of CD4+ 
T-cells into regulatory T-cells or effector T-cells 
[34]. In CD4+ T-cells, the glucose transporter 
Glut1 is crucial for the activation of CD4+ T-cells 
and the differentiation into effector cells, whereas 
memory CD4+ T-cells are not affected by the 

expression of Glut1 [35, 36]. In general, effector 
T-cells rely on aerobic glycolysis and oxidative 
phosphorylation, in contrast to memory T-cells 
and regulatory T-cells, which depend on oxida-
tive phosphorylation, but do not exploit aerobic 
glycolysis.

After the pathogen is cleared and the cascade 
of inflammatory events runs dry, a retraction 
phase occurs that will leave a small population of 
memory T-cells [37] that differ from naïve T-cells 
in their capacity to respond rapidly upon restimu-
lation. Thus, although they rely on oxidative 
phosphorylation again, their mitochondrial mass 
and respiratory capacity are increased compared 
to naïve T-cells.

B-cells share the main metabolic characteris-
tics with T-cells; however, the role of metabolism 
in affecting the differentiation in either plasma or 
memory cells is not fully known.

7.2.2  Macrophages

Most tissues, especially epithelial linings that are 
constantly invaded by pathogens, contain tissue- 
resident mononuclear phagocytic cells, com-
monly known as macrophages: Kupffer cells in 
the liver, Langerhans cells in the skin, alveolar 
macrophages in the lungs, and lamina propria 
macrophages in the gut [38]. If the damage to 
these tissues, and subsequent release of DAMPs, 
reaches a certain threshold, macrophages are acti-
vated [39] and alarm other components of the 
immune system [9]. From the large pool of circu-
lating monocytes, the subset of inflammatory 
monocytes, characterized by the low expression 
of CCR2 and high expression of CX3CR1, enter 
the tissue and differentiate in a plethora of pheno-
types [10], with bioenergetic profiles according to 
the specific environmental stimuli. Two extremes 
of this spectrum are so-called pro- inflammatory 
(M1) macrophages, stimulated by TLR-4 trigger-
ing by LPS, and pro-tumorigenic (M2) macro-
phages, stimulated by interleukin-4 (IL-4) or 
interleukin-13 (IL-13), among others [40, 41]. 
Typical to (pro-inflammatory)  macrophages are 
the wide range of effector functions, from phago-
cytosis and intracellular killing to production of 
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chemo- and cytokines, present in the first steps of 
the inflammatory model. However, macrophages 
also play a role in later steps as they are essential 
in wound healing and tissue repair.

Thus, with respect to the inflammatory model, 
these cells are rather long-lived and constantly 
renewing their effector functions, such as cyto-
lytic granules, in contrast to other cells in the first 
line of defense such as neutrophils. However, as 
opposed to other long-lived cells like lympho-
cytes, macrophages do not proliferate. Pro- 
inflammatory macrophages heavily depend on 
aerobic glycolysis, whereas macrophages with a 
tissue repair phenotype rely on oxidative phos-
phorylation. Due to their association with high- 
impact infections such as tuberculosis and with 
atherosclerotic plaque rupture, pro-inflammatory 
macrophages are most studied and will be dis-
cussed here.

Specific to macrophages is their role in iron 
homeostasis [3, 24]. Iron is an important growth 
factor for many pathogens, including bacteria and 
parasites, which have adapted systems to acquire 
as many free iron atoms as are available upon their 
invasion of host tissue. As bacteriostatic mecha-
nism during inflammation, pro- inflammatory mac-
rophages tend to retain both free and heme-bound 
iron intracellularly, to withhold its uptake by 
pathogens. Further mechanism to hinder iron 
uptake by pathogens is the decreased expression of 
ferroportin to reduce iron export and the secretion 
of lipocalin-2, which prevents iron uptake by 
 bacteria [42]. Next to the first steps in the inflam-
mation model, the acute phase of systemic inflam-
mation (step 5) induces the liver to secrete 
iron-binding proteins, e.g., lactoferrin and hepci-
din. This mechanism not only helps pro-inflamma-
tory macrophages to sequester iron from local 
sites but also induce iron retention in phagocytic 
cells located in the liver (Kupffer cells) and spleen 
[43]. If these conditions endure, restricted iron 
availability affects the development of erythrocyte 
precursors, resulting in chronic inflammation-
related anemia, a well-known clinical condition in 
patients with infections, cancer, and autoimmune 
diseases.

As inflammatory responses reside, damaged 
tissue should be repaired, and alternatively 

 activated (M2) macrophages in this stage show 
distinct properties with regard to iron metabolism 
[44]. The increased expression of scavenger 
receptors (e.g., CD163) and folate receptor cap-
tures hemoglobin derived from hemolysis and 
hemoproteins such as peroxidases and myeloper-
oxidases derived from neutrophils, before its 
toxic effects do further harm to tissue. Next to 
increased uptake receptors, macrophages in the 
latter steps of inflammation increase their export 
of free (heme-derived) iron via ferroportin, to 
promote matrix remodeling and angiogenesis.

7.2.3  Neutrophils

Neutrophils are considered to be short-lived 
innate immune cells and are continuously circu-
lating between the bone marrow, spleen, liver, 
and lung. In healthy individuals, they make up 
the majority of leukocytes. In the absence of neu-
trophils, i.e., neutropenia, recurrent infections are 
the result from overgrowth of bacteria and fungi.

After triggering the innate immune system, 
one of the very next steps is the recruitment of 
neutrophils to the inflammatory site. Similar to 
lymphocytes, this requires drastic changes in 
their migratory capacities, for example, in cyto-
skeleton, in order to efficiently migrate into inter-
stitial tissue [7, 8]. Neutrophils play a key role in 
the direct elimination of invading pathogens. 
Their secretory vesicles and granules in the cyto-
plasm contain high loads of bactericidal proteins. 
The primary granules, known as azurophilic 
granules, contain the enzyme myeloperoxidase 
(MPO), the secondary granules contain lactofer-
rin, and the tertiary (i.e., gelatinase) granules 
contain matrix metalloproteinase-9 (MMP9). 
Next to degranulation, neutrophils can also 
engulf pathogens by phagocytosis and form 
phagosomes into which hydrolytic enzymes and 
reactive oxygen species (ROS) are released for 
intracellular killing. The generation of ROS 
requires high oxygen consumption, which is 
termed as the respiratory burst. A third mecha-
nism by which neutrophils eliminate bacteria is 
the production of neutrophil extracellular traps 
(NETs) in which invasive bacteria are trapped 
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and killed by extracellular fibers composed of 
DNA, histones, and granule contents [45]. The 
shift to glycolysis is essential for the formation of 
NETs.

In steady state, neutrophil relies on glycolysis, 
rather than oxidative phosphorylation as reflected 
by the low number of mitochondria. This depen-
dency on glycolysis is even further increased 
once activated, similar to the differentiation of 
lymphocytes; the main reason for neutrophils to 
stick to aerobic glycolysis and the oxidative pen-
tose phosphate pathway is their need to produce 
effector molecules, mainly microbicidal products 
like hydrogen peroxide. The increased need for 
glucose mainly occurs upon priming of neutro-
phils, but is not so much required for executing 
the effector functions itself, such as the respira-
tory burst or degranulation [46]. Indeed, in 
patients with bronchiectasis, there is an increase 
in neutrophils in the alveolar space, determined 
by imaging 111In-labeled white blood cells (WBC) 
on a gamma camera, due to diffuse damage to the 
bronchial wall, but no increase in 2-deoxy-2-18F-
fluoro- D-glucose (18F-FDG) uptake measured on 
PET/CT. On the other hand, in lobar pneumonia 
there is increased 18F-FDG uptake in the lung 
without evident emigration of 111In-labeled WBC 
in alveolar space [47]. This indicates that 18F- 
FDG PET/CT might represent a biomarker for 
early inflammatory processes, reflecting neutro-
phil activation and priming. The strong correla-
tion of increased 18F-FDG uptake in the lung with 
both the number of neutrophils and their activa-
tion status supports this notion [48].

7.3  Targets for Imaging Immune 
Cell Metabolism

7.3.1  Imaging Cell-Surface 
Receptors and Transporters

7.3.1.1  Translocator Protein
The translocator protein, also known as periph-
eral benzodiazepine receptor (TSPO), is 
expressed on the outer membrane of mitochon-
dria. Inflammatory macrophages are the main 
source of its expression in peripheral tissue, 

besides neutrophils and lymphocytes [49]. 
Activated glial cells and astrocytes are its major 
source in the central nervous system [50]; there-
fore, several proteins that bind this receptor have 
been investigated as tracer for atherosclerosis and 
neuroinflammation, respectively [51].

Examples. 18F-FEDAA1106 suggest a higher 
specific binding to inflammatory sites as com-
pared to 18F-FDG [52], providing a marker to 
visualize pro-inflammatory macrophages in vul-
nerable atherosclerotic plaques. 11C-PK11195 is 
regarded a method of visualizing the microglial 
component of neuroinflammation [53]. In tuber-
culosis, the mycobacterium is taken up by alveo-
lar macrophages. The mycobacterium tuberculosis 
has developed certain mechanisms to evade the 
immune system and can eventually cause a granu-
lomatous inflammation in which many infected 
macrophages are present. In some studies 125I-
DPA-713 for the use in SPECT has been com-
pared to 18F-FDG PET [54].

7.3.1.2  Iron-Binding Proteins
67Ga is a trivalent metal with a half-life of 3.2 days; 
in blood (normal pH), it binds to the most abun-
dant iron-binding protein, transferrin with high 
affinity. The increased permeability of capillaries 
in inflamed tissue causes 67Ga-transferrin com-
plexes to leak into the interstitial tissue. Due to 
increased anaerobic glycolysis, lactate concentra-
tions in inflammation increase and result in a 
localized and gradual decline of pH. Low pH 
favors the dissociation of 67Ga-transferrin, and 
free 67Ga then binds to other iron-binding proteins 
produced by neutrophils and macrophages, such 
as lactoferrin and siderophores [55].

Example. 67Ga-citrate, and more recently 
68Ga-citrate [56], has demonstrated high sensitiv-
ity for both acute and chronic infection as well as 
noninfectious inflammation [57]. For example, 
pulmonary tuberculosis infection nearly always 
showed increased 67Ga accumulation to a higher 
extent as compared to non-tuberculosis pulmo-
nary infections in non-HIV-infected patients. 
67Ga-uptake grade and ratio could thus be used to 
predict active pulmonary tuberculosis in acid-fast 
bacilli smear-positive patients [58]. However, its 
specificity is poor because of bowel excretion 
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and accumulation in other acid environments 
such as cancer bone remodeling. In addition, the 
imaging window is up to 3 days after injection to 
allow for sufficient clearance from normal 
tissue.

7.3.1.3  Scavenger Receptor
Under physiological conditions, macrophages 
take up lipid complexes via scavenger receptors. 
Several studies have used such lipid complexes to 
target the presence of macrophages in atheroscle-
rotic plaques in preclinical models. For example, 
scavenger receptor-targeted immunomicelles 
were tested in ApoE−/− and WT mice by using 
MRI, demonstrating a higher increase in signal 
intensity of atherosclerotic aortas in ApoE−/− 
mice after 24 h compared with untargeted 
micelles and no enhancement using gadolinium- 
DTPA. Colocalization with macrophages in 
plaques was confirmed with confocal laser scan-
ning microscopy [59]. In another preclinical 
approach to target tumor-associated macro-
phages, high-density lipoproteins (HDL) have 
been complexed with 89Zr for imaging with 
PET. These particles have been shown to specifi-
cally accumulate in tumor regions with increased 
presence of macrophages [60].

7.3.1.4  Folate Receptor
The folate receptor (FR) is a glycosylphospha-
tidy linositol- anchored protein that binds the vita-
min folic acid with high affinity and internalizes 
it via endocytosis. In normal tissues and organs, 
FR-α expression is restricted to the luminal sur-
face of polarized epithelia and thus does not have 
access to intravenously administered folic acid 
conjugates. However, FR-β is expressed on acti-
vated macrophages; its restricted expression 
makes this receptor an interesting target for both 
imaging and therapy of inflammation [61, 62]. In 
a preclinical lung inflammation model induced 
by Escherichia coli LPS, FR-β expression was 
markedly increased in lung macrophages after 
intratracheal LPS administration. In vivo molec-
ular imaging with a fluorescent probe (cyanine 5 
polyethylene glycol folate) showed that the fluo-
rescence signal over the chest peaked at 48 h after 
administration and was reduced after depletion of 

macrophages. Flow cytometry identified the cells 
responsible for uptake of cyanine 5-conjugated 
folate as FRβ- positive interstitial macrophages 
and pulmonary monocytes, co-expression mark-
ers associated with a pro-inflammatory pheno-
type [63]. With similar intention, different murine 
models of inflammatory disease (rheumatoid 
arthritis, ulcerative colitis, pulmonary fibrosis, 
and atherosclerosis) were studied during treat-
ment and evaluated with a folate receptor-tar-
geted near- infrared dye. The dye accumulated at 
sites of inflammation in all four models and 
changes in uptake preceded changes in clinical 
symptoms in mice treated with all anti-inflamma-
tory drugs examined [64]. Also in clinical set-
tings, FR-β has been investigated as a target for 
activated macrophages, reviewed in [65]. A large 
number of radiolabeled folate conjugates with 
variable chemical structures have been developed 
over the last 25 years. Accumulation of radioac-
tivity in healthy organs and tissues was always 
seen in the kidneys due to the expression of the 
FR in the proximal tubule cells, presumably due 
to nonspecific uptake of radiolabeled folate in the 
liver and the intestinal tract. To improve the 
target-to- background ratio, several chemical 
modifications of the folate conjugates are 
employed to modify their pharmacokinetic and 
pharmacodynamic properties, with increasing 
success [66].

7.3.1.5  Endocytosis
Directly related to their functional role during the 
initial phases of inflammation, tissue-resident 
macrophages and phagocytic cells differentiated 
from recruited inflammatory monocytes showed 
enhanced endocytic capacity. Although endocy-
tosis, including actin-dependent macropinocyto-
sis, is not entirely restricted to mononuclear 
phagocytic cells of the immune system, but also 
occurs in tumor cells, this mechanism is often 
exploited to visualize the presence of macro-
phages in inflammatory diseases. Nanoparticles, 
which can be modified in size, have been func-
tionalized to enhance endocytosis-mediated 
specificity for certain cell types for imaging with 
MR, SPECT, PET, and fluorescence [67, 68]. 
Using advanced MR acquisition and registration 
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techniques, it has been demonstrated in patients 
with type 1 diabetes that ferumoxytol nanoparti-
cles, taken up by macrophages, allows visualiza-
tion of pancreatic inflammation [69]. The most 
frequently studied nanoparticles are loaded with 
superparamagnetic iron oxide, potentially deliv-
ering a high load of iron to the phagocytic cells. 
The central role of macrophages in iron metabo-
lism and the mutual relation of iron concentra-
tions directly extracellularly and intracellularly 
with cell function [42, 44] suggest that those 
diagnostic nanoparticles can have an effect on 
macrophage function, although no systematic 
studies have been conducted so far.

7.3.2  Imaging Specific Metabolic 
Substrates

7.3.2.1  Glucose Metabolism
As a consequence to the increased glucose uptake 
in activated immune cells, 18F-FDG PET is a 
common metabolic tracer to image inflammation 
[16]. 18F-FDG is a glucose analogue, which is 
taken up in large amounts by Glut transporters in 
metabolic active cells. It is trapped in the cell as a 
result of phosphorylation by the enzyme hexoki-
nase, allowing detection of active glucose metab-
olism using the high sensitivity of PET imaging.

18F-FDG PET has been successfully applied in 
many inflammatory diseases like infections, ath-
erosclerosis, and autoimmune diseases such as 
vasculitis [70]. In the appropriate clinical con-
text, the diagnostic accuracy for 18F-FDG to 
detect inflammatory activity is high. Physiological 
uptake 18F-FDG in the myocardium, brain, liver, 
and bone marrow, however, makes it less sensi-
tive for imaging inflammation at these sites. In 
patients with type 2 diabetes mellitus, the biodis-
tribution of 18F-FDG might be altered, with 
increased 18F-FDG uptake in the larger and 
smaller intestines and decreased 18F-FDG uptake 
in the myocardium, likely as a result of antidia-
betic medication [71].

Example: bacterial infection. 18F-FDG PET/
CT is able to detect infectious foci with high 
diagnostic accuracy in patients with gram- 
positive bacteremia, resulting in lower mortality 

rates [20, 72]. In patients with Staphylococcus 
aureus bacteremia, relapse rates decreased sig-
nificantly after inclusion of 18F-FDG PET/CT in 
the diagnostic workup. Similar results were 
found for neutropenic patients [73].

Example: vasculitis. The diagnostic accuracy 
of 18F-FDG PET/CT for patients with large vessel 
vasculitis is good; a recent meta-analysis shows a 
pooled sensitivity and specificity of 75.9% (95% 
CI 68.7–82.1) and 93.0% (95% CI 88.9–96.0), 
respectively. Especially for giant cell arteritis, the 
pooled sensitivity and specificity were 83.3% 
(95% CI 72.1–91.4) and 89.6% (95% CI 79.7–
95.7) [74]. Although high glucose levels or dia-
betes mellitus is commonly regarded to impair 
the diagnostic accuracy of 18F-FDG PET/CT in 
the diagnosis of inflammation, comparative anal-
yses show that its influence is trivial [75].

Other glucose derivatives have been investi-
gated in preclinical models to identify and localize 
infection-specific pathogens. For example, 18F-
FDG is used to produce 2-(18F)-fluorodeoxysorbitol 
(18F-FDS), a radioactive probe specific for 
Enterobacteriaceae. 18F- FDS selectively accumu-
lated in Enterobacteriaceae, but not in gram-posi-
tive bacteria or healthy mammalian or cancer cells 
in vitro. In mouse models increased accumulation 
of this tracer demonstrated to differentiate infec-
tion from sterile inflammation, and its signal inten-
sity was proportional to the bacterial burden [76]. 
Mouse models indicate that 6-(18F)-fluoromaltose 
is taken up by multiple strains of pathogenic bac-
teria, but not by mammalian cancer cell lines or 
inflamed tissue [77].

7.3.2.2  DNA Synthesis
An important feature that can be used to image 
activated lymphocytes is proliferation [4]. 
Thymidine has been labeled with radioactive 11C, 
but due to several problems for clinical imaging, 
thymidine analogues which could be labeled with 
18F were developed [78].

The most promising tracer to detect prolifera-
tion by DNA synthesis has been 3′-deoxy-3′(18F)-
fluorothymidine (18F-FLT) [79], which is 
increasingly used to monitor treatment responses 
in solid tumors [80]. 18F-FLT is a thymidine ana-
logue but is unlike thymidine in that it is not 
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incorporated in the DNA. In the salvage pathway, 
thymidine is transported across the cell mem-
brane and phosphorylated by thymidine kinase 1 
(TK1) to thymidine monophosphate (TMP). 
Alternatively, TMP is formed by the conversion 
of deoxyuridine monophosphate (dUMP) by the 
enzyme thymidylate synthase (TS). This alterna-
tive de novo pathway is able to provide all the 
thymidine needed for DNA synthesis [81]. The 
activity of TK is directly related to DNA synthe-
sis and therefore correlates with cell prolifera-
tion. 18F-FLT is taken up by the salvage pathway 
and phosphorylated similarly to thymidine but is 
instead trapped in the cell.

Example. Rapidly proliferating cells in sec-
ondary lymphoid organs rely extensively on the 
salvage pathway, which suggests that 18F-FLT 
PET is an effective modality for monitoring lym-
phocytes in the context of lymphoma [82, 83], as 
well as inflammation [84, 85]. In melanoma 
patients who underwent dendritic cell-based vac-
cinations, antigen-specific responses were mea-
sured by immune assays in peripheral blood as 
well as by 18F-FDG and 18F-FLT PET/CT scans; 
the signal intensity in vaccinated lymph nodes 
correlated with the magnitude of antigen-specific 
T-cell and B-cell responses for 18F-FLT, but not 
with 18F-FDG [84].

Deoxycytidine kinase (dCK) is a rate-limiting 
enzyme in the deoxyribonucleoside salvage 
pathway involved in the production and mainte-
nance of a balanced pool of deoxyribonucleoside 
triphosphates (dNTPs) for DNA synthesis. The 
biodistribution and radiation dosimetry of three 
fluorinated dCK substrates, 18F-D-FAC, 18F-L- 
FAC, and 18F-L-FMAC, have been evaluated in 
humans for PET imaging of dCK activity in vivo. 
The different probes have distinct affinities for 
nucleoside transporters, dCK, and catabolic 
enzymes such as cytidine deaminase (CDA). 
Dosimetry demonstrates that all three probes can 
be used safely to image the deoxyribonucleoside 
salvage pathway in humans. 18F-D-FAC uptake 
is characteristic of activated lymphocytes, and 
biodistribution is predominantly seen in the 
spleen, thymus, and bone marrow. It has also 
been demonstrated to be sensitive to sites where 
immune activation takes place and has allowed 

visualization of lymphoid organs in a mouse 
model of antitumor immunity [86, 87]. 
Intriguingly, innate and adaptive immune cells 
from tissues of mice challenged with a retrovi-
rus-induced sarcoma differentially accumulate 
18F-FDG and 18F-D- FAC: 18F-FDG accumulated 
to the highest levels in innate immune cells, 
while 18F-D-FAC accumulated predominantly in 
CD8+ T-cells in a manner that correlated with the 
extent of proliferation. This study demonstrates 
that innate and adaptive cell types may differ in 
glycolytic and deoxycytidine salvage demands 
during an immune response which can be 
detected with specific PET probes [88].

7.3.2.3  Lipid Synthesis
Choline is a precursor for the biosynthesis of 
phospholipids and is present in cell and mito-
chondrial membranes. High levels of choline 
metabolites are found in proliferating tumor 
cells, suggesting that choline is a potential target 
for proliferation imaging. PET tracers 11C-choline 
or 18F-fluorocholine integrates in newly synthe-
sized membranes upon injection. 1H-MRS mea-
surements of total choline also allow the 
assessment of membrane turnover.

Example: choline. To assess vulnerable ath-
erosclerotic plaques, both 18F-choline and 
11C-choline have been investigated in mouse 
models and shown to accumulate in 
macrophage- rich areas of aortic plaques, more 
specifically than 18F-FDG [89, 90]. Similarly, in 
a pilot  clinical study in five patients, 18F-choline 
was demonstrated to correlate with structural 
vessel wall alterations. Positive 18F-choline 
uptake was found in 14 lesions, more often in 
vessel walls with calcification, whereas 16 out 
of 17 18F-choline negative lesions were identi-
fied as completely calcified without additional 
structural vessel wall alteration. One of the 
major advantages of 18F-choline compared to 
18F-FDG is the lower uptake in the myocar-
dium, making it the favorable choice in imag-
ing coronary obstructions. Although choline 
has demonstrated to accumulate in inflamma-
tory sites [70], its exploitation as dedicated 
inflammation marker remains anecdotal in clin-
ical settings [91].
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7.3.2.4  Amino Acid Metabolism
Several tracers have been developed to image 
increased amino acid metabolism. Most tracers to 
detect increased amino acid metabolism have 
been used in preclinical and clinical tumor detec-
tion with PET but have also shown to be able to 
detect inflammation. The most frequently used 
radiolabeled amino acid is 11C-methionine, as it 
contains sulfur; it is highly involved in protein 
synthesis. Uptake has been associated with an 
increased amino acid transport, and, despite the 
higher sensitivity for proliferating tumor cells, 
11C-methionine uptake is also significantly 
increased in inflammatory cells [92].

Example. Physiological high 18F-FDG accu-
mulation in the cortical regions of the brain war-
rants the development of tracers that target other 
metabolic pathways. Preclinical studies revealed 
high uptake of methionine tracers in brain 
abscesses in particular [93, 94]. PET imaging 
before and after treatment in patients with 
brain abscess showed uptake of both tracers in 
the abscess before treatment. The region in 
the abscess with an increased uptake of 
11C-methionine corresponded closely to the 
enhanced area on both CT and MR images. After 
treatment the lesions became smaller on CT or 
MRI, and both 11C-methionine and 18F-FDG 
showed reduced uptake, suggesting that also 
11C-methionine imaging allows response moni-
toring of antibiotic treatment for brain abscesses.

The tracer trans-1-amino-3-(18F)-fluorocy-
clobutanecarboxylic acid (18F-FACBC) is a syn-
thetic amino acid that is taken up by activated 
immune cells [95, 96]. In direct comparison with 
18F-FDG and 11C-methionine in a rat model, 
18F-FACBC uptake ratios of stimulated versus 
non-stimulated T-cells increased threefold in the 
first minutes after incubation, for B-cells and 
macrophages the uptake ratio as compared to 
non-stimulated cells only slightly increased, 
while activated neutrophils showed an continu-
ous increase over 60 min of incubation. However, 
the ratio of 14C-FACBC uptake compared to 
tumor cells was less than the uptake of 18F-FDG 
ratios. Thus the low 18F-FACBC accumulation in 
granulocytes/macrophages may be advantageous 
in discriminating inflamed regions from tumors.

Glutamine is an essential precursor of pro-
teins, amino sugars, nucleic acids, purines, and 
pyrimidines and abundantly present extracellu-
larly. Its immediate metabolite glutamate is pres-
ent extracellularly. Several PET probes have been 
developed to image glutaminolysis, e.g., 
18F-(2S,4S)-4-(3-fluoropropil)glutamine or 
5-(11C)-glutamine, mostly to image malignancies 
that are not dependent on glucose for the primary 
metabolism [97, 98], but studies specific on 
immune metabolism are lacking.

7.3.3  Imaging Enzyme Activity

7.3.3.1  Myeloperoxidase Activity
MPO activity is most abundant in the azurophilic 
granules of neutrophils but also seen in macro-
phages. During the respiratory burst, ROS 
are produced for direct killing of pathogens, 
which is associated with increased MPO activity. 
Monitoring ROS in living animals is challenging 
due to the rapid turnover of ROS and the limited 
sensitivity and specificity of ROS probes. 
Bioluminescent imaging studies in preclinical 
models of inflammation, including arthritis, der-
matitis, and inflammatory tumors, have shown to 
correlate with MPO activity. In MPO knockout 
mice, no signal was seen which suggests specific-
ity toward ROS converted by MPO and not to 
other oxidizing enzymes [99–101].

Another strategy to image MPO is the use of 
an MPO-activatable gadolinium-based contrast 
agent for MR imaging. Upon activation by MPO, 
the contrast agent binds to plasma proteins in the 
inflammatory site, resulting in delayed clearance 
from tissues and thus an enhanced image contrast. 
In mice with inflammation after stroke, the inten-
sity of the MRI signal correlated to MPO levels as 
analyzed with biochemical assays, and specificity 
of the contrast agent toward MPO activity has 
been confirmed with MPO knockout mice [102].

7.3.3.2  Cyclooxygenase Activity
The enzyme cyclooxygenase (COX) is also 
known as prostaglandin H and produces prosta-
glandins out of conversion of arachidonic acid. 
This enzyme comes in three isoforms, and 
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 particularly the inducible isoform COX-2 plays 
an important role in inflammation and is the tar-
get of nonsteroidal anti-inflammatory drugs 
(NSAIDs). Several drugs that selectively inhibit 
COX-2, e.g., celecoxib and rofecoxib, have been 
radiolabeled to study enzyme activity in vivo in 
inflammation [103–105]. However, nonspecific 
binding and low sensitivity hamper successful 
implementation in larger studies.

7.3.3.3  Elastase and Matrix 
Metalloproteinase Activity

Imaging depth of bioluminescent imaging is 
limited, and therefore near-infrared (NIR) opti-
cal probe has been developed to target 
neutrophil- associated products with enhanced 
depth resolution. Optical imaging of probes tar-
geting neutrophil elastase, an enzyme needed 
for destruction of bacteria, has been able to 
detect increased elastase activity, which corre-
lated to the number of neutrophils at the inflam-
mation site [106].

Similar associations with neutrophil burden 
were made with another NIR probe, specific for 
matrix metalloproteinase (MMP). These probes 
can be activated by MMP and were investigated 
in the heart after myocardial infarction in mice 
[107]. Confocal microscopy showed co- 
localization of neutrophils in the infarct zone 
with the NIR signal, which were confirmed by 
cytometric analysis. However, these techniques 
are restricted to preclinical models.

7.3.4  Imaging Metabolites

Magnetic resonance spectroscopy (MRS) is a 
noninvasive technique that has been used to 
detect the relative concentrations of metabolites 
in tissues. Like MR, MRS is based on nuclear 
magnetic resonance in which the hydrogen atom 
is often the main target due to its high sensitivity. 
Obtained MR spectra contain information of 
metabolite composition and have therefore been 
of clinical importance to study metabolic changes 
in disease [108].

MRS and serum analysis with 1H-NMR have 
identified several biomarkers in patients with 
autoimmune diseases. In multiple sclerosis, MRS 
was capable of identifying increased metabolites 
compared to healthy controls, which are associ-
ated with increased glycolysis such as lactate, 
pyruvate, glucose, lipids, and several amino acids 
including glutamine [109]. Proliferating T-cells 
utilize tenfold more glutamine than any other 
amino acid, and this is necessary to regenerate 
oxaloacetic acid (OAA) which is consumed by 
biosynthesis [34]. Additionally, glutamine is an 
essential amine donor, required for biosynthesis 
of purine and amino acids in activated T-cells. 
Serum analysis with 1H-NMR in rheumatoid 
arthritis identified a correlation between disease 
severity and the increase of several metabolites 
that are associated with upregulated biosynthetic 
pathways in inflammation [109].

7.4  Future Developments

The field of immune metabolism is rapidly evolv-
ing, driven by our increased understanding of the 
mutual relationship between bioenergetic profiles 
of immune cells and their contemporary func-
tions. A few developments with high potential to 
influence the imaging approach of immune 
metabolism will be highlighted here.

7.4.1  Integrative Analysis 
of Multiscale Data

The past decades have revealed a manifold of indi-
vidual receptors, enzymes, substrates, and metab-
olites that have a spatially and temporally restricted 
role in the inflammatory cascade. If the number of 
different pathogens and involved immune cells are 
considered, this adds to an enormously complex 
system that works together to balance pathogen 
clearance with tissue homeostasis. Recently, tech-
niques have become available that integrate high-
throughput data from various sources, including 
proteomics, transcriptomics, epigenomics, and 
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genomics, providing a more comprehensive evalu-
ation of the human immune response [110, 111].

Macrophages are to date the most well- studied 
immune cells, and such integrative analysis of met-
abolic and transcriptional data has demonstrated 
distinct modules that support specific functional 
polarization of macrophages [112]. Applying such 
transcriptional modules to human alveolar macro-
phages from smokers and patients with chronic 
obstructive pulmonary disease (COPD) has revealed 
an unexpected loss of inflammatory signatures in 
COPD patients [113]. As these developments go 
together with advanced image acquisition and anal-
ysis, e.g., texture feature analysis [114–116], there 
is no doubt that the next decade will allow a stan-
dardized and quantitative noninvasive assessment 
of metabolic profiles during inflammation.

7.4.2  Manipulation of Immune Cell 
Metabolism

As immune response requires major changes to 
metabolic processes in immune cells to deter-
mine their ability to divide, differentiate, and per-
form effector functions, immune cell metabolism 
is an attractive target therapy [25]. Mononuclear 
phagocytic cells, including tissue-resident mac-
rophages and inflammatory monocytes, are the 
most plastic cells that orchestrate the immune 
response on site and have a large role in the local 
metabolic conditions [3, 24, 25]. Therefore, 
drugs that specifically target macrophages and 
their function are increasingly being introduced 
in the clinic [117]. Although this development is 
currently driven by the need to confer cancer- 
related inflammation and tumor-associated mac-
rophages, translation to inflammation in infection 
and autoimmunity is near. In a similar fashion, 
metabolism supports many aspects of T-cell 
function. Recently, metabolic pathways can be 
manipulated in anticancer immunity, as well as in 
autoimmunity. Especially preventing T-cell dys-
function in hostile microenvironments might 
direct T-cell differentiation and function toward 
desired phenotypes in autoimmunity [118].

7.4.3  Hyperpolarized MR

An emerging imaging technique to measure 
metabolites is hyperpolarized MRI, which has 
two major advantages. First, using 13C in its 
hyperpolarized state increases the signal drasti-
cally, up to 107 times. Second, it allows the use 
of several hyperpolarized probes simultane-
ously, thus the detection of multiple pathways at 
the same time. Furthermore, using hyperpolar-
ized substrates, it is possible to measure its con-
version in real time, whereas the other highly 
sensitive technique PET is not able to discrimi-
nate the parent from the formed metabolic prod-
uct [119, 120].

7.4.4  Hybrid PET/MR Imaging

PET/MR imaging has many advantages over 
PET/CT, including a lower radiation exposure, 
higher soft tissue contrast, and better imaging of 
dynamic and moving processes. In inflammation 
imaging, dynamic contrast-enhanced (DCE) and 
diffusion-weighted (DW) imaging would add 
information on the tissue structure to the 
increased rate of glycolysis measured with 18F- 
FDG PET. This can improve the diagnostic accu-
racy in body regions with high background 
18F-FDG accumulation, such as the bone marrow 
and spondylodiscitis, or with moving organs such 
as the intestines and inflammatory bowel diseases 
[121]. The complementary data from MR has 
recently been shown to enable accurate noninva-
sive imaging of tissue classes in tumor regions 
[122], illustrating that also inflammation imaging 
can benefit from hybrid imaging.

From the previous history of in vivo imaging, 
it is learned that imaging developments are 
boosted if there is a clinical relevance in other 
medical disciplines. As our understanding of 
immune metabolism has made big leaps forward 
in the recent years and therapeutic options for 
manipulation of immune metabolism are only just 
being explored, the future of imaging immune 
metabolism in inflammation looks bright.
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Imaging in Diabetes

Liang Zhang and Greg M. Thurber

8.1  Introduction

Diabetes refers to a group of metabolic disorders 
where insulin insensitivity and/or a lack of insu-
lin production results in elevated blood glucose 
levels. These broadly include type 1 diabetes 
(previously known as “juvenile-onset” diabetes), 
type 2 diabetes (previously “adult onset”), and 
additional less prevalent variants (e.g., mono-
genic diabetes). Unregulated blood glucose lev-
els have a negative impact on multiple organ 
systems and consequently pose a risk for stroke, 
heart disease, kidney failure, blindness, high 
blood pressure, and other chronic conditions that 
impair the quality of life. Currently, there are 
over 400 million cases of diabetes worldwide and 
the rate continues to rise [1]. Patients with diabe-
tes must rely on medications and lifestyle changes 
to maintain glucose homeostasis. Aside from 
the morbidity, the financial burden of the dis-
ease constitutes approximately 10% of all health-
care costs in developed countries [2]. No cure 

currently exists and present strategies to prevent 
disease complications place a significant strain 
on healthcare systems. Therefore, it is important 
to understand the disease pathophysiology for the 
medical community and patients. The ability to 
image and follow disease progression would play 
a crucial role in understanding disease etiology 
and allow accurate monitoring during clinical tri-
als for potential clinical translation of treatments. 
Ultimately, improved treatments, transplants, and 
understanding of basic and clinical pathophysiol-
ogy of the disease may lead to a permanent cure.

8.1.1  Physiology of the Pancreas/
Islets

Despite the multi-organ involvement of the dis-
ease, the pancreas is a critical organ due to its 
central role in regulating blood sugar levels and 
metabolism. Located behind the stomach in 
humans, the pancreas is part of both the endo-
crine and digestive systems. Macroscopically, it 
consists of three regions—the head, body, and 
tail (Fig. 8.1a). Distinct tissues within the organ 
carry out the functions for each organ system. 
The exocrine pancreas primarily serves the diges-
tive system and forms ~99% of the organ mass 
[2]. It is formed by acini, with each acinus con-
sisting of secretory epithelial cells. The lumen at 
the center of each layer mediates the drainage of 
cellular secretions into a series of connected 
ducts. The ducts join to form the pancreatic 
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duct, which empties into the duodenum. These 
 secretions aid in digestion and include enzymes 
such as trypsin, chymotrypsin, elastase, ribonu-
clease, amylase, lipase, and others. The endo-
crine pancreas forms approximately 1% of the 
pancreas mass and carries out several functions 
through multiple distinct cell types. These func-
tions include the secretion of insulin, glucagon, 
somatostatin, peptide YY, neuropeptide Y, and 
pancreatic polypeptide (PP) directly into the 
blood for tight glucose regulation (endocrine 
function). Although the pancreas is mostly exo-
crine tissue by mass, the organ’s role in diabetes 
research is closely associated with the functional-
ity of endocrine pancreas.

The endocrine pancreas is comprised of dis-
tinct microstructures known as islets of 
Langerhans. These individual clusters of cells 

range from 40–300 microns in diameter and 
account for 1–2% of pancreatic tissue (varying 
between species), although they receive 10–20% 
of arterial flow, a disproportionately higher 
amount compared to exocrine tissue [3]. They 
also have a higher density of vessels, with sur-
face area measurements of 505 cm2/cm3 for the 
islets versus 182 cm2/cm3 for the exocrine tissue 
[4, 5] (Fig. 8.1b). Cell types within each islet 
include alpha, beta, delta, and PP cells with dif-
ferences in cytoarchitecture across species 
(Fig. 8.1c–e). These cells secrete glucagon 
(alpha cells), insulin (beta cells), somatostatin 
(delta cells), and pancreatic polypeptide (PP) 
with beta cells responsible for the central role of 
secreting insulin and lowering blood glucose. 
Although the ratios of different cell types vary 
between the head, body, and tail of the pancreas, 
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Fig. 8.1 Structure of the pancreas. (a) Schematic of the 
pancreas with head, body, and tail portions labeled. The 
pancreatic duct runs along the organ and empties into the 
duodenum (not shown). (b) Histology slide of a mouse 
islet with the blood vessels (CD31) stained in brown 
(hematoxylin counterstain). Adapted from Keliher et al., 
2012. Notice the extensive vessels on the islet surface and 

within. A human (c), monkey (d), and mouse (e) islet of 
Langerhans stained for beta cells (insulin, red), alpha cells 
(glucagon, green), and delta cells (somatostatin, blue). 
The proportion of beta cells in humans is lower (~60%) 
than mice (~80%). Adapted from Cabrera et al., Proc. 
Natl Acad. Sci. USA 103 (7), 2334-2339; © (2006) 
National Academy of Sciences USA
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the beta cells are the most prevalent cell type 
(70–80% in mice) with the remaining fraction 
comprised of alpha, delta, and PP cells [6]. 
Incretins form another signaling axis in the reg-
ulation of metabolism. These peptides are 
secreted by the epithelial cells in the intestines 
and induce beta cell production of insulin. Two 
common incretin peptides include glucagon-
like peptide-1 (GLP-1) and gastric inhibitory 
peptide (GIP).

8.1.2  Disease Background

The most common types of diabetes are type 1 
diabetes mellitus and type 2 diabetes mellitus. 
Type 1 diabetes is an autoimmune disorder char-
acterized by T-cell destruction of the insulin- 
producing beta cells in the pancreas. The drastic 
reduction in beta cell functionality results in 
hyperglycemia and requires patients to depend 
on lifelong insulin treatments to lower blood 
glucose levels for survival. Because the destruc-
tion occurs in adolescents and the early stages 
are largely asymptomatic, there is much to learn 
about disease progression. Though disease etiol-
ogy is complex and the pathogenesis poorly 
understood, the examination of patient islet tis-
sue from biopsies reveals the presence of insuli-
tis in most patients (>50%). Much of this 
knowledge relies on histopathology from the 
1960s, and there is limited availability from pre-
diabetic patients due to the difficulty of obtain-
ing samples from individuals at risk to develop 
the disease [7]. From these early studies and 
more recent data, disease progression is divided 
into two phases, the initial occult phase followed 
by overt diabetes. The occult phase, marked by 
insulitis, involves the aggressive infiltration of 
leukocytes (Fig. 8.2). The transition to overt dia-
betes occurs once the majority of beta cells (60–
80%) are destroyed and the remaining beta cell 
mass can no longer adequately control blood 
sugar levels. Healthy fasting blood glucose lev-
els should be less than 100 mg/dL, and levels 
between 100 and 125 mg/dL are considered pre-
diabetes, while levels over 125 mg/dL indicate 
diabetes.

The much more prevalent type 2 diabetes is 
reaching epidemic levels given the worldwide 
increase in obesity [8]. Accounting for 90–95% 
of all cases, type 2 diabetes is a complex hetero-
geneous metabolic disorder responsible for 
simultaneous dysfunctions in multiple organs. 
Disease etiology is complex with physical inac-
tivity and genetic predisposition as the two criti-
cal causes for disease onset [9]. Onset of 
hyperglycemia is caused by multiple defects in 
glucose homeostasis including increased liver 
glucose production, decreased insulin secretion 
in islets, and insulin insensitivity. Although 
screening and diagnosis of the disease is readily 
available and established, no cure currently 
exists. The majority of cases can be prevented by 
lifestyle changes such as routine exercise and 
dietary modifications, but most patients will 
eventually require medication. Numerous effec-
tive and FDA-approved medications exist to alle-
viate symptoms, and research into new agents 
continues. Metformin is an oral pill often used as 
first-line therapy to lower hepatic glucose pro-
duction. Sulfonylureas can be used to increase 
insulin secretion, and glitazones are insulin sensi-
tizers. Glucagon-like peptide-1 (GLP-1) agonists 
(e.g., exenatide, liraglutide, dulaglutide) are 
incretin mimetics that can control blood sugar 
and promote weight loss. These agents must be 
injected, but research into slower clearing agents 
has reduced the frequency of dosing. Oral formu-
lations of these peptides are actively being 
researched. Rather than supplying exogenous 
incretins, DPP-4 inhibitors, such as sitagliptin 
and saxagliptin, slow the degradation rate of 
GLP-1. They have the advantage of oral adminis-
tration but do not promote weight loss. The new-
est class of diabetes drugs is sodium-glucose 
co-transporter 2 (SGLT-2) inhibitors. Glucose is 
readily filtered from the blood by the kidneys, but 
these transporters facilitate reabsorption to avoid 
loss of glucose in the urine. By inhibiting this 
transporter, blood glucose levels are reduced. 
These agents promote modest weight loss with-
out a risk of low blood sugar, but the most com-
mon side effects include vaginal yeast and urinary 
tract infections. Finally, in some cases exogenous 
insulin is indicated [10].
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8.1.3  Role of Imaging in Diabetes

Attempts to cure diabetes have primarily focused 
on restoring or preserving beta cell function 
within the pancreas. This has proven challenging 
as no clinical procedure currently exists to 

 quantify the beta cell mass (BCM) noninvasively 
in patients. Instead, biochemical tests using blood 
samples are used to estimate beta cell mass func-
tionality, but these methods are insensitive to the 
early phase of the disease when the pancreas has 
excess capacity to control blood sugar levels [11]. 

alpha cells (glucagon) beta cells (insulin)

leukocytes (CD45) T-cells (CD3)

mouse model of T1DM

human pancreas, T1DM

Day 0 Day 3

Fig. 8.2 Top panel: induced mouse model of type 1 dia-
betes. Cyclophosphamide is used to synchronize the tran-
sition from the insulitis stage (left) to the diabetes (right). 
Adapted from Schmutz et al., 1999. Representative sam-

ples from day 0 and 3 indicate beta cell death. Bottom 
panel: immunostaining indicates lymphocyte infiltration 
of endocrine islet in a patient with type 1 diabetes. 
Adapted from Willcox et al., 2009
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An imaging technique with the resolution and 
sensitivity to quantify the BCM would greatly 
benefit the diabetes community but has so far 
remained out of reach. For type 2 diabetes, under-
standing the role that BCM plays in the disease 
could open up new avenues for treatment. Imaging 
could play an even more significant role in type 1 
diabetes by increasing insight into the early stages 
of immune attack and monitoring immunomodu-
latory therapy, transplant, and other treatment 
strategies. Accurately quantifying the beta cell 
mass during clinical trials would provide invalu-
able information on disease etiology and treat-
ment efficacy, but the low fraction of beta cells in 
the pancreas is challenging to monitor.

Particularly for type 1 diabetes, extensive 
research has been conducted on islet transplanta-
tion, since this treatment has the potential for 
curative results. One of the most successful and 
well-studied methods is the Edmonton Protocol 
where islets from multiple donors are infused in 
the portal vein of the liver [12]. To date, long- 
term cures from transplantation are rare [13] due 
to several causes. The transplanted islets are sus-
ceptible to the same type of immune rejection as 
any organ transplant (and patients must maintain 
lifelong immunosuppressive therapy) and must 
also counter the autoimmune attack responsible 
for the initial loss of the islets. Additionally, the 
microvasculature must connect with the islets, 

since many are beyond the size where oxygen 
can efficiently diffuse from the surface to cells in 
the center [14]. Finally, the local microenviron-
ment in the transplant site may impact long-term 
efficacy [6]. The ability to track transplanted 
islets would improve transplantation technique 
and postsurgical monitoring [15].

8.2  Imaging Modalities 
in Diabetes

A significant effort has been placed on develop-
ing imaging agents for the pancreas due to its 
central role in diabetes. The focus of this chapter 
is primarily on methods to quantify the BCM 
given the importance in diagnosis and treatment 
monitoring of type 1 diabetes and potential impli-
cations in type 2 diabetes. However, several stud-
ies and reviews of molecular and metabolic 
imaging strategies for tissues outside of the pan-
creas are also presented to show the breadth of 
imaging applications in these diseases.

Detecting changes in BCM and early stages of 
the immune attack in vivo hold high clinical 
 relevance, but no current combination of imag-
ing agent and modality is ideal (Table 8.1). At 
present, several imaging modalities are used in 
diabetes research each with their complementary 
strengths and weaknesses. These include magnetic 

Table 8.1 Imaging modalities used in diabetes

Modality Applications Targets (examples and notes) Pros/cons

MRI Islet transplantation, insulitis Inflammatory cells 
(nanoparticle uptake)

No ionizing radiation (safe), 
high resolution, limited 
molecular probe sensitivity (e.g., 
hyperpolarized probes only)

PET BCM quantification, 
insulitis, islet transplantation

GLP-1R, VMAT2 Highest sensitivity (pM), 
limited spatial resolution

SPECT BCM quantification, 
insulitis, islet transplantation

GLP-1R, VMAT2 High sensitivity (pM), limited 
spatial resolution

Fluorescence Probe design, animal model 
imaging

GLP-1R (nM sensitivity), 
antibody probes

Highest resolution, convenient 
for in vitro work, poor 
translatability

US Organ volume Microbubbles (no current 
diabetes applications)

Inexpensive, no ionizing 
radiation (safe), limited 
contrast

CT Organ volume, whole- 
pancreas transplantation

mM sensitivity (no current 
diabetes applications)

High resolution, limited 
contrast, ionizing radiation
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 resonance imaging (MRI), positron emission 
tomography (PET), single photon emission com-
puted tomography (SPECT), fluorescence imag-
ing, bioluminescence imaging, ultrasound (US), 
and X-ray computed tomography (CT). With the 
exception of bioluminescence, the remaining 
modalities have seen or have potential for clinical 
translation (albeit limited for fluorescence). Trade-
offs such as spatial resolution, specificity, and the 
use or lack of non-ionizing radiation are consid-
ered in the following sections. Although it is a 
valuable research tool, bioluminescent techniques 
will not be discussed due to low imaging depth 
and difficulty of clinical translation. Each of the 
above imaging modalities will be described in 
turn, but, first, some of the unique considerations 
when imaging the endocrine pancreas, particularly 
for molecular imaging of beta cells in type 1 dia-
betes, will be discussed to provide context for the 
reported studies.

8.3  Imaging Limitations 
and Design Considerations 
for Pancreatic Imaging

Quantitative analysis of molecular imaging of 
islets reveals several challenges to BCM quantifi-
cation [16]. The two biggest obstacles are the 
small size of individual islets (40–300 μm) and 
the incredibly low volume fraction of islets in the 
pancreas. The small islet size relative to the reso-
lution of current imaging modalities results in 
significant partial volume effects. Because an 
islet only occupies a fraction of a voxel in an 
image, any contrast, be it intrinsic or from exog-
enous imaging agents, is “diluted” over the entire 
voxel volume. Voxel dimensions for PET and 
SPECT imaging are on the order of 1 cm3 under 
ideal imaging conditions, which can be difficult 
to replicate in a clinical setting. Recent literature 
indicates that quantification of radiotracers in 
structures lower than 3 cm in diameter will be 
subject to such partial volume effects and will 
require correction factors for accurate quantifica-
tion [17]. Voxel sizes for US, CT, and MRI are 
smaller (~1 mm3), but these modalities suffer 
from a much lower sensitivity for exogenous 

 contrast agents and are still well above the size of 
individual islets. Optical imaging has both high 
resolution and adequate sensitivity, but the lower 
depth of imaging limits this to invasive proce-
dures [18].

The partial volume effects alone would not be 
a problem if the volume fraction were relatively 
large. For example, if islets occupied 50% of the 
tissue volume, this would only lower the mea-
sured contrast ~two-fold. Although islet volume 
fractions vary between species and disease states, 
and the low absolute value and distribution of 
islets in the pancreas can make it challenging to 
estimate [19–21], most measurements indicate 
1–2% of the total pancreas mass is occupied by 
islets. This results in a 50- to 100-fold reduction 
in islet contrast due to the partial volume effect, 
which places severe limitations on probe selec-
tion and design.

Given the small size and low volume fraction 
discussed above, the intrinsic contrast between 
islets and the surrounding exocrine pancreas is 
insufficient for beta cell mass measurements 
using US, MRI, or CT. Therefore, exogenous 
contrast agents have been used to monitor various 
aspects of diabetes, particularly type 1. These can 
be divided into targeted and nontargeted exoge-
nous contrast agents.

The type of contrast agent is generally dic-
tated by the sensitivity of the imaging modality. 
For molecular contrast, meaning a specific bind-
ing interaction between the contrast agent and a 
target, the sensitivity must be high. Some of the 
most highly expressed disease-related targets, 
such as cell surface receptors overexpressed on 
cancer cells, have ~ 1 million receptors per cell 
[22]. Using a cell density of 5 × 108 cells/mL, if 
the targeting has no method for amplification 
(e.g., continuous internalization and recycling, a 
catalytic mechanism to trap probe, etc.), the max-
imum concentration of target would be 
~800 nM. Even if a highly expressed target was 
completely saturated, this is far from the milli-
molar concentrations needed for CT contrast 
agents and well below the micromolar concentra-
tions typically needed for MRI contrast. This also 
does not account for partial volume effects. 
Microbubbles are available for US contrast, but 
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targeting is limited to blood vessels. This leaves 
PET, SPECT (both with picomolar sensitivity), 
and fluorescence (nanomolar sensitivity) for tar-
geted molecular imaging. Nontargeted exoge-
nous contrast agents in MRI, US, and CT must 
rely on changes in local physiology such as blood 
flow (small molecule contrast agents) or blood 
volume/permeability (for macromolecular con-
trast agents) [23]. An important exception is iron 
oxide nanoparticles for MRI contrast. These 
nanoparticles can be detected at lower concentra-
tions than the common chelated gadolinium MRI 
contrast agents. Nanoparticles extravasate in 
areas of increased vascular permeability and are 
taken up by local macrophages, particularly in 
inflammatory environments. Efforts to target 
nanoparticles to specific receptors, however, have 
generally not worked due to poor washout of the 
nanoparticles from tissue (resulting in the 
enhanced permeation and retention, EPR, effect) 
[24]. Therefore, they target specific cells but not 
through the typical molecular binding of most 
targeted contrast agents.

Focusing on molecular imaging agents, which 
can be designed to provide signal specifically 
from the islets, PET, SPECT, and fluorescence 
are three modalities that have the necessary sen-
sitivity. Despite this sensitivity, the selectivity for 
islets is challenging given their small volume 
fraction. Sweet et al. analyzed the targeting 
requirements for such a probe with estimates on 
the required selectivity and affinity that highlight 
the formidable challenges in probe development. 
In addition to the low volume fraction and partial 
volume effects, they also considered the chal-
lenge of measuring a loss in signal over time 
before the critical functional islet mass threshold 
is reached and a patient exhibits overt diabetes. 
For imaging probes that can reach intracellular 
targets, the probes must be 1000-fold more spe-
cific for beta cells than exocrine cells. Even cell 
surface targeting probes that completely lack 
binding to exocrine cells require extremely high 
affinity and rapid clearance to lower the signal 
from the extracellular space [16]. Despite these 
stringent requirements, there are probes that are 
close to meeting these criteria, although further 
work is required. For two of the probes, vesicular 

monoamine transporter 2 (VMAT2)- and 
glucagon- like peptide-1 (GLP-1) receptor- 
targeted agents, discussion on the presence of 
receptor expression in the exocrine pancreas is 
particularly salient in light of these strict require-
ments. Overall, an effective clinical agent will 
require a combination of a high expressing target, 
a high-fidelity probe with strong binding affinity, 
little to no interactions/uptake in off-target exo-
crine tissue, and fast systemic clearance.

In spite of the challenges, progress has been 
made in using several modalities to image vari-
ous aspects of diabetes.

8.3.1  MRI

MRI offers relatively high spatial resolution in a 
noninvasive manner free from ionizing radiation. 
Many clinical instruments are capable of imaging 
with voxel dimensions of 1 mm × 1 mm × 1 mm, 
but submillimeter resolution is possible with 
higher field strengths [18]. High soft tissue con-
trast and potential for use with imaging probes 
make this a useful tool in diabetes imaging. The 
modality also allows for prolonged visualization 
of the region of interest compared to radionu-
clides. To date, MRI has been used to image 
transplanted islets as well as to study insulitis in 
animal models. The high resolution and lack of 
ionizing radiation makes MRI an attractive option 
for diabetes imaging, particularly in pediatric 
populations, but the inability to distinguish 
between exocrine and endocrine pancreas with-
out contrast agents limits the modality to parti-
cles reacted ex vivo such as islet transplantation, 
particles taken up in vivo for imaging insulitis, 
and gadolinium contrast agents to measure 
changes in tissue physiology in the clinic.

There are multiple studies using MRI to study 
the efficacy of islet transplantation as a means of 
replacing the BCM for patients with type 1 diabe-
tes. During islet transplantation surgery, signifi-
cant cellular losses may occur due to multiple 
reasons including autoimmune rejection, 
mechanical stress on the cells, glucose toxicity, 
and damage incurred within the islets such as 
microvascular damage during the isolation 
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 process [6]. To study ways of minimizing islet 
failure during transplantation, cells are first 
labeled with a contrast agent prior to surgery. In 
mouse models, Turvey and colleagues were able 
to purify islets, load the cells with superparamag-
netic iron oxide (SPIO) nanoparticles, and 
then visualize the particles in diabetic and 
healthy mice on T2-weighted MR images [25]. 
Distinguishing between functional and nonfunc-
tional islets proved challenging although further 
studies by Kriz et al. suggested it may be possible 
to detect decreases in islet mass [26].

Insulitis is marked by multiple microvascular 
changes including increases in vessel permeabil-
ity to small molecules, volumetric flow rate of 
blood to endocrine tissue, and the islet vascular 
volume [6]. These changes can be readily investi-
gated using MRI contrast agents. Medarova et al. 
were able to detect vascular changes using a 
streptozotocin-induced mouse model of type 1 
diabetes [27]. T1-weighted MR images revealed 
increased accumulation of the gadolinium-based 
contrast agent compared to healthy mice. Another 
example includes MR imaging using CD8+ lym-
phocytes, where cells first internalize dextran- 
coated SPIO nanoparticles in vitro, resulting in 
intracellular accumulation. The readministered 
cells were used to track the immune response in 
animal models of type 1 diabetes using NOD 
mice and detected decreases in the parenchymal 
pancreas in NOD mice when compared to control 
animals [28, 29].

Gaglia et al. were able to visualize islet 
inflammation caused by microvascular changes 
through MR imaging of dextran-coated mag-
netic nanoparticles (MNP) taken up by mono-
cytes/macrophages in the clinic [30, 31]. An 
earlier study using ferumoxtran as a negative T2 
contrast agent was able to elucidate differences 
in delta T2 between patients with type 1 diabe-
tes and healthy controls. The change in T2 sig-
nal is associated with macrophage uptake of the 
MNPs. Heterogeneity in MNP accumulation 
was also detected, and these heterogeneities are 
supported from past pancreatic histology from 
cadavers. A more extensive study using FDA-
approved ferumoxytol and imaging advances 
such as higher field strength, optimized pulse 

sequences, and improved visualization tools 
measured increased levels of pancreatic inflam-
mation in patients with type 1 diabetes and 
detected pronounced heterogeneities in pancre-
atic tissue (Fig. 8.3).

8.3.2  PET/SPECT

Significant progress has been made toward a 
noninvasive monitoring technique using tar-
geted nuclear probes. PET and SPECT are 
modalities that offer some of the highest sensi-
tivity (picomolar detection) with trade-offs in 
resolution compared to CT and MRI. Recent 
efforts to pair PET and SPECT with CT or MRI 
have helped address this shortcoming by over-
laying a high- resolution anatomical image with 
the molecular PET/SPECT data. PET has a 
higher sensitivity than SPECT due to the coin-
cidence detection rather than using a less effi-
cient collimator for image formation. However, 
PET isotopes can be challenging to synthesize, 
and many have short decay half-lives. The high 
sensitivity of these nuclear imaging techniques 
allows for multiple approaches in diabetes 
research including the use of radiolabeled 
ligands to target beta cells specifically for BCM 
quantification and imaging insulitis to under-
stand disease histopathology.

8.3.2.1  Targeted Molecular Imaging
Targeting cell receptors provides a robust method 
for labeling abnormal cells as well as monitoring 
disease progression and evaluating therapeutic 
response. A detectable label, which is typically 
chemically conjugated to the targeting moiety, 
allows researchers to track the targeting ligand in 
the tissue of interest. Two of the most promising 
biomarkers for targeted molecular imaging 
include vesicular monoamine transporter 2 
(VMAT2) and glucagon-like peptide-1 receptor 
(GLP-1R) [2]. Neither ligand is perfect, and the 
search for alternative imaging probes continues 
[32, 33]. However, both of these targets and asso-
ciated imaging agents (dihydrotetrabenazine 
(DTBZ) and exendin derivatives, respectively) 
have demonstrated potential in proof-of-principle 
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studies in the clinic and will be discussed in more 
detail. Antibody-targeted imaging and metabolic 
tracers are also mentioned as alternatives.

Vesicular monoamine transporters regulate the 
uptake of cytoplasmic monoamines to the secre-
tory granules in neuroendocrine cells. Although 
VMAT2 was first used in the 1990s as a target for 
PET brain imaging in Parkinson’s disease, more 
recent immunohistochemical staining revealed 
VMAT2 expression in the islets of Langerhans, 
making it an attractive target for beta cell imaging 
as well (Fig. 8.4). DTBZ is a strong binder for 
VMAT2, with subnanomolar Kd values and 
greater than 10,000-fold selectivity over VMAT1 
(also expressed in the endocrine pancreas), and 
holds promise given that DTBZ is a clinically 
approved PET tracer. [11C]-DTBZ has been tradi-
tionally used for neural imaging of VMAT2 with 

high specificity, and Freeby et al. were able to 
estimate rat BCM in models of spontaneous type 
1 diabetes using this probe [34]. The probe also 
detected decreases in BCM in STZ- induced dia-
betic rats, although accumulation was not detect-
able in baboons. Variable expression across 
species makes interpretation challenging, and 
rodent studies may show the targeting of pancre-
atic nerve tissue rather than islets themselves [35].

The short half-life of C-11 (20 min) can lead to 
some challenges, so researchers have created F-18 
derivatives (110 min half-life) with high affinity 
[36]. In vivo imaging of pancreatic BCM in type 1 
diabetic patients compared to healthy controls with 
these agents has yielded promising results, but chal-
lenges remain. Using the VMAT2 radiotracer 
[18F]-fluoropropyl- dihydrotetrabenazine (18F-FP-
(+)-DTBZ), Normandin et al. and Freeby et al. have 
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Fig. 8.3 MRI imaging of insulitis. The iron replacement 
therapy agent ferumoxytol accumulates in macrophages. 
The increase in ΔR2∗ is higher in the pancreas of recent- 
onset type 1 diabetic patients (left) than the controls 

(right), shown for a slice (top) or 3D reconstruction (bot-
tom). The data indicate heterogeneous nanoparticle distri-
bution, consistent with insulitis models in animal models. 
Adapted from Gaglia et al., 2015
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measured significant differences in pancreatic stan-
dardized uptake and binding potential in healthy 
volunteers and patients [37, 38]. Higher-than-
expected uptake of the radiotracer was measured in 
the body and tail of patient pancreata despite the 
near-complete loss of functionality. Nonspecific 
uptake of the radiotracer and possible exocrine 
expression of VMAT2 are possible explanations for 
the higher signal, although estimates for exocrine 
expression by Freeby et al. suggest a low contribu-
tion to overall measurements (<10%). Nonspecific 
contributions were estimated using the negative 
enantiomer and showed that uptake in pancreata 
accounted for at most 15% of the total signal [2]. 
The measured reduction in binding potential in 
patients compared to healthy controls (26% reduc-
tion) and the decreases in binding capacity (63% 
reduction) suggest VMAT2-targeted tracers hold 
clinical promise. However, since multiple groups 
have obtained findings that indicate patients with 
long-standing diabetes, where the BCM should be 
negligible, show pancreatic accumulation of labeled 
DTBZ (e.g., Goland et al. [39]), further  investigation 

is required. Improvements in accuracy and decreases 
in off-target signal are needed for efficient clinical 
translation including accounting for VMAT2 
expression in PP cells [17]. Expression differences 
in common lab species make this a challenging 
endeavor [35].

Glucagon-like peptide-1 receptor (GLP-1R) is 
a member of family B1 of G protein-coupled 
receptors. Activation of the receptor plays an 
important role in glucose homeostasis where the 
natural ligand GLP-1 helps stimulate insulin 
secretion in pancreatic beta cells [40]. Therefore, 
this receptor is a target of several clinically 
approved treatments for type 2 diabetes [41]. 
GLP-1R is highly expressed in islets, making 
GLP-1 and its analogues strong candidates for 
beta cell imaging (Fig. 8.4). The high expression, 
along with high vascularization of tissue within 
the islets, has led to the development of multiple 
GLP-1 analogues for beta cell targeting. Native 
GLP-1 is rapidly degraded by dipeptidyl pepti-
dase 4 (DPP-4) resulting in a <2 min half-
life in the blood [42]. To avoid high lysosomal 
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Fig. 8.4 VMAT2 and GLP-1R-targeted PET agents. 
Immunofluorescent staining of a healthy human islet; 
insulin (a), VMAT2 (b), and DAPI (blue, c). Merged 
image indicates most insulin-expressing cells also express 
VMAT2 (c). Scale bars are 30 um, adapted from Saisho 
et al., 2008. Ex vivo autoradiography of whole pancreas 
sections from healthy rats injected with [64Cu]DO3A- VS- 

exendin-4. Punctate spots are islets of Langerhans (d). Rat 
with blocking injection of cold exendin-4 (e) and the non-
internalizing antagonist exendin-(9-39) amide (f) fol-
lowed by radiolabeled exendin indicate specificity of 
[64Cu]DO3A-VS-exendin-4 for beta cells and slightly bet-
ter blocking with internalizing exendin-4. Adapted from 
Bandara et al., 2015

L. Zhang and G.M. Thurber



185

 breakdown of GLP-1, Gao et al. incorporated a 
lactam bridge along the peptide backbone, lead-
ing to higher binding affinity as well [43]. 
Perhaps even more promising is the exendin-4 
peptide, originally isolated from Heloderma sus-
pectum, more commonly known as the Gila mon-
ster. Multiple bioactive compounds were isolated 
from the venom of this foot-long lizard, one of 
only two poisonous lizards, including exendin-4 
[44]. This peptide displays remarkable in vivo 
stability. Wild-type exendin-4 shares 53% homol-
ogy to GLP-1 and binds to GLP-1R with sub-
nanomolar affinity [45]. The peptide is currently 
approved for treatment of type 2 diabetes, and the 
interaction between the ligand and GLP-1R is 
well characterized. Gotthardt visualized GLP-1R 
positive tissues through SPECT imaging using 
[111In]-DTPA-Lys40-exendin-4 through in vivo 
imaging and biodistribution measurements in rats 
and mice [46]. Mukai demonstrated successful 
blocking of GLP-1R using pre-administration of 
excess nonradioactive exendin followed by sub-
sequent delivery of truncated exendin in the form 
of [125I]-Bolton-Hunter exendin-(9-39) [47]. The 
development of [18F]-exendin-(9-39) by Toyoda 
et al. showed promising uptake in the pancreas at 
30 min with receptor specificity confirmed by 
similar blocking experiments [48]. However, 
intracellular trapping of the agonist form (wild- 
type exendin-4) may improve retention compared 
to the non-internalized exendin-(9-39) antago-
nist. More recently, Brom et al. demonstrated 
pronounced differences in pancreas uptake with 
111In-labeled exendin in five patients with type 1 
diabetes [49]. Quantitative PCR results from 
human tissue also suggested a favorable expres-
sion of GLP-1R in the islets compared to exo-
crine pancreas, indicating low off-target signal in 
patients. Similar to VMAT2 imaging, challenges 
remain. Karlsson and colleagues point out that 
the Brom et al. results may not account for the 
shrinking pancreas size, which may confound 
measurements in healthy versus diseased pan-
creata [32].

Despite the promising clinical results, a sig-
nificant obstacle facing GLP-1 imaging is low 
GLP-1 receptor expression in non-beta cells. 
Although a diffuse signal was reported for human 

exocrine pancreas slides labeled with radioactive 
GLP-1 [50], recent studies have presented a 
clearer picture of the localization of this expres-
sion in humans and animal models [51, 52]. 
Zhang et al. used quantitative flow cytometry and 
biodistribution measurements to estimate the 
expression on beta cells and non-beta cells and 
found ~55,000 GLP-1 receptors per beta cell in a 
transgenic MIP-GFP mouse model [53]. Based 
on the specific uptake (%ID/g difference between 
blocked and unblocked mice) and a 1% beta cell 
fraction, the beta cell targeting only accounted 
for 50% of the specific signal. The other half 
appeared to be diffusely spread throughout the 
mouse pancreas. A lower expression in the exo-
crine pancreas (~850 GLP-1 receptors per cell 
[53]) could explain this non-beta cell-specific 
labeling and is consistent with other studies 
showing exocrine expression.

The low beta cell fraction in the pancreas 
makes the specificity of the target crucial to the 
success of a probe, and GLP-1R faces similar 
challenges as VMAT2 in this regard. Willekens 
argues that the uptake of exendin in mouse mod-
els indicates binding to a receptor other than 
GLP-1R [54]. This is based on their findings of 
(1) a similarly high transcription ratio between 
endocrine and exocrine tissue in mice and rats 
but (2) a much lower in vivo uptake between 
these two tissues. The comparable transcript lev-
els indicate that expression may be similar in the 
exocrine pancreas between these species, but this 
is challenging to verify at the protein (transla-
tional) level due to the poor specificity of GLP-1R 
mouse antibodies [55]. Functional expression of 
GLP1-R has been reported in mouse acinar cells 
[56], and slightly higher translation in mouse 
exocrine pancreas (resulting in higher target 
expression) could be the culprit for the low (5:1) 
uptake between endocrine and exocrine pancreas 
in mice versus 50:1 for rats. The 20 pmol dose of 
radiolabeled exendin may saturate the exocrine 
pancreas, while the endocrine pancreas is 
strongly labeled but well below saturation due to 
higher expression. Higher doses, such as 
200 pmol to 2 nmol used in fluorescence imag-
ing, saturate both endocrine and exocrine tissue, 
resulting in higher endocrine to exocrine ratios.
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Understanding the differences between mouse 
and rat pancreas (and other species such as pig 
and nonhuman primate [51, 57]) is crucial for 
preclinical studies, but ultimately the human pan-
creas is most important for clinical translation. 
Animal studies are critical for understanding the 
disease, but they can sometimes be misleading, 
such as variable density of beta cells in islets 
(Fig. 8.1d–f) [58] and differences in prevalence 
as a result of gender differences and unpredict-
ability of disease onset in non-obese diabetic 
(NOD) mice [59–61]. Other animal models such 
as BioBreeding (BB) rats are lymphopenic and 
display a near absence of CD4+ and CD8+ T cells, 
deviating from type 1 diabetes in humans [62]. 
For targeted molecular imaging for diabetes 
research, differences between animals and 
humans can significantly impact results as well. 
Given the challenges in imaging beta cell mass, 
even small changes in receptor expression or beta 
cell number can influence imaging outcomes in 
preclinical models. Willekens et al. state that the 
rat pancreas is similar to humans given the low 
levels of In-111 exendin seen in some type 1 dia-

betic patients. Brom et al. show very low nonspe-
cific uptake in humans, which appears promising. 
Alternatively, the variability seen in pancreas 
uptake could be impacted not just by variability 
in patient BCM but also variable exocrine pan-
creas expression, pancreas size, and potentially 
nonspecific uptake due to inflammation [49]. 
There are several studies indicating GLP-1R 
expression in the human exocrine pancreas with 
radiolabeled GLP-1 [50] and extensively vali-
dated antibodies [51, 52]. Whether this off-target 
expression is sufficient to interfere with beta cell 
quantification is currently unclear.

Although In-111 is not an ideal radioisotope 
for imaging (SPECT tracer versus PET, beta 
and Auger electron emissions, a longer half-life 
than needed), it is important to note that In-111 
exendin does have some of the best imaging 
agent targeting properties for a cell surface 
receptor (Fig. 8.5). The low plasma protein 
interactions result in extremely low nonspecific 
interactions as seen by the high blocking effi-
ciency when delivered with high doses of cold 
exendin [46, 49]. Tc-99m and Ga-68 can suffer 

Rat Pancreas :
In111-exendin

Normal
Diabetic
Model

Fig. 8.5 SPECT Imaging of GLP-1R. Pancreatic sections 
from brown Norway rats showing accumulation of 
[111In]-exendin in the islets of Langerhans (left). Adapted 
from Willekens et al., 2016. Same model system in nor-

mal rats versus lower uptake in type 1 diabetes model 
(Alloxan-treated rat, 60 mg/kg). Adapted from Brom 
et al., 2014
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from nonspecific interactions that decrease 
endocrine pancreas uptake and/or increase non-
specific signal [63]. Cu-64-labeled peptides 
appear to have better pharmacokinetics than 
technetium and gadolinium [64], but the islet 
uptake is slightly lower and the blocked pan-
creas (nonspecific) uptake slightly higher than 
In-111 [65]. Whether the higher sensitivity of 
PET outweighs these effects remains to be 
determined. In-111 is also a residualizing iso-
tope, which is important for rapidly internal-
ized agonists, such as exendin-4, that are 
trapped within the cell to avoid washout of 
probes that occurs even with seemingly high 
single-digit nanomolar affinity [5, 24]. This is 
in contrast to isotopes such as iodine and F-18 
that can wash out of the target cells upon inter-
nalization and degradation (depending on the 
linker and associated chemistry [66]).

Antibodies specific to beta cell surface pro-
teins that bind with high affinity have also been 
investigated as probes for BCM imaging and 
quantification. Several monoclonal antibodies 
(mAbs) have been reported that bind specifically 
to beta cells [67, 68]. These large (~150 kDa) 
proteins recognize specific epitopes through their 
variable regions, and their slow clearance results 
in efficient targeting. IC2, a rat IgM monoclonal 
antibody, is known to bind to sulfatide expressed 
on the beta cell surface in the insulin granula 
[69]. Results of the study using [111In]-DTPA-IC2 
were promising and demonstrated high uptake 
and specificity as well as high correlation between 
antibody accumulation in the pancreas and BCM 
between diabetic and healthy animals. However, 
several limitations exist for radiolabeled antibod-
ies in the clinic, particularly the high background 
activity due to slow systemic clearance. Hampe 
and colleagues used fragments of K14D10 IgG to 
demonstrate that antibody fragments are able to 
clear systemic circulation quickly and bind to 
beta cells with high affinity [70]. However, anal-
ysis of the pharmacokinetics of protein imaging 
agents indicates the most efficient uptake occurs 
for either very low molecular weight probes 
(< 3 kDa) [5] or monoclonal antibodies [24], with 
low molecular weight probes providing more 
efficient background clearance than the latter.

Serotonin synthesis is localized in islets, and 
measurements of biosynthesis activity can be 
used to potentially quantify beta cells. One strat-
egy uses a radiolabeled serotonin precursor 
hydroxy-tryptophan (HTP). Serotonin synthesis 
in healthy pancreata will result in the accumula-
tion of radiolabeled precursor, whereas pancreas 
from patients with type 1 diabetes will lack the 
molecular machinery required for synthesis [71]. 
Although both exocrine and endocrine cells take 
up HTP, the precursor molecule is quickly traf-
ficked out of the cell unless it is metabolized. 
Eriksson and colleagues demonstrated accumu-
lation of [11C]5-HTP in the pancreas of healthy 
volunteers, noticeably in the tail and body 
regions where islets are more abundant. 
Compensating for loss of pancreas volume in 
patients, there was an observable decrease in 
tracer accumulation in diabetic pancreata 
(0.0028%ID/g vs., 0.0046%ID/g for patients and 
volunteers, respectively) between 40 and 60 min 
post- administration [33]. Because all neuroen-
docrine tissue undergoes serotonin biosynthesis, 
the tracer is not specific to beta cells, indicating 
that the near-total beta cell loss found in patients 
with long-standing type 1 diabetes will result in 
only partial signal loss. Despite these challenges, 
[11C]5-HTP has potential for use in islet trans-
plantation and regenerative therapies.
Highly specific ligands to markers unique to beta 
cells are a challenge to develop. One of the rea-
sons the debate over the significance of low- level 
expression in non-beta cell tissue for several 
imaging probes continues is due to the challeng-
ing circumstances from the small islet size and 
partial volume effects. For example, in cancer 
imaging, a few thousand EGFR receptors per cell 
in healthy tissue would not be a major concern 
when imaging a tumor with a million EGFR 
receptors per cell. However, the 1% mass fraction 
of islets makes even low expression extremely 
pertinent. Also important is the nonspecific uptake 
of probe in healthy tissue, particularly for residu-
alizing radioisotopes that will be trapped in back-
ground tissue even once the plasma and interstitial 
probe has cleared. Even subtle changes to the 
molecule, such as the radiolabel, can impart large 
changes in protein interaction and nonspecific 
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uptake rates. These considerations, and differ-
ences between animal species used for preclini-
cal testing and humans, remain an important 
consideration for all probes, including VMAT2 
and GLP-1R.

8.3.2.2  Nuclear Imaging of Insulitis
To date, noninvasive PET methods for imaging 
insulitis include labeled lymphocytes and labeled 
peptide and protein ligands specifically targeting 
lymphocytes. The labeling of lymphocytes is per-
formed ex vivo and cells are readministered intra-
venously post-labeling. Ideally, the systemic 
circulating lymphocytes will migrate to the 
inflamed pancreatic tissue due to cytokine and 
chemokine signaling. Results from readminis-
tered lymphocytes showed poor pancreas target-
ing in patients, and animal work indicated uptake 
in the pancreas for both the control and test 
groups. As a result, the technique using labeled 
lymphocytes does not appear to be specific. A 
promising alternative for insulitis imaging 
involves radiolabeling interleukin-2 (IL-2) with 
SPECT tracers. In short, uptake of [123I]-IL-2 
resulting from lymphocyte invasion in the pan-
creas of non-obese diabetic (NOD) mice was 
quantifiable. Promising in vitro and in vivo 
results including high specificity and retention 
prompted administration of radiolabeled IL-2 in 
humans. Patients with a high risk of type 1 diabe-
tes were also dosed and showed clear pancreatic 
uptake as well [72]. Additional SPECT tracers 
have been used including Tc-99m with similar 
qualitative results. However, additional improve-
ments are needed for accurate quantification. 
A more detailed discussion can be found in 
Signore et al. [6].

8.3.3  Fluorescence

Fluorescence imaging uses visible or near- 
infrared light to detect a dye with high spatial 
resolution (< 1 μm) and sensitivity (nM range). 
The excitation wavelength photon excites the 
dye, and a longer wavelength photon is emitted. 
Near-infrared fluorescent dyes are often used due 
to reduced background (autofluorescence) and 

higher tissue-penetrating properties of the light. 
Similar to radiolabeled ligands for PET/SPECT, 
a fluorophore is attached to a targeting ligand to 
generate the probe. Commonly, a commercially 
available dye is chemically conjugated to the tar-
geting ligand using common chemistries (ester- 
amine reactions, maleimide-sulfhydryl linkages, 
azide-alkyne click chemistry or copper-free click 
reactions, etc.) to create the imaging probe, which 
is then administered to a patient or animal to 
label specific antigens. Although near-infrared 
light can travel through several centimeters of tis-
sue [73], the tissue is highly scattering. Even a 
large difference in contrast between the target 
and background can be lost as the signal “blurs” 
under increasing tissue depth. Due to the scatter-
ing and absorption associated with fluorescence 
imaging, it is not possible to develop a fluores-
cent probe that will allow for noninvasive real- 
time monitoring of BCM, where MRI or PET/
SPECT may be more appropriate. However, the 
high resolution and ease of handling of fluores-
cent materials compared to radionuclides—
including the ability to resolve subcellular 
structure and trafficking—make it an invaluable 
tool for research use in imaging agent design. 
Some pertinent parameters that can be measured 
using fluorescent molecular imaging include 
receptor expression quantification, binding affin-
ity, internalization rate measurements, plasma 
protein interactions, and imaging agent stability.

With the availability of reactive fluorophores 
and fluorescent proteins, including near-infrared 
(NIR) probes with higher penetration depths, 
there is increased use of fluorescent microscopy 
for determining localization of biomolecules 
under normal and diseased conditions. Hara et al. 
stably generated transgenic mice with the spe-
cific expression of green fluorescent protein 
(GFP) in the insulin-producing beta cells [74]. 
The tool has improved flow cytometry analysis 
and quantification of BCM ex vivo, although low 
imaging depth and poor optical properties of 
GFP preclude this method’s use for in vivo quan-
tification. Given the low absorption of near- 
infrared light by hemoglobin, NIR probes are 
quickly gaining popularity for labeling targeting 
ligands. For example, Reiner et al. chemically 
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conjugated an NIR fluorophore via copper- 
catalyzed click chemistry to exendin-4 to gener-
ate a highly specific beta cell binder and 
demonstrate the loss in signal following strepto-
zotocin treatment of mice [75].

8.3.3.1  Fluorescence Imaging 
for Molecular Probe Design

The high resolution and real-time imaging of 
fluorescent probes make them excellent tools 
for insight into molecular probe design. For 
example, the rapid internalization and intra-
cellular trapping of exendin derivatives visual-
ized through live cell imaging provides insight 
into the necessary affinity for these imaging 
agents (Fig. 8.6). Distinct from the original 
analysis performed by Sweet et al. [16], the 
fast internalization rate results in effectively 
irreversible binding, so the requirement for 
binding affinity for internalized and residual-
izing probes (those trapped within cells fol-
lowing internalization) is not as strict as 
originally postulated. (In Sweet et al. it is 
assumed no internalization occurs and binding 

is at equilibrium.) Internalization and trapping 
using residualizing isotopes and/or linkers is 
an effective method to lower the required 
binding affinity and reduce washout of probe 
[5]. Notably, the slowly internalized exendin 
antagonist (exendin- 9- 39) is not an appropri-
ate imaging agent, likely because it is not rap-
idly internalized and therefore it is subject to 
the strict affinity requirements for low molec-
ular weight probes [24].

In addition to cellular trafficking, fluores-
cent derivatives can provide insight into abso-
lute expression of imaging targets. Flow 
cytometry analysis of digested pancreas from 
mice that were administered fluorescent exen-
din-4 has provided absolute measurements of 
the accessible GLP-1 receptor expression 
in vivo. Absolute expression levels can be dif-
ficult to measure, but they can assist researchers 
in determining the optimal dose, blocking 
doses, and required affinity. Fluorescent deriva-
tives for VMAT2 targeting are more challeng-
ing to develop given its intracellular location. 
However, the recent report of a fluorescent 

0 min 5 min

15 min 180 min

10 mm 

In vitro Ex vivo

Fig. 8.6 Left panel: GLP-1R-positive NIT-1 cells are 
allowed to internalize fluorescent exendin conjugated 
with Alexa Fluor 488 at 37 C. Nuclei are stained blue 
with Hoechst 33342. Live cell imaging helps illustrate 
the rapid internalization kinetics of the ligand-receptor 
interaction. Adapted from Zhang et al., 2015. Right 

panel: exendin-4 conjugated with VT750 injected in 
MIPGFP mice to demonstrate probe and GFP colocal-
ization. H&E and insulin staining of the same islet dem-
onstrate successful targeting. Adapted from Reiner 
et al., 2011
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derivative may aid in the understanding of 
VMAT2  targeting in the context of diabetes 
[76]. For these targets and others, a subsaturat-
ing dose is typically ideal to achieve maximum 
contrast between binding of probe in the target 
versus background tissues. This is balanced 
against a need for sufficient signal depending 
on the imaging modality. (For example, fluores-
cent doses are often higher than radiolabeled 
doses for animal imaging.)

Given the extremely small fraction of islets 
in pancreatic tissue, nonspecific targeting and 
uptake, even in low quantities, can result in 
drastic overestimates for BCM. Fluorescently 
labeled ligands have been used to correlate non-
specific in vivo uptake with plasma protein 
binding and nonspecific in vitro cellular uptake 
[5]. This may enable rapid in vitro screening for 
molecules with low nonspecific uptake in vivo. 
Fluorescently labeled exendin-4 derivatives 
were used to show that probes with increased 
plasma protein binding also had higher nonspe-
cific cellular uptake rates, which can contribute 
to background signal. Even if the bound exendin 
was internalized and trapped within beta cells, a 
long washout period before imaging would pro-
vide little benefit if the nonspecific signal was 
also internalized. The longer washout would 
reduce extracellular probe that could intravasate 
into the blood and clear systemically, but the 
internalized probe would leak out of the beta 
cells and other cells at approximately the same 
rate. It is important to be cognizant of the impact 
of fluorophore conjugation on imaging agent 
properties similar to how chelators impact 
radiolabeled probes (along with the targeting 
ligand itself). The lipophilicity of a fluorophore 
can significantly impact clearance rates and the 
degree of off-target interactions. A parallel 
exists in radioimaging where additional chelator 
hydrophilicity may reduce sticking [77, 78]. 
This may be one reason why the In-111-labeled 
exendin was able to show large differences in 
the clinic [49]. Chelated In-111 is known to 
have very low interactions with plasma proteins, 
and In-111 has shown excellent specificity by 
having very low uptake in blocked controls in 
animal models [79].

8.3.4  Ultrasonography 
and Computed Tomography

Abdominal ultrasonography (US) and com-
puted tomography (CT) are common techniques 
used for traditional pancreatic imaging. Due its 
noninvasive nature, lack of ionizing radiation, and 
abundance in the clinic, US is one of the most fre-
quent diagnostic tools. Although organ functional-
ity and anatomical structures can be visualized, 
US is rarely used to detect the structural changes 
that occur during type 1 diabetes, and the modality 
faces numerous challenges for quantifying and 
visualizing islets [6]. Computed tomography (CT) 
is an imaging technique used to visualize the anat-
omy of the pancreas due to differences in X-ray 
attenuation between tissues. Within the pancreas, 
however, both exocrine tissue and the islets share a 
similar density, making it difficult to differentiate 
between the two with available CT scanners. 
Though not suited for islet visualization, CT has 
been used to monitor tissue modifications during 
pancreas transplantation [80]. These methods have 
also been used to measure the size of the pancreas. 
The lower organ weight seen in some studies may 
complicate the interpretation of loss in beta cell 
mass, which could reflect a lower pancreas vol-
ume. Though not as common as type 1 and type 2 
diabetes, monogenic diabetes mellitus displays 
multiple characteristics that are detectable with 
traditional US and CT imaging including increased 
US reflectivity and reduced X-ray attenuation on 
CT [81]. Therefore, these modalities play an 
important secondary role in pancreas imaging.

8.3.5  Multimodal Imaging

The trade-offs of different imaging modalities for 
detection and treatment of type 1 diabetes including 
islet transplantation therapy and beta cell quantifica-
tion suggest there may not be one ideal modality for 
this purpose, mirroring conclusions found in other 
diseases such as cancer. Because of these non-over-
lapping weaknesses, multimodal imaging, which 
combines methods such as PET/MRI, has gained 
use for clinical diagnostics. For example, PET 
images can provide  functional  information, whereas 
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MRI provides the complementary high-resolution 
anatomical images [82]. Medarova et al. have 
detailed a method of islet transplantation that allows 
for facile monitoring post-surgery using both MR 
imaging and optical imaging in mice [83]. The 
MN-NIRF (superparamagnetic iron oxide nanopar-
ticles conjugated with a near-infrared probe) parti-
cles label islets with fluorescent imaging to 
corroborate MRI results. Combinations of fluores-
cence and PET have been used to target 
N-glycoprotein with a monoclonal antibody specific 
for transmembrane protein 27 (TMEM27) and 
achieved measurable uptake in insulinoma xeno-
grafts in mouse models [84]. The expansion of mul-
timodal imaging will likely expand given the 
intrinsic drawbacks of each individual modality.

8.4  Molecular Imaging 
Outside the Pancreas 
in Diabetes

Molecular and metabolic imaging outside of the 
pancreas is primarily focused on quantifying 
changes in metabolism and insulin resistance in 
organs such as the liver and skeletal muscle given 
the importance in type 2 diabetes. Additional 
studies have focused on pathological effects in 
organs such as the kidney and heart, which are 
common in the disease. Even with the important 
pathological role of insulin resistance, the failure 
of beta cells is considered the main culprit in the 
conversion to diabetes [85]. Although most dia-
betes research involves visualizing the pancreas, 
imaging other organs has increased our under-
standing of the pathogenesis of the disease, and 
examples of such studies are outlined below.

The most common techniques for examining 
metabolic changes associated with diabetes use 
radiolabeled metabolites for PET and SPECT 
imaging, magnetic resonance spectroscopy, and 
more recently, hyperpolarized MRI. Radiolabeled 
agents for metabolic studies include 18F-fluorodeo 
xyglucose (FDG) for quantifying glucose metab-
olism, [11C]-palmitate and [123I]-BMIPP (beta-
methyl-p-iodophenyl-pentadecanoic acid) for 
measuring fatty acid utilization with PET and 
SPECT, respectively, and [11C]-glutamate and 

[11C]-methionine for amino acid metabolism 
[86, 87]. For example, impaired glucose transport 
and phosphorylation in response to insulin using 
PET have been demonstrated in skeletal muscle, 
the most important tissue for insulin resistance, 
and results suggest there are deficiencies in glu-
cose phosphorylation in the pathogenesis of type 
2 diabetes [88]. This is consistent with magnetic 
resonance spectroscopy studies [89], and similar 
results have been shown for the liver [90]. 
[11C]-palmitate has shown the reduced conver-
sion of fatty acids into triglycerides in muscle for 
obese patients, a major risk factor in type 2 diabe-
tes. Brehm and colleagues measured reductions 
in insulin- stimulated ATP synthase flux due to 
increases in lipid availability for patients with 
insulin sensitivity. These fatty acids are impor-
tant regulators of glucose metabolism, further 
impacting insulin-mediated glucose utilization 
[91]. Other studies have focused on the patho-
logical effects of diabetes in different organ sys-
tems. Recently, a hyperpolarized redox sensor, 
[13C]-dehydroascorbate (DHA), has been used to 
show reduced redox capacity prior to the onset of 
nephropathy in a diabetic mouse model [92]. 
Particular emphasis has been placed on imaging 
the heart due to the increased risk of cardiovascu-
lar disease in diabetic patients. Blood flow imag-
ing (201Tl, 99mTc tetrofosmin, 99mTc-sestamibi) 
and glucose metabolism (FDG) have been used 
to detect mismatch between perfusion and viable 
tissue after myocardial infarction [86], which is 
more prevalent in diabetics. Specifically for dia-
betes, studies on metabolism include magnetic 
resonance spectroscopy, which has shown 
increased triglyceride content in the heart [93]. 
Molecular imaging will continue to develop in 
these areas to improve our understanding of the 
multi-organ pathological impact of the disease.

8.5  Conclusions and Future 
Directions

Molecular imaging in diabetes has primarily 
focused on the endocrine pancreas given its cen-
tral role in controlling glucose metabolism. The 
small size and low volume fraction of islets of 
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Langerhans in the pancreas place considerable 
limitations on current imaging modalities. To 
date, a robust and widely adopted approach for 
quantifying beta cell mass remains elusive. This 
is a major limitation for researchers in the field 
when studying disease onset, progression, and 
treatment options. The use of highly specific tar-
geting ligands to bind defined biomarkers on beta 
cells in PET and SPECT imaging is making prog-
ress toward the goal of clinical quantification of 
beta cell mass. The high resolution and ease of 
use of fluorescence imaging make this an increas-
ingly valuable tool for aiding in the design of 
improved imaging agents. In addition to quanti-
fying beta cell mass through imaging, the early 
stages of type 1 diabetes characterized by insuli-
tis and the multi-organ effects of metabolism in 
type 2 diabetes have also been investigated as 
well using multiple modalities including MRI, 
PET, SPECT, fluorescence imaging, and biolumi-
nescence. Each modality has a unique set of 
strengths and drawbacks, and each plays a crucial 
imaging role in studying the disease. The nonin-
vasive nature of MRI and PET/SPECT and sensi-
tivity to molecular markers (e.g., molecular 
resonance spectroscopy and hyperpolarized MRI 
contrast agents and radioactive PET and SPECT 
tracers) make these key modalities for clinical 
translation.

One of the biggest challenges for the future 
of this field remains the development of a robust 
imaging method for beta cell mass. What new 
approaches could help facilitate the develop-
ment of such a probe (or adaptation of current 
probes to yield more reliable results)? Absolute 
quantification of target expression (across spe-
cies and in humans), delivery rates (blood flow, 
vascular surface area, etc.) under various dis-
ease states, and probe properties (plasma clear-
ance, cellular uptake and retention, binding 
affinity, etc.) can greatly facilitate the develop-
ment of improved agents and interpretation of 
experimental results. For example, knowing the 
absolute number of GLP-1 receptors on endo-
crine versus exocrine cells rather than relative 
expression can facilitate strategies for improv-
ing specificity. Some of the basic principles of 
targeting specificity can be incorporated into 

screening methods [33] provided the in vitro 
expression profiles capture the in vivo situation. 
At the same time, it is important to revisit the 
assumptions of earlier analyses, since new 
probes may act by different mechanisms. For 
example, GLP-1R agonists and tryptophan pre-
cursors act by cellular trafficking and residual-
ization rather than a simple binding interaction, 
thereby sidestepping some of the affinity limita-
tions outlined in earlier analyses. Fortunately, a 
plethora of models exist to describe the pharma-
cokinetics of these types of agents (including 
FDG) that can be used to scale the results to ani-
mal and possibly human studies [23, 94].

In silico simulations of molecular distribution 
continue to improve and may be adapted for 
pharmacokinetic simulations of imaging agents. 
For the purpose of the discussion here, simula-
tions differ from models in that simulations 
require little to no experimental data to predict 
in vivo outcomes. In contrast, models often use 
extensive experimental data and are fit to the 
results. For intracellular targets, simulations of 
first-in-animal and first-in-man drug distribution 
could be adapted (with suitable adjustments for 
targeting in tissues) to describe specific and 
 nonspecific distribution of small molecule 
probes [95]. Similarly, non-steady state simula-
tions of probe distribution [5, 96] can aid in the 
design of extracellular targeted agents. The use 
of in silico techniques can help guide experi-
ments with current probes as well. As mentioned 
previously, recent evidence indicates that 
GLP-1R is expressed at very low levels in the 
exocrine pancreas in several species, including 
humans. Based on estimates of GLP-1R expres-
sion in mice and quantitative blocked and 
unblocked biodistribution, the expression is 
~850 receptors per cell. However, this lower 
expression is significant versus endocrine uptake 
in the whole pancreas due to the low volume 
fraction of beta cells. If this low-level expression 
in the exocrine pancreas could be blocked spe-
cifically without completely blocking the beta 
cell receptor expression, the beta cell specificity 
of a subsequent radiolabeled agent would be 
greatly improved. The low molecular weight of 
exendin is close to optimal for an extracellular 
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target in fenestrated tissue such as the pancreas, 
but it is still limited by permeability (the perme-
ability surface area product or PS/V) and not 
blood flow. Assuming the fenestrated permeabil-
ity is similar between the endocrine and exocrine 
pancreas, the relative uptake is determined by 
the surface area. Estimates of S/V (cm2/cm3) for 
endocrine and exocrine pancreas are 505 and 
182, respectively [4, 97]. Although delivery to 
the exocrine pancreas is expected to be about 
threefold lower, the amount of probe required to 
block these receptors is >tenfold lower than what 
would completely block islet uptake. Therefore 
it is theoretically possible to block this low exo-
crine signal without blocking the beta cell recep-
tors using a low dose of unlabeled peptide, and 
in silico simulations can be used to identify the 
appropriate scheme. (In contrast, the close asso-
ciation between nontarget cells expressing 
VMAT2 and reversible binding of DTBZ versus 
the “irreversible” internalization of GLP-1R 
make blocking less feasible for VMAT2.) “Cold 
dosing,” using nonradioactive probes, has exten-
sive precedent in the literature including the use 
with radiolabeled antibodies [98, 99] and in anti-
body-drug conjugate delivery [100]. It is impor-
tant to clarify here that “low dose” refers to a 
dose that does not saturate the islets but does 
saturate the lower expression within exocrine tis-
sue. Therefore, it may be much higher than the 
trace amounts of radioactive probe injected. A 
potential complication would be nausea and 
emesis seen with large doses of exendin, 
although these symptoms may be controlled for 
a single imaging session or an antagonist could 
be used. This may provide one avenue to improve 
specificity.

Another concern for agents delivered to sites 
of inflamed tissue includes accounting for 
changes in local transport properties due to the 
inflammation itself. For example, many probes 
will have a higher effective permeability in the 
inflamed tissue during insulitis, potentially 
increasing local probe uptake. A structurally sim-
ilar nonbinding probe could be used to quantify 
the impact of inflammation on imaging agent 
concentration in the inflamed local environment. 
This could be critical if some of the significant 

interindividual variability seen in clinical trials 
is due to differences in delivery and not just 
 differences in beta cell mass [101]. SPECT offers 
the possibility of gating on two gamma ray ener-
gies, providing “two-color” imaging, and adapta-
tions for use with PET are being explored [102]. 
This could be employed for binding and nonbind-
ing controls [94] to normalize results to differ-
ences in probe delivery from inflammation. 
Recently, Mathijs and colleagues used this dual 
isotope approach for delineating the pancreas 
relative to surrounding organs, such as the kid-
neys, in mouse imaging [103].

In conclusion, there are key challenges that 
must be overcome to develop an imaging agent 
for the clinic moving forward. One, there must be 
improvements in the specificity of PET and 
SPECT beta cell targeting probes as they repre-
sent the most advanced and well-characterized 
approaches for BCM assessment in humans. The 
promising results in the clinic for both VMAT2 
and GLP-1R targets still show overlap between 
healthy controls and type 1 diabetics, which is 
short of the desired goal of quantifying a graded 
loss in beta cell mass. Two, the clinical applica-
tion must be clearly defined for different imaging 
modalities. For example, given the radiation 
 concern in pediatric populations, can a composite 
score of MRI-measured inflammation, autoanti-
body titer, and other clinical data (e.g., functional 
tests) provide enough information for measuring 
patient response to treatment? Each of these 
methods has drawbacks individually, but prog-
ress in several areas may allow reasonable mea-
surements of clinical response. One could 
envision PET/SPECT imaging playing a critical 
role in clinical trials for developing new treat-
ments, while MRI methods would be used for 
clinical practice to avoid the safety risk associ-
ated with ionizing radiation. Lastly, there is a 
need for more emphasis in imaging agent design. 
Due to the complexity of imaging beta cells, a 
clinically reliable probe needs to display ideal 
pharmacokinetic properties including high target 
uptake, low systemic concentrations during 
imaging, very low nonspecific sticking to pro-
teins, and next to zero off-target uptake for maxi-
mum contrast. Given the expense of developing 
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new probes and imaging techniques, particularly 
those requiring large animals, in vitro and in 
silico experiments can help guide the rational 
design of probes, efficiently set up animal experi-
ments, and help interpret the results to maximize 
the information gained from animal imaging. 
These probes can facilitate our understanding of 
diabetes, open up opportunities for new drug tar-
gets, and monitor progress in clinical trials to 
improve the outcome for this increasingly preva-
lent and costly disease.
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Brain Disorders

Vesselin Z. Miloushev and Ronald G. Blasberg

9.1  Introduction and Scope

Brain metabolism is in itself a broad topic. 
Metabolism as a concept is an approach to under-
stand the behavior of biological systems. It com-
prises the transient and steady-state chemical 
reactions and cellular machinery necessary to 
maintain homeostasis and dynamically respond 
to changing physiological environment on cellu-
lar, tissue, and organism levels. These processes 
permit basic cellular functions and have impor-
tant consequences for pathological processes. 
Disorders in multiple enzymatic steps affect nor-
mal brain function and development. 
Manifestation of metabolic disorders in the brain 
is primarily due to the relatively high and con-
stant metabolic demands. Brain metabolism is 
complex not only on a cellular level but also on a 
tissue level, with complex metabolic interactions 
between neurons and glia, and metabolic differ-
ences in based on brain anatomy [1].

This chapter highlights imaging approaches to 
disorders of brain metabolism, based on current 
technology and understanding of the underlying 
cellular/tissue biology. The subsequent core of 
this chapter introduces brain metabolic disorders 
accompanied by summaries of relevant imaging 

approaches, noting several more concise reviews 
of this subject [2, 3]. This chapter is far from 
comprehensive in cataloguing the multitude of 
observed, and the many more theoretically pos-
sible, metabolic disturbances which have pheno-
types in the central nervous system. Rather, we 
concentrate on the most commonly described and 
representative disorders, to provide an overview 
of this expansive discipline.

We begin by providing a historical context for 
metabolic imaging of the brain followed by a 
brief survey of modern approaches. Subsequently, 
several categories of well-known metabolic dis-
orders with brain “phenotypes” are discussed in 
further detail. The categories are disorders of 
central energy metabolism, urea cycle disorders, 
peroxisome biosynthesis disorders, cholesterol 
biosynthesis disorders, amino acid disorders, 
organic acidosis disorders, and lysosomal stor-
age disorders. Finally, we explore the several 
prevalent multifactorial disorders including 
Alzheimer’s disease, Parkinson’s disease, depres-
sion, and diabetes, highlighting the metabolic 
perspective of disease and breadth of this topic.

9.2  History

The origins of brain imaging date back to the 
early 1900s, when a neurosurgeon (Walter Dandy) 
injected air into ventricles of the brain and later 
into the subarachnoid space via lumbar spinal 
puncture, to obtain contrast images of the 
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ventricles and subarachnoid space on plain X-ray 
film. The procedure, known as ventriculography 
or pneumoencephalography, was initially used in 
patients suspected of having hydrocephalus and 
later in patients suspected of having a brain tumor. 
In 1927, cerebral angiography using an iodinated 
contrast agent was used to visualize normal and 
abnormal blood vessels of the brain with great 
detail. Radionuclide-based imaging, based on the 
radiotracer principle, was first described by 
George de Hevesy in 1935, using 32P to study 
phosphorus metabolism, which led to radionu-
clide-based imaging (scintigraphy), with the 
Anger gamma camera in 1957. Three- dimensional 
X-ray imaging of the brain using computerized 
axial tomography (CAT or CT scanning) was 
introduced in the early 1970s, yielding more 
detailed anatomic images of the brain for both 
diagnostic and research applications. This 
advance was shortly followed by three-dimen-
sional radionuclide imaging of the brain in the 
early 1980s with single-photon emission com-
puted tomography (SPECT) and positron emis-
sion tomography (PET). Now, PET-CT hybrid 
tomographs are widely available. With respect radio-
pharmaceuticals, 18F-fluorodeoxyglucose (FDG) 
was the first radiotracer for metabolic/molecular 
imaging of the brain using PET. It was approved 
by the FDA for clinical use in 2000, after a 20-year 
research/investigative/regulatory sojourn. 
Magnetic resonance imaging (MRI or MR) was 
developed concurrently with PET and provides 
much greater anatomical detail of different brain 
structures, compared to CT. During the 1980s, 
many technical refinements were introduced and 
diagnostic MR applications rose to its current pre-
dominance. Functional magnetic resonance imag-
ing (fMRI) became a reality when it was shown 
that blood flow changes measured by PET could 
also be imaged by MRI (BOLD technique). Since 
the 1990s, fMRI has come to dominate several 
physiological measures that were initially 
obtained with PET (such as brain activation map-
ping) due to the lack of radiation exposure and 
low invasiveness of MRI. “Molecular imaging” of 
the brain and diseases of the brain are currently 
performed by both MR and PET using now stan-
dard techniques.

9.3  Description of Modern 
Imaging Approaches

Magnetic resonance imaging of the brain uses 
local differences in the concentration and relax-
ation properties of water proton nuclear spins to 
delineate anatomic structures. Currently, available 
clinical systems operate at 1.5–3.0 T, readily 
achieving resolution on the order of 1–2 mm. 
Abnormalities in volume and signal of anatomic 
structures can be readily detected. The so-called 
contrast enhancement results from breakdown or 
the absence of the blood-brain barrier; it is typi-
cally achieved by intravenous injection of inert 
gadolinium chelates, which shorten the T1 relax-
ation time constant, increasing steady-state signal 
in short recycle delay sequences (T1-weighting). 
The possible causes of underlying abnormalities 
can be inferred from the imaging pattern and clin-
ical scenario, anchoring the rationale for the field 
of neuroradiology. While considered sensitive in 
broad terms, such anatomical MRI is not neces-
sarily specific. For example, varied leukodystro-
phies have overlapping imaging features requiring 
additional information for diagnosis [4, 5]. 
Further, abnormalities detected by standard MRI 
often indicate damage or significant departure 
from normal metabolism in the underlying brain, 
but detection of subtle or physiological changes 
requires additional techniques.

Several so-called advanced MRI methods are 
targeted to specific physiological properties. The 
most commonly recognized subspecialty modal-
ity is functional MRI (fMRI). Neural activation 
can be inferred using the blood oxygenation-level 
dependent (BOLD) effect with paradigm-driven 
fMRI or paradigm-free approaches (resting-state 
fMRI). This technique can localize functional 
units in the brain. It has been applied to many 
clinical scenarios to gauge altered brain connec-
tivity and function.

Magnetic resonance spectroscopic imaging 
(MRSI) typically of proton (1H) nuclei, and oth-
ers including phosphorus (31P) and carbon (13C), 
measures the resonant frequency or relative 
chemical shift of underlying nuclear spins. The 
nuclear chemical shift is sensitive to chemical 
structure and can be used to identify molecules, 
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given some a priori knowledge of the set of 
 possibilities. The primary limitation is low signal 
to noise. Spectral complexity is a secondary 
problem, unless multidimensional and less sensi-
tive techniques are used. Notwithstanding, 1H 
MRSI at clinically prevalent field strengths (1.5–
3.0 T) and feasible scan times can detect mole-
cules in the mM range of concentration, primarily 
limited to choline/phosphocholine (Cho), cre-
atine (Cr), N-acetyl-aspartate (NAA), and lactate 
(Lac). The so-called high-field MRSI (7 T and 
above) can detect static pools of at least 20 differ-
ent metabolites [6]. Given current limitations, 
however, the power of the MRI spectroscopy is to 
include/discount certain diagnoses, although in 
the context of additional information [7].

Hyperpolarization MRI (HP-MRI) tech-
niques, such as dissolution dynamic nuclear 
polarization, are under active development with 
the aim of improving concentration limits (nM to 
uM range, approaching the sensitivity of PET) 
and sampling real-time metabolism [8]. Many 
challenges remain; however, HP-MRI has the 
potential for widespread clinical applications 
since it inherently images nontoxic endogenous 
metabolites, is fast and repeatable, and uses no 
ionizing radiation.

Diffusion tensor imaging/diffusion spectrum 
imaging (DTI/DSI) exploits the anisotropic and 
anomalous diffusion environment of white matter 
tracts to characterize their integrity and direction. 
The most common and simplest approach models 
diffusion as a Gaussian elliptical tensor, extract-
ing the voxel-based orientations (eigenvectors) 
and amplitudes (eigenvalues) of diffusion in three 
dimensions; mean diffusivity (MD, average of 
eigenvalues) or equivalently apparent diffusion 
coefficient (ADC) and fractional anisotropy 
(similar to normalized standard deviation of 
eigenvalues) are commonly reported. This tech-
nique can infer the location of known white mat-
ter tracts. In addition to signal-to-noise 
limitations, disruption of the anisotropic environ-
ment, for example, due to “edema”—a term 
probably encompassing several pathophysiolo-
gies, affecting compaction of the white matter 
tracts—can prevent accurate delineation or 
assessment of integrity.

MRI perfusion imaging uses inert contrast 
agents and spin labeling techniques to quantify 
kinetic parameters related to mass/volume trans-
fer from the vasculature to additional compart-
ments. Typical parameters include the 
permeability of the vasculature (Ktrans, or K12) and 
plasma volume of (Vp).

An emerging class of MRI contrast agents 
exploits dynamic molecular properties for sensing 
the cellular/extracellular microenvironment or 
detection of low-concentration metabolites. 
Mechanistically, these probes rely on modulation of 
the chemical shift, for example, due to differences in 
pH, redox potential, or chemical exchange (i.e., 
chemical exchange saturation transfer – CEST) 
[9, 10]. Recent achievements include imaging of 
endogenous glucose and glutamate [11, 12].

Several photon emission methods have been 
developed under the realm of nuclear medicine to 
image brain metabolism, ligand localization, and 
perfusion. Typically detection of the emitted pho-
tons is coupled with anatomic localization, using 
computed tomography (SPECT/CT, PET/CT) or 
MRI (PET/MR). These methods currently 
achieve metabolic localization within resolution 
on the order of 5 mm, but provide invaluable met-
abolic information. Molecular imaging using 
PET and SPECT is largely based on the ability of 
specific radiopharmaceuticals to monitor specific 
molecular events. The most widely used positron 
emitter 18fluorodeoxyglucose (18FDG) images 
glucose utilization in normal brain structures, as 
well as specific brain lesions as discussed below. 
The accumulation of 18FDG monitors the activity 
of the enzyme hexokinase, which reflects the rate 
of glucose utilization and glycolysis. For the past 
four decades, the radiochemistry and nuclear 
medicine disciplines have continued to generate 
an increasing number of radioligands/radiophar-
maceuticals for molecular-targeted imaging. 
Recently, new MRI-PET hybrid methods have 
become available providing the combination of 
high anatomical spatial resolution (MRI), NMR 
spectroscopy, and PET imaging.

A notable development in functional/meta-
bolic/molecular imaging is integration with 
informatics/data science and multiple “omics,” 
concentrated on statistical correlations of 
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imaging with other “big data.” For quantitative 
imaging, referencing brain images to a stan-
dard image, a process called “statistical 
 parametric mapping” (SPM) has provided 
invaluable insights in pathophysiologic corre-
lates to changes in brain morphology and con-
nectivity [13]. The future of metabolic imaging 
of the central nervous system has multifaceted 
potential in not only integrating the multiple 
viable techniques but the almost certain devel-
opment of new methods.

9.4  Categories of Metabolic 
Disorders

9.4.1  Central Energy Metabolism

Defects in the primary energy metabolism are 
associated with perturbations of glycolysis and 
subsequent oxidative phosphorylation. Glycolysis 
is sequence of chemical reactions that sequen-
tially convert glucose to pyruvate. Subsequently 
pyruvate can have canonical reductive or oxida-
tive metabolic fates. Pyruvate can be directly 
reduced to lactate, by the enzyme lactate dehy-
drogenase, coupled to the oxidation of the elec-
tron acceptor nicotinamide adenine dinucleotide 
(NADH to NAD+). The reductive fate of pyru-
vate is less energetically efficient, but is critical 
for biomass generation, and hence upregulated in 
cancer and precancer states.

Alternatively, pyruvate can be transported to 
the mitochondrial matrix and oxidized to acetyl 
coenzyme-A (acetyl-CoA), by the pyruvate 
dehydrogenase complex. Acetyl-CoA is also the 
convergence of fatty acid and protein metabolism 
with oxidative phosphorylation. Acetyl-CoA can 
enter the chemical pools of the so-called tricar-
boxylic acid (TCA) cycle, citric acid cycle, or 
Krebs cycle. The TCA is a circular sequence of 
chemical reactions energetically coupled to 
reduction of electron acceptors (NAD+ to 
NADH), and the electron transport chain com-
plexes, to ultimately generating adenosine tri-
phosphate (ATP). Within the TCA, the succinate 
dehydrogenase complex catalyzes the oxidation 
of succinate to fumarate and is structurally 

 coupled to reduction of flavin adenine dinucleo-
tide (FAD) and the electron transport chain.

The clinically observed perturbations of cen-
tral energy metabolism cluster in the pyruvate 
dehydrogenase complex, succinate dehydroge-
nase complex, pyruvate carboxylase, molecular 
transporters, and multiple defects in the electron 
transport chain. Specific mutations of genes 
encoded by nuclear and mitochondrial DNA are 
known, in addition to mitochondrial DNA dele-
tions syndromes. Several syndromes can be 
caused by mutations in different genes, and sev-
eral are associated with deletions in mitochon-
drial DNA.

Leigh’s syndrome can be caused by muta-
tions in multiple genes and is the most common 
mitochondrial disorder in the pediatric popula-
tion [14]. Clinical presentation is variable but 
with characteristic presentation in infancy, after 
a period of normal development. Presentation 
in adults has been reported, although rare. 
Imaging hallmarks are bilateral necrotic lesions 
in the basal ganglia and leukoencephalopathy, 
(Fig. 9.1).

Compromise of the pyruvate dehydrogenase 
complex or pyruvate mitochondrial import fac-
tors cause clinically variable manifestations [16]. 
Clinical manifestations include neonatal lactic 
acidosis as well as delayed presentation in later 
infancy and early childhood. Fetal and neonatal 
MRI demonstrates ventriculomegaly [17] with 
subsequent findings of periventricular white mat-
ter abnormality (PVL, aka “leukomalacia”) and 
disorders of cortical development such as poly-
microgyria [18–20]. Progressive injury can pres-
ent with necrotic lesions in the basal ganglia and 
brain stem, overlapping with presentation of 
Leigh’s syndrome [18]. Additional associations 
between PDH and epilepsy [21] and inflamma-
tory pain [20] underscore the multiple clinical 
manifestations.

Compromise of the succinate dehydrogenase 
complex (complex II) also has a variable clinical 
presentation. Mutations occur in both structural 
and catalytic components of complex and are 
exclusively encoded in the nucleus [22]. Clinical 
manifestations include multifocal brain abnor-
malities in the white matter and basal ganglia, 
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with multisystem involvement including myopa-
thy and cardiomyopathy [23]. Beyond metabolic 
dysfunction, mutations in succinate dehydroge-
nase are seen in cancer predisposition to pheo-
chromocytoma and paraganglioma, renal cell 
carcinomas, and gastrointestinal stromal tumors 
[24, 25].

The mitochondrial encephalopathy, lactic aci-
dosis, and stroke-like episodes (MELAS) syn-
drome is causable by mutations in several genes, 
the most common of which is a leucine transfer 
RNA gene [26]. Clinical characteristics include 
leukoencephalopathy, stroke, and stroke-like epi-
sodes, as well as seizures. The mitochondrial 
encephalopathy with ragged-red fibers (MERRF) 
syndrome is causable by mutations in several 
genes. Characteristically, patients demonstrate 
leukoencephalopathy, myoclonic epilepsy, and 
myopathy; muscle biopsy demonstrates charac-
teristic ragged-red fibers. The mitochondrial neu-
rogastrointestinal encephalopathy (MNGIE) 
syndrome is caused by a defect in thymidine 
phosphorylase (TYMP), causing accumulation of 
pyrimidine; associated mitochondrial DNA dele-
tions are probably resultant. Further, there is evi-
dence that the pathologic correlate of white 
matter abnormalities is nevertheless thought to be 
axonal swelling due to pyrimidine accumulation 
rather than white matter damage [27].

Lactic acidosis is a common theme for defects 
of cell energy metabolism, when oxidative phos-
phorylation is compromised. Lactate can be 

detected by 1H MRSI and is general considered 
an indicator of a mitochondrial defect when used 
for screening purposes. Increased lactate metabo-
lite has been reported in pyruvate dehydrogenase 
deficiency [28, 29], MELAS syndrome [30], 
Leigh’s syndrome [31], and succinate dehydro-
genase complex deficiency. Nonspecific brain 
“damage” also manifests as decreased NAA, and 
this has been described in multiple disorders, 
including MERRF [32]. Notably, in the case of 
succinate dehydrogenase complex deficiency, 1H 
MRSI can also directly detect increased pools of 
the un-metabolized substrate succinate [33].

9.4.2  Urea Cycle Disorders

The urea cycle is the enzymatic pathway that con-
verts the ammonia to urea [34]. This conversion nor-
mally takes place in cytoplasmic and mitochondrial 
compartments of hepatocytes. In the mitochondrion, 
bicarbonate and ammonia are condensed to form 
carbamoyl phosphate. Subsequently, carbonyl phos-
phate and ornithine are  converted to citrulline by 
ornithine transcarbamylase. In the cytoplasm, aspar-
tate and citrulline are combined to form argininosuc-
cinate by argininosuccinate synthase and broken 
into fumarate and arginine by argininosuccinate 
lyase. The conversion of  arginine to ornithine is cata-
lyzed by arginase-1, releasing urea [34].

The majority of disorders result in hyperam-
monemia, which may be marked in the infantile 

Fig. 9.1 Leigh’s 
disease. The canonical 
defect in central energy 
metabolism is 
characterized by 
necrotic basal ganglionic 
and brain stem lesions. 
The images are reprinted 
from one of the first 
publications to describe 
the abnormality on MRI, 
with permission [15]
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stages, episodic, or delayed into adulthood. In the 
central nervous system, urea cycle disorders 
result in increased glutamatergic transmission 
[34]. Many of the urea cycle disorders are charac-
terized by increased glutamine levels, detectable 
by 1H MRSI [2, 35] (Fig. 9.2). Anatomic 1H MRI 
demonstrates differential sensitivity of astrocytes, 
which have increased T2-weighted signal, possi-
bly due to direct toxicity of ammonia or gluta-
mine levels. For example, the most common urea 
cycle disorder is ornithine transcarbamylase 
(OTC) deficiency and preferentially affects the 
insular and cingulate cortex. The notable exception 

to the urea cycle disorders is arginase-1 defi-
ciency. In this case, hyperammonemia is delayed 
or episodic, and the disorder is characterized by 
congenital argininemia.

9.4.3  Cholesterol Synthesis 
Disorders

The brain is cholesterol rich due to myelin com-
ponents that insulate axons [36]. Cholesterol bio-
synthesis is a multistep process, initiated by 
reaction of two molecules of acetyl-CoA, with the 
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Fig. 9.2 Ornithine carbamoyl transferase deficiency. 
Spectra (a, b) corresponding to MRI abnormality demon-
strate increased glutamine resonances. A normal refer-
ence spectrum (c) does not demonstrate the prominent 

glutamine resonance. The figure is adapted from one of 
the initial descriptions, with permission [35]
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rate-limiting step being the subsequent  formation 
of mevalonate by HMG-CoA reductase [37]. 
Despite cholesterol biosynthesis being a multistep 
process, only eight metabolic disorders are 
known. The most common is Smith-Lemli- Opitz 
syndrome (SLOS) [38]. Affected individuals 
demonstrate mental retardation and some dys-
morphic features. The behavioral profile is char-
acteristic with pervasive autism  spectrum disorder 
[39, 40]. While dietary supplementation can ame-
liorate systemic effects, it does not rescue the cen-
tral nervous system, since the brain relies on its 
own cholesterol synthesis. Anatomic MRI dem-
onstrates midline brain malformations, most com-
monly affecting the septum pellucidum and 
corpus callosum [41]. MRSI of the cerebral white 
matter demonstrates elevations in lipid precursors 
and choline, correlating with severity [42].

9.4.4  Amino Acid Metabolism 
Disorders

Disorders of amino acid metabolism are due to 
enzymatic defects that either prevent the synthesis 
of critical metabolites or result in accumulation of 
precursors to toxic levels. Several well-known 
disorders fit into this category including phenyl-
ketonuria (PKU), maple syrup urine disease 
(MSUD), Canavan disease, and less well-known 
disorders such as nonketotic hyperglycinemia and 
Smith-Magenis syndrome. Clinical manifesta-
tions are varied as are the  multitude of disorders, 
which fit into this broad category.

Phenylketonuria results from a defect in phe-
nylalanine hydroxylase. Resulting accumulation 
of phenylalanine competes with tyrosine, a neu-
rotransmitter precursor. Characteristic clinical 
manifestations include a “musty” odor, gait dis-
turbance, epilepsy, seizures, and mental retarda-
tion [43, 44]. There are case reports of associated 
dementia and parkinsonism [45]. Brain abnormal-
ities include periventricular white matter abnor-
mality [46] and decreased cortical and basal 
ganglia volume in the absence of treatment [47, 
48]. 1H MRSI can directly detect increased phe-
nylalanine metabolite [49], and 31P MRSI demon-
strates decreased levels of inorganic phosphate 

and phospholipids [50]. DTI demonstrates 
decreased mean diffusivity with normal fractional 
anisotropy [51]. Functional MRI demonstrates 
decreased prefrontal cortex function [52]. On 
18FDG-PET there is increased activity in frontal 
lobes and the anterior cingulate, with decreased 
parietal and cerebellar metabolism; changes in 
Broca’s area can also be seen after treatment [53].

Maple syrup urine disease is a disorder caused 
by mutations in branched-chain alpha-keto acid 
dehydrogenase, in four component genes. The 
branched-chain amino acids are valine, leucine, 
and isoleucine, keto acids of which are excreted in 
the urine. Characteristic clinical manifestations 
are a “maple syrup” odor to the urine and varying 
degrees of mental and physical retardation [54]. 
There are four different clinical syndromes that 
correlate neurological disturbances with differ-
ences in enzymatic activity [55]: classic severe, 
intermediate, intermittent, and thiamine respon-
sive [54]. Anatomic MRI demonstrates diffuse 
white matter abnormalities [56, 57] (Fig. 9.3). 
DTI demonstrates decreased mean diffusivity and 
fractional anisotropy in internal capsule [57]. 
MRSI demonstrates significant methyl peaks at 
0.9 ppm due to branched- chain amino acids [58].

Canavan disease is caused by a defect in ami-
noacyclase 2, leading to increased levels of 
N-acetyl aspartate (NAA). Progressive clinical 
manifestations in early infancy are due to dysmy-
elination [59]. Anatomic MRI demonstrates 
 diffuse white matter involvement with preferen-
tial involvement of the subcortical U-fibers [4, 
60]. 1H MRSI characteristically demonstrates 
increased NAA.

Nonketotic hyperglycinemia and the Smith- 
Magenis syndrome are both disorders of glycine 
metabolism. Nonketotic hyperglycinemia is defect 
in the four-protein components of the glycine 
cleavage system that breaks glycine down into car-
bon dioxide and ammonia, with coupled reduction 
of NAD to NADH and methyl transfer of tetrahy-
drofolate to methylenetetrahydrofolate [61]. 
Several clinical manifestations have been 
described, the most common being a severe neo-
natal phenotype [62]. Anatomic MRI and DTI 
demonstrate progressive white matter changes 
related to myelin vacuolization and subsequent 
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axonal loss [63]. The Smith-Magenis syndrome 
results from microdeletion of chromosome 17p, 
encoding the cytosolic serine hydroxymethyl-
transferase enzyme that catalyzes the reversible 
conversion of serine and tetrahydrofolate to gly-
cine. Resulting low glycine levels alter NMDA 
signaling [64]. A variety of clinical manifestations 
have been described [65]. Anatomic abnormalities 
detectable by MRI include midline malformation 
and subependymal gray matter heterotopias [66].

9.4.5  Organic Acidosis Disorders

The organic acidosis disorders are a varied group 
of disorders in multiple pathways. Branched- 
chain acidoses include the well-known isovaleric 
acidemia, propionic acidemia, and methylmalo-
nic acidemia.

Isovaleric acidemia results from accumulation 
of isovaleric acid, a product of leucine metabo-
lism, due to inactivity of isovaleryl-CoA dehy-
drogenase activity. Clinical manifestations 
include severe neonatal ketoacidosis and episodic 
forms in later life [67]. Ring-like lesions in the 
basal ganglia are described in case reports [68].

Metabolism of odd-chain fatty acids, choles-
terol side chains, and several amino acids 
(methionine, threonine, valine, isoleucine) gen-
erates propionic acid. Defects in propionyl-
CoA carboxylase result in accumulation of 
propionic acid, and the disorder is associated 
with elevated glycine levels. Clinical manifes-
tations include episodic vomiting, lethargy, 
encephalopathy, and immune deficiencies [69]. 
1H MRSI demonstrates increased glutamine, 
decreased NAA and myoinositol [70] in addi-
tion to high lactate levels [71].

Fig. 9.3 Maple syrup 
urine disease. Images 
demonstrate 
involvement of the 
corticospinal tracts, 
brain stem, and 
cerebellum. The figure is 
adapted from one of the 
initial descriptions, with 
permission [56]
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The biotin-dependent reaction generates meth-
ylmalonyl-CoA from propionyl- CoA. Defects in 
methylmalonyl-CoA mutase prevent the conver-
sion into succinyl-CoA and entry into the TCA 
cycle. Resulting methylmalonic acidemia (MMA) 
is heterogenous group of disorders with varied 
clinical manifestations [72]. It is associated with 
multiple brain abnormalities, including white 
matter abnormalities, cerebellar atrophy, and 
basal ganglia calcifications [73]. Basal ganglionic 
infarcts preferentially involve the globus pallidus 
externa [74]. DTI demonstrates decreased FA of 
cerebral white matter, indicative of white matter 
damage [75]. At least in case reports, 1H MRSI 
can demonstrate normalization of lactate and 
NAA with treatment [76], in patients with MMA.

9.4.6  Peroxisome Disorders

The peroxisome is a membrane-bound organelle 
that compartmentalizes beta oxidation of very 
long-chain and branched-chain fatty acids and 
reduces the resultant hydrogen peroxide. 
Peroxisome disorders are group of disorders of 
peroxisome biogenesis and enzymatic defects. 
The two well-known disorders are the Zellweger 
syndrome and adrenoleukodystrophy (ALD).

The Zellweger syndrome is a spectrum of disor-
ders, which include Refsum disease and neonatal 
ALD, which are characterized by the absence of per-
oxisomes, due to mutations in multiple PEX genes. 
Patients demonstrate plasma elevations of very long-
chain fatty acids. Clinical MRI demonstrates an 
abnormal gyration pattern with malformations of 
cortical development, delayed myelination and pro-
gressive leukoencephalopathy and atrophy [77]. 1H 
MRSI demonstrates nonspecific decrease in NAA 
correlating with disease severity in addition to lipids 
and lactate metabolites [78, 79].

Adrenoleukodystrophy results from mutations 
in the peroxisome membrane transporter ABCD1 
gene, a member of the ATP-binding cassette D 
superfamily. The mutations result in defects in 
fatty acid oxidation and accumulation of very 
long-chain fatty acids. Classically, MRI demon-
strates posterior white matter abnormalities and 
leading-edge enhancement. The adult-onset variant 

demonstrates abnormalities in the brain stem and 
cerebellum (Fig. 9.4). 1H MRSI demonstrates 
nonspecific decrease in NAA [80]. 18FDG-PET 
demonstrates increased glucose metabolism in 
frontal lobes and reduced glucose metabolism in 
cerebellum and temporal lobe areas [81].

9.4.7  Lysosomal Storage Disorders

The lysosome is a cellular organelle compartment 
responsible for a variety of hydrolytic reactions. 
Defects in lysosomal function are termed lyso-
somal storage diseases, because of accumulation 
of precursors within the lysosome. As expected, 
multiple disorders are combined in this group.

The sphingolipidoses are lysosomal storage 
disorders with altered sphingomyelin metabo-
lism. Well-known disorders include Gaucher dis-
ease, Krabbe’s disease, Fabry’s disease, 
Niemann-Pick disease, Tay-Sachs disease, and 
metachromatic leukodystrophy. Of these, the 
most common lysosomal storage disease is 
Gaucher disease, which results from defects in 
beta-glucocerebrosidase and accumulation of glu-
cosylceramide. Type 1 (non-neuronopathic) dis-
ease usually has mild neurological involvement, 
with decreased olfaction and cognition. Type 2 
(acute neuronopathic) and type 3 (subacute neu-
ronopathic) have more significant neurological 
compromise [83]. In type 1 disease, abnormalities 
are usually mild. 1H MRSI shows relatively mild, 
considered subclinical, elevations in choline [84]. 
High-field MRSI has recently been shown to 
detect changes in glutathione metabolism in type 
1 disease [85]. DTI demonstrates decreased FA in 
middle cerebral peduncles in type 1 disease [86]. 
Type 2–3 diffusion imaging demonstrates 
decreased MD in multiple regions [87].

Metachromatic leukodystrophy results from 
deficiency in arylsulfatase A, resulting in precur-
sor elevation of sulfatides, which are important 
components of myelin. Clinically, the juvenile 
form is associated with neurological compro-
mise, while the adult syndrome is associated with 
psychiatric disturbances. Anatomical MRI shows 
diffuse white matter involvement, sparing of the 
subcortical U-fibers and a “tigroid” pattern [4, 88]. 
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1H MRSI demonstrates decreased NAA, with 
elevations in lactate and myoinositol, indicative 
of white matter damage [89, 90].

Fabry’s disease results from a deficiency in 
alpha-galactosidase A, resulting in accumulation 
of glycosphingolipids. Clinical manifestations in 
the central nervous system are primarily due to 
cerebrovascular disease, including transient isch-
emic attacks, stroke, and hemorrhage. Anatomic 
MRI shows expected correlates of ischemia with 
cortical and white matter involvement [91]. 

White matter lesions apparently occur preferen-
tially in 18F-FDG hypometabolic and hyperper-
fused regions [92]. However, MRI remains the 
preferred imaging modality, with limited long- 
term utility of FDG imaging [93]. 1H MRSI dem-
onstrates nonspecific diffusely decreased NAA, 
indicative of neuronal damage [94].

Niemann-Pick disease results from a deficiency 
in sphingomyelinase, resulting in accumulation of 
gangliosides and cholesterol with disrupted cho-
lesterol intracellular trafficking [95]. Clinical 

Control Case 1 Case 2

Fig. 9.4 Adrenoleukodystrophy. Images demonstrate the posterior predominant white matter involvement and involve-
ment of the brain stem and cerebellum. The figure is reprinted from one of the initial descriptions, with permission [82]
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manifestations of the disorder are very heteroge-
neous with several described forms, including the 
severe infantile (type A), visceral (type B), and 
juvenile (type C) forms [96]. On anatomic MRI, 
type A disease may show delayed myelination and 
frontal atrophy [97]. Type C disease may mimic 
multiple sclerosis and is characterized by atrophy 
of multiple brain structures and structural white 
matter abnormalities detected by DTI [98, 99]. 1H 
MRSI demonstrates nonspecific findings of 
decrease in NAA and elevation in choline, in mul-
tiple structures [94].

Krabbe’s globoid cell dystrophy is due to a 
defect in galactosylceramidase with resultant ele-
vation in psychosine. Clinical manifestations begin 
at infancy, characterized by irritability, stiffness, 
and seizures. MRI demonstrates increased signal in 
posterior periventricular white matter, corticospi-
nal tract, and corpus callosum [100]. Distinctively, 
this leukodystrophy is characterized by enhance-
ment of multiple cranial nerves and optic nerve 
enlargement [101]. 1H MRSI demonstrates 
increased lactate [102] and increased choline [103].

The well-known ganglioside lysosomal stor-
age disorders are Tay-Sachs and Sandhoff dis-
ease. Tay-Sachs results from mutations in 
hexosaminidase A, while Sandhoff disease results 
from mutations in hexosaminidase B. Clinical 
manifestations of Tay-Sachs, essentially indistin-
guishable from Sandhoff disease, begin in infancy 
and demonstrate neurocognitive delay, followed 
by paralysis, dementia, and blindness, with death 

in the second or third year of life [104]. Clinical 
MRI early in the disease shows signal abnormali-
ties in the deep gray nuclei with cortical and cere-
bral white matter abnormalities in the later stages, 
with cerebral atrophy [105, 106]. 1H MRSI dem-
onstrates increased choline and myoinositol with 
decreased NAA [107]. 18FDG-PET demonstrates 
decreased metabolism in the cerebellum, tempo-
ral, and occipital lobes [106].

The mucopolysaccaridoses are lysosomal stor-
age disorders that result in accumulation of glycos-
aminoglycans. Seven separate syndromes are 
described, including the eponymous Hurler, 
Hunter, Sanfilippo, and Morquio syndromes. 
Hurler syndrome results from defects in hydrolase-
α-L-iduronidase [108]. Hunter syndrome is caused 
by defects in iduronate 2- sulfatase [109]. The 
Sanfilippo syndrome is causable by four separate 
enzyme deficiencies, resulting in accumulation in 
heparin sulfate. The Morquio syndrome is causable 
by mutations in galactosamine-6-sulfate sulfatase 
and beta galactosidase enzymes,  resulting in accu-
mulation of keratin sulfate. Characteristic MRI 
findings in the mucopolysaccaridoses include 
enlarged perivascular spaces, white matter lesions, 
ventriculomegaly, and atrophy, in addition to  spinal 
canal stenosis as a result of the osseous abnormali-
ties (Fig. 9.5) [110]. For Hurler and Hunter 
 syndromes, 1H MRSI demonstrates probable accu-
mulation of mucopolysaccharides [111]. For 
Hurler syndrome, DTI demonstrates decreased FA 
thought to be due to decreased myelination [112].

Fig. 9.5 Hunter’s mucopolysaccharidosis II. The images show diffuse white matter changes and prominent perivascu-
lar spaces in the deep gray nuclei. The figure is adapted from one of the initial descriptions, with permission [113]
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9.5  Multifactorial Disorders 
and Neurodegenerative 
Diseases

9.5.1  Alzheimer’s Disease

Alzheimer’s disease (AD) is the most prevalent 
form of dementia and is predicted to increase in 
prevalence as the population ages. In the prodro-
mal/preclinical stages, it is often referred to as 
mild cognitive impairment (MCI), although not 
all patients with MCI progress to AD. AD is con-
sidered a medial temporal lobe dementia, initially 
effecting short-term memory formation. As the 
disease progresses, patients display language defi-
cits, disorientation, and behavioral changes. The 
pathophysiological hallmarks are senile plaques 
(extracellular plaques composed of amyloid- ß 
protein) and neurofibrillary tangles (intracellular 
inclusions composed of hyperphosphorylated tau 
protein). Other dementias (e.g., dementia with 
Lewy bodies (DLB), frontotemporal dementia 
(FTD), mild cognitive impairment (MCI)) have 
been similarly imaged [114].

The diagnosis of Alzheimer’s disease is cur-
rently made on the basis of clinical, neuropsy-
chological, and neuroimaging assessments. 
Structural neuroimaging (CT and MRI) is based 
on nonspecific features, primarily on brain atro-
phy, which is a late feature in the progression of 
the disease. Involvement of the medial temporal 
lobes is detectable by structural MRI [115]. 
Volumes of the hippocampal formation and ento-
rhinal cortex have strong inverse correlations 
with disease severity. Later stages of the disease 
display more generalized volume loss. More 
recently, three-dimensional (3D) volume imag-
ing of specific brain structures (such the size of 
the hippocampus) by MRI (and to a lesser extent 
by CT) has been used as parameters of the dis-
ease and its progression.

FDG-PET was one of the first molecular 
imaging strategies to provide a more functional 
assessment of Alzheimer’s disease and helped 
distinguish Alzheimer’s disease from other forms 
of dementia. It was recognized very early in the 
initial FDG imaging studies that there was a char-
acteristic hypometabolism of the parietotemporal, 

frontal, and cingulate cortex in Alzheimer’s dis-
ease and that the extent of hypometabolism was 
correlated with the severity of the dementia 
[116]. Glucose hypometabolism in Alzheimer 
disease is considered to reflect a combination of 
neuronal cell loss and decreased synaptic activity 
[117]. Clinical studies have shown that FDG- 
PET has a sensitivity of 94% and a specificity of 
73% and predicted a progressive course with a 
91% sensitivity and a nonprogressive course with 
a 75% specificity [118].

Several extensive and excellent reviews of 
FDG-PET imaging in dementia were recently 
published [119, 120], which include excellent 
descriptions and images of other dementias, 
including (a) normal aging, (b) mild cognitive 
impairment (MCI, prodromal AD), (c) dementia 
with Lewy bodies, (d) frontotemporal dementia, 
(e) semantic dementia, and (f) corticobasal 
degeneration. An example of FDG-PET imaging 
in AD is shown in Fig. 9.6.

Direct imaging of amyloid beta-formation is 
possible with Pittsburgh compound B (PiB) [121, 
122] (Fig. 9.7) and several PET tracers, including 
18F-florbetapir and 18F-florbetaben [123]. The 
presence and density of beta-amyloid correlated 
closely in individuals who had florbetapir-PET 
imaging within 99 days before death and then 
upon autopsy [124]. Patients with mild cognitive 
impairment, or older healthy controls, showed 
significantly lower mean cortical florbetapir 
uptake values [125]. Differentiating mild cogni-
tive impairment from Alzheimer’s disease is also 
possible with a tau-specific ligand 18F-FDDNP, 
which correlates with disease severity. Highly 
selective tau-specific ligands are under active 
development [126]. The amyloid imaging agents, 
as well as FDG-PET, have been used to detect 
persons at risk for Alzheimer disease even before 
the onset of symptoms [127].

The pattern of progression and involvement is 
congruent with BOLD-fMRI findings, initially 
demonstrating decreased activation in the medial 
temporal lobe [128]. In the frontal lobes, how-
ever, BOLD-fMRI demonstrates increased activ-
ity in frontal regions in AD at-risk individuals, 
suggesting preclinical reorganization of brain 
activity [129].
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Based on the Cochrane Database Systematic 
Review, a meta-analysis noted considerable vari-
ability of specificity values and lack of defined 
thresholds for determining test positivity in the 
18F-FDG-PET studies included in the analysis 
[130]. It was concluded that current evidence 
does not support the routine use of 18F-FDG-PET 
scans in clinical practice for the evaluation of 
patients with MCI. Despite the good sensitivity 
achieved in many of the studies included in the 
meta-analysis that indicates a potential value for 
11C-PIB-PET imaging in MCI, the variability in 
performance and interpretation of the studies, 
existence of “outliers,” and the lack of defined 
thresholds for determination of test positivity, 
11C-PIB-PET imaging was also not recom-
mended for routine use in the clinical assessment 
of MCI [131]. Nevertheless, both imaging tests 
demonstrate characteristic anatomical patterns 
of functional abnormality in moderate-to-severe 
Alzheimer’s Disease.

9.5.2  Parkinson’s Disease

Parkinson’s disease (PD) is the most frequent 
neurodegenerative movement disorder character-
ized clinically by rigidity, akinesia, resting 
tremor, postural instability, and often early pre-
senting nonmotor deficits due to progressive 

degeneration of the dopaminergic nigrostriatal 
system, responsible for the core motor symp-
toms. Two forms of PD are described: (a) “famil-
ial” or early-onset PD involving a mutated gene 
and (b) “idiopathic/ sporadic” or late-onset PD 
(>85% of all patients). PD affects ~1.5% of peo-
ple over 65 years and 2.5% over 80. PD involves 
degeneration of dopaminergic neurons in the 
 substantia nigra resulting in a resting tremor, 
rigidity, and bradykinesia. A broader category of 
“Parkinsonian syndromes” includes a number of 
toxicity syndromes (Wilson disease, manganese 
and carbon monoxide poisoning, and chronic 
exposure to certain neuroleptic drugs), as well as 
other neurodegenerative syndromes such as mul-
tisystem atrophy (MSA) and progressive supra-
nuclear palsy (PSP). Clinical differentiation of 
idiopathic Parkinson disease from causes such as 
multisystem atrophy may be difficult when 
patients do not respond to L-dopa therapy.

Presynaptic imaging studies of the dopamine 
(DA) system and its functionality can be studied 
using PET by measuring: (a) aromatic amino 
acid decarboxylase (AADC) activity with 
18F-DOPA; (b) dopamine transporter (DAT) 
activity with 11C-nomifensine, 11C-RT132, 11C- 
CFT, 18F-CFT PET [132] and with 123I-ioflupane 
(FP-CIT) SPECT (DaT-Scan) [133]; and (c) 
vesicular monoamine transporter (VMAT2) 
density with 11C-dihydrotetrabenazine (DTBZ) 

RT.LAT LT.LAT SUP

L L L LR R R R

INF ANT POST RT.MED LT.MED

Fig. 9.6 FDG-PET images of a patient with AD demen-
tia. Standard transaxial FDG-PET images (upper row), 
3D-SSP images (middle row), and 3D-SSP Z score (hypo- 
metabolism) images (bottom row). Typical AD-like glu-

cose hypometabolism is observed in the parietotemporal 
association area, posterior cingulate, precuneus, and fron-
tal association area. The figure is adapted from a review 
article with permission [120]
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[134], which provide a measure of presynaptic 
DA terminal function [135].

18F-DOPA-PET has been used extensively to 
assess AADC activity in the DA terminals [136], 
since AADC converts L-DOPA to DA (which accu-
mulates in the neuron). Thus, 18F-DOPA- PET can 
be used as a measure of DA terminal functionality. 

Measurements of 18F-DOPA uptake in the striatum 
of patients with PD will be influenced by the num-
ber of remaining dopaminergic cells. In addition, 
18F-DOPA uptake/binding  correlates inversely 
with motor disability in PD (as measured by the 
Unified Parkinson’s Disease Rating Scale 
[UPDRS]) [137]. Clinical progression has been 
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Fig. 9.7 PIB standardized uptake value (SUV) images 
demonstrate a marked difference between PIB retention in 
Alzheimer’s disease (AD) patients and healthy control 
(HC) subjects. PET images of a 67-year-old HC subject 
(left) and a 79-year-old AD patient (AD6; MMSE _ 21; 
right). (top) SUV PIB images summed over 40–60 min; 
(bottom) 18FDG rCMRglc images μmol/min/100 ml). The 
left column shows lack of PIB retention in the entire gray 
matter of the HC subject (top left) and normal 18FDG 

uptake (bottom left). Nonspecific PIB retention is seen in 
the white matter (top left). The right column shows high 
PIB retention in the frontal and temporoparietal cortices 
of the AD patient (top right) and a typical pattern of 
18FDG hypometabolism present in the temporoparietal 
cortex (arrows; bottom right) along with reserved meta-
bolic rate in the frontal cortex. PIB and 18FDG scans were 
obtained within 3 days of each other. The figure is adapted 
from [121] with permission
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studied with 18F-DOPA-PET, and it has been 
shown that 18F-DOPA uptake in the putamen is 
more correlated with disease progression than 
uptake in the caudate, which suggests that neuro-
nal loss is slower in the caudate than in the puta-
men [137].

To compare changes and drug effects on D1 
and D2 receptors in PD, a two-scan PET approach 
involving 11C-SCH23390 to assess striatal D1 
receptors and 11C-raclopride to assess striatal D2 
receptors has been used. Studies suggest there is 
abnormal binding of D2 and not D1 receptors in 
early PD [138]. In advanced PD cases, improve-
ment in clinical function following oral L-DOPA 
administration was significantly correlated with 
reductions in 11C-raclopride binding, suggesting 
an effect of increased DA on the striatal D2 
receptors [139].

Non-dopaminergic imaging has also been 
performed in PD, including (a) imaging the 
cholinergic system with 11C-PMP, 11C-MP4A, 
and 11C-NMPB, (b) imaging of the serotonergic 
system with 11C-WAY100635, 11C-DASB, and 
11C- McN5652, as well as (c) imaging the nor-
adrenergic and opioid systems and activation of 
microglial in PD.

9.5.3  Differential Diagnosis of PD 
Based on Imaging

Since clinical features of PD may resemble other 
disorders, neuroimaging can often help with 
obtaining a correct diagnosis. As noted above, the 
broader category of “Parkinsonian syndromes” is 
often confused with PD during the early stages of 
disease. Corticobasal ganglionic degeneration 
(CGD), dementia with Lewy bodies (DLB), and 
Alzheimer’s disease (AD) also share common 
clinical features with PD. It has been clearly shown 
that 18F-DOPA and dopamine transporter PET 
imaging accurately reflect disturbances in mono-
amine (dopamine) metabolism in the striatum of 
patients with idiopathic PD and can be useful in 
situations where clinical uncertainty exists for 
patients with Parkinson-like movement disorders.

For example, drug-induced parkinsonism 
(DIP) is the most common of the secondary 

“Parkinsonian syndromes” [140], initially 
described as a complication of antipsychotic 
agents, but later recognized as possible side 
effects from antiemetics, cholinomimetics, anti-
depressants, anti-vertigo medications, calcium 
channel antagonists, antiarrhythmics, and anti-
epileptic drugs [141].18F-DOPA (AADC activity) 
and dopamine transporter (DAT) PET and SPECT 
imaging have been used to differentiate between 
post-neuroleptic Parkinson-like symptoms from 
idiopathic PD. Neuroleptic-induced PD patients 
display intact DA terminals, normal 18F-DOPA 
striatal PET scans, and normal dopamine trans-
porter (DAT) scans; they do not respond to 
L-DOPA therapy and show no progression on 
follow-up, but may show improvement following 
cessation of the offending neuroleptic drug [142].

In another example, one study showed that 
volumetric analysis of MRI data and functional 
imaging of local metabolism (18F-FDG-PET) and 
of postsynaptic D2 receptor density (11C-raclopride 
PET) provides a clear distinction between PD and 
multiple system atrophy (MSA), consistent with 
the degeneration of striatal nuclei in MSA [143] 
(Fig. 9.8).

9.5.4  Diabetes

Type 2 diabetes mellitus (T2DM) and prediabetic 
insulin resistance (IR) are known to be associated 
with cognitive dysfunction and dementia later in 
life, including the development of Alzheimer’s 
disease (AD) [144]. MRI and PET neuroimaging 
have contributed to a better understanding of the 
underlying brain processes involved in this asso-
ciation, as well as the relationships with other 
disease processes—such as hypertension, hyper-
tensive cerebral vasculopathy (white matter lacu-
nes and micro-hemorrhages), carotid artery 
atherosclerosis, and obesity. Brain imaging 
shows that changes associated with T2DM 
develop slowly over the course of many years. 
Both anatomical (structural MRI) and metabolic 
(functional PET) changes have been described 
comparing age-matched cohorts (nondiabetics 
with normal plasma glucose profiles, IR predia-
betics, and T2DM). In addition, functional MRI 
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(fMRI), diffusion tensor imaging, and magnetic 
resonance spectroscopy are current technologies 
being used to study the effects of IR prediabetes 
and T2DM on brain function [145].

Patients with T2DM develop slightly more 
global brain atrophy compared with normal 
aging, and these changes increase gradually over 
time. T2DM and IR prediabetics have more 
amygdala atrophy on MRI compared to normal 
subjects; T2DM also have greater hippocampal 
atrophy compared to normals. These changes 

were found to be independent of vascular pathol-
ogy (although others state that the association 
with white matter hyperintensities and micro-
bleeds is less clear). The longer the duration of 
T2DM, the greater the loss of brain volume, par-
ticularly in gray matter, which has been observed 
in serial MRI studies. In this T2DM cohort of 
patients, there was no association with small ves-
sel ischemic disease [146].

A recent study investigated the causal risk fac-
tors for developing AD in three cohorts (IR and 

Fig. 9.8 Transaxial slices of FDG-PET, F-DOPA-PET, 
and RACLO-PET as well as T1-weighted MRI (from top to 
bottom) of a healthy control subject (control), two patients 
with idiopathic Parkinson’s disease (early-stage PD HY I 
and advanced-stage PD HY IV), and a patient with striato-
nigral variant of multiple system atrophy (MSA-P) (from 
left to right). Note the marked decrease of putaminal vol-

ume (MRI), glucose consumption (FDG), and dopamine 
D2 receptor binding (RACLO) in MSA-P, which cannot be 
found in PD and controls. Reduction of putaminal F-DOPA 
influx constants are similarly visible in PD and MSA-P 
with an intranuclear gradient of radiotracer binding toward 
lower activity within the posterior part of the putamen. The 
figure is adapted from [143] with permission
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T2DM and normal age-matched controls) [147]. 
Cerebral glucose metabolic rate (CMRglu) was 
measured by 18FDG-PET, and an assessment IR 
(HOMA-IR) was calculated using fasting glu-
cose and insulin values obtained during an oral 
glucose tolerance test. HOMA-IR values were 
correlated with CMRglu values obtained during 
the resting scan. Greater insulin resistance was 
associated with an AD-like pattern of reduced 
CMRglu in frontal, parietotemporal, and cingu-
late regions in adults with PD/T2DM (Fig. 9.9). 
Resting CMRglu values were also subtracted 
from CMRglu values obtained during the mem-
ory encoding activation scan to examine task- 
related patterns of CMRglu. There was a different 
activation pattern in the IR/T2DM cohort com-
pared to controls during the memory encoding 
task—a more diffuse and extensive activation 
pattern, associated with fewer recalled items on a 
delayed memory test.

As has been suggested in the literature, several 
questions remain: (1) Is the association between 
insulin resistance and AD causal? and (2) Are the 
mechanisms cerebrovascular or neurodegenera-
tive (amyloid driven) [148]? Although there is a 
strong association between amyloid imaging and 

AD (less with MCI), it is not 100% predictive of 
AD. Nevertheless, the mechanistic link between 
IR/T2DM and AD would have been strengthened 
had the same cohorts in the Baker et al. study 
[147] undergone an amyloid imaging study as 
well. Maybe more important would be the clini-
cal follow-up of these same patients, including 
sequential cognitive studies to assess for the 
development MCI or AD.

9.5.5  Depression

Depression is a complex neuropsychological dis-
order that has been sub-characterized as (a) major 
depressive disorder (MDD), (b) mono- and bipo-
lar depressive disorder, and other less common 
subcategories. Major depressive episodes occur in 
both MDD and bipolar disorder, but bipolar disor-
der has distinct neuroimaging characteristics that 
distinguish it from MDD [149, 150]. The complex 
symptomatology is thought to be due to an imbal-
ance of the neurotransmitter serotonin thought to 
be central to pathology. The precursor to sero-
tonin is 5-hydroxytryptophan. The tryptophan- 
shuttle hypothesis ascribes the  pathogenesis to 
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Fig. 9.9 Upper Panel. Brain regions in which a lower 
cerebral glucose metabolic rate was associated with 
greater insulin resistance as indexed by the homeostasis 
model assessment of insulin resistance. Regions in which 
the strongest negative associations were observed are rep-
resented in yellow. The vertical bar shows image color vs 
Z score scale. Image views are labeled as follows: R right, 

L left, Lat lateral, Sup superior, Inf inferior, Ant anterior, 
Post posterior, Med medial. Lower Panel. Scatterplots for 
cerebral glucose metabolic rate (CMRglu) and homeosta-
sis model assessment of insulin resistance (HOMA-IR) 
values in frontal (a) and cingulate (b) cortices for adults 
with prediabetes or type 2 diabetes. The figure is adapted 
from [147] with permission
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shuttling of tryptophan from brain to the liver due 
increased cortisol [151].

Neuroimaging of cerebral blood flow (BF) 
identified the first physiological characteristic 
of depression, identifying increased BF in the 
left amygdala in unipolar depressives with 
familial pure depressive disease relative to 
healthy controls [152], which was confirmed in 
a later FDG- PET study and extended to bipolar 
disorder as well [153]. MDD is characterized by 
reduced FDG metabolism of the dorsolateral 
prefrontal cortex (“hypofrontality”) and 
increased metabolism in limbic regions, such as 
the amygdala and insula, and in the subcallosal 
cingulate cortex [154].

Based on current “network models” of major 
depressive disorder, neuroimaging studies of 
MDD are now more focused on studying “aber-
rant function” within these intrinsically con-
nected networks. Although there is not complete 
consistency, these studies point to identifying 
brain regions/structures contributing to specific 
networks that may be involved in specific types 
of mental activity. Coupling network models to 
neuroimaging technology as potential biomark-
ers has been a focus of research over the past 
decade. FDG-PET has been used to (a) character-
ize resting-state metabolic signatures and (b) 
measure the density of neurotransmitter receptors 

or transporters. MRI has been used to measure 
(a) the volume of specific brain structures (e.g., 
hippocampus), (b) functional metabolic activity 
patterns (fMRI) in response to specific challenges 
or tasks, or (c) white matter integrity and density 
(diffusion tensor imaging). fMRI patterns reflect 
states of brain metabolic activity. Enhanced (or 
diminished) metabolic activity of specific brain 
structures/regions is accompanied by correspond-
ing changes in blood flow which can be detected 
by fMRI without exposure to radiation and with 
greater anatomical resolution. Both FDG-PET 
and fMRI images can also be examined in coor-
dinated temporal patterns of activity across mul-
tiple regions (functional connectivity) [155].

Neuroimaging studies dating back to the late 
1990s have suggested that pretreatment brain 
imaging of activity patterns can predict treatment 
efficacy [156] (Fig. 9.10). A potentially transfor-
mational development in the treatment of MDD is 
the application of neuroimaging to predict the 
best therapy for depression. Since only ~40% of 
patients treated for MDD achieve remission with 
initial treatment, the potential of a “treatment pre-
dictive” biological marker was tested in a small 
study (65 patients) [157]. This study showed that 
FDG-PET imaging of insula metabolism (relative 
to whole-brain mean metabolism) in MDD could 
predict treatment response. A good response to 

z = 10 x = 6

Fig. 9.10 Composite of a meta-analysis of functional 
predictors of treatment response in depression. Increased 
activation in anterior cingulate is predictive of positive 
response to treatment (in red), while increased activation 
in the right amygdala, striatum, and insula increases 
the likelihood of poor response (in blue). Results are 
P < 0.05 (with FDR multiple comparisons correction) 

(a). Analysis from an individual study findings in the 
anterior cingulate; areas of increased activation that were 
associated with a positive response to treatment are rep-
resented by red crosses, while the opposite finding of 
increased activation associated with a poor response are 
represented by blue crosses. The figure is adapted from 
[156] with permission
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cognitive behavior therapy and a poor response to 
escitalopram were associated with “low” insula 
FDG metabolism, while insula “hypermetabo-
lism” was associated with a good response to 
escitalopram and poor response to cognitive 
behavior therapy [157].

9.6  Concluding Remarks

This chapter has surveyed modern imaging 
approaches to brain metabolism and metabolic 
disorders. Having explored separate categories of 
canonical brain metabolic disorders and multi-
factorial disorders, we hope that the reader will 
come away with an understanding of the breadth 
of this topic and the utility of neuroimaging. This 
expansive field builds on discoveries in basic and 
clinical science, and is inherently linked to tech-
nical advances being made in neuroimaging.
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Fatty Liver Disease

Scott C. Beeman and Joel R. Garbow

10.1  Introduction

Fatty liver disease is a devastating pathology 
whose global incidence is increasing rapidly. 
Interest in nonalcoholic fatty liver disease 
(NAFLD), the most common form of fatty liver 
disease and the one that is primarily associated 
with metabolic syndrome (characterized by any 
three of obesity, elevated serum triglycerides, low 
high-density lipoprotein, elevated blood pres-
sure, and/or elevated fasting plasma glucose), has 
grown substantially in recent decades as the inci-
dence of metabolic syndrome has increased. 
Indeed, it is currently estimated that metabolic 
syndrome affects ~35% of the US adult popula-
tion and that ~12–25% of the US population is 
affected by NAFLD [1]. Left unchecked, NAFLD 
can progress to cirrhosis and/or cancer, the treat-
ment of which often requires a liver transplant. 
The incidence of NAFLD can be expected to rise 

as incidences of obesity, type 2 diabetes, and 
heart disease grow.

NAFLD encompasses a spectrum of increas-
ingly severe liver abnormalities, beginning with 
typically benign simple steatosis, defined by 
excessive intrahepatic triglyceride (IHTG). From 
steatosis, NAFLD can progress to nonalcoholic 
steatohepatitis (NASH), which is characterized 
by further increases in IHTG and liver inflamma-
tion at its early stages, and fibrosis at late stage. 
The prevailing hypothesis describing the mecha-
nism leading to liver fibrosis is called the “multi- 
hit” hypothesis. First described by Day et al. in 
1998 [2], the multi-hit hypothesis postulates that 
dysregulation of free fatty acid (FFA) metabo-
lism due to metabolic syndrome leads to IHTG 
accumulation (steatosis). In response to increased 
IHTG, expressions of inflammatory and lipid 
metabolism mediators shift, oxidative damage 
increases, and apoptosis is dysregulated, leading 
to increased stellate cell activity and hepatocyte 
death. In this poorly regulated mechanism, the 
stellate cells will produce extracellular matrix 
(ECM) faster than the rate at which hepatocytes 
can be regenerated, and the massive deposition of 
ECM into the cavities left by the dead hepato-
cytes will lead to fibrosis. Left unchecked, the 
disease will progress to cirrhosis, characterized 
primarily by massive fibrosis of the liver, leading 
to restriction of portal vein blood flow and, 
 potentially, liver failure. In addition to these pri-
mary complications, steatosis, fibrosis, and cir-
rhosis can also lead to hepatic encephalopathy, 
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renal failure, and hepatocellular carcinoma. Fatty 
liver disease is a major indicator for liver trans-
plant and is the primary cause of hepatocellular 
carcinoma [3].

The current gold standard methods for detec-
tion and diagnosis of fatty liver disease are 
serum- based liver function tests and biopsy. 
Elevated serum levels of the enzymes aspartate 
transaminase (AST) and alanine transaminase 
(ALT) are the most common biomarkers of liver 
dysfunction. Although these tests are noninvasive 
and cost-effective, measures of ALT and AST are 
not specific to fatty liver disease. Dramatic eleva-
tion of ALT and AST is also seen in hepatitis B 
and C, autoimmune hepatitis, drug-induced tox-
icity, and hepatic ischemia. Thus, evaluation of 
these biomarkers demands comparison against a 
patient’s symptoms, anthropometrics, medical 
history, and histologic findings. Beyond the stan-
dard measurements of AST and ALT are more 
sophisticated tests such as SteatoTest [4] and 
FibroTest [5], which combine serologic measures 
of ALT, total bilirubin, triglyceride, and glucose 
(among other serum biomarkers) with age, gen-
der, and body mass index to differentiate NAFLD 
and NASH from other liver diseases and to pre-
dict a patient’s susceptibility to advanced NASH 
or cirrhosis. Despite advances in multi-paramet-
ric, serum-based measures, histologic examina-
tion of liver biopsy samples remains the best way 
to assess the extent/severity of steatosis and 
fibrosis. Still, while the value of invasive biopsy 
is clear, steatosis and fibrosis are diffuse in nature 
and, thus, biopsy is subject to sampling errors. In 
addition, biopsy is not without pain and potential 
serious complications. Thus, imaging techniques 
assume a critical role in the noninvasive detection 
and characterization of NAFLD in both humans 
and preclinical animal models.

Herein, we describe the application of a num-
ber of imaging modalities for detecting and char-
acterizing NAFLD, its precursors, and its 
downstream complications. Special emphasis 
will be placed on ultrasound (US), computed 
tomography (CT), and magnetic resonance (MR) 
techniques, which are routinely available in the 
clinic, though positron emission tomography 
(PET) and optical imaging methods will also be 
discussed.

10.2  Ultrasound

Ultrasound (US) imaging is the cheapest and, 
often, the most accessible imaging modality for 
detecting, characterizing, and diagnosing fatty 
liver. Additionally, US does not employ ionizing 
radiation and is considered safe for repeated 
usage. US devices are portable and can be moved 
between exam rooms, making the imaging proce-
dure convenient and comfortable for medical 
staff and patients. Typical B-mode US imaging 
and US transient elastography are the primary 
US-based methods for detecting and staging fatty 
liver disease.

10.2.1  Typical B-Mode Ultrasound 
Imaging

Because it is cheap and ubiquitous, B-mode US 
imaging is often the preferred radiologic method 
for initial screening for fatty liver. In practice, the 
dominant radiologic feature of steatosis is 
increased echogenicity and, thus, “bright” signal 
in fatty liver, relative to normal liver [6]. However, 
the robustness of US for detecting and staging 
fatty liver disease remains subject to debate. The 
sensitivity of US to liver steatosis has been cited 
at values ranging from 64% to 100% [7–12]. The 
sensitivity of US to liver steatosis is highly 
dependent upon the severity of fat infiltration, the 
size and shape of the patient, and the sonogra-
pher. Indeed, Stauss et al. [13] measured the 
intra- and inter-operator agreement rates for 
detecting the presence of excess fat in the liver to 
be only 76% and 72%, respectively. The intra- 
and inter-operator agreement rates for assessing 
the extent of fatty liver were worse, 68% and 
55%, respectively. While the large variance in the 
reported sensitivity of US to steatosis is disap-
pointing, it is important to note that a study by 
Palmentieri et al. [11] showed that US is highly 
sensitive and predictive of severe liver steatosis 
(>30%). In this study, the authors report sensitiv-
ity, specificity, positive predictive value, and neg-
ative predictive values of 91%, 93%, 89%, and 
94%, respectively, for liver steatosis of >30%. 
Because the fat-related US signal enhancement is 
small at levels lower than 30% steatosis, B-mode 
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ultrasonography struggles to accurately detect 
and characterize low-to-moderate levels of fat 
accumulation in the liver. Thus, typical B-mode 
ultrasound might be best suited for detecting 
>30% liver steatosis [14].

It has been suggested that the relative signal 
difference between the liver and kidney might 
serve as a more reliable metric for detecting liver 
steatosis (Fig. 10.1), particularly at levels of ste-
atosis lower than 30%. The superiority of this so- 
called hepatorenal contrast in detecting 
low-to-moderate levels of liver steatosis depends 
on the similarity in the echo textures of healthy 
liver and kidney. For liver steatosis, in which the 
liver signal is slightly brightened, the healthy 
renal cortex provides a constant reference against 
which the brightened steatotic liver signal can be 
compared. Osawa et al. pioneered this technique 
and showed that fatty liver could be diagnosed 
with a sensitivity of 91% and a specificity of 84%, 
though the extent of fat infiltration into the liver 
was not measured in this study [16]. Webb et al. 
showed that by calculating the hepatorenal con-
trast, steatosis less than 25% could be detected 
reliably [17]. Expanding on the hepatorenal index, 
Hamaguchi et al. [18] have developed a simple 
scoring system, based on hepatorenal contrast, 
liver brightness, echo penetration into deep 

regions of the liver, and vascular blurring, to eval-
uate patients for visceral fat accumulation, meta-
bolic syndrome, and the severity of fatty liver 
disease. In this method, ultrasonography is scored 
on a scale of 1–3, with a score of 1 reflecting 
either hepatorenal contrast or brightening of the 
liver, a score of 2 reflecting both hepatorenal con-
trast and brightening of the liver, and a score of 3 
reflecting a significant brightening of the liver 
relative to a score of 2. The authors conclude that 
this scoring system, which accounts for a number 
of US feature within a single metric, might inform 
on metabolic syndrome, visceral obesity, and liver 
steatosis in patients who appear otherwise healthy. 
Such scoring of US provides a reliable and semi-
quantitative method for detection and character-
ization of steatosis and its complications.

10.2.2  Measuring Liver Stiffness 
with Ultrasound

The development of transient elastography (TE, 
FibroScan) has been a major advance in noninva-
sively detecting and measuring the extent of liver 
fibrosis. TE is a mono-dimensional technique 
that measures the propagation of an applied, 
 low- frequency (typically 50 Hz) shear wave through 

a b

Fig. 10.1 Ultrasound images of a non-steatotic (a) and a 
steatotic liver (b). In these images, the liver parenchyma is 
identified by a star and the renal cortex is identified by 
two arrows. Echogenicity in healthy (non-steatotic) liver 

is similar to that of healthy renal cortex, while that in stea-
totic liver is increased relative to renal cortex. Figure from 
Schwenzer et al. J Hepatology, 2009 51:3433–45 [15]
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the liver tissue [19]. TE yields a single measure of 
tissue elasticity over a cylindrical volume of roughly 
3 cm3. Liver stiffness, characterized by the elastic 
modulus of the liver, E, is approximately propor-
tional to the square of the measured velocity at 
which the applied, low-frequency shear wave propa-
gates through the tissue, v:

 E v= 3 2r  (10.1)

where ⍴ is the density of the tissue, assumed to be 
constant and approximately that of water, ~1 g/ml. 
It should be noted that Eq. (10.1) is a first approxi-
mation to the elastic modulus of the tissue that is 
based on the assumption that the liver is nonvis-
cous, isotropic, and a soft elastic medium. E is typi-
cally expressed in units of kilopascals, kPa, and 
ranges between 2.5 and 75 kPa. A healthy, uns-
carred liver will typically have a TE-measured elas-
tic modulus of less than 7 kPa, whereas the elastic 
modulus of cirrhotic liver ranges from 14 kPa to 
69 kPa. TE measurements of liver elasticity are 
highly reproducible, with a coefficient of variance 
of ~3%. Furthermore, TE-based liver elasticity 
measures are well correlated with METAVIR fibro-
sis grade [19]. To date, TE is the most widely used 
and, thus, best validated method for measuring 
liver elasticity/fibrosis. Nonetheless, deriving 
meaningful results is challenging, particularly for 
patients with metabolic syndrome. In a study of 
>13,000 TE examinations, Castera et al. [20] con-
cluded that nearly one in five liver stiffness mea-

surements were uninterpretable. The authors 
attributed this high failure rate to large waist cir-
cumference, a major problem for the application of 
TE to fatty liver disease, and operator inexperience. 
Recent advances in probe design have led to the 
XL probe [21], a probe designed specifically for 
liver elasticity measurements in obese subjects.

10.3  Computed Tomography

Computed tomography (CT), which has better 
spatial resolution and depth of penetration than 
ultrasound and is cheaper and more accessible 
than magnetic resonance techniques, is an impor-
tant tool in the noninvasive detection and charac-
terization of fatty liver disease. The use of CT for 
diagnosing hepatic steatosis dates back to 1979 
[22]. Liver steatosis can be diagnosed from abso-
lute measures of CT attenuation. Since lipid 
attenuates X-rays less than water, fat-infiltrated 
liver demonstrates less CT attenuation than nor-
mal liver. The apparent negative, linear relation-
ship between liver triglyceride content and CT 
attenuation was first observed by Ducommun 
et al. [22], in a study of rabbits with fat-infiltrated 
liver. Piekarski et al. [23] established an attenua-
tion range of 50–57 Hounsfield units (HU) for 
normal liver. More recently, it has been suggested 
that attenuation values of <40 HU are indicative 
of liver steatosis [24–26] (Fig. 10.2).

a b

Fig. 10.2 Non-contrast-enhanced CT images from 
patients with steatotic (a) and non-steatotic (b) livers. 
Mean liver attenuation in the steatotic liver was 5 
Hounsfield (HU) units (compared to 53 HU in neighbor-

ing spleen). Mean liver attenuation in the non-steatotic 
(normal) liver was 62 HU (compared to 56 HU in neigh-
boring spleen). Figure from Boyce et al. AJR 2010; 
194,623–8 [26].
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Because there is an inherent variation in abso-
lute CT attenuation in patients due to variations 
in body size and shape, it has been suggested that 
relative measures of liver attenuation might pro-
vide a more robust measure of steatosis. The 
spleen, being proximal to liver, has been pro-
posed as an internal control for CT-based detec-
tion of liver steatosis. Normal liver typically 
appears brighter on CT than the neighboring 
spleen (healthy liver attenuation is ~10 HU 
higher than spleen), whereas moderately stea-
totic liver appears darker than spleen (steatotic 
liver attenuation is ~10 HU lower than spleen). 
Iwasaka et al. [27] have suggested that a liver-to- 
spleen attenuation ratio of 0.9 or greater is indic-
ative of moderate steatosis. In work published in 
2006, Park et al. [24] characterized thoroughly 
the diagnostic performance of unenhanced CT in 
detecting macrovesicular steatosis in potential 
liver donors. In this study, a cohort of 154 sub-
jects underwent liver CT examinations and 
ultrasound- guided biopsy (for gold standard his-
tologic grading of steatosis). From the CT data, 
the liver-to-spleen attenuation ratio, the differ-
ence between liver and spleen attenuation, and 
(blood-free) hepatic parenchymal attenuation 
were calculated and evaluated as metrics for liver 
steatosis. Using cutoff values optimized for sen-
sitivity and specificity, the authors found the lim-
its of agreement to be −14–14% for both the 
liver/spleen attenuation ratio and attenuation dif-
ference and −13–13% for the hepatic parenchy-
mal attenuation metric, concluding that CT-based 
measures are insufficient for quantitative assess-
ment of liver steatosis. When more relaxed cutoff 
values were used, the data demonstrated 100% 
specificity for steatosis greater than 30%, sup-
porting the conclusion that CT performs well 
when charged with qualitative assessment of 
moderate to severe steatosis.

Contrast-enhanced CT has been explored as an 
alternative to the non-enhanced CT techniques 
described above. Studies by Johnston et al. [28] 
and Jacobs et al. [29] were conducted to establish 
robust methodologies for the diagnosis of fatty 
liver disease. In both studies, the authors sought to 
establish a quantitative liver-minus-spleen metric 
based on liver/spleen CT images enhanced with 
iodine-based contrast agents. Both of these studies 
reported a low sensitivity (~54–70%) of contrast-

enhanced CT to steatosis, attributing the poor per-
formance of contrast-enhanced CT to the significant 
influence of poorly controlled variables, including 
contrast agent injection rate and timing, during the 
measurement. Both concluded that non-enhanced 
CT is preferred to contrast- enhanced CT for detec-
tion of liver steatosis of greater than 30%. More 
recently, Varenika et al. [30] explored the utility of 
contrast-enhanced CT for detecting liver fibrosis in 
rats. Using both standard iodine-based contrast 
materials and a novel macromolecular CT contrast 
agent, hepatic fractional extracellular space and 
macromolecular contrast material uptake were cal-
culated as measures of liver fibrosis. The authors 
found a positive correlation between measures of 
hepatic fractional extracellular space and histology- 
based Ishak fibrosis scores (R2 = 0.75, P < 0.001) 
and histology-based fibrosis area (R2 = 0.80, 
P < 0.001) and a negative correlation between mac-
romolecular contrast material uptake and Ishak 
fibrosis scores (R2 = 0.83, P < 0.001) and fibrosis 
area (R2 = 0.64, P < 0.001), concluding that con-
trast-enhanced CT may be useful in detecting and 
grading liver fibrosis.

10.4  Magnetic Resonance

1H magnetic resonance (MR)-based techniques, 
which employ nonionizing radiation, are ideally 
suited for the measurement of liver steatosis and 
its complications. Magnetic resonance imaging 
(MRI) has unmatched soft tissue contrast and 
MRI, and magnetic resonance spectroscopy 
(MRS) techniques can detect/measure tissue lipid 
content by exploiting the chemical shift effect, 
which generates a detectable difference in reso-
nance frequency between water protons and lipid 
protons. In addition to standard MRI and MRS 
techniques, magnetic resonance elastography 
(MRE) has demonstrated considerable promise for 
the noninvasive measurement of liver elasticity 
and, thus, liver fibrosis. MRI, MRS, and MRE are 
indispensable tools in the study of liver steatosis.

10.4.1  1H MRS and Fat Fraction

MRS is a standard analytical technique that can 
quantitatively assess the chemical composition of 
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tissues in vivo [31, 32]. Taking advantage of dif-
ferences in resonance frequencies (chemical 
shifts) of protons in different chemical environ-
ments, MRS can readily quantify 1H signal frac-
tions from protons on fatty acids (0.9, 1.3, 2.1, 
4.2, and 5.3 ppm) and those on water (4.7 ppm), 
in vivo (Fig. 10.3). Applying these principles, 1H 
MRS has long been used as a tool for noninvasive 
quantification of hepatic lipid content [33–67]. In 
its simplest form, MRS-based fat fraction estima-
tion involves collection of localized spectroscopy 
data in liver using either a stimulated echo acqui-
sition mode (STEAM) [68] or point-resolved 
spectroscopy (PRESS) [69] pulse sequence. Data 
are collected at a minimum of two echo times 

(TE) in order to calculate and correct for T2 relax-
ation of water and lipid and with an experiment 
repetition time (TR) much greater than that of the 
longitudinal relaxation time constant (T1) of the 
“slowest relaxing” component of the signal (typi-
cally TR > 3.5 s). T2 and proton density values for 
water and lipid are typically calculated via the 
standard mono-exponential transverse relaxation 
model:
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in which SW , L(t) is the measured spectral peak 
amplitude at sampled echo time t for water, W, 
and lipid, L, S(0) is the calculated peak amplitude 
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Fig. 10.3 Magnetic 
resonance spectra from a 
liver with high fat 
content (a) and a liver 
with low fat content (b). 
Spectra are split in order 
to scale down the water 
resonance by a factor of 
8. Lipid-related peaks at 
0.9, 1.3, 2.1, 4.2, and 
5.3 ppm are especially 
apparent in the spectrum 
from the liver with high 
fat content. From these 
spectra, the hepatic fat 
fraction (HFF) for the 
liver with high fat 
content was calculated 
to be 28.6%, while in 
the lean liver, it was 
calculated to be 4%. 
Figure from Kim et al. 
Magn Reson Med, 2008; 
59:521–7 [33]
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in the absence of relaxation, and T2,W,L is the cal-
culated transverse relaxation time constant for 
water or lipid. The signal fat fraction, SFF, can be 
calculated directly from the extrapolated S(0) 
values:
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in which S(0)f is the calculated peak amplitude 
of the methylene (1.3 ppm) peak (used as a sin-
gle representative lipid peak). The challenges 
associated with MRS-based fat quantification 
and efforts to mitigate/eliminate these chal-
lenges were recently reviewed [70]. Among 
these challenges are (i) signal biases related to 
inhomogeneous longitudinal magnetization 
polarization due to short experiment repetition 
times (TR) relative to the longest T1 component 
in the tissue, (ii) spatially inhomogeneous 
transverse relaxation intrinsic to the tissue, (iii) 
the spectral complexity of lipid (i.e., the spec-
tral signature of lipid involves more than just 
the 1.3 ppm peak), and (iv) j-coupling among 
1H spins on the lipid chains. To mitigate T1 
biases, it is advised that one wait a minimum of 
3 T1 of the longest relaxing component of the 
spectrum, the time at which at least 95% of 
equilibrium magnetization polarization has 
been recovered. (Ideally, one would wait 5 T1 
values, though scans of this length are often not 
practical in a clinical setting). To account for 
transverse relaxation, data are often collected 
with several echo times (typically five) to pre-
cisely calculate T2 and S(0) via Eq. (10.2). 
Spectral complexity is accounted for by apply-
ing Eqs. (10.2) and (10.3) to all identifiable 
lipid- related spectral peaks. While the ability to 
identify individual spectral peaks depends on 
the quality of the acquired spectroscopy data, 
the most commonly observed signals from the 
liver are those at 4.7 ppm (H2O) and those at 
0.9, 1.3, and 2.1 ppm, all of which arise from 
lipid. Other peaks of interest are those at 4.2 
and 5.3 ppm, though these are often difficult to 
discern from the large and overlapping water 
signal and often must be calculated based on 
the measured spectral peak amplitudes at 0.9, 

1.3, and 2.1 ppm and prior knowledge (assump-
tions) about the  structure of triglycerides. 
Finally, J-coupling among 1H spins can be miti-
gated during acquisition by an appropriate 
choice of echo times. If each of these potential 
confounds is properly accounted for, the signal 
fat fraction can then be regarded as the proton 
density fat fraction (PDFF), which is strictly 
defined as the ratio of the proton density of 
mobile lipid (the sum of all resolvable lipid- 
related peak amplitudes, Σ ⍴L) to the sum of the 
proton densities from all mobile lipid and 
mobile water, ⍴w:

 
PDFF

L

L w
=

+
Σ

Σ
ρ

ρ ρ  (10.4)
PDFF is considered the most accurate metric 

for noninvasive quantification of tissue fat. 
Importantly, accurate PDFF quantification is, in 
principle, insensitive to magnetic field strength, 
allowing for broad implementation of the tech-
nique and comparison of data across imaging 
centers.

10.4.2  Fat Imaging and the Dixon 
Method

In 1984, Dixon applied spectroscopy principles 
to MR imaging to generate maps of fat fraction 
by assuming a simplified system in which (i) 1H 
signal only comes from water and lipid, (ii) 
water and lipid signals are separated by 
~3.4 ppm (i.e., water is at a chemical shift of 
4.7 ppm and lipid is represented only by the 
methylene resonance at 1.3 ppm), and (iii) T2

* 
relaxation is negligible. This technique is 
referred to as the two-point Dixon technique 
[71]. Based on Dixon’s assumptions, one col-
lects gradient-recalled echo (GRE) or spin-echo 
(SE) images at two different echo times, one in 
which the water and lipid signal are in phase 
(zero-degree image, SIP) with respect to one 
another and the acquired signal amplitude is the 
sum of the fractional water (SW) and lipid (SL) 
signal amplitudes, Eq. (10.5a), and one in which 
the water and lipid signal are out of phase 
(180-degree image, SOP) and the acquired signal 
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amplitude is the difference between fractional 
water and lipid signal amplitudes, Eq. (10.5b):

 S S SIP W L= +  (10.5a)

 S S SOP W L= -  (10.5b)

The echo times at which water and lipid are 
completely in and out of phase with respect to 
one another can be calculated directly from 
the magnetic field strength of the instrument 
and the chemical shift difference between 
water and methylene protons. Rearranging 
Eqs. (10.5a) and (10.5b), the water and lipid 
fractional signal amplitudes can be expressed 
in terms of measured in- and out-of-phase 
signals:
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W
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+
2  

(10.6a)
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2  

(10.6b)

Sw and SL are calculated on a voxel-wise basis 
and, when plotted, provide images of only water 
and fat, respectively (Fig. 10.4). Further, from 
Eqs. (10.6a) and (10.6b), one can calculate and 
map signal fat fraction, SFF:

 
SFF
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(10.7a)

or, equivalently, from the original acquired in- 
and out-of-phase data:

 
SFF
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S
IP OP

IP
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2  
(10.7b)

The two-point Dixon method remains the foun-
dation for many of the fat mapping and quantifica-
tion experiments performed today, though 
significant modifications to the technique have 
been made since its original implementation. 
Importantly, the assumption of negligible signal 
decay between in-phase and out-of-phase echoes 
due to T2

* is often not valid. In 1991, Glover added 
a third echo to the Dixon method to correct for T2

* 
[73] and a susceptibility image to the output of the 
Dixon method [74]. It is also now recognized that 
measures of fat fraction can be biased by spatial 
heterogeneity in longitudinal relaxation (T1 bias) 
within the tissue. Low flip angle (~10 degree) 
GRE experiments are now commonly used to mit-
igate T1 bias while still permitting rapid data col-
lection (e.g., experiment repetition every 
~125 msec). Recently, more sophisticated data 
acquisition and signal modeling techniques have 
been investigated, including studies in which as 
many as six echoes are collected and, from these 
data, multiple spectral peaks and T2

* relaxation are 
modeled [33–38, 48, 50, 54, 56, 58, 61, 62, 66, 
67]. Because typical GRE MRI does not provide 
the same robust spectral information as MRS, 
multi-resonance signal modeling of MRI-based fat 
quantification data requires substantial prior 
knowledge (assumptions) about lipid composition. 
A particularly elegant example of fat  quantification 

a b

Fig. 10.4 Phase-corrected water- (a) and fat-only (b) 
images calculated from dual-echo, two-point Dixon data. 
Data were collected on a patient with a metastatic carci-
noid tumor and likely steatosis. Indeed, signal in the liver 

on the fat image was elevated to ~6x that of a healthy, 
non-steatotic liver. Figure from Ma, Magn Reson Med. 
2004;52:415–9 [72]
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by MR imaging can be found in the work of Yokoo 
et al. [36], in which the authors assume that their 
six- echo, gradient-recalled echo MRI signal is 
comprised of six resonant frequencies: one water 
resonance (4.7 ppm, an apparent large DC contri-
bution to the signal because the MRI instrument is 
tuned to transmit/receive at the water frequency) 
and five lipid resonances at frequencies 0.9, 1.3, 
2.1, 4.2, and 5.3 ppm, having normalized weights 
of 0.09, 0.70, 0.12, 0.04, and 0.05, respectively. 
The resolvable, lipid-based resonant frequencies, 
and their relative weights, were determined from 
previous MRS studies [75]. The authors show a 
near-perfect correlation between MRS-quantified 
PDFF, considered the gold standard in the study, 
and MRI-based quantification of fat.

10.4.3  Magnetic Resonance 
Elastography

MRI and MRS are not sensitive to liver fibrosis 
and, thus, cannot fully characterize the more 
advanced stages of fatty liver disease. Like ultra-
sound transient elastography, magnetic resonance 
elastography (MRE) is a quantitative method for 
measuring the shear modulus (stiffness) of tissue. 
MRE has substantial advantages over ultrasound- 
based elastography techniques; it is inherently 
capable of mapping tissue stiffness in two and 
three dimensions and retains similar spatial reso-
lution to MRI. Further, the hardware and soft-
ware required to perform MRE experiments are 
becoming more routinely available on clinical 
MRI scanners, increasing the applicability of the 
technique.

MRE permits the mechanical properties (e.g., 
shear modulus) of tissue to be measured and 
requires a mechanical transducer to induce audio 
frequency shear waves in the tissue. Typically, 
these shear waves are driven by one of three differ-
ent mechanical transducers: (i) an electromechani-
cal transducer driven by the magnetic field of the 
MRI magnet [76], (ii) a piezoelectric transducer 
[77], (iii) or an acoustic speaker system [78, 79]. 
Among these commonly used MRE transducers, 
the acoustic speaker system is of particular interest 
in liver applications. Because the drivers of acous-
tic speaker systems employ permanent magnets, 

these transducers must be located remote from the 
MRI instrument. A pneumatic tube system is used 
to conduct pressure waves from the remote speaker 
system to the abdomen of the patient. These air 
pressure waves terminate at a drum that is in con-
tact with the patient’s abdomen and applies the 
shear waves to the liver.

MRE experiments to measure liver stiffness 
require the application of bipolar, motion- 
encoding gradients in synchrony with the 
mechanical shear waves. Using motion-encoding 
gradients, MRI sequences can be made sensitive 
to small, submicron displacements of 1H spins in 
tissue. This effect has long been applied to mea-
sure the apparent diffusion of water through tis-
sue and the flow of blood plasma in vessels. In 
1995, Muthupillai et al. applied these same prin-
ciples to measure tissue displacement resulting 
from the application of shear waves [76]. For 
both diffusion MRI and MRE, displacement is 
measured by the “accumulation of phase” of dis-
placed 1H spins during the application of the 
bipolar, motion-encoding gradients. The phase 
accumulation during the MRE experiment is lin-
early proportional to the proton displacement:

Æ( ) =
( )

+( )
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(10.8)

where ∅ is the MR-measured phase contribution 
from motion and motion-encoding gradients, θ is 
the phase offset between motion and the motion- 
encoding gradient, 



r  is the position vector, γ is the 
magnetogyric ratio of 1H protons (~42.6 MHz 
T−1), N is the number of motion-encoding gradient 
pairs, T is the period of the motion-encoding gra-
dient waveform, 



G  is the motion-encoding gradi-
ent amplitude, 



xx0  is the peak motion amplitude, 
and 



k  is the wave number. The propagation of 
mechanical waves through the tissue is sampled in 
“snapshots”, collected at 4–8 phase offsets equally 
spaced across the period of the mechanical wave. 
It is important to note that shear wave-induced 
proton displacement is not the only mechanism by 
which phase is accumulated. Thus, it is critical to 
perform a second MRE experiment, with gradients 
of opposite polarity, to remove static de-phasing 
elements. From the resultant images, which have 
encoded in them the propagation of the applied 
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mechanical wave, one can apply, for example, an 
inversion algorithm in concert with assumptions 
about isotropy, homogeneity, and incompressibil-
ity, to calculate and map the shear modulus of the 
tissue (Fig. 10.5). While mathematical inversion 
algorithms and other methods for calculating the 
mechanical properties of tissue are highly com-
plex and outside of the scope of this chapter, fur-
ther information can be found in [80–83].

MRE is now used clinically to detect and char-
acterize liver fibrosis [84, 85]. In 2007, Yin et al. 
[78] thoroughly characterized the sensitivity and 
specificity of MRE to liver fibrosis. In this study, 
35 healthy volunteers and 50 patients with 
chronic liver disease were examined with MRE- 
and MR-based fat fraction measures, and it was 
found that MRE-based liver stiffness measures 
were directly related to liver fibrosis stage 
(Fig. 10.6), as determined by biopsy. The sensi-
tivity and specificity of MRE to all stages of liver 
fibrosis were found to be 98% and 99%, respec-
tively. Further, the authors showed that MRE can 
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Fig. 10.5 Magnetic resonance elastography data from a 
patient with normal liver (a–c) and a patient with cirrhotic 
liver (d–f). Typical magnitude MR images show little dif-
ference between healthy and cirrhotic liver (a, d). Images 
of acoustic shear wave propagation reveal a substantially 

longer wavelength in the cirrhotic liver compared to the 
normal liver (b, e). Calculated elastograms reveal that the 
cirrhotic liver is much stiffer (18.83 kPa) than normal liver 
(1.7 kPa). Figure from Mariappan et al. Clin Anat. 2010; 
23:497–511 [80]
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Fig. 10.6 MRE-measured mean liver stiffness versus fibro-
sis stage in a cohort of 35 normal volunteers and 48 patients 
with liver fibrosis. Liver stiffness correlates with the extent 
of liver fibrosis (r2 = 0.94). Figure from Yin et al. Clin 
Gastroenterology and Hepatology. 2007; 5:1144–6 [78]

S.C. Beeman and J.R. Garbow



233

discern patients with moderate-to-severe fibrosis 
from those with mild fibrosis with a sensitivity 
and specificity of 86% and 85%, respectively. 
More recently, Singh et al. [86] evaluated the 
diagnostic performance of MRE in staging liver 
fibrosis via a systematic review of the literature 
and a meta-analysis of patient data. Based on the 
pooled data, the authors conclude that MRE is 
highly accurate in diagnosing significant and 
advanced fibrosis and cirrhosis. In short, MRE 
has significant potential for routine use in the 
clinic for the detection and characterization of 
liver fibrosis in patients with fatty liver disease.

10.4.4  Other MRI-Based Techniques

A number of more common clinical MR tech-
niques, including diffusion-weighted imaging 
(DWI), magnetization transfer contrast (MTC) 
imaging, and contrast-enhanced T1- and T2

*-
weighted imaging, have been applied to the 
detection/characterization of fatty liver disease 
and fibrosis. However, none have achieved the 
successes of the methods discussed above. 
Nonetheless, these techniques deserve brief 
mention here due to their ubiquity in the clinic. 
DWI has been investigated for characterization 
of steatosis and fibrosis [87–93]. While the 
results of these studies are mixed, typically, 
ADC values in steatotic and fibrotic livers are 
lower than those of healthy liver. For example, 
in a recent study, steatotic livers were shown to 
have a lower apparent diffusion coefficient 
(ADC; 1.20 ± 0.22 × 10−3 mm2/s) than healthy 
livers (1.32 ± 0.23 × 10−3 mm2/s) [94]. MTC 
imaging, which serves as a surrogate measure 
of macromolecular concentration, should, in 
principle, be sensitive to the excessive deposi-
tion of collagen and other extracellular matrix 
constituents associated with liver fibrosis. The 
results of MTC as applied to liver fibrosis have, 
thus far, been disappointing [95–97]. Contrast-
enhanced T1- and T2- weighted imaging tech-
niques, which use gadolinium chelates and 
superparamagnetic iron oxide (SPIO) nanopar-
ticles, respectively, to generate contrast at the 
sites of their accumulation, can identify regions 
of advanced fibrosis. While these protocols are 

typically more sensitive to fibrosis than CT, it 
is not clear that they can robustly detect early 
fibrosis [98].

10.5  Preclinical 
and Investigational Imaging

Rodent models of fatty liver disease have played 
a critical role in the study of fatty liver patho-
genesis. Preclinical imaging techniques, includ-
ing those described above, positron emission 
tomography (PET), and optical imaging meth-
ods, are uniquely informative for the study of 
fatty liver pathogenesis, as they allow for 
repeated and nondestructive longitudinal inves-
tigation of disease development. In addition, 
imaging results from preclinical studies can be 
correlated and validated via histology and 
immunohistochemistry. Imaging instrumenta-
tion designed specifically for small-animal stud-
ies can provide exquisite spatial resolution, and 
all of the clinical imaging techniques described 
above can be applied to the study of fatty liver 
pathogenesis in a preclinical setting. Importantly, 
experimental MR, PET, and optical techniques 
can inform on fatty liver biomarkers that are 
sometimes unavailable clinically, including 
direct measurement of the critical metabolic 
markers glucose, lactate, and pyruvate. In this 
section, we describe cutting-edge MR, PET, and 
optical techniques that are advancing the under-
standing of fatty liver disease in the preclinical 
setting. In the future, many of these techniques 
may find translation to the clinic.

10.5.1  Magnetic Resonance

MR-visible gadolinium- and iron oxide-based 
contrast agents have been designed or repurposed 
to enable measurements of fatty liver-related 
changes to specific liver structures and functions. 
For example, Tsuda et al. used the liver-specific 
gadolinium-ethoxybenzyl-diethylenetriamine 
pentaacetic acid (Gd-EOB-DTPA) contrast agent, 
which selectively accumulates in hepatocytes, to 
stage fatty liver disease in rats [99]. In this study, 
dynamic contrast-enhanced MRI principles, in 
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which the influx, uptake, and clearance of a 
gadolinium- based MRI contrast agent are 
observed with rapidly acquired T1-weighted MRI 
images (typically 1–5 s per acquisition), were 
used to observe the differential time-activity 
curves between cohorts of rats with simple ste-
atosis and NASH. The observed Gd-EOB-DTPA 
dynamics were much slower in NASH livers 
compared to those with simple steatosis. Super 
paramagnetic iron oxide (SPIO) nanoparticles 
are also useful in detecting and measuring 
Kupffer cell function. While SPIOs have long 
been used for measuring Kupffer cell function in 
livers with focal lesions like hepatocellular carci-
noma, a recent study showed that SPIOs are also 
effective in measuring Kupffer cell activity in 
steatotic livers. Indeed, through intravenous 
injection and MRI detection of SPIOs, decreased 
Kupffer cell activity in steatotic livers was dem-
onstrated [100]. More recently, targeted iron 
oxide nanoparticles were employed to noninva-
sively detect ultrastructural (submicron-scale) 
changes in steatotic liver. In this study, intrave-
nously administered cationized ferritin (CF), a 
chemically modified version of the endogenous 
iron storage ferritin protein, was used to measure 
plasma access to the hepatic perisinusoidal space, 
the space underlying the fenestrated endothelia 
of the liver that is the site of direct exchange 
between the blood and liver parenchyma [101]. 
Further, CF-enhanced MRI showed that NASH- 
related microstructural changes to the perisinu-
soidal space serve to restrict plasma access to the 
hepatic parenchyma.

Hyperpolarized carbon-13 (HP) MRS is 
cutting- edge technology that allows direct and 
rapid in vivo measurement of metabolism and 
metabolic fluxes. Molecules typically studied 
using HP methods include pyruvate, glucose, lac-
tate, malate, and aspartate. While standard 13C 
MRS has been used for decades to measure meta-
bolic biomarkers in vivo in the steady state, the 
technique is challenged by the low natural abun-
dance of 13C (~1.1%), relatively low in vivo con-
centrations of carbon-bearing molecules 
(millimolar, compared to a concentration of 
~55 M for the water molecules typically observed 
with 1H MRI and MRS), and a relatively low 

magnetogyric ratio, conditions that combine to 
yield very low measured signal-to-noise ratio per 
unit time. The recent introduction of dissolution 
dynamic nuclear polarization (DNP) technology 
permits a massive (up to 100,000-fold), though 
transient, increase in 13C signal to noise [102]. 
The DNP method employs microwaves to trans-
fer polarization from electrons to carbon spins in 
a frozen glass matrix at very low temperatures 
(~1.2 K). The resulting hyperpolarized, carbon- 
containing species is dissolved rapidly using hot 
water, with retention of the spin polarization, and 
the solution can then be used for metabolic stud-
ies in vivo in animals and humans, and in cell 
culture and bioreactors. HP MR, as applied to 
biological systems, is a young, but rapidly devel-
oping field, with much work remaining for char-
acterizing and optimizing its use in the liver. Still, 
recent hepatic studies of HP 13C MRS hint at its 
promise for direct measurement of metabolite 
concentrations and in vivo observation of meta-
bolic pathways. In 2008, Hu et al. used hyperpo-
larized 13C-pyruvate and MRS to noninvasively 
and dynamically interrogate differential alanine 
production in normal and fasted livers [103]. 
Shortly afterward, Speilman et al. quantified eth-
anol metabolism in livers in vivo via HP 
13C-pyruvate MRS [104]. Merritt et al. expanded 
upon these studies in experiments designed to 
monitor the metabolism of pyruvate in the tricar-
boxylic acid cycle (TCA) in isolated, perfused 
livers using HP 13C-pyruvate MRS [105]. The 
production of a number of metabolites, including 
[1-13C]lactate, [1-13C]alanine, [1-13C]malate, 
[4-13C]malate, [1-13C]aspartate, [4-13C]aspartate, 
and [13C]bicarbonate, was observed. To date, this 
study provides the most comprehensive assess-
ment of HP 13C-pyruvate MRS-monitored metab-
olism in the liver and highlights the great potential 
of hyperpolarized 13C-pyruvate MRS for interro-
gating liver metabolism. Finally, Lee et al. used 
HP 13C-pyruvate MRS to measure liver glucose 
production in a high-fat diet-induced model of 
fatty liver and insulin resistance [106]. These 
experiments showed differential production of 
downstream metabolites [1-13C]malate and 
[1-13C]aspartate and, importantly, demonstrated a 
correlation between the MRS-measured exchange 
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rate between [1-13C]pyruvate and [1-13C]aspar-
tate and gluconeogenic pyruvate carboxylase 
(PC) activity in hepatocytes.

10.5.2  Positron Emission 
Tomography (PET)

The majority of PET studies of fatty liver have 
used the tracer [18F]fluorodeoxyglucose (FDG). 
While some of these studies have been directed at 
identifying and characterizing NASH and 
NAFLD, many have instead been associated with 
oncology and have focused on the suitability of 
using the liver as a reference tissue for PET tumor 
studies [107, 108]. FDG PET is an emerging 
technique for imaging inflammation, and it has 
been observed that hepatic FDG uptake is ele-
vated in liver tissue with steatosis compared with 
controls [109, 110], probably the result of irre-
versible tracer uptake into inflammatory cells. 
Nonetheless, recent results in the PET literature 
for NAFLD have been varied and somewhat con-
tradictory. Some studies have reported a positive 
correlation between standard uptake volume 
(SUV) of FDG and the degree of steatosis [111], 
others a negative relationship [108], and some no 
relationship [107, 112]. A recent study reexamin-
ing these effects posited that the conflicting liter-
ature results were due to ignoring the contributions 
of normal liver FDG kinetics and blood glucose 
levels. Hepatic FDG uptake is closely associated 
with elevated triglyceride (TG) and gamma- 
glutamyl transpeptidase (GGT) levels, indepen-
dent of the presence of FLD. Thus, inflammation 
may play a major role in increased hepatic glu-
cose uptake [113]. High hepatic FDG uptake may 
be a useful prognostic factor for cardiovascular 
events in individuals with NAFLD [114]. A rela-
tively few number of PET studies of liver that do 
not involve FDG have also been reported. Fatty 
acid (FA) metabolism was measured in the livers 
of pigs using [11C]palmitate, in which it was 
observed that obese individuals have increased 
hepatic oxidation of FA and increased FA flux 
from visceral fat [115]. A recent study explored 
whether translocator protein (TSPO) (inflamma-
tion) can serve as an imaging marker for noninva-

sive diagnosis and staging of NAFLD. A 
correlation was found between the uptake of [18F]
N-benzyl-N-methyl-2-[7,8-dihydro-7-(2-(18)
F-fluoroethyl)-8-oxo-2-phenyl-9H-purin-9-yl] 
acetamide (18F-FEDAC), a TSPO ligand, and 
NAFLD activity score, as assessed by histology 
on excised tissue, in mice [116].

10.5.3  Optical Imaging

Optical imaging methods have been applied pri-
marily to the study of ex vivo tissue samples; 
only a few in vivo optical imaging studies of fatty 
liver have been reported. The combination of 
integrated coherent anti-Stokes Raman scattering 
(CARS), second harmonic generation (SHG), 
and two-photon excitation fluorescence (TPEF) 
microscopy imaging was used to monitor the pro-
gression of liver steatosis and fibrosis in a bile 
duct ligation rat model [117], and liver steatosis 
and fibrosis were found to develop at different 
rates. Diffuse reflectance spectroscopy (DRS) 
has been employed to assess steatosis in vivo in 
liver tissue during surgery and ex vivo on liver 
resection specimens. For steatosis quantification, 
correlations were found between in vivo and 
ex vivo DRS analysis (Spearman’s rank 
 correlation coefficient, rs = 0.925) and between 
DRS and histology (rs = 0.854) in ex vivo tissue 
[118]. Good correlation was also demonstrated 
between DRS-estimated hepatic steatosis vs. ste-
atosis as determined by a pathologist in a series 
of ex vivo liver tissue immediately following 
resection [119]. Dual-phase, nonlinear photo-
acoustic contrast has been used to characterize 
excised, fresh liver tissue [120], while precise 
evaluation of liver histology via optical analysis 
and computerized morphometry has demon-
strated that steatosis influences liver stiffness 
[121]. Conventional light microscopy is used 
routinely for histologic examination of tissue, 
including liver. For example, analysis of liver 
biopsy samples permitted measurement of fat 
droplets in patients with NAFLD [122] and 
allowed semiquantitative histologic grading of 
steatosis via assessment of the % of fatty hepato-
cytes (i.e., those containing lipid vacuoles) [123].
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10.6  Summary

Fatty liver disease is a costly pathology of increas-
ing worldwide incidence. Liver biopsy remains 
the gold standard for assessment of fat infiltration 
and fatty liver-related fibrosis, but is not an ideal 
tool—infection, bleeding, and pain are all poten-
tial complications of biopsy. Furthermore, steato-
sis and fibrosis can manifest in a heterogeneous 
manner, and, thus, focal biopsy might miss or 
improperly characterize the presence or extent of 
liver disease. Imaging techniques, which can non-
invasively measure and/or map liver fat and fibro-
sis, are being used increasingly in the investigation 
and diagnosis of liver disease. Herein, we have 
detailed the most common and well-investigated 
ultrasound, computed tomography, and magnetic 
resonance techniques for detecting and measuring 
liver steatosis and fibrosis.

Ultrasound is an inexpensive and ubiquitous 
modality that is often employed for initial assess-
ment of liver when steatosis is suspected. By 
exploiting the increased echogenicity caused by 
lipid droplets, standard B-mode ultrasound is able 
to reliably detect steatosis of greater than 30%. 
Because ultrasound-based detection of steatosis is 
highly dependent on abdominal size and shape, 
and prone to operator error, it has been suggested 
that assessing relative liver signal, by referencing 
to signal from a neighboring kidney, might better 
detect steatosis. While B-mode ultrasound cannot 
directly detect liver fibrosis, it can be used to mea-
sure fibrosis-related morphologic changes to the 
liver and, thus, indirectly detect fibrosis. 
Ultrasound can also be used to measure the rate at 
which shear waves propagate through tissue—a 
metric that is related to the stiffness of the tissue. 
This so-called transient elastography technique 
can directly detect and measure liver fibrosis.

Computed tomography (CT) has long been 
used for detecting liver steatosis. CT has signifi-
cantly better spatial resolution than ultrasound 
and typically costs much less than magnetic reso-
nance studies. CT measures liver steatosis by 
exploiting the negative linear relationship 
between CT attenuation and tissue lipid content. 
Like ultrasound, CT-based measures of steatosis 
are dependent upon body morphology; thus, a 

liver-to-spleen ratio measurement has been pro-
posed for more reliable detection of liver steato-
sis. Using the liver-to-spleen ratio approach, 
levels of steatosis greater than 30% are reliably 
detected. More recently, CT contrast agents have 
been employed to quantify liver extracellular 
space and macromolecular uptake in the liver—
measures that are sensitive to severity of liver 
fibrosis. Novel implementations of contrast- 
enhanced CT hold promise for grading of fibrosis 
by CT, though repeated use of CT is limited due 
to exposure to ionizing radiation.

Despite their relatively high cost, magnetic 
resonance-based techniques have several unique 
advantages in the assessment of fatty liver disease. 
Magnetic resonance spectroscopy is inherently 
sensitive to the molecular composition of tissue 
and can quantify the so-called proton density fat 
fraction of the liver with extremely high accuracy 
and precision. Through careful collection of data 
and a priori assumptions about the molecular com-
position of liver fat, measures of proton density fat 
fraction can be extended to magnetic resonance 
imaging techniques, thereby producing maps of 
liver fat and water and proton density fat fraction. 
Like ultrasound, MRI can be made sensitive to the 
propagation of shear waves through tissue via 
application of motion- encoding magnetic field 
gradients, introduced synchronously with applied 
shear waves, a technique referred to as magnetic 
resonance elastography. MRE is capable of map-
ping liver stiffness and, thus, fibrosis. Despite its 
cost, MR-based assessment offers the most sensi-
tive and reliable quantitative data for diagnosing 
and staging fatty liver disease. The value of a com-
bined and repeated MRS- and MRI-based assess-
ment of steatosis and fibrosis, enabled by MR’s 
use of nonionizing radiation, is substantial.
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Abbreviations

ATP Adenosine triphosphate
DNP Dynamic nuclear polarization
HP Hyperpolarization
LV Left ventricle
MRI Magnetic resonance imaging
MRS Magnetic resonance spectroscopy
PDH Pyruvate dehydrogenase
PET Positron emission computed tomography
PPP Pentose phosphate pathway
RV Right ventricle
SPECT Single photon emission computed 

tomography
TCA Tricarboxylic acid
TG Triglycerides

11.1  Introduction

Metabolism of exogenous and endogenous sub-
strates, under baseline conditions and in response 
to metabolic and physiological stimuli, is central 
to cardiac myocyte health. The ever-burgeoning 
body of evidence demonstrating the primacy of 
perturbations in intermediary metabolism in the 
pathogenesis of common cardiovascular diseases 
such as ischemic heart disease, heart failure, and 
diabetic cardiomyopathy further supports this 
contention. It is becoming increasingly apparent 
that chronic adaptations in cellular metabolism 
initiate a host of pleiotropic actions detrimental 
to cellular health such as impaired energetics, 
increases in inflammation, oxidative stress, and 
apoptosis. Indeed the importance of altered inter-
mediary metabolism underlying human cardio-
vascular disease is exemplified by the robust drug 
discovery and development efforts to identify 
new metabolic modulators.

Radionuclide imaging by positron emission 
tomography (PET) and single photon emission 
computed tomography (SPECT) are the most pow-
erful used methods to perform in vivo  assessments 
of myocardial metabolism. PET is currently the 
gold standard for imaging myocardial metabolism 
in humans. Its high sensitivity, resulting in the 
administration of nano- to picomolar concentrations 
of various radiotracers, and inherent quantitative 
capability permit the measurement of fluxes in 
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absolute rates through key metabolic processes 
without perturbing the biochemical system. SPECT 
can also measure myocardial metabolism under 
baseline conditions but is nonquantitative and lacks 
the availability of an extensive portfolio of meta-
bolic radiotracers. Both methods suffer from the 
inability to simultaneously measure multiple meta-
bolic processes which is certainly desirable given 
the complexity of cellular metabolism in health and 
disease.

Nuclear magnetic resonance (NMR) spectros-
copy and imaging methods are valuable tools, but 
their use in humans is practically impossible due 
to the combination of the low concentration of the 
relevant metabolites plus low NMR sensitivity of 
these nuclei with a detection threshold of milli-
molar concentrations. Hyperpolarization produces 
a temporary redistribution of nuclear spin popula-
tions and partially overcomes this sensitivity limi-
tation while preserving the chemical specificity 
inherent in NMR. This technology was well 
known within the physics community for decades, 
but it was not until Ardenkjaer- Larsen, Golman, 
and colleagues demonstrated that the hyperpolar-
ized state could be achieved temporarily under 
physiologically relevant conditions that potential 
in vivo assessments could be realized [1, 2]. Since 
this technology is applicable at conventional MR 
fields, it is possible to utilize standard MR scan-
ners, coils, and other technologies, which are safe 
for humans [3]. There is considerable interest in 
developing hyperpolarized MR-based contrast 
agents for cardiac studies in humans. From a meta-
bolic perspective, specific substrates labeled with 
13C offer the potential to simultaneously assess 
diverse metabolic pathways. However, MR imag-
ing of hyperpolarized 13C (13C-HP) does present 
significant challenges for routine imaging such as 
the significant time constraints due to a short T1. 
Furthermore, due to the administration of milli-
molar concentrations of material, metabolic 
 conditions are perturbed which complicates the 
interpretation of the measurements.

This first portion of this chapter will summa-
rize the fundamentals of myocardial metabolism 
and important regulatory mechanisms, highlight-

ing aspects that are relevant to design and inter-
pretation of PET or 13C-HP studies. Although 
intermediary metabolism, energy capture, and 
biosynthetic pathways in the heart are complex, 
the key features can be understood as interacting 
modules and pathways. The second portion will 
detail the relative strengths and weaknesses of 
radionuclide imaging focusing on PET and 13C- 
HP to assess myocardial metabolism. Compared 
to hyperpolarization methods, clinical radionu-
clide methods are far more mature. There is no 
experience with hyperpolarization methods in 
heart disease in humans. PET and 13C-HP may be 
able to provide complementary information on 
myocardial metabolism. Accordingly, the final 
portion of the chapter will briefly discuss the 
metabolic perturbations associated with some 
common cardiovascular diseases and present 
potential scenarios whereby synergies may be 
realized by combining these two technologies.

11.2  Energy Production 
and Related Metabolic 
Pathways

Every metabolic pathway is complex, and control 
mechanisms operate at the level of enzyme expres-
sion, the interactions with cofactors, and the con-
centrations of substrates and products in the local 
environment. A useful generalization is to separate 
heart metabolism into distinct modules such as the 
citric acid cycle, glycolysis, the pentose phosphate 
pathway, and β-oxidation linked by a few key mol-
ecules at metabolic crossroads. These critical mol-
ecules are acetyl-CoA (the final common product 
of multiple pathways), pyruvate (linking the prod-
uct of glycolysis with exogenous pyruvate and lac-
tate), and glucose- 6- phosphate (linking glycolysis, 
glycogenolysis, and the pentose phosphate path-
way). This section presents a brief overview of 
helpful concepts for understanding the design and 
interpretation of studies with tracers in the heart. It 
will also serve to point out important aspects of car-
diac metabolism that are currently difficult to 
probe. The focus is on key metabolites at metabolic 
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crossroads since these molecules or their analogues 
are targeted in metabolic imaging.

The vast majority of the energy driving cardiac 
function comes from the oxidation of acetyl- CoA 
in the citric acid cycle. The heart normally gener-
ates acetyl-CoA from a complex mixture of exog-
enous substrates including fatty acids of various 
chain lengths, glucose, lactate, pyruvate and the 
ketones, acetoacetate, and β-hydroxybutyrate 
(Fig. 11.1). The relative concentrations may vary 
dramatically under both physiological and patho-
logical conditions. Studies of isolated hearts in 
which only a single substrate or perhaps two sub-
strates are supplied do not reflect the pattern of 
energy production observed in vivo. In general, 

the heart readily switches among substrates to 
generate acetyl- CoA [4, 5]. If glucose is the only 
substrate available to the heart, it is readily oxi-
dized to acetyl-CoA, but the contribution of glu-
cose to acetyl-CoA is negligible when a 
physiological mixture of substrates is available [6, 
7]. Under normal conditions of perfusion and 
oxygen tension, the majority of energy production 
in the heart is derived from oxidation of long-
chain fatty acids. A significant contribution is also 
derived from ketones and lactate [6, 7]. During a 
fast, the contribution of ketones to energy produc-
tion increases substantially, and the contribution 
of lactate may increase markedly during exercise 
[8]. Under abnormal conditions, for example, left 
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Fig. 11.1 Processes for energy capture in the heart. The 
heart in vivo is provided with a complex mixture of sub-
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ventricular (LV) pressure-overload hypertrophy, 
oxidation of glucose increases substantially. 
Consequently, one of the challenges of under-
standing cardiac energy metabolism is that it is 
governed by at least three factors – plasma sub-
strate concentration, normal physiological 
responses to energy demands, and disease.

11.2.1  Acetyl-CoA from β-Oxidation 
of Ketones and Fatty Acids

The concentration of fatty acids in plasma 
strongly influences the rate of uptake by the heart. 
The normal range of free fatty acids is roughly 
0.2–0.8 mM but can reach 1.0 mM due to stress 
or conditions such as diabetes or starvation. 
Actually, long-chain fatty acids are water insolu-
ble and therefore are always bound to albumin or 
incorporated into triglyceride (TG), either as chy-
lomicrons or very low-density lipoproteins. After 
transport across the sarcolemma, a long-chain 
fatty acid is transiently bound to a fatty acid bind-
ing protein and subsequently activated by fatty 
acyl-CoA synthase. The product of this reaction, 
long-chain fatty acyl-CoA, may either be esteri-
fied to TG by glycerophosphate acyltransferase 
or converted to long-chain fatty acylcarnitine by 
carnitine palmitoyltransferase (Fig. 11.1). The 
fate of a fatty acid – esterification and storage vs. 
oxidation – is a critical branch point in metabo-
lism of long-chain fatty acids. About 80% of 
radiolabeled oleate or palmitate is rapidly metab-
olized via ß-oxidation and the citric acid cycle. 
This suggests that about 20% of fatty acids enter-
ing a cardiomyocyte must enter the intracardiac 
TGTCA pool. However recent observations sug-
gest preferential oxidation of fatty acids may 
occur via continuous mixing and cycling within 
the TG pool, suggesting the preferential route for 
fatty acid oxidation is still an open question [9]. It 
is important to be aware that cardiomyocytes 
may store TGs because these fatty acids can be 
mobilized during adrenergic stimulation and may 
provide a source of fatty acids for oxidation [10].

As noted above, the majority of long-chain 
fatty acids are oxidized for energy production. 
The cytoplasmic long-chain fatty acyl-CoA can-
not penetrate the inner mitochondrial membrane 
and for this reason is converted to a fatty acyl 

 carnitine, described above, by carnitine palmitoyl 
transferase I (CPT-1). Carnitine acyltranslocase 
transports this long-chain acylcarnitine across the 
inner mitochondrial membrane. Finally, the long- 
chain acyl-CoA is regenerated in the mitochon-
drial matrix by CPT-2. Within the mitochondria, 
fatty acids undergo repeated cycles of ß- oxidation 
to generate acetyl-CoA for oxidation in the citric 
acid cycle.

[1-11C]acetate has been studied [11] as a tracer 
for the assessment of citric acid cycle flux in the 
myocardium. The time-activity curve of 11C may 
be interpreted in terms of the tricarboxylic acid 
cycle (TCA) flux and oxygen consumption. 
Unlike long-chain fatty acids, acetate may be 
oxidized without the need for the carnitine palmi-
toyl transferase (CPT) system to cross the inner 
mitochondrial membrane. In addition to oxida-
tion in the TCA cycle, acetate also participates in 
an important energy-buffering system in the 
myocardium catalyzed by carnitine acetyltrans-
ferse. This enzyme, located in the mitochondria, 
interconverts acetyl-CoA with acetylcarnitine 
[12, 13, 21]. Consequently, the excess concentra-
tion of acetyl groups, whether derived from 
infused acetate, carbohydrates, or fatty acids, can 
be buffered.

β-Hydroxybutyrate and acetoacetate are 
ketones that arise from metabolism of fatty acids 
in the liver. Like fatty acids, the heart oxidizes 
ketones at a rate dependent on the concentration 
in plasma. Consequently, the contribution of 
ketones to acetyl-CoA can shift dramatically 
depending on nutritional and neurohumoral con-
ditions. The concentration of ketones is normally 
low in a fed, rested mammal, in the range of 
0.03–0.06 millimolar [14, 15]. Considering the 
low concentration of ketones normally present in 
plasma, approximately 10x lower than fatty 
acids, it is perhaps surprising that ketones 
 contribute to energy production at all [6]. During 
starvation, heart failure, or poorly managed type 
1 diabetes, the concentrations can rise 
 dramatically into the millimolar range and mark-
edly suppress oxidation of both fatty acids and 
carbohydrates. Hence, under these conditions 
ketones may provide essentially all acetyl-CoA 
in the myocardium. For this reason it is important 
to be aware of the nutritional conditions when 
interpreting metabolic imaging studies.
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11.2.2  Pyruvate and Lactate

Pyruvate is a substrate for pyruvate dehydroge-
nase (PDH), a regulatory site in cellular metabo-
lism that links the TCA cycle and subsequent 
oxidative phosphorylation with key steps in glu-
cose, lipid, and amino acid metabolism. Pyruvate 
levels in the blood are typically low (normally 
~0.1 mM). Under normal physiological condi-
tions, intracellular pyruvate is readily produced 
by conversion from lactate. However, after bolus 
administration, the heart rapidly oxidizes pyru-
vate. Like the concentration of ketones, the con-
centration of lactate (normally 1.0–1.2 mM) may 
vary substantially depending on the physiologi-
cal response to exercise or disease. The heart is 
normally a net consumer of lactate, although dur-
ing ischemia it may actually produce lactate. The 
enzyme interconverting lactate and pyruvate, lac-
tate dehydrogenase, is highly active in the myo-
cardium, so the heart readily metabolizes lactate 
(after conversion to pyruvate) when the plasma 
concentration rises. Pyruvate has four fates in the 
heart: decarboxylation to form acetyl-CoA for 
subsequent oxidation in the citric acid cycle, 
transamination to alanine, reduction to lactate, 
and carboxylation to form oxaloacetate.

Decarboxylation by PDH is irreversible, and 
this reaction plays a key role in regulating fatty 
acid and carbohydrate oxidation. PDH is located 
in the mitochondrial matrix and flux is regulated 
by both covalent modification and feedback 
inhibition [16]. Interestingly, certain fatty acids 
may paradoxically stimulate PDH [17, 18]. The 
cycle of covalent modification, phosphorylation- 
dephosphorylation, is controlled by PDH kinase 
and PDH phosphatase, respectively. High con-
centrations of pyruvate favor flux through PDH 
which is consistent with inhibition of the kinase 
(less phosphorylation of PDH). Flux through 
PDH is also stimulated by a low [acetyl-CoA]/
[free CoA] and a low NADH/NAD+ ratio. In the 
heart, the dominant isoform of PDH kinase is 
PDH kinase 4; its expression is induced by dia-
betes, starvation, and peroxisome proliferator 
activator receptor ligands. Under all these con-
ditions, PDH phosphorylation is expected to 
increase, thereby inhibiting oxidation of pyru-
vate or upstream carbohydrates. Under starva-
tion conditions, this effect is teleologically 

appropriate since it would have the effect of pre-
serving carbohydrates for brain metabolism. 
Dephosphorylation of PDH (activation of PDH) 
by the phosphatase is increased by calcium, 
which in turn is sensitive to adrenergic stimula-
tion or other interventions that drive increased 
[Ca++] in the mitochondria and are associated 
with increased myocardial contractility.

Carboxylation of pyruvate to form oxaloace-
tate is quantitatively a minor pathway in pyruvate 
metabolism compared to potential flux through 
PDH [19–21]. Nevertheless, this pathway is 
likely important in understanding cardiac metab-
olism. The sum of TCA cycle intermediates var-
ies substantially depending on available 
substrates and work state. Since the concentra-
tion of citrate may play a role in regulation of 
glycolysis, the total mass of TCA cycle interme-
diates may influence glucose metabolism. The 
myocardium has the capacity to remodel and 
hypertrophy; thus, metabolic pathways necessary 
for biosynthetic and degradation reactions involv-
ing amino acids are likely important. However, 
no imaging method is available to directly assess 
this reaction in vivo.

In addition to these two reactions in the mito-
chondria, decarboxylation to acetyl-CoA and 
carboxylation to oxaloacetate, pyruvate may also 
undergo exchange reactions in the cytosol. 
Transamination to alanine is catalyzed by ala-
nine aminotransferase in the overall reaction: 
pyruvate + glutamate → alanine + α-ketoglutarate. 
Pyruvate may also be reduced to lactate by lac-
tate dehydrogenase, a reaction requiring NADH 
as a cofactor. Consequently the rate of conver-
sion of pyruvate to lactate (but not alanine) 
should be sensitive to redox conditions.

11.2.3  Glucose and Glycogen

Glucose and glycogen are mentioned last 
because at physiological concentrations of fatty 
acids, ketones, and lactate, both substrates con-
tribute little to the overall energy production in 
the healthy, well-oxygenated myocardium. 
Nevertheless, glucose metabolism plays an 
important role in myocardial energetics, for a 
number of reasons. First, glycolysis and glyco-
genolysis provide energy buffers during periods 
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of stress and protect the myocardium during 
periods of brief ischemia. Second, the pentose 
phosphate pathway (PPP) is an important source 
of NADPH which is required for protection of 
the myocardium from oxidative stress. Third, 
adenosine triphosphate (ATP) derived from gly-
colysis may preferentially drive membrane 
bound ion pumps.

Transport of glucose across the sarcolemma 
is sensitive to the concentration of extracellu-
lar glucose and the activity of glucose trans-
porters in the cell membrane. The main 
transporter, GLUT- 4, is translocated from 
intracellular vesicles to the membrane in 
response to ischemia, insulin, increased work 
load, or activation of AMP- activated protein 
kinase. The net effect is to increase the avail-
ability of intracellular glucose during periods 
of hyperglycemia or myocardial stress. Once 
glucose enters the cytosol, it is rapidly phos-
phorylated, effectively trapping the carbon 
skeleton in the cytosol because the highly 
charged phosphate group prevents diffusion or 
transport out of the cardiomyocyte. Another 
source of glucose-6-phosphate is degradation 
of glycogen. Glycogenolysis is stimulated in 
the heart by increases in cAMP (due to adren-
ergic stimulation or glucagon), increases in 
[Ca++], increased [inorganic phosphate], or 
reduced ATP.

The overall regulation of glycolysis has 
been intensively investigated and reviewed in 
detail [22]. Two sites of regulation may be 
mentioned briefly. First, phosphofructoki-
nase-1 (PFK-1) uses ATP to convert fructose-
1-phosphate to fructose 1,6-bisphosphate. This 
reaction is activated by adenosine diphosphate, 
adenosine monophosphate, and inorganic 
phosphate (ADP, AMP, and Pi). Consequently, 
during periods of myocardial stress (defined by 
an increased concentration of ATP breakdown 
products), the reaction is accelerated. Citrate is 
a negative regulator of PFK-1, and Philip 
Randle initially proposed that accumulation of 
citrate due to fatty acid oxidation may inhibit 
glycolysis, thus linking mitochondrial metabo-
lism to glycolysis at an early step. A second 
important component in regulation of glycoly-
sis is glyceraldehyde-3-phosphate dehydrogenase 

(GAPDH). Glyceraldehyde 3-phosphate is con-
verted to 1,3- diphosphoglycerate and in the 
process generates the NADH produced in gly-
colysis. A high concentration of NADH in the 
cytosol will inhibit glycolysis at this step, as is 
the case during ischemia. Glycolysis is inhib-
ited by accumulation of NADH unless NAD+ 
can be regenerated by conversion of pyruvate 
to lactate and export of lactate.

Other than the generation of pyruvate and 
energy, glucose metabolism may be important 
for other processes. Glucose-6-phosphate is 
the substrate for the PPP (also termed the hex-
ose monophosphate shunt or the phosphoglu-
conate pathway). The PPP has two functions: 
the generation of NADPH, which is used in 
virtually all biosynthetic pathways and also 
reduces oxidized glutathione, and the genera-
tion of pentoses which are necessary for nucle-
otide synthesis. Since these are essential 
cellular processes, it seems likely that the PPP 
is important in the heart [23–25]. However, no 
imaging method is available to specifically 
probe the PPP.

11.2.4  Anaplerosis

Anaplerosis refers to any reaction that provides 
a net addition of a carbon skeleton to the TCA 
cycle [21, 26] . This is in contrast to the oxida-
tion of acetyl-CoA in which two carbons are 
added to the TCA cycle with release of two mol-
ecules of CO2 per cycle. Anaplerosis is required 
to maintain the concentration of TCA cycle 
intermediates which may be lost at a slow rate 
during biosynthetic reactions or leakage of 
intermediates from the cardiomyocyte. Pyruvate 
carboxylation is probably the most important 
pathway for anaplerosis with carboxylation of 
propionate, an odd-carbon fatty acid, being a 
lesser contributor [21, 27, 28]. Flux through 
pyruvate carboxylase is low, roughly 5–10% of 
TCA flux [29]. Although most metabolic imag-
ing research has focused on oxidative pathways, 
it is likely that methods to specifically detect 
propionate or pyruvate carboxylation will be 
relevant in understanding cardiac remodeling 
disorders.
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11.2.5  Compartmentation 
of Pyruvate Metabolism

There is strong evidence from tracer studies with 
exogenous pyruvate, lactate, and glucose that intra-
cellular pyruvate cannot be treated as one fully 
mixed pool, even under steady-state conditions 
[30]. Years ago, Hassinen and colleagues reported 
that there are two intracellular pools of pyruvate, a 
pool derived from glycolysis and a peripheral pool 
that communicates with extracellular pyruvate, 
intracellular alanine, and intramitochondrial pyru-
vate [27]. These results were confirmed by others 
using the radiotracer technique [31, 32] that dem-
onstrated some intracellular pyruvate is inaccessi-
ble to extracellular lactate. The production ratio of 
[14C]bicarbonate relative to [1-14C]lactate activity 
after administration of [1-14C]]pyruvate was sensi-
tive to the presence of glucose and was interpreted 
as evidence for multiple kinetically distinct pools 
of pyruvate in the heart [19]. Furthermore, acetyl-
CoA derived from pyruvate originating from glu-
cose is channeled preferentially to acetylcarnitine 
compared to acetyl-CoA [33].

13C NMR isotopomer studies also found evidence 
for intracellular compartmentalization of glycolytic 
and glycogenolytic enzymes in isolated rat hearts 
perfused with [1-13C]glucose [34]. Studies with 
[1-13C]glucose [30] found that alanine and acetyl-

CoA enrichments were similar under steady-state 
conditions, but the enrichment in intracellular lactate 
was less than alanine [35]. These observations 
strongly suggest that rapid exchange of extracellular 
labeled pyruvate and lactate with all intracellular 
pools is not consistent with experimental results. 
Hyperpolarization has the potential to monitor evo-
lution of labeled lactate and bicarbonate from 
enriched pyruvate with high temporal resolution, 
offering the opportunity to probe subcellular com-
partments and examine the kinetic flexibility of the 
heart in response to stress and physiological stimuli.

11.3  Radionuclide Methods 
to Image Metabolism

Imaging of myocardial metabolism using radio-
nuclides is widely applied in cardiovascular inves-
tigation as well as the clinical management of the 
cardiac patient. Detection of viable myocardium 
based on the metabolic signature of enhanced glu-
cose metabolism in hypoperfused myocardium is 
the most prominent example used in cardiovascu-
lar investigation [36]. Some currently available 
radionuclide approaches to quantify key aspects 
of myocardial metabolism are summarized in 
Table 11.1 and will be described with examples of 
their application in cardiovascular investigation.

Table 11.1 Radiopharmaceuticals and 13C-labeled compounds for cardiac metabolism

Metabolic process Radiopharmaceuticala 13C-labeled compound

Oxygen consumption 15O2, [1-11C]acetate [1-13C]acetate, [2-13C]pyruvate, 
[1-13C]pyruvate

Long-chain fatty acid metabolism

  Uptake, oxidation, and storage [1-11C]palmitate, 18F-F7, 123I-IPPA2

  Uptake and oxidation 18F-FTHA, 18F-FTP,18F-FTO, 18F-FCPHA

  Uptake and storage 123I-BMIPPb

Short-chain fatty acid metabolism

  Acetylcarnitine metabolism – [1-13C]acetate

  Butyrate oxidation – [1-13C]butyrate

Carbohydrate metabolism

  Uptake 18FDG

  Uptake, glycolysis, oxidation [1-11C]glucose

  Lactate metabolism [3-11C]Lactate

pH determination

  CO2 – bicarbonate ratio [1-13C]pyruvate
aAbbreviations defined in text
bSPECT radiopharmaceutical
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11.3.1  Single Photon Emission 
Computed Tomography

The advantages of SPECT for cardiac meta-
bolic imaging include a wide distribution of 
the technology, the potential for multiphoton 
energy imaging permitting simultaneous 
assessment of multiple processes, and the long 
physical half- life of SPECT radiotracers 
which facilitates delivery of a radiotracer from 
a central radiopharmacy to multiple geograph-
ical locations. To determine the human rele-
vance of the metabolic phenotypes of rodent 
models of various forms of cardiovascular dis-
ease, numerous small animal imaging SPECT 
and SPECT/CT systems have been developed. 
The major current disadvantage of SPECT is 
the inability to quantify cellular metabolic 
processes primarily because of the relatively 
poor temporal resolution of the technology. 
However, new designs in SPECT technology 
may permit dynamic data acquisitions allow-
ing quantitative or semiquantitative measure-
ments of substrate metabolism.

Currently, there are few available SPECT 
approaches for measuring myocardial metabo-
lism. One of the earliest and most promising 
SPECT radiotracers of fatty acid metabolism was 
15-(p-iodophenyl)-pentadecanoic acid (123I-IPPA) 
[37–39]. This radiotracer demonstrated myocar-
dial kinetics similar to 11C-palmitate. However, 
the poor temporal resolution of SPECT systems 
could not take advantage of the rapid turnover of 
IPPA. However, the recent introduction of higher 
temporal resolution SPECT cameras may result in 
the reemergence of this radiotracer. Currently, the 
most widely used SPECT radiotracer is the alkyl 
branched-chain FA analogue, 123I-beta-methyl-P-

iodophenylpentadecanoic acid (123I-BMIPP) 
(Fig. 11.1 and Table 11.1) [39–42]. Alkyl branch-
ing inhibits β-oxidation, shuttling the radiolabel 
to the TG pool, thereby increasing radiotracer 
retention and improving image quality. No spe-
cific SPECT radiotracers are currently available 
to measure myocardial glucose metabolism. 
However, when combined with the appropriate 
detection scheme and collimator design, myocar-
dial glucose metabolism can be assessed with 
SPECT and 18F-fluorodexoyglucose (18FDG) [43].

11.3.2  Positron Emission 
Tomography

The major advantage of PET is a detection 
scheme that permits quantification of radioactiv-
ity within the field of view by utilizing radiotrac-
ers labeled with positron-emitting radionuclides. 
Several of these radionuclides are biologically 
ubiquitous elements such as oxygen (15O), car-
bon (11C), and nitrogen (13N). Fluorine (18F) can 
be substituted for hydroxyl groups which allow 
for its incorporation into a wide variety of sub-
strates or substrate analogues that participate in 
diverse biochemical pathways. Moreover, 
because these radiotracers are administered at 
tracer doses, they do not alter the metabolic pro-
cesses of interest (Tables 11.1 and 11.2). The 
general principle to quantify a myocardial meta-
bolic process based on the tracer method is to 
measure both the delivery of material from 
blood, or input, and the tissue response. The lat-
ter represents the metabolic process of interest 
(Fig. 11.2). With PET,  the radiolabeled metabo-
lite-corrected input function is derived and used 
in conjunction with a mathematical model, or 

Table 11.2 Summary of the effects of heart disease on myocardial substrate metabolism. Little is known about the 
effects of various disorders on ketone metabolism

Fatty acids Glucose Pyruvate or lactate Ketones

LV hypertrophy ↓ ↑ ↑ –

Ischemia ↓↓ ↑ ↓ ↓
Insulin resistance and diabetes ↑ ↓ – –
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some variation, to quantify the metabolic pro-
cesses by optimizing the model against PET-
measured tissue response data (Fig. 11.2). 
Because of the poor spatial resolution of PET, 
both the input and tissue need to be corrected for 
geometric considerations such as partial volume 
and spillover effects. The measured tissue 
response in PET imaging reflects the sum total of 
radioactivity from all radiolabeled species in the 
tissue of interest. As such, the contribution of 
individual species and metabolic rates must be 
determined from the model parameters. PET 
cannot reliably characterize metabolism of 

 substrates emanating from intracellular storage 
sites such as TG and glycogen pools. Other dis-
advantages of PET are its complexity in radio-
tracer design, image quantification schemes, and 
expense.

11.3.3  Myocardial Oxygen 
Consumption

Because oxygen is the final electron acceptor in 
all pathways of myocardial oxidative metabo-
lism, PET with 15O-oxygen has also been used 
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Fig. 11.2 Processes to quantify metabolic flux by 
PET. Shown here are the steps used to quantify flux through 
various pathways with PET using measurements of myo-
cardial fatty acid with [1-11C]palmitate as an example [59]. 
The left side of this figure again shows the conversion of 
idealized serial PET images from which both arterial and 
regional myocardial time-activity curves can be generated. 
The arterial time-activity curve is corrected for 11C-labeled 
blood metabolites (in this case 11CO2) to generate the arte-
rial input function which reflects the delivery of [1-11C]pal-
mitate to the heart. The myocardial time-activity curve 

reflects the sum total of activity from all radiolabeled spe-
cies in the myocardium. Movement of [1-11C]palmitate into 
the myocardium is corrected for myocardial blood flow (F). 
The kinetic model for [1-11C]palmitate has been divided 
into four key compartments of fatty acid metabolism with 
movement between the compartments determined by vari-
ous rate constants (ks). The kinetic model fits the myocar-
dial time-activity curve with the arterial input function to 
estimate the various rate constants. The rate constants are 
then included in the various differential equations to solve 
for different components of fatty acid metabolism
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to measure myocardial oxygen consumption 
(MVO2). The approach provides a measure of 
myocardial oxygen extraction which when com-
bined with measurements of myocardial blood 
flow and arterial oxygen content directly mea-
sures MVO2. Due to its short physical half-life, 
15O-oxygen is readily applicable in studies 
requiring repetitive assessments, such as those 
with an acute pharmacologic intervention. Its 
major  disadvantages are the requirement for an 
on-site cyclotron, the need for a multiple tracer 
study to account for myocardial blood flow and 
blood volume, and the fairly complex compart-
mental modeling to obtain the measurements 
[44–46].

Acetate is a two-carbon fatty acid whose pri-
mary metabolic fate is rapid conversion to 
acetyl- CoA and metabolism through the TCA 
cycle. Because the TCA cycle and oxidative 
phosphorylation are tightly coupled, myocar-
dial turnover of 11C-acetate reflects overall oxi-
dative metabolism or MVO2. Either exponential 
curve fitting or compartmental modeling can be 
used to calculate MVO2. Modeling is typically 
preferable when cardiac output is low because 
marked dispersion of the input function and 
spillover of activity from the lungs to the myo-
cardium is present, which decreases the accu-
racy of the curve-fitting method [11, 47–50]. 
However, it is more complex than exponential 
curve fitting and requires correction of blood 
radioactivity for 11CO2.

11.3.4  Carbohydrate Metabolism

18F-Fluorodeoxyglucose, an analogue of glu-
cose, is transported into the cytosol where it 
undergoes hexokinase-mediated phosphoryla-
tion. In general, 18FDG-6-phosphate is trapped 
in the cytosol, and the myocardial uptake of 
18FDG is thought to reflect overall anaerobic 

and aerobic myocardial glycolytic flux [51–54]. 
Myocardial glucose uptake can be assessed in 
either relative or absolute terms (i.e., in nano-
moles ⋅ g−1 ⋅ min−1). For quantification, a math-
ematical correction called the “lumped 
constant” that accounts for the differences in 
glucose transport and hexokinase-mediated 
phosphorylation between FDG and glucose 
must be used to calculate rates of glucose 
uptake. This value may vary depending upon 
the prevailing plasma substrate and hormonal 
conditions, decreasing the accuracy of the mea-
surement of myocardial glucose uptake [53, 
55–57]. The limited kinetics of FDG in tissue 
precludes determination of the metabolic fate 
(i.e., glycogen formation versus glycolysis) of 
the extracted tracer and glucose.

Quantification of myocardial glucose metab-
olism has been performed with PET using glu-
cose radiolabeled in the one-carbon position 
with 11C, [1-11C]glucose. Advantages of this 
approach include the lack of need for a lumped 
constant correction because [1-11C]glucose is 
chemically identical to unlabeled glucose and 
thus has the same metabolic fate as glucose, 
more accurate measurements of myocardial glu-
cose uptake compared with FDG, and the ability 
to estimate the metabolic fate of extracted glu-
cose. Disadvantages of this method include a 
fairly complex synthesis of the tracer, the short 
physical half-life of 11C (requiring an on-site 
cyclotron), compartmental modeling that is 
more demanding with 11C-glucose than it is with 
FDG, and the need to correct the arterial input 
function for the production of 11CO2 and 
11C-lactate.

Lactate metabolism in the heart can be mea-
sured with L-[3-11C]lactate. A multi- compartmental 
model is used to estimate the extraction of lactate 
which correlates well with lactate oxidation mea-
sured by arterial and coronary sinus sampling over 
a wide range of conditions (Fig. 11.3) [58].
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11.3.5  Fatty Acid Metabolism

Palmitate is a saturated 16-carbon physiological 
long-chain fatty acid. A major advantage of 
[1-11C]palmitate is that its myocardial kinetics 
including flux through β-oxidation and the TCA 
cycle are representative of oxidation of long- 
chain fatty acids. Currently, mathematical model-
ing techniques of the myocardial kinetics are 

used to measure various aspects of myocardial 
fatty acid metabolism uptake, oxidation, and 
storage [59–61]. The use of [1-11C]palmitate does 
suffer from several disadvantages including sub-
optimal image quality, complex analysis, and the 
need for an on-site cyclotron and radiopharma-
ceutical production capability.

To increase the dissemination potential for 
measuring fatty acid metabolism, numerous 
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Fig. 11.3 PET measurement lactate metabolism. 
Representative PET time-activity curves of L-3-11C- 
lactate obtained from intralipid (IL), insulin clamp 
(CLAMP), lactate infusion (LACTATE), or lactate and 
phenylephrine (LAC/PHEN) studies and corresponding 
myocardial images obtained 5–10 min after tracer injec-
tion and depicting primarily early tracer uptake. Images 
are displayed on horizontal long axis. Blood 11C = 11C 

time-activity curves obtained from region of interest 
(ROI) placed on the left atrium; blood 11C-lactate = blood 
11C time-activity curves after removing 11CO2, 11C-neutral, 
and 11C-basic metabolites; myocardial 11C = 11C time- 
activity curves obtained from ROI placed on the lateral 
wall. A apical wall, S septal wall, L lateral wall, LV left 
ventricle. Reproduced with permission Herrero P, et al. J 
Nucl Med. Dec 2007;48:2046-2055
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18F- radiotracers have been developed. Most of the 
PET tracers in this category have been designed to 
reflect myocardial β-oxidation. The largest num-
ber of radiotracers has been developed as 
18F-radiolabeled thia fatty acids (Table 11.1). 
14-(R,S)-18F-fluoro-6-thiaheptadecanoic acid 
(18FTHA) was one of the first radiotracers devel-
oped using this approach. Although in preclinical 
models myocardial uptake and retention tracked 
accordingly with changes in substrate delivery, 
blood flow, and workload, the uptake and retention 
of 18FTHA were insensitive to the inhibition of 
β-oxidation by hypoxia [62–64]. To circumvent 
this problem, 16-18F-fluoro-4-thia-palmitate 
(18FTP) was developed and demonstrated a meta-
bolic trapping function that is proportional to fatty 
acid oxidation under normal oxygenation and 
hypoxic conditions [64, 65]. Because  fractional 
oxidation may be greater for oleate than for palmi-
tate, a 4-thia-substituted oleate analogue 
18-18F-fluoro-4-thia-oleate (18FTO) was recently 
developed [66]. In rat heart, FTO demonstrated a 
greater specificity for mitochondrial fatty acid oxi-
dation and superior imaging characteristics than 
18FTP. Further studies are needed to confirm its 
utility in measuring myocardial FA metabolism in 
humans. The F-18-labeled fatty acid radiotracer, 
trans-9(RS)-18F-fluoro-3,4(RS,RS) methylenehep-
tadecanoic acid (18FCPHA), a beta- methyl fatty 
acid analogue, has also been developed [67]. This 
radiotracer is also trapped after undergoing several 
steps of β-oxidation with uptake in rat heart 
approaching 1.5% injected dose per gram of tissue 
at 5 min postinjection. However, the impact of 
alterations in plasma substrates, work load, and 
blood flow on myocardial kinetics is unknown 
even though the radiotracer has undergone pre-
liminary evaluation in humans [68]. There are 
some limitations with this class of radiotracers. 
Similar to 18FDG, quantification of myocardial 
fatty acid metabolism requires the use of a lumped 
constant to correct for kinetic differences between 
the radiotracer and unlabeled palmitate. 
Furthermore, the extent to which myocardial fatty 
acid uptake can be separated from oxidation based 
on the myocardial kinetics of these radiotracers is 
unknown.

Other measurements of myocardial fatty 
acid metabolism are also accessible. Typically, 

PET measurements of myocardial FA metabo-
lism only reflect the contribution of extracted 
FA bound to albumin or free fatty acids. 
However, myocardial fatty acid metabolism is 
dependent on the plasma delivery of fatty acid 
not just as free fatty acids but also in the form 
bound to TG, either as chylomicrons or very 
low-density lipoproteins. Fatty acids bound to 
TGs are made available to the myocardium via 
their release by lipoprotein lipase located on 
capillary endothelium. A noninvasive protocol 
for the assessment of TG-bound fatty acids has 
proven elusive. One proposed method to cir-
cumvent this problem is to administer the radio-
tracer orally to permit its incorporation into 
chylomicrons which can then be delivered to 
the heart. Using 18FTHA, the approach has 
shown some promise in both rats and humans 
[69, 70]. Consistent with the mode of adminis-
tration, most of the 18F activities were recov-
ered in the chylomicron fraction and with 
myocardial uptake occurring by 1 h and peak-
ing 3 h post-administration. However, there 
remain technical challenges in quantifying the 
response from multiple sources of radiolabeled 
metabolites in the blood (radiolabeled TGs, 
chylomicrons, and nonesterified fatty acids), all 
of which contribute to the signal in PET imag-
ing [71].

The contribution of intracellular or endoge-
nous TG-derived fatty acids to overall energy 
metabolism appears to be altered in various ani-
mal models of cardiac disease such as heart fail-
ure and diabetes. However, relatively little is 
known about regulation of myocardial TG 
metabolism in humans [72, 73]. The lack of 
information is primarily due to the lack of ade-
quate methods for its measurement [74, 75]. To 
help circumvent this problem, two strategies have 
been investigated. The first involves pre-labeling 
the myocardial TG pool with [1-11C]palmitate, 
and once equilibrium is reached, measure the 
washout of activity under various substrate and 
hormonal conditions [76]. The approach was 
evaluated in dog heart where the rate of 11C wash-
out from the myocardium was correlated 
with arterial and coronary sinus measurements 
of the 11C-metabolic species under varying 
 metabolic conditions such as fasting and 
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 hyperinsulinemic- euglycemic clamp with and 
without intralipid. However, the method suffers 
from the limitations of providing only an index of 
myocardial TG turnover and requiring the admin-
istration of a relatively high dose level of 
11C-plamitate which may preclude human use. A 
second approach to measure the turnover of the 
myocardial endogenous TG pool integrates the 
quantification of myocardial lipids by 1H-MRS 
with PET-derived measurement (using [1-11C]
palmitate) of the oxidation rates for extracted 
fatty acids that either enter β-oxidation directly or 
after traversing the TG pool [77]. Using the 
method in obese humans demonstrated that the 
contribution to myocardial β-oxidation from fatty 
acids derived from intracellular TGs was at least 
equal to that of fatty acids extracted from plasma. 
The method is intriguing but does require valida-
tion with  independent measurements of TG turn-
over. This is particularly important given the 
recent observations of the preferential oxidation 
of FAs derived from endogenous TGs compared 
with extracted fatty acids [9].

11.4  Hyperpolarized 13C

The need for imaging specific metabolic pathways 
is clear from the complex interactions between dis-
ease and intermediary metabolism. Hyperpolarized 
13C technology takes advantage of the chemical 
specificity of 13C NMR to probe multiple specific 
pathways plus the improved sensitivity afforded by 
various hyperpolarization methods. Dissolution 
dynamic nuclear polarization (DNP) is the most 
commonly used method to hyperpolarize 13C, and 
its principles are summarized elsewhere [78–83]. 
The potential value of HP methods is illustrated in 
Fig. 11.4 where the kinetics of metabolism of 
HP[1-13C]pyruvate to HP13CO2, HP[13C]bicarbon-
ate, [1-13C]lactate and [1-13C]alanine were moni-
tored in a single exam of an isolated heart, enabling 
detection of flux through multiple pathways impor-
tant in cardiac physiology.

Integration of hyperpolarized nuclei into a 
human imaging work flow will require the solution 
of three engineering problems. One problem is that 
instruments to generate hyperpolarized materials 
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Fig. 11.4 13C NMR spectroscopy of an isolated rat heart. 
An isolated Langendorff-perfused rat heart was injected 
with hyperpolarized [1-13C]pyruvate. Spectra were 
acquired every 2 s over an observation period of 200 sec-
onds. Each inset is the 13C NMR signal from a specific 
metabolite: lactate, pyruvate, bicarbonate, or CO2. These 

spectra illustrate the rapid metabolism of [1-13C]pyruvate 
to [13C]CO2 and other products. The total duration of data 
acquisition was 200 seconds. Data were redrawn from 
Merritt et al. Proc Natl Acad Sci USA. 2007; 104: 
19,773-7
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are prototypes with respect to clinical needs. A 
clinical instrument to rapidly and conveniently sup-
ply sterile, highly polarized (>80%) materials in 
sufficient mass for human exams is not available. A 
second challenge is that regardless of the details of 
the DNP process, once generated, the metabolite 
must be rapidly injected to minimize T1 losses of 
polarization. Since the polarization state only exists 
in a magnetic field, it is essential to transfer the 
material from the site of generation to the subject 
through a slowly varying magnetic field. Passage 
through a region with zero field or a region with 
strong magnetic field gradients may eliminate 
polarization. Finally, optimal methods for data 
acquisition are necessary because once the hyper-
polarized materials are no longer frozen at low tem-
peratures, nuclear polarization will irreversibly 
decay to its thermal equilibrium value. One of the 
best molecules for HP exams is [1-13C]pyruvate with 
a carbonyl T1 of ~40 s, so there is generally a critical 
limit of 1–2 min for completion of the entire injec-
tion and image acquisition. Furthermore, the details 
of the imaging sequence are critical because each 
radiofrequency pulse depletes the available 13C mag-
netization. The duration of available signal is there-
fore a combination of the nucleus (generally 15N has 
a longer T1 than 13C), the chemical nature of the 13C 
(generally carbonyls and carboxyls have a longer T1 
than protonated carbons), and the pulse sequence.

In addition to technical challenges, interpreta-
tion of 13C-HP signals is not straightforward. 
Aside from technical issues, the 13C NMR signal 
from any metabolite is proportional to [metabo-
lite] (concentration of metabolite) ⋅ (fractional 
enrichment in 13C) ⋅ (polarization). Consequently, 
for example, an increase in HP[1- 13C]lactate sig-
nal could be due to an increase in the pool size of 
lactate, an increase in the 13C enrichment of the 
lactate pool, or an increase in the 13C polarization 
as a consequence of better perfusion or more 
rapid transport of HP[1-13C]pyruvate. In addi-
tion, it will be important to consider the multiple 
interacting biochemical events that could influ-
ence signals from HP products.

11.4.1  Probes and Pathways

The ideal 13C-labeled probe for DNP must have four 
properties: safety after intravenous injection, long 

T1, simple handling and efficient polarization, and 
rapid metabolism or the capacity to rapidly provide 
useful information. Characteristically these mole-
cules are low molecular weight and water soluble. 
Thus an important challenge is to consider the met-
abolic pathway of interest and to match the possible 
probes to the pathway, as summarized in Tables 
11.1 and 11.2. Glycolysis, for example, is important 
in understanding cardiac metabolism during isch-
emia, and it would be valuable to be able to com-
pare studies of HP glucose to 18FDG exams by 
PET. Glucose fulfills the other criteria: it is safe and 
water soluble and polarizes efficiently. However the 
T1 of 13C in glucose is short, on the order of a few 
seconds, so human imaging HP with glucose will 
be challenging, although not impossible. On the 
other hand, [1-13C]pyruvate, [1-13C]lactate, or 
[1-13C]acetate all indirectly probe different aspects 
of glucose metabolism and offer simplicity, rela-
tively long T1 value, and the potential to probe 
important pathways. Unlike PET, multiple hyperpo-
larized 13C probes may be injected in a single exper-
iment. Multi-probe polarization or co- polarization 
refers to the simultaneous polarization of more than 
one probe as a single solution injection [84, 85]. 
This approach takes advantage of the chemical shift 
information encoded in the 13C spectrum.

11.4.2  Pyruvate

Pyruvate is the reference molecule for DNP of 
the heart because of its central role in cardiac 
metabolism, convenience, ready polarization, 
and relatively long T1 in carbons 1 and 2. [1-13C]
pyruvate is avidly metabolized in the heart to 
[1-13C]lactate, [1-13C]alanine, and [13C]bicar-
bonate (Figs. 11.4 and 11.5); each product can 
be separately imaged in vivo because of the 
inherent chemical shift dispersion of 13C [86–
89]. Although interpreting each signal is a chal-
lenge because of the interacting effects of pool 
sizes and level of polarization, the capacity to 
image lactate, alanine, and bicarbonate pro-
vides direct information about key metabolic 
events in the heart. For example, the appear-
ance of HP[1-13C]lactate reflects activity of lac-
tate dehydrogenase and the redox state of the 
cytosol. The appearance of HP[1-13C]alanine 
reflects activity of another cytosolic enzyme, 

R.J. Gropler and C.R. Malloy



257

alanine  aminotransferase. Since activity of this 
enzyme is high and independent of redox poten-
tial, perhaps the HP[1-13C]alanine signal reflects 
perfusion and transport of pyruvate. The decar-
boxylation of [1-13C]pyruvate via PDH gener-
ates 13CO2. Dissolved HP 13CO2 may be directly 
detected in isolated rat [90] and mouse [18] 
hearts. In vivo, HP 13CO2 exchanges rapidly with 
 [13C]bicarbonate via carbonic anhydrase and 
enables detection of flux through PDH. Since an 
HP exam can detect both dissolved HP 13CO2 
and [13C]bicarbonate in the heart, pH can be cal-
culated from the Henderson-Hasselbalch rela-
tionship [91]. The capacity to detect four specific 
enzyme-catalyzed reactions – pyruvate dehydro-
genase, alanine aminotransferase, lactate dehy-
drogenase, and carbonic anhydrase – in a single 
exam illustrates the potential of HP technology.

One high-impact cardiac application of HP 
will likely be the detection of PDH flux; the bio-
marker in HP exams is the appearance of HP[13C]
bicarbonate from HP[1-13C]pyruvate [90]. 
Noninvasive detection of flux through PDH 
would be of value in understanding heart dis-
ease because pharmacologic and metabolic 
interventions that target flux through PDH have 
been examined with the goal of protecting isch-
emic myocardium or improving function in the 
failing heart. Since ischemic heart disease is by 
definition a regional abnormality of perfusion 
due to coronary artery disease, the capacity for 

 multislice imaging is critical for clinical transla-
tion and was demonstrated recently in a large ani-
mal model [88, 92] and illustrated in Fig. 11.5. 
Reduced [13C]bicarbonate signal in hearts after 
coronary occlusion and reflow was previously 
attributed to an effect of transient ischemia on 
flux into the TCA cycle [86, 87].

[1-13C]pyruvate also serves as an indirect 
probe of the TCA cycle because the HP prod-
ucts related to mitochondrial metabolism, 13CO2 
and [13C]bicarbonate, are generated during flux 
through PDH. The product entering the TCA 
cycle, acetyl-CoA, is not 13C labeled. Flux of 
pyruvate into the TCA cycle flux may be 
detected directly by placing the 13C in position 2 
of pyruvate (Fig. 11.6), which via PDH is con-
verted to the product [1-13C]acetyl-CoA. After 
condensation with oxaloacetate in the reaction 
catalyzed by citrate synthase, [5-13C]citrate is 
produced. With further metabolism in the TCA 
cycle, α-ketoglutarate is produced and 
exchanges rapidly with glutamate; both metabo-
lites are labeled in position 5 and glutamate can 
be detected [93, 94]. Since the biochemical 
pathways involved in [1-13C]pyruvate and 
[2-13C]pyruvate are identical, any difference 
in the rate of appearance of [13C]bicarbonate 
from [1-13C]pyruvate compared to the rate of 
 appearance of [5-13C]glutamate from [2-13C]
pyruvate presumably would be due to T1 effects 
or metabolite pool sizes in the TCA cycle.

bicarbonate

LVRV

apex base

Fig. 11.5 Short axis hyperpolarized [1-13C]pyruvate and 
[13C]bicarbonate images of the pig heart. 13C images were 
overlain on the corresponding anatomical images, 
arranged from the mid-left ventricle to the apex, left to 
right. In the upper panel, HP[1-13C]pyruvate is seen filling 

the cavities of the right and left ventricles. In the lower 
panel, HP[13C]bicarbonate was imaged throughout the left 
ventricular myocardium plus small regions of the right 
ventricular free wall. Redrawn from Dominguez-Viqueira 
et al. Magn Reson Med. 2016; 75: 859-65
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11.4.3  Lactate

As noted above, the ability to monitor flux through 
PDH may provide important information related 
to mitochondrial function. HP [1-13C]pyruvate is 
safe in human subjects, but the endogenous plasma 
concentration is low. Therefore a bolus markedly 

alters plasma redox ratios, and arrhythmias have 
been reported at very high concentrations during 
intracoronary infusions. An alternative may be 
[1-13C]lactate since lactate is also readily oxidized 
in the heart and the plasma concentration is 
roughly 10× pyruvate. Consequently, a bolus of an 
equivalent mass of lactate in principle has much 
less effect on redox potential. It is feasible to 
hyperpolarize [1-13C]lactate using procedures sim-
ilar to [1-13C]pyruvate [95].

11.4.4  Acetate and Butyrate: 
Substrates That Bypass PDH

Pyruvate, in any of the labeling patterns 
described, is the reference molecule for DNP 
because of its central role in cell metabolism,  
ready polarization, and relatively long T1 in car-
bons 1 and 2. However, fatty acids are the pre-
ferred substrate for energy production in the 
heart, and it would be ideal to probe TCA cycle 
metabolism directly. Acetate, the shortest chain 
fatty acid, is present only in low concentration in 
plasma but it is avidly oxidized by the heart. 
After conversion to acetyl-CoA by carnitine 
acetyltransferase, it also exchanges into acetyl-
carnitine. Thus, [1-13C]acetate could in principle 
probe both the TCA cycle via metabolism to 
[5-13C]glutamate and the kinetics of enrichment 
in acetylcarnitine [96, 97]. In healthy rats, HP[1-
13C]acetate was converted to both HP[1-13C]ace-
tylcarnitine and HP[5-13C]citrate [97]. The 
kinetics of appearance of HP[1- 13C]acetylcarni-
tine have been studied in a pig model [98], but 
[5-13C]glutamate could not be detected.

Fatty acid oxidation may be studied indirectly 
by examining the inhibition of pyruvate oxidation 
due to the presence of fatty acids. Hyperpolarized 
acetate bypasses PDH and may be considered a 
marker of fatty acid oxidation since it competes 
effectively against pyruvate and it interconverts 
with acetylcarnitine. However, because it bypasses 
β-oxidation,  acetate fails to probe a key aspect of 
cardiac metabolism. [1-13C]butyrate is a water-sol-
uble four-carbon fatty acid that polarizes well. 
Normally it is  present in very low concentrations in 
plasma and is thought to be derived from colonic 
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Fig. 11.6 Effect of 13C labeling on detection of metabo-
lism of pyruvate in the TCA cycle. Panel A illustrates con-
version of [1-13C]pyruvate to acetyl-CoA via pyruvate 
dehydrogenase with release of 13CO2. PDH flux is detected 
directly from the appearance of 13CO2 which is propor-
tional to oxidation of pyruvate in the TCA cycle. 
Metabolism of [2-13C]pyruvate in the heart, illustrated in 
Panel B, does not immediately yield 13CO2, but 13C will be 
transferred to position 5 of citrate and glutamate. 
Appearance of [5-13C]glutamate directly demonstrates 
flux through citrate synthase
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bacteria. Since [1-13C]butyrate is metabolized 
through β-oxidation to [1-13C]acetoacetyl-CoA and 
[1-13C]acetyl-CoA (plus unlabeled acetyl-CoA), in 
principle [5-13C]glutamate, [1-13C]acetylcarnitine, 
and the redox pair, [1-13C]acetoacetate and [1-13C]
beta-hydroxybutyrate, should all be detected. 
Indeed, this is the case in isolated perfused heart 
despite the hyperpolarized 13C having passed 
through a minimum of nine enzyme- catalyzed 
reactions: [1-13C]butyrate → [1-13C]butyryl-
CoA → [1-13C]β-hydroxybutyryl- CoA → [1-13C]
acetoacetyl-CoA → [1-13C]acetyl- CoA → [5-13C]
citrate → [5-13C]isocitrate → [5-13C]aconitate → 
[5-13C]α-ketoglutarate → [5-13C]glutamate [99].

11.4.5  Substrate Competition 
in Hyperpolarization Exams

The heart is exquisitely adapted to adjust fluxes 
in metabolic pathways almost instantaneously in 
response to changes in hemodynamic load as 
well as fluctuating concentrations of extracellular 
substrates. In general, an increase in extracellular 
concentration of a readily oxidized substrate is 
matched rapidly by an increase in oxidation of 
that substrate [105, 106]. This inherent flexibility 
of substrate selection is important in the design 
and interpretation of HP exams.

The normal concentration of pyruvate in plasma 
is ~0.1 mM, and pyruvate at this concentration 
contributes little to acetyl-CoA because of com-
peting substrates [10]. Consequently, the capacity 
of the heart to rapidly switch to pyruvate, as after a 
bolus of HP[1-13C]pyruvate, enables HP imaging 
of the heart. The rate of 13CO2 production is pro-
portional to the rate of acetyl-CoA production × 
the fractional contribution of [1-13C]pyruvate to 
acetyl-CoA. Other factors being equal, the appear-
ance of 13CO2 or [13C]bicarbonate in the heart is 
proportional to the fractional contribution of pyru-
vate to acetyl- CoA. Conversely, a high concentra-
tion of other circulating substrates, ketones, or 
fatty acids, for example, can inhibit oxidation of 
[1-13C]pyruvate even in the high concentrations of 
pyruvate present after a bolus. In isolated hearts 
under conditions mimicking the fed state, 3 mM 
pyruvate was sufficient to produce ~80% of the 

acetyl- CoA [10]. At fatty acid and ketone concen-
trations present in fasting, pyruvate at 6 mM was 
oxidized at a significantly higher rate than at base-
line, but oxidation of fats and ketones still pro-
vided the majority of acetyl- CoA. Consequently 
and not unexpectedly, the plasma concentration of 
HP [1-13C]pyruvate (or other metabolizable sub-
strate) will influence results. Further, the concen-
tration of competing substrates will also influence 
pyruvate metabolism. Because the TCA cycle can 
oxidize acetyl- CoA from any source, there is no 
strict linkage between flux in the TCA cycle and 
flux in any one of the feeding pathways. Hence, 
the rate of appearance of HP 13CO2 from HP[1-
13C]pyruvate may index flux through pyruvate 
dehydrogenase but not necessarily the TCA cycle.

11.5  Complementary Information

The purpose of this section is to consider how the 
unique and complementary attributes of PET and 
HP could be used to better understand myocar-
dial metabolism. The first component will 
describe the potential for methodologic advance-
ments, whereas the second component will pro-
vide a few examples where our understanding of 
metabolism could be enhanced.

PET provides the evolution over time of tissue 
radioactivity with very high sensitivity, measur-
able in three dimensions. Since the accessible 
information is total tissue radioactivity, detection 
of flux (in nanomoles ⋅ g−1 ⋅ min−1) in a particular 
pathway relies on a tracer kinetic model that 
relates externally observed signal to an underlying 
metabolic network. Once the model is described 
mathematically and the relation between individ-
ual rate constants for each reaction and externally 
observed signal is established by validation exper-
iments, typically performed in perfused tissues 
and large animal models, results from human 
patients can be derived. This approach, although 
well accepted, has several limitations. First, the 
arterial input function influences the kinetics of a 
tracer in heart muscle. The arterial input function 
is in turn sensitive to multiple factors including the 
cardiac output, the rate of tracer injection, and the 
mix of radiolabeled entities in the blood. Second, 
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kinetic models rely on knowledge of tissue metab-
olite pool sizes which, in the heart, are sensitive to 
normal physiological changes and disease. This 
limitation would presumably be most important 
for complex multi-compartment processes such as 
the oxidation of [1-11C]acetate in the TCA cycle 
rather than the one-step phosphorylation of 
18FDG. In studies of MVO2 over a wide range, an 
index of TCA cycle flux, there is a good correla-
tion between the rate constant describing acetate 
oxidation and oxygen consumption, implying that 
the sum of metabolite concentrations involved in 
the TCA cycle remains more or less constant under 
normal physiological conditions. Nonetheless, the 
relevance of these measurements in healthy myo-
cardium to patients with disease is uncertain. 
Third, it is difficult to build up experience in 
healthy volunteers or subjects with mild disease 
because of concerns related to exposure to ioniz-
ing radiation. Thus, much of the literature is based 
on patients with known significant heart disease.

In principle, MR imaging of hyperpolarized 
13C tracers overcomes some of these constraints. 
For example, after the injection of HP[1-13C]
pyruvate, the appearance of [1-13C]lactate, [1-13C]
alanine, and [13C]bicarbonate in the myocardium 
can only be interpreted as transit through lactate 
dehydrogenase, alanine aminotransferase, and 
pyruvate dehydrogenase, respectively, without 
the need for any mathematical models. Of course, 
conversion of HP-13C signals to flux information 
will require kinetic models as well. Furthermore, 
the HP 13C signal is depleted by the imaging 
sequence itself in a complex manner depending 
on the interpulse delay, flip angles, and whether 
individual metabolites are irradiated. Intracellular 
T1 values in various tissue compartments are 
uncertain and perhaps even unknowable in intact 
tissues. If absolute flux information is desired, 
then all the factors that influence kinetic mea-
surements by PET – the arterial input function 
and knowledge of tissue metabolite pool sizes – 
will be equally important for analysis of HP data.

11.5.1  Methodologic Advances

Based on the aforementioned discussion, it 
appears exploiting the complementary nature of 
PET and HP MR can provide potential advances. 

Perhaps PET can be used to help advance the 
quantitative capabilities of HP MR. For example, 
a properly calibrated arterial input function and 
tissue response on PET could be used as a gold 
standard to test the accuracy of new MR 
approaches that account for loss of polarization 
due to both the acquisition and the T1 of the 
hyperpolarized molecule in order to derive simi-
larly accurate measurements by HP MR, setting 
the stage for quantitative capability with this 
technology. Conversely, could knowledge of 
downstream metabolic partitioning of an 
extracted substrate measured with HP MR cross- 
validate a proposed mathematical model designed 
to interrogate certain metabolic pathways with 
PET? In addition, since PET measures myocar-
dial metabolism without perturbing the system, it 
could be used to provide insight into the return of 
metabolic pathways of interest to baseline condi-
tions following the administration of a 13C HP 
molecule. Such information is fundamental to the 
successful advancement and application of serial 
HP MR studies. Finally, with the advent of PET/
MR, it may be possible to link metabolic dose 
response by HP to the underlying baseline meta-
bolic conditions measured by PET.

11.5.2  Applications and Potential 
Synergies

11.5.2.1  Myocardial Ischemia
The classic metabolic signature for myocardial 
ischemia is a decline in fatty acid uptake and oxi-
dation and an increase in overall glucose metabo-
lism via augmented anaerobic glycolysis and 
continued, albeit, diminished oxidative metabo-
lism [107]. This metabolic switch permits contin-
ued energy production and cell survival in the 
setting of reduced tissue oxygen. However, unless 
NAD+ can be regenerated by conversion of pyru-
vate to lactate and export of lactate, glycolysis 
will be inhibited by accumulation of NADH, and 
myocardial necrosis will ensue. When the isch-
emic insult is resolved, oxygen availability 
increases and oxidative metabolism resumes. 
Abnormalities in myocardial substrate metabo-
lism present initially may persist well after the 
resolution of ischemia, a pattern termed “isch-
emic memory.”

R.J. Gropler and C.R. Malloy



261

PET and SPECT
Demonstration of either accelerated myocardial 
glucose metabolism or reduced fatty acid 
metabolism using 18FDG and 123I-BMIPP, 
respectively, has been used to document isch-
emic memory. For example, over 20 years ago, 
it was shown that PET myocardial FDG uptake 
was increased in patients with unstable angina 

during pain-free episodes [108]. An example is 
shown in Fig. 11.7. Moreover, in patients with 
stable angina, increased FDG uptake was dem-
onstrated following exercise-induced ischemia, 
in the absence of either perfusion deficits 
or ECG abnormalities [109]. Similar observa-
tions have been made with SPECT using 
123I-BMIPP. Results of numerous studies have 

a

c

b

Fig. 11.7 Myocardial 
ischemia detected by 
FDG-PET. A patient 
with non-Hodgkin’s 
lymphoma undergoing 
whole-body FDG-PET 
imaging for detection of 
recurrence. (a) Images 
acquired under fasting 
conditions demonstrate 
localized uptake in 
septal, anterior, and 
inferior walls of the 
myocardium, suggestive 
of either ischemia in 
these walls or infarction 
of the lateral wall. (b) 
Rest/stress SPECT 
myocardial perfusion 
imaging demonstrates 
inducible ischemia in 
the same distribution as 
the FDG uptake. (c) 
Coronary angiography 
demonstrates a 
high-grade stenosis in 
the left anterior 
descending artery 
(yellow arrow)
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demonstrated in patients with acute chest pain 
that reductions in myocardial BMIPP uptake 
may persist 24–36 h following the resolution of 
symptoms [110, 111]. Moreover, this “meta-
bolic fingerprint” may be superior to perfusion 
imaging for either identifying coronary artery 
disease as the cause of the chest pain or assign-
ing prognosis [112]. It also appears that rest 
123I-BMIPP imaging may provide unique prog-
nostic information in patients with end-stage 
renal dialysis receiving hemodialysis, a patient 
cohort with a high cardiovascular risk [113]. 
Metabolic imaging with either 18FDG or 
123I-BMIPP has also been used for direct isch-
emia detection during stress testing. 
Abnormalities in vasodilator reserve with per-
fusion tracers will underestimate ischemia if 
oxygen and supply remain balanced. Results of 
initial studies where 18FDG was injected during 
exercise demonstrated greater detection rate for 
moderately severe coronary artery stenoses 
compared with perfusion imaging [48, 114]. 
Despite the promising results with these radio-
tracers, numerous questions still remain such as 
the optimal imaging protocols and the impact 
of alterations in the plasma substrate environ-
ment on diagnostic accuracy, whether added 
diagnostic and prognostic information is pro-
vided over perfusion imaging and whether this 
information alters clinical management.

13C Hyperpolarization
Clinicians can acquire detailed information 
about LV function and wall motion from MRI 
and echocardiography, but it may be difficult to 
readily identify the relations among symptoms, 
coronary anatomy, and the metabolic state of the 
tissue and to predict the likely outcome after 
revascularization. The promise of HP methods 
to probe myocardial ischemia arose early in its 
development [91, 92]. In isolated hearts where 
the timing of ischemia, reperfusion, and deliv-
ery of HP[1-13C]pyruvate can be controlled, 
there is already evidence that spectra of the 
products [1-13C]lactate, 13CO2, and [13C]bicar-
bonate can provide highly specific information 
about myocardial ischemia. Necrotic myocar-

dium cannot produce lactate, CO2, or bicarbon-
ate from HP [1-13C]pyruvate. Brief ischemia not 
sufficient to cause irreversible injury was asso-
ciated with rapid recovery of high-energy phos-
phates, mechanical function, and oxygen 
consumption [115]. Yet even under these condi-
tions where conventional physiological studies 
indicate that the myocardium is “normal,” the 
HP 13C NMR spectrum was dramatically abnor-
mal. Flux through PDH was undetectable, and 
the concentration of lactate was dramatically 
increased, likely due to the strongly reducing 
environment in both the mitochondria, causing 
inhibition of PDH, and in the cytosol, causing 
accumulation of lactate. This profile, absent 
bicarbonate and abnormally high lactate, dem-
onstrates that the cardiomyocytes were func-
tional in the sense that pyruvate is being 
delivered to the cells and that lactate dehydroge-
nase is highly active. Thus, a low ratio of HP 
bicarbonate to HP lactate appears to indicate 
recent brief ischemia when all other conven-
tional measures are normal.

The effects of brief (15 min) or prolonged 
(45 min) occlusion of the circumflex coronary 
artery followed by reperfusion were examined in 
a pig model in vivo [92]. Ejection fraction was 
not measurably altered in this study, indicating 
that the volume of ischemic myocardium was 
relatively small, and the concentration of creatine 
kinase MB was elevated after 45 min but not after 
15 min of ischemia. Delayed enhancement after 
Gd was not detected after brief ischemia. 
Nevertheless (Fig. 11.8) a small but distinct vol-
ume of reduced HP [13C]bicarbonate was 
observed in the circumflex territory 2 h after 
reperfusion. The HP[1-13C]alanine image was not 
influenced by brief ischemia. This study demon-
strated that while a map of perfusion and cyto-
solic function, HP[1-13C]alanine, was normal 
after brief ischemia with 2 h of reperfusion, the 
HP[13C]bicarbonate image was abnormal. This 
finding illustrates the potential sensitivity of HP 
methods for ischemia and is an example of isch-
emic memory: metabolism was abnormal even 
when perfusion and function were apparently 
preserved.
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Potential Synergies
The metabolic fate of a carbohydrate is very sen-
sitive to normal physiological changes and patho-
logical conditions; a good example is oxidation 

of glucose via glycolysis in the TCA cycle under 
normal aerobic conditions compared to export as 
lactate during ischemia. 18FDG accumulates prior 
to the split between aerobic and anaerobic carbo-
hydrate metabolisms and therefore cannot distin-
guish these pathways. Preserved uptake of 18FDG 
and trapping as a phosphorylated product indi-
cate ischemic myocardium, but it is not known if 
this biomarker is detecting preserved mitochon-
drial metabolism (glucose → pyruvate → CO2) or 
preserved cytosolic functions (glucose → lac-
tate). Having the capability to measure the pro-
portional contributions of the cytosolic and 
mitochondrial partitioning of glucose metabo-
lism (measured by 13C-HP) normalized to overall 
glucose metabolism (measured with PET and 
18FDG) would permit delineation of the relative 
importance of these two pathways in maintaining 
cardiomyocyte health in humans with coronary 
artery disease, perhaps laying the foundation for 
novel clinical management paradigms.

11.5.2.2  Myocardial Hypertrophy 
and Cardiomyopathies

The metabolic phenotype of a reduction in the 
expression of β-oxidation enzymes, leading to a 
fall in myocardial fatty acid oxidation and an 
increase in glucose use, characterizes both LV 
and right ventricular (RV) hypertrophy [116–
119]. This adaptive response is considered bene-
ficial to cardiac function under acute conditions, 
but under exposure to sustained pressure over-
load, the metabolic switch becomes more perma-
nent, impairing flexibility in myocardial substrate 
use and inducing mitochondrial dysfunction 
[120]. Indeed, interventions in animals that 
involve inhibition of mitochondrial fatty acid 
β-oxidation result in cardiac hypertrophy [116]. 
Further support for this linkage arises from 
observations in humans, where variants in genes 
regulating key aspects of myocardial fatty acid 
metabolism ranging from PPARα to various key 
β-oxidative enzymes are associated with LV 
hypertrophy [121, 122].

In addition to LV hypertrophy, alterations in 
myocardial substrate metabolism have been 
implicated in the pathogenesis of contractile 

bicarbonate

Fig. 11.8 Influence of brief ischemia in the circumflex 
territory on appearance of hyperpolarized [13C] bicarbon-
ate. The left circumflex artery of a pig was occluded for 
15 min followed by 2 h. of reperfusion and intravenous 
injection of HP[1-13C]pyruvate. The bicarbonate signal in 
the circumflex territory was significantly reduced. Images 
from Golman et al. Magn Reson Med. 2008; 59: 1005-13
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 dysfunction and heart failure. Animal models of 
heart failure have shown that in the progression 
from cardiac hypertrophy to ventricular dysfunc-
tion, the expression of genes encoding for 
enzymes regulating β-oxidation is coordinately 
decreased, resulting in a shift in myocardial sub-
strate metabolism to primarily glucose use, simi-
lar to that seen in the fetal heart [123, 124]. The 
reactivation of the metabolic fetal gene program 
may have numerous detrimental consequences 
on myocardial contractile function ranging from 
energy deprivation to the inability to process fatty 
acids leading to accumulation of nonoxidized 
toxic fatty acid derivatives, resulting in lipotoxic-
ity. It should be noted this metabolic adaptation 
becomes more complex when there is concomi-
tant insulin resistance [125].

SPECT and PET
In preclinical models of LV hypertrophy, PET 
with FDG has demonstrated that myocardial glu-
cose uptake tracks directly with increasing hyper-
trophy and provides evidence that metabolic 
changes are one of the first myocardial responses 
to increased stress, and these metabolic adapta-
tions may drive the hypertrophic response with 
respect to its functional and structural conse-
quences [126–130]. Similar results have been 
found in man. PET with [1-11C]palmitate in 
humans has shown the reduction in myocardial 
fatty acid oxidation is an independent predictor 
of LV mass in hypertension [131]. Measurements 
of myocardial glucose metabolism with PET and 
18FDG and myocardial structure and function by 
echocardiography were performed in a cross- 
sectional study of normal controls and hyperten-
sive patients without or with LV hypertrophy 
[132]. Consistent with the aforementioned obser-
vations obtained in preclinical studies, the rate of 
myocardial glucose uptake PET was higher in 
patients without LV hypertrophy compared with 
controls suggesting the metabolic remodeling 
preceded structural remodeling in these patients. 
But surprisingly, the rate of myocardial glucose 
uptake was lower in hypertensive patients with 
LV hypertrophy when compared with the hyper-
tensive patients without LV hypertrophy. 
Furthermore, it appeared the decline in the rate of 
glucose uptake paralleled the decline in diastolic 
function. These latter findings are at odds with 

preclinical observations and may be attributable 
to the greater preponderance of females and dia-
betics in the LV hypertrophy cohort.

Similar observations of increased myocardial 
18FDG uptake have been obtained in patients with 
RV hypertrophy due to pulmonary hypertension 
[133–135]. The increase in 18FDG uptake corre-
lates with the level of pulmonary hypertension, 
plasma NT-pro-brain natriuretic peptide levels, as 
well as circulating levels of bone marrow-derived 
proangiogenic progenitors (CD34+ and CD133+ 
cells) which are markers of generalized hypoxia- 
inducible factor 1-alpha activation, a known 
driver of the hypertrophic response [133]. 
Moreover, an increase RV glucose uptake appears 
to be a marker of poorer prognosis [135, 136]. It 
also appears that measuring RV 18FDG uptake 
can be used to follow therapeutic responses as 
treatment of pulmonary hypertension (e.g., epo-
prostenol or sildenafil) results in a decline in pul-
monary hypertension that is paralleled by a 
decrease in RV myocardial glucose uptake [135, 
137]. Finally, alterations in RV myocardial 
metabolism also occur in RV dysfunction, sec-
ondary to left heart failure [138].

In summary, these studies raise the possibility 
of using metabolic imaging for both prognosis 
assignment and treatment monitoring for patients 
with pressure-overload conditions of either the 
left or right ventricle. However, they also high-
light the complexity of metabolic imaging and 
the need to control the many determinants of 
myocardial metabolism in order to accurately 
attribute a unique metabolic signature to a spe-
cific disease process.

SPECT with BMIPP has demonstrated 
reduced myocardial uptake and increased radio-
tracer clearance in patients with dilated cardio-
myopathy compared with controls [139]. 
Moreover, the magnitude of these metabolic 
abnormalities correlated with other measure-
ments of severe heart failure such as left ventricu-
lar size and plasma β-natriuretic peptide levels. It 
appears these abnormalities in BMIPP kinetics 
reflect the combined effects of reduced fatty acid 
uptake and oxidation as evidenced by PET with 
[1-11C]palmitate studies in a similar patient popu-
lation. In this same study, myocardial glucose 
metabolism was higher in the cardiomyopathic 
patients compared with controls confirming the 
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metabolic shift [140]. Moreover, it appears sex 
impacts the metabolic phenotype in nonischemic 
cardiomyopathy with women exhibiting higher 
levels of myocardial fatty acid uptake (and blood 
flow) compared with males as measured by PET 
using [1-11C]palmitate (Fig. 11.9) [141]. 
However, it should be noted that the presence of 
concomitant insulin resistance appears to be a 

major contributor to the variability in levels of 
myocardial glucose and fatty acid metabolism in 
these patients [142, 143].

Metabolic imaging can also be used to study 
the mechanisms responsible for the effectiveness 
of treatment in dilated cardiomyopathy. For exam-
ple, the administration of the nonselective 
β-blocker, carvedilol, results in a 20% decline in 
myocardial fatty acid uptake [144]. Theoretically, 
decreasing myocardial fatty acid oxidation should 
increase the oxidation of glucose leading to a more 
favorable energetic state and improved LV func-
tion. Alterations in myocardial substrate use are 
now becoming attractive targets for novel treat-
ments for heart failure with prime examples being 
the partial fatty acid oxidation antagonists and the 
insulin sensitizer glucagon-like peptide-1 [145, 
146]. The administration of trimetazidine to 
patients with dilated cardiomyopathy resulted in a 
significant improvement in LV ejection fraction 
[147]. However, the improvement in LV function 
appeared to reflect the complex interplay between 
a mild decrease in myocardial FA oxidation, 
improved whole-body insulin resistance, and syn-
ergistic effects with β-blockade. More recently the 
effects of the GLP-1 agonist, albiglutide, on myo-
cardial glucose and oxidative metabolism were 
assessed with PET and 18FDG and [1-11C]acetate, 
respectively, in patients with NYHA Class II–III 
heart failure. Although there was no detectable 
effect of albiglutide on cardiac function or myo-
cardial glucose and oxygen use, there was a mod-
est increase in peak oxygen consumption, which 
could have been mediated by noncardiac effects 
[148]. However, the study does highlight the 
potential of PET-derived metabolic biomarkers as 
endpoints for CV drug development.

13C Hyperpolarization
Even at this relatively early stage in the develop-
ment of technology for HP studies, preclinical 
models of heart failure have been examined. 
Hypertrophy, induced by thyroxine administra-
tion in rats, was associated with a reduction in 
PDH flux measured by metabolism of HP[1-13C]
pyruvate [149]. Pacing-induced dilated cardio-
myopathy was examined over time in a pig model 
[94]. Early in the period of rapid pacing, HP[13C]
bicarbonate production from HP-[1-13C]pyruvate 
was preserved (Fig. 11.10). The metabolism of 
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Fig. 11.9 PET measurements in nonischemic cardiomy-
opathy. Sex differences in myocardial fatty acid (FA) 
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HP[2-13C]pyruvate was used to examine produc-
tion of [5-13C]glutamate in the TCA cycle to 
directly probe citrate synthase. Surprisingly, the 
signal of HP[5-13C]glutamate decreased early 
during hemodynamic stress, demonstrating a dis-
sociation between bicarbonate production from 
[1-13C]pyruvate and [5-13C]glutamate production 
from [2-13C]pyruvate. It is conceivable that mito-
chondrial water content or other structural 
changes may modify the T1 of metabolites early 
in the citric acid cycle, or exchange of metabolite 
upstream from α-ketoglutarate may delay the 
transfer of HP [1-13C]acetyl-CoA to glutamate. 
These data suggest that an integrated investiga-
tion using HP probes could provide new insights 
into the pathophysiology of heart failure.

Potential Synergies
PET with [1-11C]acetate has been investigated 
extensively as a tool to measure myocardial oxy-
gen consumption [52, 53, 64, 150–152]. A chal-
lenge is that regional measurements of acetate 
clearance are converted to oxygen consumption 
or, equivalently, TCA cycle flux by a predeter-

mined relationship. However, it is not feasible to 
model all possible conditions that may influence 
that relationship. The use of HP [1-13C]acetate to 
assess TCA cycle flux is attractive because the 
signal from HP[5-13C]citrate can be resolved 
from the acetate signal in perfused heart models, 
and kinetic analyses have been reported. 
Interestingly, several reports described metabo-
lism of hyperpolarized [1-13C]acetate → [1-13C]
acetyl-CoA → [1-13C]acetylcarnitine in a reac-
tion catalyzed by carnitine acetyltransferase 
[102, 103, 153]. The buffering capacity of the 
carnitine-acetylcarnitine system has not been 
incorporated in PET kinetic models. As antici-
pated, both [1-13C]acetylcarnitine and [1-13C]
butyrylcarnitine are detected in the presence of 
HP[1-13C]butyrate [154].

The ability to distinguish metabolism of ace-
tate via oxidative metabolism vs. entry into the 
acetylcarnitine pool may be important in myopa-
thies. Carnitine is absolutely required for normal 
oxidation of fatty acids in the heart, and abnor-
malities of carnitine metabolism have been asso-
ciated with heart failure [155] or abnormal 
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myopathy on appearance of hyperpolarized [13C] bicar-
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mitochondrial function in the heart [156, 157]. 
Reports of heart failure are presumably due to 
interference with fatty acid oxidation. Dietary 
carnitine supplementation has been suggested in 
heart failure [158]. Since the conversion of hyper-
polarized [1-13C]acetate to [1-13C]acetylcarnitine 
is readily detected, HP methods may prove useful 
in understanding carnitine metabolism and indi-
rectly fatty acid metabolism. As described previ-
ously, metabolism of hyperpolarized [1-13C]
butyrate into the TCA cycle also provides infor-
mation about TCA cycle kinetics [104].

11.5.2.3  Obesity, Insulin Resistance, 
and Diabetes

Obesity is a major risk factor for heart failure 
[159]. Moreover, it appears an “obesity cardio-
myopathy” is a distinct clinical entity character-
ized by LV remodeling, reduced cardiac 
efficiency, and diastolic dysfunction, which may 
progress to systolic dysfunction [160]. The 
mechanisms responsible for the relation between 
obesity and heart failure in humans are not well 
understood but may, in part, involve altered myo-
cardial substrate metabolism. Preclinical models 
demonstrate obesity increases myocardial fatty 
acid metabolism, lipid accumulation, and MVO2 
leading to increased oxidative stress, cardiac dys-
function, and apoptosis [161, 162]. Interventions 
that reduce fatty acid accumulation and/or oxida-
tive stress in cardiac myocytes prevent the devel-
opment of myocardial dysfunction in these 
models [161].

Overdependence on fatty acid metabolism 
and a decrease in glucose use typifies the meta-
bolic phenotype in diabetes mellitus [163, 164]. 
The increase in plasma fatty acid delivery due to 
peripheral insulin resistance leads to increased 
myocardial fatty acid uptake. This activates key 
transcriptional pathways such as the PPARα/
PGC-1 signaling network resulting in a further 
increase in myocardial fatty acid uptake and 
oxidation with reciprocal reduction in glucose 
oxidation [165–167]. However, additional 
mechanisms are also likely at play. Insulin- 
mediated stimulation of glucose transport is 
impaired by intramyocardial lipid accumulation 
likely through activation of various isoforms of 

protein kinase C [168–170]. Excess fatty acid 
oxidation may also be associated with a decrease 
in the metabolic flexibility of the heart which as 
noted above is a characteristic of the normal 
myocardium [171, 172]. Through poorly under-
stood mechanisms, increased fatty acid oxida-
tion is associated with excess myocardial 
oxygen consumption [173–178]. This effect is 
generally modest, perhaps an increase in oxy-
gen consumption of a few percent up to 30% for 
the same myocardial work. This change is much 
less than the normal variation in oxygen con-
sumption by the heart during minimal exercise. 
However under perfusion-limiting conditions 
such as ischemic heart disease or with impaired 
subendocardial capillary flow during hypertro-
phy, this effect is conceivably significant. 
Moreover, these chronic metabolic adaptations 
can initiate a cascade of events that acting either 
individually or synergistically are detrimental to 
cardiac myocyte health such as an increase in 
oxidative stress, inflammation, and increased 
cell death, all of which can lead to diastolic dys-
function [163, 166].

PET
Imaging of obese young women with PET and 
[1-11C]acetate and [1-11C]palmitate has 
 demonstrated that an increase in body mass index 
is associated with a shift in myocardial substrate 
metabolism toward greater fatty acid use that 
increased with worsening insulin resistance 
[173]. Of note, little change in myocardial glu-
cose metabolism was observed. Paralleling the 
preferential use of FAs was an increase in MVO2 
and a decrease in energy transduction. The myo-
cardial metabolic response to obesity appears to 
be sex dependent. For example, using similar 
PET techniques, it has been demonstrated that in 
contrast to obese women, obese men have a 
greater impairment in myocardial glucose metab-
olism [179, 180]. In addition, obesity had less 
effect on myocardial fatty acid metabolism in 
men. In contrast, MVO2 was higher in the obese 
women compared with obese men. PET studies 
have now documented the salutary effects of 
weight loss on myocardial metabolism, structure, 
and function [181, 182].
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Small animal PET imaging has helped clarify 
the mechanisms responsible for the metabolic 
alterations that occur in diabetes mellitus. For 
example, PET studies with [1-11C]palmitate and 
FDG in relevant genetic models demonstrate that 
PPARα and PPARβ/σ drive different metabolic 
regulatory programs in the diabetic heart [183, 
184]. In a more clinically relevant model of type 
2 diabetes mellitus, the Zucker diabetic fat rat, 
myocardial glucose uptake correlates directly 
and closely with GLUT 4 gene expression, dem-
onstrating the quantitative capability of the tech-
nique [185]. PET measurements in the same 
model demonstrated a decline in myocardial glu-
cose uptake and an increase in fatty acid uptake 
and oxidation. The metabolic adaptations were 
associated with a decline in insulin-mediated 
phosphorylation of Akt which is indicative of 
reduced insulin action and an increase in abun-
dance at the sarcolemma of the fatty acid trans-
porter CD36, respectively [186]. Of note, these 
PET techniques have now been optimized for 
mouse heart [187].

The results of several imaging studies in 
humans have generally reproduced the observa-
tions from preclinical studies and as a result 
greatly expanded our understanding of the 
chronic metabolic adaptations in the diabetic 
heart. PET and [1-11C]palmitate and [1-11C]glu-
cose in patients with type 1 diabetes mellitus 
demonstrate higher levels of fatty acid uptake and 
oxidation compared with nondiabetics primarily 
due to increased plasma FA levels. In contrast, 
glucose uptake is reduced in these patients pri-
marily due to decreased glucose transport mecha-
nisms [65]. Moreover, the metabolic fate of 
extracted glucose is impaired in diabetes with 
reduced rates of glycolysis and glucose oxidation 
which become more pronounced with increases 
in cardiac work induced by dobutamine [188]. 
However, the myocardium in type 1 diabetic 
patients is responsive to changes in plasma insu-
lin and fatty acid levels but at a cost. Higher insu-
lin levels are needed to achieve the same level of 
glucose uptake and glucose oxidation compared 
with nondiabetics, consistent with myocardial 
insulin resistance. Similarly, in response to higher 
fatty acid plasma levels, myocardial fatty acid 

uptake is increased at the cost of a greater esteri-
fication rate [189].

Results of metabolic imaging studies in 
patients with type 2 diabetes mellitus that were 
composed of various combinations of PET, 1H- 
MRS, 31P-MRS, MRI, and echocardiography 
have yielded remarkably consistent results that in 
general parallel preclinical observations and sup-
port the mechanistic framework for diabetes- 
induced chronic metabolic adaptations. These 
observations include a systemic environment 
typified by reduced whole-body insulin sensitiv-
ity and increased plasma fatty acid and TG levels 
that is paralleled by a PET-derived myocardial 
metabolic profile that includes increased fatty 
acid uptake and oxidation and reduced glucose 
uptake, the magnitude of which is dependent 
upon whether the measurements are performed in 
the fasted state or during insulin clamp [190–
193]. In general, results of 1H-MRS studies dem-
onstrate an increase in myocardial lipid content 
and decline in energetics that are associated with 
LV diastolic and in some cases systolic dysfunc-
tion [194–196]. It appears changes in the myo-
cardial metabolic-functional relationship parallel 
the progressive worsening in the systemic profile 
as one transitions from a lean condition to obesity 
without diabetes to concomitant obesity [191, 
193]. It also appears the sexual dimorphism in 
myocardial metabolism that exists in lean sub-
jects and obese nondiabetics is present in patients 
with concomitant obesity and type 2 diabetes 
mellitus. In these patients, women appear to have 
more pronounced augmentation in myocardial 
fatty acid metabolism and a greater propensity to 
form TG compared with diabetic men [191]. In 
contrast, diabetic men appear to have a greater 
impairment in myocardial glucose uptake and 
oxidation compared with diabetic women 
(Figs. 11.11 and 11.12) [180]. These results are 
intriguing given the greater susceptibility of 
females with type 2 diabetes mellitus to develop 
heart failure and exhibit a poorer prognosis when 
compared with male diabetics [197–199].

The effects of antidiabetic therapies in 
humans on myocardial metabolism have been 
evaluated by PET. For example, differential 
effects of the PPARγ agonists pioglitazone, 
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 rosiglitazone, and the biguanide and metformin 
on myocardial glucose and fatty acid metabo-
lism have been assessed using PET with FDG or 
[1-11C]glucose and [1-11C]palmitate, respec-
tively. Treatment with either rosiglitazone or 

pioglitazone results in an increase in insulin-
stimulated myocardial glucose uptake. In con-
trast, insulin-stimulated myocardial glucose 
uptake is either unchanged or reduced with met-
formin therapy [200, 201]. In male diabetics, 
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Fig. 11.11 Sexual dimorphism in myocardial metabo-
lism in obesity and diabetes. Measurements of the frac-
tional uptake of glucose, glycogen deposition, glycolysis, 
and oxidation measured by PET with [1-11C]glucose in 
lean, obese, and diabetic men (Top) and women (Bottom). 

Data suggest that men exhibit a greater decline in glucose 
metabolism compared with women as one transitions 
from lean to obese to diabetes. Reproduced with permis-
sion Peterson LP et al., Am J Physiol Heart Circ Physiol 
308: H1510–H15
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pioglitazone therapy does not have a significant 
effect on myocardial fatty acid metabolism 
[200]. The lack of a decrease in fatty acid metab-
olism and variable response in myocardial glu-
cose uptake with these therapies may be 
explained by different responses in men and 
women. In men, metformin alone decreases 
whole-body fatty acid clearance, which results 
in increased plasma fatty acid levels, myocardial 
fatty acid uptake and oxidation, and lower myo-
cardial glucose uptake. In women, myocardial 
glucose uptake is increased. When metformin 
and rosiglitazone are combined, women exhibit 
increased whole-body fatty acid clearance, 
which decreases plasma fatty acid levels and 

myocardial fatty acid uptake. This effect is much 
less pronounced in men. Group and sex also 
interacted in determining myocardial glucose 
uptake. Thus, in diabetes, different therapeutic 
regimens impact myocardial metabolism in a 
sex-specific manner. Of note for all of the studies 
above, metabolic response could not be pre-
dicted by changes in the plasma glucose or 
HgBA1C levels. Although requiring further eval-
uation in larger studies, these observations sug-
gest metabolic imaging may be used to follow 
the effects of therapies designed to alter myocar-
dial substrate metabolism in patients with dis-
eases such as diabetes mellitus where more 
readily available clinical parameters are not 
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Fig. 11.12 Effects of a Western diet on appearance of 
hyperpolarized [13C]bicarbonate in the rat heart. Upper 
panel shows, left to right, a conventional MRI, a 13C MR 
image of pyruvate in the right and left ventricular cavities, 
and a 13C MR image of HP[13C]bicarbonate in the anterior 
wall of the myocardium. The inhomogeneous [13C]bicar-
bonate signal is due to the high local sensitivity of the 
surface coil. Bottom panel: Stacked plots showing the 

evolution of HP[13C]bicarbonate and other metabolites in 
the myocardium after infusion of HP[1-13C]bicarbonate. 
Eating a high-fat, high-sucrose Western diet (WD) was 
associated with suppression of HP[13C]bicarbonate 
appearance, presumably due to increased oxidation of 
fatty acids. Data from Seymour et al. Cardiovasc Res. 
2015; 106: 249-60
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 predictive of a therapeutic response. Moreover, 
they suggest more personalized approaches that 
incorporate patient gender may be useful in 
designing diabetic therapies.

HP MR
Compared to PET technology, there are limited 
examples of studies in vivo using HP-13C to exam-
ine cardiac lipotoxicity in insulin resistance and 
diabetes mellitus. Nonetheless, early-stage investi-
gations have begun to explore the metabolic con-
sequences of diabetes and high fat diets. For 
example, it is known that malonyl-CoA is a critical 
regulator of fatty acid oxidation and the concentra-
tion of malonyl-CoA in diabetic myocardium is 
reduced. Since carnitine acetyltransferase is inhib-
ited by malonyl-CoA, the rate of conversion of 
acetate to acetylcarnitine could be increased, 
potentially providing an important imaging bio-
marker of abnormal fatty acid oxidation. 
Metabolism of [1-13C]acetate has been examined 
by hyperpolarization methods in perfused hearts 
and in vivo demonstrating the capacity to detect 
metabolism to [1-13C]acetylcarnitine [101, 103, 
153]. The effect of type 1 diabetes, modeled by 
administration of streptozotocin to rats, was exam-
ined using HP[1-13C]acetate [202]. As outlined 
above, after activation by acetyl-CoA synthetase 
to acetyl-CoA, [1-13C]acetate may be metabolized 
to [1-13C]acetylcarnitine or [5-13C]citrate. The 
focus of this study was on detection of [1-13C]ace-
tylcarnitine because the chemical shift difference 
between [5-13C]citrate and [1-13C]acetate is too 
small for resolution in vivo at clinical fields, 
although sufficient resolution is achievable in per-
fused hearts [102]. However, in spite of marked 
hyperglycemia after 3 weeks, induced by strepto-
zotocin, there was no effect of type 1 diabetes on 
HP[1-13C]acetylcarnitine/HP[1-13C]acetate. 
Although further study is necessary to interpret 
this finding, these results may indicate that flux 
through the acetyl-CoA pool is small compared to 
the activity of an exchange reaction and that a 
reduction in activity of carnitine acetyltransferase 
is for this reason undetectable. These results were 
consistent with other exams detecting the products 
of [1-13C]acetate  metabolism: signal is modest 
compared to results from HP[1-13C]pyruvate.

“Western” diets, modeled in rodents by high 
saturated lipid and sucrose content, are associ-
ated with insulin resistance and reduced left ven-
tricular function [203–205]. In its early stages, 
exposure to an excess of dietary fat may result in 
lipotoxicity. High fat diets rapidly inhibit PDH 
flux [206], at least in part due to selective increase 
in the expression of pyruvate dehydrogenase 
kinase. This effect is very rapid and sustained, 
occurring within the first day on a diet, and 
implies that PDH flux will be sensitized to the 
inhibitory effects of fatty acids, presumably due 
to high [acetyl-CoA]/[CoA]. These observations 
predict that an imaging biomarker of PDH flux 
and conversion of HP[1-13C]pyruvate to HP[13C]
bicarbonate will be inhibited. High-quality [13C]
bicarbonate images were achieved, and as antici-
pated, PDH flux was reduced [207]. This occurred 
in the absence of structural or functional deterio-
ration, suggesting that HP methods may be a very 
sensitive indicator of early changes in metabo-
lism due to diet.

Potential Synergies
As emphasized above, the heart must be capable 
of quickly managing major shifts in the demand 
for energy production as well as discontinuities 
in the hormonal and substrate environment. This 
adaptability has been termed “metabolic flexibil-
ity” which in the context of type 2 diabetes is 
equivalent to insulin resistance. There is little 
information about the evolution of metabolic 
inflexibility in the hearts of adolescents at risk for 
type 2 diabetes and cardiac lipotoxicity because 
studies with ionizing radiation are difficult to jus-
tify. There is a significant need for imaging tech-
nology enabling metabolic exams in children that 
can be used over time to assess baseline physiol-
ogy as well as the response to interventions. 
Combined PET and 13C-HP studies employing 
PET/MR may help this regard. Strategies are cur-
rently designed and evaluated to permit whole- 
body PET/MR imaging with very low injectable 
doses of 18FDG and MR attenuation resulting in 
significantly reduced radiation exposure. As a 
consequence, the PET component of the PET/
MR study could be used for both baseline meta-
bolic measurements and identifying key organs 
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or specific regions of interest where glucose 
metabolism is altered. In the latter, more in-depth 
metabolic interrogation could be performed with 
13C-HP.

11.6  The Future: Validation 
and the Potential 
of Combined PET and 13C-HP

By dint of the aforementioned discussion, the 
combining of capabilities of PET and HPMR to 
simultaneously measure both imaging readouts 
with PET/MR has the potential to open entirely 
new avenues of scientific discovery. For example, 
it would now be possible to cross-calibrate and 
cross-validate both imaging technologies. From 
HPMR perspective, metabolic measurements 
using various 13C tracers can be compared with 
their PET 11C radiotracer counterparts to deter-
mine impact of non-tracer doses of substrate on 
myocardial metabolism. Conversely, measure-
ments of various components of myocardial 
metabolism measured with PET and compart-
mental modeling (e.g., oxidation and storage) can 
be referenced to the true metabolic fate of the 
exogenous substrate measured with HPMR. Most 
exciting is the potential use of the quantitative 
capabilities of PET to facilitate the HPMR quan-
tification of substrate flux through metabolic 
pathways of interest. Such information is attain-
able from a PET-derived input function, an MR 
tissue response, and knowledge of the MR tracer 
blood concentration. Such information is critical 
for the accurate interpretation of HPMR-derived 
measurements of disease effects and dose 
response. Finally, it is conceivable that investiga-
tions using hyperpolarized compounds may actu-
ally enable further development of new PET 
agents and further encourage the development of 
PET/MR. Clearly, significant technical develop-
ments in probe development and image acquisi-
tion, analysis, and display are going to be required 
to move these examples from theory to practice.

Even with these major advances, translation to 
clinical application of these combined imaging 
approaches will require overcoming several chal-
lenges. The typical paradigm for developing new 

imaging tests has been used to perform the exam 
in patients with suspected or known disease and 
then to compare the results to a “gold standard” 
metric which may be an accepted exam or results 
from pathology [208]. These studies typically 
report sensitivity, specificity, or receiver operating 
characteristic (ROC) analysis. More recently, 
investigators and policy makers have recognized 
that the number of potential imaging approaches 
and probes is steadily increasing and recognizing 
appropriate use may be difficult. Questions of clin-
ical utility are premature at this point in the devel-
opment of hyperpolarization because the 
technology is still evolving rapidly and numerous 
refinements are anticipated in the next few years. 
Nevertheless investigators should consider that the 
technology will likely be evaluated based on three 
classes of data to support clinical translation: ana-
lytical validity, clinical validity, and clinical utility 
[209, 210]. Analytic validity means the reproduc-
ibility and reliability of a measurement. Does an 
HP image really measure what it claims? Can the 
measurement be performed reliably? Clinical 
validity refers to the relation between the imaging 
results and a clinical outcome or diagnosis of 
interest. Does an HP image detect clinically mean-
ingful information, as judged by a reference stan-
dard? Very  importantly, has HP imaging been 
tested against a technology with which clinicians 
are comfortable? Clinical utility is the most diffi-
cult challenge and tests whether the use of HP 
imaging results in a favorable redistribution of 
benefits compared to risks and costs. Does the use 
of HP imaging lead to improved outcomes, com-
pared to nonuse? Eventually, these questions will 
need to be addressed, presumably through large 
multicenter prospective trials.
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Other Metabolic Syndromes

Matthew T. Whitehead and Andrea L. Gropman

12.1  Introduction

Most inborn errors of metabolism (IEMs) have 
neurological symptoms, and many cause injury 
to the developing central nervous system (CNS). 
Diagnosis can be challenging, as a number of 
these neurometabolic disease processes manifest 
similar signs and symptoms. Disorders may pres-
ent with acute encephalopathy and metabolic cri-
sis; these are the most critical to recognize and 
prevent as the risk for repeated, intermittent, or 
ongoing injury is significant. On the other hand, 
some IEMS can cause progressive injury result-
ing in chronic encephalopathy and may be ame-
nable to lifelong therapies.

While the etiologies of neurologic injury in 
the IEMs have not been fully established in 
many disorders, they may share common mech-
anisms of injury such as disrupted astrocyte 
function, excitotoxic cell damage, neuroinflam-
mation, and energy failure. For many of the 
IEMs, there is a specific anatomical pattern of 
vulnerability, despite the entire brain being sub-

ject to the global metabolic insult. Selectivity 
for particular brain regions or even cell types 
based on morphology or neurotransmitter sys-
tems (astrocytes or neurons: glutamatergic and 
gamma-aminobutyric acid [GABA]-ergic) in 
IEMS is poorly understood.

Neuroimaging offers the ability to study the 
brain in a noninvasive manner and holds potential 
to improve diagnostic specificity. In addition to 
conventional MRI, several imaging platforms 
exist to evaluate differing aspects of disease 
including fMRI to study neural networks under-
lying cognitive processes, diffusion imaging, and 
diffusion tensor imaging (DTI) to study white 
matter or myelin microstructure, and spectros-
copy (most commonly 1H, but also 31P and 13C) 
to study cerebral metabolism in vivo, providing 
tools to evaluate the extent and potential mecha-
nisms of neurological damage. In any disease, 
there may be a number of imaging biomarkers 
that can serve as a measure of disease burden and 
may guide therapy. However, these advanced 
imaging techniques have yet to be employed uni-
versally in routine clinical practice.

From an imaging perspective, neurometa-
bolic disorders affect the brain in various over-
lapping locations, degrees, and patterns. Many 
factors ultimately contribute to the final imaging 
appearance, including but not limited to geno-
type, phenotype, disease severity, duration, and 
comorbidities. Brain imaging may be variable, 
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ranging from normal to severe diffuse brain dis-
ease. Shared features suggesting a metabolic 
brain disorder include symmetric brain involve-
ment (abnormal density on CT, signal on MRI, 
and/or echogenicity on ultrasound) disrespect-
ing arterial territories, and/or progressive atro-
phy. Lesions in multiple stages of temporal 
evolution reflecting multiphasic brain involve-
ment are strong imaging signs of an IEM. While 
many neurometabolic diseases have a nonspe-
cific appearance, especially in early and late 
phases, some have patterns that are more sug-
gestive and even diagnostic in some circum-
stances [1–6].

A common approach is to classify the disor-
ders by the presenting neurologic features that 
predominantly reflect either gray or white mat-
ter involvement, recognizing that many IEMs 
show elements of damage in both. Though the 
ultimate goal is accurate genotype-phenotype 
identification, this is not often achievable 
because the final imaging phenotype may be 
caused by several different genetic defects and 
different phenotypes can be caused by a com-
mon gene defect [3, 7].

Patients with cortical gray matter involve-
ment may present with seizures, encephalopathy, 
or dementia, whereas deep gray matter injury 
may result in extrapyramidal movement disor-
ders (dystonia, chorea, or athetosis). White mat-
ter disorders present with pyramidal signs 
(spasticity or hyperreflexia) and visual findings. 
Involvement of the cerebellum or its connecting 
tracts may lead to imbalance (ataxia or dysmet-
ria), and involvement of tracts from basal gan-
glia or lesions to the nuclei (caudate, putamen, 
globus pallidus) may unmask movement disor-
ders (dystonia, chorea, athetosis, hyperkinesias, 
or bradykinesias).

Patterns of brain injury in various IEMs may 
also be explained based on metabolic models of 
toxicity. For example, some IEMs lead to brain 
injury due to a substrate intoxication model of 
injury. This pattern is most characteristic of the 
aminoacidopathies, organic acidurias, urea cycle 

disorders (UCDs), carbohydrate intolerances, 
disorders of metal, and porphyrias. There is usu-
ally an acute, explosive clinical onset that can 
present at any stage of life from the neonatal 
period to adulthood (but is more common in the 
newborn period) or can be intermittent in a par-
tial form, from infancy to late adulthood. Most of 
these disorders are treatable by dietary restriction 
and bulk dialysis by emergency removal of the 
neurotoxin or by scavenging drugs or vitamins 
serving as cofactors for enzymes [8].

The second major category of brain injury in 
IEMs is attributable to substrate-depletion model 
of injury, such as observed in creatine deficien-
cies. These disorders affect the cytoplasmic and 
mitochondrial energetic processes. In addition to 
creatine deficiencies, this group also includes dis-
orders of glycolysis, glycogenesis, gluconeogen-
esis, hyperinsulinisms, and creatine and pentose 
phosphate pathways [9].

In some disorders, brain injury results from 
both toxicity and depletion. Additionally, ana-
tomical patterns of brain injury may be discerned 
based on location. Although the entire brain is 
exposed to the insult, there are typically areas of 
increased vulnerability. The insult may be focal 
or diffuse having a predilection for neurons and 
an impact the gray matter versus the white matter. 
Additionally, gray matter injury may be cortical 
only, involve cortical and deep structures, or 
alternatively involve only the deep gray struc-
tures such as the thalamus and basal ganglia. 
Small molecule disorders and lysosomal disor-
ders have a predilection for white matter involve-
ment, but the location within the white matter 
often differs based on the individual disorder and 
may be restricted to deep centrum semiovale 
white matter, periventricular white matter, and/or 
the subcortical U-fibers.

This review will focus on some of the more 
commonly encountered neurometabolic disor-
ders within these categories that have specific 
imaging features, organized by age of onset. 
Disorders that may present across the life span 
will be included in a separate category.
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12.2  Neonatal-Onset Metabolic 
Disease

12.2.1  Acute Toxicity: 
Aminoacidopathies, Organic 
Acidemias, and Urea  
Cycle Disorders

12.2.1.1  Aminoacidopathies

Maple Syrup Urine Disease (MSUD)
MSUD is an autosomal recessive disorder 
caused by deficiency in a subunit of the 
branched-chain alpha-keto acid dehydrogenase 
complex [3, 10]. This enzyme complex is 
required for the oxidative decarboxylation of 
branched-chain keto acids. MSUD may present 
acutely in the newborn period and is a progres-
sive disorder. Patients have the odor of maple 
syrup in the urine and cerumen even during 
health. Elevation of several plasma amino acids 
define this condition, specifically the branched-
chain amino acids isoleucine, leucine, and 
valine. Studies suggest that leucine is the neu-
rotoxic amino acid responsible for neural injury 
in this condition. MSUD is a rare condition in 
Caucasians, with an incidence of 1:185,000–
1:290,000; however, it is much more common 
in Mennonites where it is 1:176 due to a com-
mon founder effect.

During the acute stages of MSUD, there is 
plasma accumulation of branched-chain amino 
acids. Why should the branched-chain keto 
acid accumulation exert brain toxicity? This 
question has been studied in cell culture mod-
els as a surrogate for MSUD. Results strongly 
indicate that oxidative stress might be involved 
in the cell morphological alterations and 
death, as well as in the cytoskeletal reorgani-
zation elicited by the branched-chain keto 
acids [11]. Additionally, alpha-ketoisocaproic 
acid derived from leucine is known to be neu-
rotoxic, leading to acute brain edema which if 
untreated may lead to coma and death (by her-
niation) [12].

MSUD: Imaging
MR imaging demonstrates symmetric swelling, 
edema, decreased anisotropy,  and markedly 
reduced diffusion reflecting intramyelinic edema 
predominantly in myelinating/myelinated areas 
including the perirolandic parenchyma, projec-
tional fibers, optic radiations, thalami, globi pal-
lidi, brainstem, dentate nuclei, and cerebellar 
white matter [3, 13–23] (Fig. 12.1). Vasogenic 
edema manifesting T2 prolongation and facili-
tated diffusion is present in nonmyelinated brain 
white matter. Water is pulled from the vascular 
and extracellular space into the intracellular 
spaces of the brain by intracellular metabolites 
with osmotic activity. This is similar to the mech-
anism of neural injury and edema in several of 
the urea cycle disorders including ornithine 
 transcarbamylase deficiency (OTCD). To balance 
this osmotic effect, myoinositol (mI), an osmo-
lyte, is depleted from the brain in both condi-
tions. The imaging findings can predate 
symptoms [15, 17]. Over time with adequate 
treatment, diffusion reduction is reversible, but 
atrophy may develop if symptoms are severe and/
or prolonged [13, 15, 20, 23].

MR spectroscopy is useful for diagnosis and 
monitoring of disease activity [3, 15, 24, 25]. It 
demonstrates a dominant metabolic peak or 
peaks at 0.9–1.1 ppm corresponding to elevated 
branched-chain amino acids (BCAA) and 
branched-chain alpha-keto acids (BCKA) as well 
as a lactate peak at 1.3 ppm in metabolic crises 
[15] (Fig. 12.1). The BCAA-/BCKA-associated 
0.9 ppm metabolic peak differs from the normal 
macromolecular peak that co-resonates here by 
magnitude; the BCAA/BCKA peak is larger and, 
unlike normal macromolecules, remains visible 
on long TE spectra (288 ppm) [3] (Fig. 12.1). 
Furthermore, these amino and keto acid peak(s) 
can invert on intermediate echo time MRS due to 
J-coupling, similar to lactate (Fig. 12.1). The 
height of the BCAA/BCKA peak diminishes in 
patients under metabolic control on follow-up 
MRS though may or may not entirely resolve [3, 
15, 24, 25].
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Fig. 12.1 12-day-old male with maple syrup urine dis-
ease. Axial T2WI (TR/TE ms, 3500/120) (a), axial 
diffusion- weighted image (DWI) (TR/TE ms, 8000/85) 
(b), and axial apparent diffusion coefficient map (ADC) 
(TR/TE ms, 8000/85) (c) through the basal ganglia dem-
onstrate diffuse excessive hyperintense white matter sig-
nal consistent with vasogenic edema in nonmyelinated 
areas (a, arrows) and markedly reduced diffusion in 
myelinated/myelinating brain regions manifested by 
bright signal on DWI (b) and dark signal on ADC (c) in 
the internal capsules (black arrows), globi pallidi (large 
white arrows), thalami (black arrowhead), fornices (white 
arrowhead), and habenula (small white arrows), compat-
ible with intramyelinic edema. Axial T2WI (d), DWI (e), 
and ADC (f) at the mid-pontine level show similar signal 
changes throughout the brainstem consistent with mixed 
vasogenic and intramyelinic edema involving the cortico-

spinal tracts (large white arrows), pontine tegmental pro-
jectional fibers (small white arrows), transverse pontine/
middle cerebellar peduncle fibers (large black arrows), 
and cerebellar white matter (small black arrows, d–f). The 
brain is diffusely swollen with diffusely small sulci and 
ventricles (a–f). Short echo time (TR/TE ms, 1500/35) (g) 
and intermediate echo time (TR/TE ms, 1500/144) (h) 
single-voxel MR spectroscopy over the left basal ganglia 
reveal branched-chain amino acids (BCAA) and branched- 
chain keto acids (BCKA) centered at 1 ppm shown as a 
positively reflected peak on short echo MRS (g) and 
inverted at 144 ms echo time (h). The choline (Cho) to 
creatine (Cr) ratio is mildly decreased. N-acetylacetate 
(NAA) and glutamine/glutamate (Glx) are within normal 
range. Glycine (gly), which co-resonates with myoinosi-
tol (MI) at 3.6 ppm, is mildly elevated
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Nonketotic Hyperglycinemia (NKH)
Nonketotic hyperglycinemia is an autosomal 
recessive disease causing a glycine cleavage defect 
[4]. Glycine overabundance causes hyperexcita-
tion in the brain and neural inhibition in the spinal 
cord. There are several different forms of glycine 
encephalopathy, which are characterized by the 
age of onset and severity of symptoms [26]. All 
forms present with exclusively neurological symp-
toms, including intellectual impairment, hypoto-
nia, apneic seizures, and/or symptoms associated 
with cortical malformations.

The classical or neonatal presentation of glycine 
encephalopathy is the best described and is typified 
by an infant born after an unremarkable pregnancy 
but presents soon after with lethargy, hypotonia, 
apneic seizures, and myoclonic jerks, which can 
progress to the need for mechanical ventilation and 
often death. Apneic patients can regain spontane-
ous respiration in their second to third week of life 
but are left with intractable seizures and profound 
mental retardation. The phenomenon of fetal rhyth-
mic “hiccuping” episodes during pregnancy, most 
likely reflecting seizure episodes in utero, has been 
described. Glycine encephalopathy can also pres-
ent as a milder form with episodic seizures, ataxia, 
movement disorders, and gaze palsy during febrile 

illness. In the later-onset form, patients typically 
have normal intellectual function but present with 
spastic diplegia and optic atrophy.

NKH: Imaging
Neonatal presentations of NKH and MSUD share 
several imaging features. Both demonstrate sym-
metric T2 prolongation and restricted diffusion 
involving myelinating or myelinated cerebral, 
cerebellar, and brainstem parenchyma represent-
ing intramyelinic edema [27–31] (Fig. 12.2). 
However, signal alteration tends to be less exten-
sive and severe in NKH and without overt swell-
ing [27]. Excessive deep cerebral white matter 
hyperintensity on T2WI and absent T1 shorten-
ing in the posterior limb of the internal capsule in 
term neonates with NKH could reflect myelina-
tion delay [4, 28, 29] and/or gliosis [32] 
(Fig. 12.2). Unlike MSUD, structural brain 
defects may be present in patients with NKH 
including dysgenesis or hypogenesis of the cor-
pus callosum [3, 4, 27, 28, 30, 33], malforma-
tions of cerebral cortical development [33], and 
cerebellar hypoplasia [33] (Fig. 12.2). MRS is 
confirmative, demonstrating glycine elevation at 
3.6 ppm using intermediate or long echo times 
[27–29, 34] (Fig. 12.2).

a b c

Fig. 12.2 4-day-old female with nonketotic hyperglycin-
emia. Axial T2WI (TR/TE ms, 3500/120) (a), axial 
diffusion- weighted image (DWI) (TR/TE ms, 8000/85) 
(b), and axial apparent diffusion coefficient map (ADC) 
(TR/TE ms, 8000/85) (c) through the basal ganglia dem-
onstrate delayed myelination with lack of hypointense 
signal in the posterior limb of the internal capsule (PLIC) 
(arrows, a) and reduced diffusion in the PLIC (large 
arrows, b and c) and lateral thalami (small arrows, b and 
c). Axial T2WI (d), DWI (e), and ADC (f) at the mid- 
pontine level show reduced diffusion in several myelin-

ated brainstem tracts in the dorsal tegmentum (large white 
arrows), central tegmental tracts (small white arrows), 
and dentate nuclei (black arrows). Sagittal spoiled gradi-
ent echo (SPGR) T1WI (TR/TE/IT ms, 7/2/700) (g) dem-
onstrates a thin, mildly shortened corpus callosum 
consistent with hypogenesis (arrow). The vermis is also 
hypoplastic. Intermediate echo time (TR/TE ms, 
1500/144) (h) single-voxel MR spectroscopy over the left 
basal ganglia reveals an abnormal peak at 3.6 ppm com-
patible with glycine. The choline (Cho) to creatine (Cr) 
ratio and N-acetylacetate (NAA) to Cr ratios are normal
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12.2.1.2  Organic Acidemias

Methylmalonic Acidemia (MMA)
MMA is a heterogeneous group of disorders char-
acterized by accumulation and toxicity of methyl-
malonic acid and its by-products in biological 
fluids. The primary defect is due to intracellular 
cobalamin metabolism (coenzyme deficiency). 
MMA exhibits autosomal recessive inheritance. 
The approximate frequency for MMA is 1 per 
48,000 infants. The main enzyme deficiency is due 
to deficiency of the adenosylcobalamin- dependent 
enzyme methylmalonyl- CoA mutase (apoenzyme 
deficiency) [3, 35–39]. A subset of children with 
defects of intracellular cobalamin metabolism also 
may have simultaneous homocystinuria. Based on 
complementation studies, there are eight different 
complementation groups (mut0, mut-, cblA, cblB, 
cblC, cblD, cblF, and cblH) causing MMA [40]. 
The most severe is mut0 showing undetectable 
mutase activity fibroblasts [40].

MMA typically presents in the newborn period 
after the first few days of life. The typical history is 
the newborn that was healthy for the first days to 
weeks of life (mut0 or MMA mut-) progresses to 
poor feeding, vomiting,  progressive lethargy, flop-
piness, and hypotonia. In later onset, older children 
with one of the other forms of MMA or mild mut- 
may present after illness or stress with lethargy, 
seizures, and hypoglycemia. Metabolic changes 
include methylmalonic acid, methylcitrate, propi-
onic acid, and 3-OH propionic acid in the urine, 
and plasma amino acids typically show elevation of 
glycine but may be normal. Acylcarnitine profile 
(dry blood spot or plasma) shows an elevation of 
propionylcarnitine (C3) and may show decreased 
free carnitine and total carnitine levels.

MMA: Imaging
Acute brain lesions manifest with hyperintensity 
on T2-weighted sequences and restricted diffusion 
during times of metabolic decompensation 
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Fig. 12.2 (continued)
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(Fig. 12.3). Basal ganglia lesions called “meta-
bolic infarctions” may develop over time, 
 especially or exclusively involving the globi pall-
idi, often in an asymmetric fashion and rarely iso-
lated unilaterally [3, 36–39, 41–44] (Fig. 12.3). In 
a recent survey of 40 patients, 19 were noted to 
have GP infarcts [36]. Globus pallidus infarct 
prevalence by methylmalonic acidemia class 
revealed the following pattern: cblA (71%), cblB 
(43%), mut(o) (45%), and mut- (25%). Tiny lacu-
nar infarcts in the pars reticulata of the substantia 
nigra, previously unrecognized in methylmalonic 
acidemia, were found in 17 patients, 13 of whom 
also had a globus pallidus infarctions [36]. 
Movement disorders, such as chorea and tremor, 
were common (n = 31, 83%), even among patients 
without evidence of basal ganglia injury [36]. In 
severe cases of methylmalonic acidemia, the globi 
pallidi can be damaged to the point of necrosis, 
appearing cystic on MRI images (hyperintense on 
T2WI and hypointense on T2 FLAIR sequences) 
[3]. In chronic stages, basal ganglia calcifications 
can develop in the lentiform nucleus [3, 35].

The differential diagnosis for hyperintense 
globi pallidi lesions on T2WI includes other 
organic acidemias (often with striatal lesions), 
mitochondrial diseases, profound hypoxic- 

ischemic injury, hypoglycemia, osmotic demye-
lination (generally other areas of the basal ganglia 
and thalami are also affected), post-viral injury, 
vitamin B12  (cobalamin) deficiency, Vigabatrin, 
and toxins such as carbon monoxide, methanol, 
and cyanide [37, 38, 42, 45, 46].

In addition to globi pallidi abnormalities,  
dentate nuclear injury may be present in patients 
with methylmalonic academia [3]. Delayed 
brain maturation (delayed myelination and 
immature gyral pattern), white matter signal 
changes, and progressive brain volume loss are 
also characteristic [3, 35, 44, 47] (Fig. 12.3). 
Occasionally, one also sees demyelination of 
corticospinal tracts in a pattern that resembles 
B12 deficiency of combined systems degenera-
tion. Gao and colleagues found that for patients 
with negative MRI findings, compared with 
healthy infants, a statistically significant reduc-
tion in DTI FA value of the frontal, temporal, 
and occipital white matter was observed, thus 
contending that DTI is a useful tool for clinical 
monitoring [48].

MR spectroscopy may demonstrate elevated 
lactate and/or decreased NAA in active disease 
states that may normalize with resolution of 
symptoms [3, 49, 50].

a b c

Fig. 12.3 25-day-old male with methylmalonic aca-
demia. Coronal T2WI (TR/TE ms, 3000/104) (a), axial 
T1WI (TR/TE ms, 500/14) (b), and sagittal T1WI (TR/TE 
ms, 467/14) (c). The cerebral white matter is diffusely 
hyperintense for age (black arrows, a). The globi pallidi 
are abnormally bright on T1WI and T2WI (white arrows, 
a and b), consistent with prior metabolic injury/infarc-
tions. The cerebral cortex is also hyperintense in some 

areas on T1WI, representing laminar necrosis from prior 
metabolic injury (small arrows, b). The corpus callosum 
is thin, reflecting cerebral white matter volume loss or 
hypoplasia (large white arrow, c). The brainstem (small 
white arrow, c) and vermis (black arrow, c) are also 
mildly small, consistent with hypoplasia and/or volume 
loss
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Propionic Academia (PA)
Propionic academia is an autosomal recessive 
inborn metabolic error caused by a propionyl- CoA 
carboxylase gene defect [3, 44]. Propionic acid 
toxicity damages brain structures, similar to 
MMA. Although both disorders commonly affect 
the basal ganglia, the striatum is preferentially 
involved in PMA, whereas the globi pallidi are 
more commonly involved in isolation in MMA [3, 
44, 51] (Fig. 12.4). Delayed myelination, periven-
tricular white matter signal changes, and progres-
sive brain volume loss are also characteristic [3, 
44]. Basal ganglia MRS may show altered gluta-
mine/glutamate levels (increased or decreased) and 
decreased myoinositol and NAA levels [3, 51].

Glutaric Aciduria Type I
Autosomal recessively inherited defects involv-
ing the mitochondrial enzyme glutaryl-CoA 
dehydrogenase (GCDH) are responsible for glu-
taric aciduria type I [3, 52, 53]. Toxic metabolites 
are believed to overstimulate NMDA receptors, 
causing cellular injury. GCDH deficiency leads 
to accumulation of glutaric acid (GA) and 
3-hydroxyglutaric acid (3-OHGA), two metabo-
lites that are believed to be neurotoxic. Patients 
typically present clinically during a catabolic 
state such as an intercurrent illness with an acute 
encephalopathic crisis that results in striatal 
necrosis and in a permanent dystonic-dyskinetic 

movement disorder. The results of various in vitro 
and in vivo assays suggest three main mecha-
nisms involved in the metabolite-mediated neu-
ronal damage: excitotoxicity, impairment of 
energy metabolism, and oxidative stress. The 
metabolites are thought to be produced endoge-
nously in the CNS and accumulate because of 
limiting transport mechanisms across the blood- 
brain barrier.

Glutaric Aciduria Type I: Imaging
Neuroimaging plays an important role in diagno-
sis because both structural brain defects and sig-
nal changes are common. Basal ganglia and/or 
cerebral white matter and corpus callosum may be 
involved with T2 prolongation and diffusion 
abnormalities [3, 52–54] (Fig. 12.5). Reduced dif-
fusion appears in the acute phase and may improve 
with symptom control but can persist in asymp-
tomatic patients [54–56]. Characteristic structural 
changes occur in almost all patients and include 
under-opercularization of the sylvian fissures, 
enlarged temporopolar extra-axial spaces, and 
macrencephaly, often preceding brain signal alter-
ations [3, 53] (Fig. 12.5). In fact, if these temporo-
insular changes are encountered in a patient with 
macrocephaly, the diagnosis is highly suggestive. 
If the basal ganglia are also involved, findings are 
nearly pathognomonic for glutaric aciduria type I 
[53]. Structural brain abnormalities may even be 

a b c

Fig. 12.4 5-month-old male with propionic academia. 
Axial T2WI (TR/TE ms, 3200/90) (a), DWI (TR/TE ms, 
10,000/97) (b), and ADC (TR/TE ms, 10,000/97) (c) 
through the basal ganglia. Putamen are abnormally hyper-

intense on T2WI (arrows, a) and demonstrate restricted 
diffusion (arrows, b and c), consistent with ongoing meta-
bolic injury
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detected on fetal MRI [3, 57]. Other findings 
include delayed myelination and signal abnormal-
ities involving the  cerebellar gray nuclei, central 
tegmental tracts, and midbrain [3, 58]. Progressive 
atrophy is typical, and subdural hemorrhages are 
not uncommon and may even be the presenting 
symptom on occasion [3, 44, 59].

MR spectroscopy may demonstrate lactate 
elevation and decreased NAA [3, 55, 60]. Choline 
and myoinositol levels may also be elevated [3]. 
Recent advances have allowed for direct identifi-
cation of toxic metabolites glutaric acid and 
3-hydroxyglutaric acid making follow-up moni-
toring with MRS more feasible [61].

12.2.1.3  Urea Cycle Disorders
Urea cycle disorders represent a group of rare 
inborn errors of metabolism that lead to accumu-
lation of ammonia, a toxic product of protein 
metabolism. Individuals with urea cycle disor-
ders cannot metabolize the ammonia that accu-
mulates due to enzyme deficiency. The symptoms 
of these disorders may present at birth, child-
hood, or adulthood (milder deficiencies). Acute 
hyperammonemic (HA) coma in patients with 
proximal urea cycle disorders (UCD) such as 
ornithine transcarbamylase deficiency (OTCD) 
often results in cognitive impairment. Many of 
these patients also manifest chronic, albeit inter-
mittent, elevations of plasma ammonia and gluta-

mine (Gln) even while on dietary therapy and 
alternate pathway drugs.

While HA can lead to severe consequences in the 
CNS, the pathophysiology is unclear. Current theo-
ries have focused on (1) Gln accumulation leading to 
impaired cerebral osmoregulation and (2) glutamate/
NMDA receptor activation and excitotoxic injury 
and energy deficit [62]. Neuropathological changes 
in UCD are similar to those in hepatic encephalopa-
thy and hypoxic ischemic encephalopathy affecting 
not only gray matter but also the white matter (WM), 
reflecting astrocyte damage [62]. The extent of WM 
injury depends upon the disease severity. 
Neuropathological findings in patients with UCD 
demonstrate that late-onset disorders are associated 
with white matter injury and neonatal disorders 
show hypomyelination of WM, myelination delay, 
cystic changes of WM, gliosis of the deep gray mat-
ter nuclei, and gray matter heterotopia [63–66].

Urea Cycle Defects: Imaging
The pattern of brain injury in the proximal urea 
cycle disorders such as OTCD can be fairly spe-
cific [67]. Both cerebral gray matter (cortical and 
basal ganglia) and white matter are involved in 
neonatal-onset UCDs [64, 67–71]. In the acute 
phase, MRI demonstrates hyperintense signal 
on T2WI and proton density images with cor-
responding restricted diffusion in areas of 
brain involvement (Fig. 12.6). Later, regional 

a b c

Fig. 12.5 5-month-old male with glutaric aciduria type I. 
Axial T2WI (TR/TE ms, 3100/90) (a), DWI (TR/TE ms, 
10,000/84) (b), and ADC (TR/TE ms, 10,000/84) (c) 
through the basal ganglia. Globi pallidi are abnormally 
hyperintense on T2WI (arrows, a) and demonstrate 

restricted diffusion (arrows, b and c), consistent with 
ongoing metabolic injury. The temporal lobes are under-
developed, the lateral sulci are broadened, and the insula 
are uncovered consistent with under-opercularization 
(circles, a), hallmarks of glutaric aciduria
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encephalomalacia/laminar necrosis, gliosis, and 
atrophy may develop depending on the duration 
and severity of the metabolic derangement. Two 
distinct general patterns have been described: 
“diffuse” and “central” [68]. In the diffuse form, 
a posterior predominant cerebral cortical disease 
occurs, whereas in the central form, involvement 
is more localized. Insular/peri-insular paren-
chyma is often firstly and more profoundly 
affected (Fig. 12.6). Frontoparietal perirolandic, 
temporal, and ultimately occipital lobes are then 
involved in this sequence. Concurrent symmetric 
cingulate gyri and basal ganglia abnormalities 
are frequent, often sparing the thalami (Fig. 12.6).

MR spectroscopy offers complementary infor-
mation for diagnosis and disease monitoring. In 

metabolically decompensated patients, MRS 
reveals elevated glutamine/glutamate (2.1–2.4 
and 3.8 ppm), decreased myoinositol (3.55 ppm), 
and decreased choline (3.2 ppm) (Fig. 12.6). 
Although these metabolites may remain abnor-
mal after recovery, the degrees of spectroscopic 
alterations typically improve with symptom reso-
lution making MRS a useful tool for temporal 
disease and therapeutic response monitoring [67, 
70]. While MRI and MRS injury pattern partially 
overlaps with that of hypoxic ischemic encepha-
lopathy, thalamic sparing and insular predilection 
would be atypical in HIE. Still, HIE is substan-
tially more common; therefore, brain imaging 
should be interpreted within the context of the 
patient’s clinical presentation.
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Fig. 12.6 9-day-old male with a urea cycle disorder 
(ornithine transcarbamylase deficiency). Axial T2WI 
(TR/TE ms, 3500/90) (a), proton density (TR/TE ms, 
3500/30) (b), DWI (TR/TE ms, 8000/81) (c), and ADC 
(TR/TE ms, 8000/81) (d) through the basal ganglia. 
Collectively, the globi pallidi and PLIC are abnormally 
hyperintense on proton density and T2WI (arrows, a and 
b) and demonstrate restricted diffusion (thick arrows, c 
and d) consistent with ongoing metabolic injury. Cortical/

subcortical restricted diffusion compatible with injury is 
also present in the insular/peri-insular regions (thin 
arrows, c and d) and right occipital cortex (circle, c and 
d). The thalami are normal in signal. Single-voxel MRS 
over the left basal ganglia (TR/TE ms, 1500/35) (e) 
reveals findings typical of urea cycle disorders: elevated 
glutamine/glutamate (Glx), decreased choline (Cho), and 
decreased myoinositol (MI). NAA and creatine (Cr) are 
within normal range
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12.3  Chronic Encephalopathies 
of Infancy

12.3.1  Aminoacidopathies, 
Peroxisomal Disorders, 
Mitochondrial Disorders, 
Lysosomal Disorders, 
and Lipidoses

12.3.1.1  Aminoacidopathies

Phenylketonuria (PKU)
PKU was first identified in 1934 by Norwegian 
physician Asbjørn Følling. Phenylketonuria is an 
autosomal recessive genetic disorder character-
ized by deficiency in the phenylalanine hydroxy-
lase enzyme. Phenylalanine hydroxylase is 
necessary for the metabolism of the amino acid 
phenylalanine (Phe) to tyrosine (Tyr), an essen-

tial precursor for the neurotransmitter, dopamine 
(DA) that is important in cognitive functions of 
the frontal cortex. Early-treated phenylketonuria 
(PKU) is associated with a range of neuropsy-
chological impairments believed to be due to 
dopamine depletion and white matter pathology. 
Patients who are diagnosed are placed on a low- 
Phe/low-protein diet yet despite this may have 
chronic encephalopathy.

PKU: Imaging
Histopathology and neuroimaging studies in 
humans have demonstrated extensive white 
matter damage, in both untreated and early-
treated PKU cases. On MRI, high signal inten-
sity is present in the periventricular white 
matter, often extending into subcortical and 
frontal regions in more severe cases (Fig. 12.7). 
White matter pathology in untreated PKU 

a
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Fig. 12.7 27-year-old male with phenylketonuria (PKU). 
Axial T2WI (a), T2 FLAIR (b), and fractional anisotropy 
(FA) images through the level of the lateral ventricles. 
There is symmetric hyperintense signal involving the deep 
and periventricular cerebral white matter (arrows, a and 

b), with corresponding decreased anisotropy (arrows, c). 
Single-voxel MRS through the left parietal white matter 
(d) demonstrates a small phenylalanine peak at 7.37 ppm 
(arrows) in this patient at baseline under good dietary 
control
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patients is likely to reflect hypomyelination, 
whereas in early-treated patients, white matter 
abnormalities observed on magnetic resonance 
imaging (MRI) are believed to be caused by 
intramyelinic edema. It has been estimated that 
over 90% of patients show white matter pathol-
ogy on structural MRI scans and diffusion ten-
sor imaging, and this is true even when T2 MRI 
appears normal [72–74] (Fig. 12.7). Research 
demonstrates that this pathology is associated 
with metabolic control and may be reversed 
with adherence to a strict low- phenylalanine 
(Phe) diet [75]. MR spectroscopy can demon-
strate elevated phenylalanine (Phe) at 7.37 ppm. 
Brain Phe concentration has been shown to cor-
relate with clinical, biochemical, and imaging 
disease [76].

12.3.1.2  Peroxisomal Disorders

Zellweger Syndrome
Zellweger syndrome is the most severe disease 
in the spectrum of peroxisomal defects and is 
due to absence of the organelle. Peroxisomes 
are organelles necessary for normal anabolic 
and catabolic cellular processes involving very 
long chain of fats. The major manifestations are 
in the liver and brain, but there is also a facial 
dysmorphism and skeletal manifestations that 
are rather common features. Zellweger presents 
a clinical and biochemical spectrum which is 
divided into three clinical phenotypes. Patients 
can present in the neonatal period with severe 
symptoms or later in life during adolescence or 
adulthood with only minor features. Neonates 
present with hepatic dysfunction and profound 

hypotonia resulting in prolonged jaundice and 
feeding difficulties. They also develop epileptic 
seizures that are usually present in these patients 
and are noted to have characteristic dysmorphic 
features. Patients with late onset have a more 
variable presentation with delayed developmen-
tal milestone achievement, retinitis pigmentosa, 
cataract, and glaucoma as well as deafness. In 
adolescents and adults, ocular abnormalities and 
a sensorineural hearing deficit are the most typi-
cal symptoms.

Zellweger Syndrome: Imaging
Typical neuroimaging findings include the triad 
of cerebral polymicrogyria (perirolandic and 
perisylvian predominant), germinolytic cysts, 
and diffuse cerebral white matter disease [3, 4, 
27, 77, 78] (Fig. 12.8). Other characteristic 
 imaging features include cerebellar white matter 
disease, cerebellar dysplasia, inferior olivary 
nucleus dysplasia, and corpus callosum dysgen-
esis. Fumaric aciduria and congenital muscular 
dystrophies with brain involvement (dystrogly-
canopathies) are differential diagnostic consider-
ations on brain MRI [4]. However, these more 
commonly present with ventriculomegaly and 
brainstem abnormalities [27, 79].

MRS findings reflect the degree of hepatocel-
lular dysfunction (elevated glutamine and gluta-
mate, decreased myoinositol), decreased neurons 
and/or neuronal axonal integrity (decreased 
NAA/Cr), and increased cell membrane turnover 
(elevated Cho/Cr) [80, 81] (Fig. 12.8). Elevated 
lactate and lipids can also be detected; the latter 
may reflect accumulation of lipids or myelin 
destruction.
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X-Linked ALD
X-linked adrenoleukodystrophy (X-ALD) is 
the most common peroxisomal disorder and is 
a neurodegenerative disorder involving pre-
dominantly white matter tracts. It has been 
demonstrated neuropathologically that demy-
elination typically begins in the parietal occip-
ital regions and extends across the corpus 
callosum before it progresses anteriorly in the 

classic disease phenotype. Male patients pres-
ent with symptoms in early childhood often 
misdiagnosed as ADHD. While ALD being an 
X-linked disease affects mostly males, some 
female carriers can have milder forms of the 
disease [82]. The condition results in the accu-
mulation of VLCFAs in the nervous system, 
adrenal gland, and testes [82–85]. The three 
major categories of disease are the childhood 
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Fig. 12.8 4-day-old 
male with Zellweger 
syndrome. Axial (a) and 
sagittal (b) T2WI (TR/
TE ms 3500/105) 
demonstrate perisylvian 
polymicrogyria (circles), 
caudothalamic groove 
germinolytic cysts 
(white arrows, a), and 
white matter disease 
with excessive signal for 
age (black arrows, a). 
Single-voxel MRS 
through the right frontal 
white matter (TR/TE 
ms, 1500/35) (c) reveals 
elevated lipids at 0.9 and 
1.3 ppm (long arrows), 
increased choline (Cho; 
arrowhead), and 
decreased NAA (short 
arrow). Glutamine/
glutamate (Glx) and 
myoinositol (MI) are 
within normal range
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cerebral form, appearing in mid-childhood 
with classic MRI imaging findings; an adreno-
myeloneuropathy, occurring in men in their 
20s or later; and a third category encompass-
ing impaired adrenal gland function (called 
Addison’s disease or Addison-like phenotype) 
where the adrenal gland does not produce 
enough steroid hormones [82–84].

X-Linked ALD: Imaging
The callosal splenium and forceps major are ini-
tially involved in most cases, with progression 
along a posteroanterior and centrifugal gradient 
[3, 82–84] (Fig. 12.9). Corticospinal tract, visual 
pathway, and auditory pathway involvement are 

also typical in the cerebrum and brainstem [3, 82, 
86, 87]. Mild to severe cerebellar white matter 
involvement can also occur. A typical zonal pat-
tern of signal alteration occurs in the involved 
deep posterior cerebral white matter with central 
gliosis/necrosis (zone A), an intermediate area of 
enhancing inflammation/demyelination (zone B), 
and peripheral demyelination alone (zone C) [3, 
88] (Fig. 12.9). Contrast enhancement predicts 
clinical and MR disease progression [87]. A scor-
ing system for location, extent, and severity of 
brain involvement has been developed and vali-
dated [89]. The Loes MRI score has proven to be 
a valuable marker for the degree of current and 
future neurologic impairment [83].
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Fig. 12.9 7-year-old male with X-linked adrenoleukodys-
trophy.  Axial T2 FLAIR (TR/TE/IT ms, 8000/120/2250) 
(a), DWI (TR/TE ms, 3566/74) (b), ADC (TR/TE ms, 
3566/74) (c), and post-contrast T1WI (TR/TE ms, 
1902/20) (d) through the level of the lateral ventricles. The 
callosal splenium signal is abnormal with mixed hyperin-
tensity and hypointensity (white arrows, a–c), representing 

central necrosis/gliosis (zone A) and peripheral demyelin-
ation (zone B). Signal abnormality and restricted diffusion 
extend to involve the forceps major and retrolenticular 
internal capsules, representing zone C (black arrows, a–c). 
There is mild contrast enhancement along the leading edge 
of inflammation/demyelination reflecting local permeabil-
ity of the blood-brain barrier in zone B (arrows, d)
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Studies using DTI in X-ALD have shown that 
fractional anisotropy decreases and ADC increases 
over zones toward the center of the lesions [90–
93]. Abnormalities in diffusion may be even 
observed in white matter appearing unaffected on 
routine anatomic MR sequences [93]. Regardless 
of the imaging modality, the ability to recognize 
characteristic MRI patterns is crucial in the diag-
nosis of leukodystrophy. Magnetic resonance 
spectroscopy (MRS) can be employed for prog-
nostication; NAA/Cho less than 5 predicts deterio-
ration over time [3].

12.3.1.3  Mitochondrial Disorders
The mitochondrial disorders can present across the 
life span and are due to mutations in either nuclear 
DNA (nDNA) or mitochondrial DNA (mtDNA). 
The result is a disruption of oxidative phosphoryla-
tion and mitochondrial dysfunction. Mitochondrial 
disease can be limited to central and peripheral ner-
vous system or be multisystemic. The clinical man-
ifestations will be related to the tissues and organs 
involved and the disease burden (mtDNA hetero-
plasmy) in those tissues. The consequences range 
from manifestations of a single organ or tissues, 
such as muscle fatigue, if confined only to muscle, 
seizures, intellectual disabilities, dementia, and 
stroke (if involving the central nervous system), 
leading to disability or even early death. The defini-
tive diagnosis of a mitochondrial disorder can be 
difficult to establish and may depend on clinical 
history and examination, details of family history, 
imaging, biochemistry, tissue biopsy (typically 
muscle), and molecular genetics.

Neuroimaging is useful for the investigation 
and management of patients with mitochondrial 
disorders [94–98]. Depending upon which imag-
ing platform is used, clinicians and researchers 
can evaluate the timing, extent, and potential of 
reversibility of neural injury. MRS and DTI can 
additionally serve as noninvasive and repeatable 
biomarker inquiry [95, 97, 99, 100].

There are several characteristic patterns of 
brain injury that MRI technologies can identify: 
focal deep gray nuclear involvement, stokes 
crossing vascular territories, and white matter 
changes [95, 96, 101].

12.4  Focal Lesions in Deep Gray 
Matter Structures

12.4.1  Leigh Disease

Focal, bilateral, symmetric brain lesions 
involving basal ganglia and periaqueductal 
gray matter are typical of Leigh syndrome 
(subacute necrotizing encephalomyelopathy), 
which can be caused by mutations in either 
mtDNA or nuclear DNA-encoded mitochon-
drial proteins [94, 98, 102–109] (Fig. 12.10). 
Symmetric basal ganglia involvement alone is 
not specific for Leigh disease; several other 
congenital and acquired metabolic diseases as 
well as toxic, demyelinating, ischemic, and 
infectious processes may result in a similar 
imaging pattern [46]. Diagnostic criteria for 
Leigh disease include typical symmetric cere-
bral and cerebellar deep gray nuclear and/or 
brainstem lesions in a patient with elevated 
lactate that exhibits characteristic clinical signs 
and symptoms [106–109]. Symptoms gener-
ally initiate in infancy with brainstem dysfunc-
tion leading to abnormal cranial nerve findings, 
respiration, global delay, and oral motor dys-
function interfering with feeding. Additionally, 
there are long tract signs leading to spasticity 
as well as multiple organ involvement. Indeed, 
concurrent white matter disease is often found 
on imaging. Lesions in multiple stages of tem-
poral evolution reflecting multiphasic brain 
involvement can be found. Many brain lesions 
will evolve to necrosis. Progressive brain atro-
phy is typical.

Arterial spin labeling (ASL) MR sequence 
can depict perfusion alteration in brain lesions 
[110]. Hyperperfusion is seen with acute/active 
lesions and may relate to small-vessel prolifera-
tion and hyperlactic acidemia-induced vasodila-
tion characteristic to Leigh disease [110] 
(Fig. 12.10).

MR spectroscopy demonstrates elevated lac-
tate at 1.3 ppm, especially in patients imaged dur-
ing metabolic decompensation [96, 97, 100–102] 
(Fig. 12.10). Destructive lesions have diminished 
NAA [97].
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Fig. 12.10 48-day-old female with Leigh disease.  Axial 
T2WI (TR/TE ms, 3500/120) (a), DWI (TR/TE ms, 
8000/85) (b), and ADC (TR/TE ms, 8000/85) (c) images 
through the cerebral deep gray nuclei. T2 prolongation 
and reduced diffusion are present in the thalami (large 
arrows, a–c) and globi pallidi (small arrows, a–c). Axial 
T2WI (d), DWI (e), and ADC (f) images through the pons 
show T2 prolongation, swelling, and reduced diffusion 

involving multiple white matter tracts in the pontine teg-
mentum (arrows, d–f). Arterial spin labeling (ASL) per-
fusion images (TR/TE/post-label delay ms, 4371/11/1025) 
(g) through the deep gray nuclei show thalamic hyperper-
fusion (arrows). MR spectroscopy over the left basal gan-
glia (h) demonstrates elevated lactate (Lac) consistent 
with anaerobic metabolism. Glutamine/glutamate (Glx) is 
elevated, possibly from excitotoxic injury
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12.5  Strokes Crossing Vascular 
Territories

MELAS (mitochondrial encephalomyopathy, 
lactic acidosis, and stroke-like episodes) is a pro-
gressive neurodegenerative disorder associated 
with migraine-like headaches, refractory partial 
or generalized seizures, short stature, muscle 
weakness, exercise intolerance, sensorineural 
deafness, diabetes, cardiac conduction defects, 
and slowly progressive dementia due to recurrent 
strokes [111].

Patients may present with a seizure that 
heralds a stroke, recurrent strokes, or difficult-
to- control epilepsy as major symptoms. 
Approximately 80% of patients with MELAS 
have a common mutation (mitochondrial mt 
3243 A>G within the tRNAleu transfer RNA 
(ribonucleic acid), leucine).

Patients with MELAS have a characteristic 
imaging pattern (Fig. 12.11). In the acute 
phase, neuroimaging patterns are reflective of 
symptomatology. The imaging correlates of 
seizures and stroke-like episodes are readily 
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Fig. 12.11 18-year-old female with MELAS. Axial 
T2WI (TR/TE ms, 4041/103) (a), T2 FLAIR (TR/TE/IT 
ms, 10,000/126/2200) (b), DWI (TR/TE ms, 10,000/80) 
(c), and ADC (TR/TE ms, 10,000/80) (d) through the 
level of the lateral ventricles. There is cortical/subcortical 
hyperintensity and swelling affecting the left occipital 
lobe and posterior temporal lobe not confined to major 
arterial territories (white arrows, a and b), with cortical 
diffusion abnormality (combined reduced and intermedi-

ate diffusion; arrows, c and d). These findings are indica-
tive of acute stroke-like and/or seizure-related edema. Old 
cortical/subcortical lesions are present in the right tempo-
ral lobe and frontal lobes (circles, b), demonstrating 
mixed hyperintense and hypointense signal consistent 
with areas of encephalomalacia and juxtacortical necrosis 
(black arrows, b). Single-voxel MRS (TR/TE ms, 
1500/288) over the left basal ganglia demonstrates mild 
lactate at 1.33 ppm (e)
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discernible and can overlap. Vasoconstriction 
from diminished nitric oxide in arterial wall 
smooth muscle cells has been shown to cause 
or contribute to stroke- like episodes [112]. 
Small arteries are more commonly involved; 
however, larger arteries of the circle of Willis 
can also be affected [112]. Stroke- like  episodes 
manifest with cortical/subcortical edema and 
swelling, similar to an infarction but not con-
fined to an arterial territory, most commonly 
in the parieto-occipital regions [3, 101, 113] 
(Fig. 12.11). Diffusion-weighted images 
 demonstrate restricted or facilitated water 
 movement depending on the magnitude of 
cytotoxic and vasogenic edema, often both 
[101, 114]. Whether or not acutely symptom-
atic patients with these types of brain signal 
changes will go on to permanent brain injury 
cannot be accurately predicted; follow-up 
is required to distinguish transient edema from 
more permanent brain injury. As with other 
mitochondrial disorders, the basal ganglia 
may be involved and manifest variable density 
and MR signal [3, 101, 113]. On the other 
hand, absence of basal ganglia involvement 
does not exclude the diagnosis as sparing 
is not uncommon. The cerebellum, brainstem, 
and/or spinal cord are less commonly involved 
[3]. Over time, accrued cerebral injury tends 
to occur along a posteroanterior gradient 
in patients with suboptimally controlled 
symptoms.

The argument to obtain DTI and MRS in 
MELAS is based on the fact that diffusion imag-
ing is helpful to differentiate acute lesions with 
restricted diffusion from older/chronic lesions 
that often present with increased diffusion and to 
identify strokes before they are evident on 

T2-weighted images in order to initiate therapy. 
In addition, repeated MRI using DTI may show 
progressive spread of the cortical lesion to the 
surrounding cortex for a few weeks, even after 
the onset of symptoms [114]. In patients with 
mitochondrial disease, significant widespread 
reductions in fractional anisotropy (FA) values 
have been shown in white matter tracts and in 
some cases in normal-appearing white matter 
[99, 115].

Lactic acidosis is readily captured by MR 
spectroscopy [101, 113, 114, 116] (Fig. 12.11). 
Although other diseases in the differential 
diagnosis (i.e., infarction and non-MELAS- 
associated seizure-related edema) can manifest 
lactate in areas of signal abnormality on T2WI 
and diffusion- weighted images, lactate is also 
present in areas of normal signal in mitochon-
drial diseases such as MELAS [101, 114]. 
MRS may also show decreased NAA, gluta-
mine/glutamate, and creatine and increased 
glucose [3, 116].

12.6  White Matter Changes

White matter changes are the hallmark of 
genetically defined leukodystrophies. White 
matter changes are frequently with many 
 syndromes featuring developmental delay, 
several of which are metabolic syndromes. 
Cerebral white matter involvement is com-
monly seen in childhood- onset mitochondrial 
disorders [117]. Therefore, oxidative phos-
phorylation disorders should be considered 
when the MRI is suggestive of childhood leu-
koencephalopathy or leukodystrophy [117–
119] (Fig. 12.12).
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12.7  Pyruvate Dehydrogenase 
Deficiency

One of the mitochondrial disorders, pyruvate 
dehydrogenase deficiency, is due to the inability 
to convert pyruvate to acetyl-coenzyme A, which 
is integral for citric acid cycle energy production. 

Instead,  excessive pyruvate is converted to lac-
tate, which is considered neurotoxic. Normal neu-
rogenesis, growth, migration, and organization 
require adequate energy production. Two distinct 
neuropathologic phenotypes have been recog-
nized: prenatal onset with brain malformations 
(gender nonspecific) and postnatal-onset energy 
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Fig. 12.12 22-month-old male with a mitochondrial disorder 
(cytochrome C oxidase deficiency). Axial T2WI (TR/TE ms, 
3200/101) (a), T2 FLAIR (TR/TE/IT ms, 10,000/148/2250) 
(b), DWI (TR/TE ms, 10,000/82) (c), and ADC (TR/TE ms, 
10,000/82) (d) through the lateral ventricular level. Extensive 
multifocal and coalescent subcortical, deep, paraventricular 
cerebral white matter and corpus callosum lesions are present. 

These demonstrate T2 prolongation (arrows, a) and hyperin-
tense (white arrows, b) and hypointense signal (black arrows, 
b) on T2 FLAIR consistent with gliosis and necrosis. Mixed 
restricted diffusion (arrows, c and d) and facilitated diffusion 
are present, compatible with multiphasic injury. Single-voxel 
MRS (TR/TE ms, 1500/288) over the left basal ganglia dem-
onstrates lactate at 1.33 ppm (e)
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failure with basal ganglia lesions (males only) 
[120]. The most common clinical features mimic 
a Leigh syndrome, which is defined by neurode-
generation caused by mitochondrial dysfunction 
and bilateral lesions in the central nervous system, 
usually in the deep gray matter structures.

On imaging, deep gray nuclear signal changes 
and white matter disease are typical [3, 121, 
122]. Cerebral white matter signal may be 
 diffusely hyperintense on T2WI, which may 
 represent delayed myelination or injury depend-
ing on signal magnitude, occasionally without 
 concurrent deep gray nuclei and brainstem 
involvement [3, 117, 122]. White matter may 
become severely injured with gliosis evolving 
to necrosis [3, 122, 123] (Fig. 12.13). Long-
standing in utero alterations of energy metabo-
lism can cause variable brain structure 
malformations depending on the timing and 
severity of disease. A dysgenetic corpus callo-
sum is considered a hallmark for the condition 
in the correct clinical context [27] (Fig. 12.13). 
Neuronal migration abnormalities and brain-
stem dysplasia may also be present. Lactate 
is almost always elevated in the brain on MRS 
[3, 124–126] (Fig. 12.13). Elevated pyruvate 
may also be detectable at 2.36 ppm but may be 
difficult to distinguish from glutamine/gluta-

mate [3]. Severely injured brain areas demon-
strate decreased NAA, consistent with neuronal 
loss [3].

12.7.1  Lysosomal Disorders

12.7.1.1  Neuronal Ceroid 
Lipofuscinoses

The neuronal ceroid lipofuscinosis (NCL) disor-
ders are a group of inherited, neurodegenerative, 
storage diseases with progressive intellectual 
decline, progressive loss of motor function, sei-
zures, vision loss, and early death [127]. Many 
demonstrate vision loss. This group of disorders 
is subtyped by the age of onset. Infantile NCL 
(INCL), late-infantile NCL (LINCL), and Batten 
disease present in infancy or childhood, whereas 
Kufs’ disease is an adult-onset disorder. Kufs’ 
disease presents with behavioral abnormalities or 
progressive myoclonic epilepsy with subsequent 
dementia and cerebellar ataxia [128].

The infantile NCLs present between 6 and 
24 months of life with developmental delay, myo-
clonic seizures, and abnormal EEG. The children 
progress to acquired microcephaly and blindness. 
The late-infantile form of this disorder is similar 
with later onset and symptoms at 2–4 years of age. 
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Fig. 12.13 5-month-old female with pyruvate dehydro-
genase deficiency. Sagittal T1WI (TR/TE ms, 400/13) (a) 
shows a shortened, malformed corpus callosum consistent 
with hypogenesis/dysgenesis (white arrow), hypoplasia of 
the vermis (black arrow), and a small brain to face ratio 
compatible with micrencephaly. Coronal T2WI (TR/TE 
ms, 6300/103) (b) demonstrates asymmetric right cerebral 

white matter volume loss and necrotic, porencephalic cys-
tic changes adjacent to the right lateral ventricle related to 
remote injury (arrows). Single-voxel MRS over the left 
basal ganglia (TR/TE ms, 1500/288) (c) shows a large 
double peak at 1.3 ppm consistent with markedly elevated 
lactate
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It may be heralded by epilepsy, regression of mile-
stones and subsequent development of dementia, 
extrapyramidal and pyramidal signs, and visual 
impairment and blindness by age 4–6 years. Batten 
disease is the most common subtype (type 3). 
Clinically, these patients present with visual changes 
associated with retinitis pigmentosa.  Subsequently, 
seizures and dementia manifest in late childhood.

12.7.1.2  Neuronal Ceroid 
Lipofuscinoses: Imaging

Early imaging may be normal in all forms of 
NCL. A progressive predominant gray matter vol-
ume loss then occurs, affecting both the cerebrum 
and cerebellum [3, 129–134] (Fig. 12.14). Cortical 
volume loss raises a differential diagnosis of tran-
sient volume loss (e.g., dehydration, malnutrition, 
steroid effect) and atrophy  secondary to various 
types of neurodegeneration. Drastic cortical vol-
ume loss can even lead to subdural fluid collec-
tions in NCL [135]. Concurrent symmetric lateral 
thalamic hypointensity and periventricular/poste-
rior limb internal capsule hyperintensity on T2WI 
can help support the diagnosis of NCL if present 
[129, 132–134] (Fig. 12.14). MRS typically dem-
onstrates decreased NAA reflecting neuronal loss, 
decreased Cr, and variable lactate, myoinositol, 
and choline depending on the location of interro-
gation and stage of disease [3, 136, 137]. 
Spectroscopic alterations evolve over the disease 

course; NAA declines, whereas Cho and MI 
decrease in the cerebrum and increase in the 
brainstem and cerebellum [136].

12.7.1.3  Sphingolipidoses

Krabbe’s Disease
Krabbe’s disease (globoid cell leukodystrophy) is 
a lysosomal disorder caused by a galactocerebro-
sidase deficiency, psychosine toxicity, and subse-
quent giant cell accumulation in lysosomes [3, 4, 
138]. The majority of patients come to clinical 
attention by age 6 months due to neurological 
deterioration, often with irritability or spasticity. 
Diagnosis is by enzymatic testing in cultured 
fibroblasts or molecular testing for the GALC 
gene mutations.

Krabbe’s Disease: Imaging
Four distinct neuroimaging patterns have been 
described, correlating with disease onset: early 
infantile (0–6 months), late infantile 
(6–12 months), late onset (13 months to 10 years), 
and adult (>10 years) [139]. Early infantile dis-
ease most commonly manifests periventricular 
white matter, dentate hilus, and cerebellar white 
matter T2 prolongation (Fig. 12.15); less com-
mon variable signal changes may be found more 
diffusely in the deep posterior cerebral white 
matter, brainstem, thalamus, and optic pathway. 

a b

Fig. 12.14 17-year-old male with Batten disease (neuro-
nal ceroid lipofuscinosis type 3). Sagittal T1WI (TR/TE/
IT ms, 500/12/5) (a) and coronal fat-saturated T2WI (TR/
TE ms, 4450/101) (b) demonstrate enlarged cerebral sulci 

and cerebellar fissures consistent with mild diffuse corti-
cal atrophy. The corpus callosum maintains a relatively 
normal thickness. Abnormal hypointense signal is present 
in the thalami on T2WI (arrows, b)
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Late-infantile and late-onset manifestations also 
include periventricular T2 prolongation, but more 
extensive deep posterior cerebral white matter 
disease along an anteroposterior and centrifugal 

gradient becomes more common over time (most 
prominent in late-onset forms) [139, 140]. 
Dentate hilus and cerebellar white matter signal 
changes are also more variable in older subtypes; 

a b c

d e

g h

f

Fig. 12.15 4-month-old male with Krabbe’s disease. 
Axial T2WI (TR/TE ms, 3375/103) (a) and axial CT (b) 
through the cerebral deep gray nuclei demonstrate abnor-
mal mineralization of the thalami, hypointense on T2WI 
(black arrows, a) and hyperdense on CT (arrows, b). The 
PLIC is abnormally hyperintense (white arrows, a). 
Coronal T2WI (TR/TE ms, 3500/90) (c) and axial T2WI 
(TR/TE ms, 3375/103) (d) show hyperintense deep cere-
bral white matter (large white arrows, c and d) and den-
tate nuclear hila (small white arrows, c and d), marginating 
the dentate nuclei proper. The medullary pyramids (large 

black arrows, d) and inferior olivary nuclei (small black 
arrows, d) are also hyperintense. Axial ADC (TR/TE ms, 
10,000/92) (e) and FA map (TR/TE ms, 10,000/92) (f) 
show deep posterior predominant cerebral white matter 
facilitated diffusion (arrows, e) and decreased anisotropy 
(circles, f). Sagittal T1WI (TR/TE/IT ms, 8/3/450) (g) and 
post-contrast coronal T1WI (TR/TE ms, 650/11) (h). 
Cranial nerve abnormalities include enlargement of the 
optic chiasm (arrow, g) and enhancement of the abducens 
(small arrows, h) and trigeminal nerves (large arrows, h)
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those found to have cerebellar abnormalities may 
have a worse prognosis [139]. Thalamic hypoin-
tensity on T2WI is most frequently observed in 
late-infantile cases [139]. Projectional fibers in 
the brainstem may be involved in all forms, espe-
cially in adult forms of the disease [141, 142] 
(Fig. 12.15). Microstructural changes may be 
demonstrable at an early age even in asymptom-
atic patients using DTI; diminished anisotropy 
may be present in the splenium and corticospinal 
tracts, correlating with treatment outcomes [143–
146] (Fig. 12.15). Lowe’s score and degree of 
midbrain atrophy have been found to correlate 
with the degree of functional deficits [147, 148].

An important distinguishing feature that may 
help define the diagnosis is basal ganglia and 
cerebral white matter calcification (Fig. 12.15). 
To that end, CT can be complimentary to identify 
or verify mineralization if Krabbe’s disease is 
under consideration [3, 149, 150]. Basal ganglia 
calcifications can also occur in the gangliosido-
sis, another group of lysosomal disorders with 
leukodystrophy imaging patterns that may be 
entertained in the differential diagnosis; however, 
gangliosidoses often have concurrent cerebral 
deep gray nuclear T2 prolongation. In Krabbe’s 
disease, giant cell accumulation in certain areas 
causes discernible mass effect, such as within the 
optic pathway (Fig. 12.15). After intravenous 
gadolinium administration, heterogeneous con-
trast enhancement of the peripheral cerebral 
white matter is typical. The spinal cord and cauda 
equina may also be affected; therefore, examina-
tion of the spinal column can be helpful in the 
workup.

MR spectroscopy may demonstrate nonspe-
cific findings associated with cell membrane 
turnover (elevated choline) and astrogliosis (ele-
vated choline and myoinositol) and decreased 
neuronal-axonal integrity (diminished NAA) [3, 
81, 151, 152]. Lactate may also be found, espe-
cially in active disease presentations.

12.7.1.4  Metachromatic 
Leukodystrophy

Metachromatic leukodystrophy (MLD) is an 
inherited lysosomal disorder caused by muta-
tions in the ARSA gene, causing arylsulfatase 

A deficiency [153, 154]. Low activity of aryl-
sulfatase A subsequently results in the accumu-
lation of sulfatides in both the central and 
peripheral nervous system leading to a demye-
linating disorder [153, 154]. The disease is 
classified by age of onset into late-infantile, 
juvenile and adult-onset types, which manifest 
a variety of neurological symptoms and early 
death [153, 154]. Although there is no cure, 
new therapeutic approaches are emerging and 
include enzyme replacement, stem cell trans-
plantation, and gene therapy [153, 154]. Gray 
matter volume is reduced in addition to the 
MRI changes that accompany demyelination 
[155].

12.7.1.5  Metachromatic 
Leukodystrophy: Imaging

Childhood-onset MLD causes a leukodystro-
phy. As a sphingolipidosis, it shares many neu-
roimaging similarities with one of the main 
items on the differential diagnosis, Krabbe’s 
disease, namely, a non-enhancing cerebral white 
matter disease progresses along a centrifugal 
gradient (and often, a posteroanterior gradient, 
especially in the late-infantile subtype), optic 
pathway may be involved, and the brainstem 
and cerebellum may be affected in severe and/or 
long-standing disease [153, 156] (Fig. 12.16). 
Detailed assessment of the cerebral white matter 
demonstrates a  peculiar pattern of involve-
ment with perivenular sparing that creates a stri-
ated or “tigroid” appearance [3, 156–158] 
(Fig. 12.16). Although this pattern may also be 
present in patients with Krabbe’s disease, gan-
gliosidosis, and Alexander disease, it tends to be 
less common in these disorders. White matter 
diffusion restriction and facilitation may be 
present [159]. Cranial nerves, spinal nerves, 
and/or cauda equina nerve roots may enhance 
with gadolinium (Fig. 12.16). Unlike Krabbe’s 
disease, basal ganglia calcifications are not a 
hallmark of MLD.

MR spectroscopy demonstrates decreased 
NAA, elevated choline and myoinositol, and lac-
tate in acute disease [160]. Decreased choline has 
also been described and interpreted to represent 
dysmyelination [161].
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12.7.1.6  Gangliosidoses
Genetic defects in galactosidase (GM1) and hex-
osaminidase A or hexosaminidase A and B (GM2) 
are responsible for the heterogeneous group of 
lysosomal disorders called gangliosidoses.

In the most characterized lysosomal storage 
disease, Tay-Sachs, the alpha subunit of 
β-hexosaminidase, is defective [162]. The lesser 
known disorder, Sandhoff’s disease, is caused by 
defective beta subunit, and the least common 
form is caused by deficiency of the GM2 activa-
tor activity [163]. In all three scenarios, children 
present with retinal cherry red spots, progressive 
weakness, regression of motor skills, and neuro-
degeneration with seizures, blindness, spasticity, 
and death. In all three disorders, initial loss of 
developmental milestones occurs at 3 to 6 months 

with death often before the age of 4 years. The 
juvenile- and adult-onset variants of this disorder 
are due to variants of the hexosaminidase A gene 
and have later onsets with similar outcomes. The 
infantile form of the disease is found most often 
in the Ashkenazi Jewish population with a carrier 
frequency of 1:27.

Neuroimaging demonstrates symmetric swell-
ing and signal abnormalities in the cerebral deep 
gray nuclei in the acute phase. Calcifications may 
occur concurrently in the same areas. In contrast 
to conventional T1/T2 and MRS findings in these 
disorders, diffusion-weighted images are normal, 
suggesting that the demyelination progresses 
without myelin edema. Cerebral white matter 
involvement is also typical as is often seen in 
lysosomal disorders.

a

d

b c

Fig. 12.16 2-year-old male with metachromatic leuko-
dystrophy. Axial T2 FLAIR images (TR/TE/IT ms, 
10,002/137/2200) (a) demonstrate hyperintense deep 
cerebral white matter signal sparing the U-fibers with a 
subtle striated, “tigroid” appearance (arrows). Axial 
T2WI (TR/TE ms, 4300/99) (b) shows abnormal hypoin-
tense signal in the thalami (arrows). Coronal post-contrast 

T1WI (TR/TE ms, 467/9) (c) depicts enhancement of 
multiple cranial nerves including trigeminal (large white 
arrows), abducens (small white arrows), and oculomotor 
(black arrows) nerves. Axial post-contrast T1WI (TR/TE 
ms, 550/9) (d) through the lumbar spine shows abnormal 
enhancement of all cauda equina nerve roots (arrows)
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12.7.1.7  Tay-Sachs: Imaging
Neuroimaging in Tay-Sachs suggests similar 
changes to NCL, with thalamic signal abnormali-
ties early on progressing to brain atrophy and 
increased T2 signal in white matter. 1H MRS 
demonstrates similar findings as in INCL, reflect-
ing the common features of brain atrophy and 
gliosis. 1H MRS demonstrates an increase in 
myoinositol and choline with decrease in the 
NAA, again reflecting demyelination, gliosis, 
and neuronal loss in the neuropathological pro-
cess of Tay-Sachs disease [164, 165].

12.7.1.8  Gaucher Disease
Gaucher disease is a group of disorders with vari-
able ages of onset and symptoms ranging from a 
lethal neonatal form to one that can be asymp-
tomatic at its mildest. Gaucher disease is due to 
deficiency of glucocerebrosidase that leads to 
accumulation of glucosylceramide. Gaucher dis-
ease type 1 is the most common and is clinically 
defined by bone manifestation (i.e., osteopenia 
and osteonecrosis), hepatosplenomegaly, anemia, 
thrombocytopenia, and lung disease. Certain 
genotypes can cause a Parkinson’s-like neuro-
logical presentation [166]. Types 2 and 3 are 
characterized by neurological findings. Common 
neurological manifestations include horizontal 
gaze palsy, epilepsy, and ataxia. In type 2, onset 
is early with rapidly progressive course and 
death. In type 3, onset is in infancy to preschool 
years with a slower course and individuals living 
into the third and fourth decades. Early diagnosis 
is crucial for initiation of treatment prior to irre-
versible complications from the disease.

12.7.1.9  Gaucher Disease: Imaging
Periventricular white matter hyperintensity may 
be present on T2WI and T2 FLAIR images [167]. 
There are very few publications reporting quanti-
tative imaging in the Gaucher brain. Abdel Razek 
et al. and Davies et al. used DTI to record white 
matter abnormalities with ADC measures and 
tract-based spatial statistics (TBSS) [168, 169]. 
The study groups included patients with types II 
and III Gaucher disease as well as three boys 
with type I Gaucher disease. These studies sug-

gested decreased ADC and FA in the middle cer-
ebellar peduncles. Diffuse nonspecific DTI 
changes were seen in the type I patients. Elevated 
choline has been found in otherwise normal- 
appearing type I Gaucher patients on MR spec-
troscopy [170].

12.7.1.10  Niemann-Pick Type C
Niemann-Pick disease type C is caused by abnor-
mal cholesterol esterification, due to defective 
enzymatic activity of NPC1. There are two genes, 
NPC1 and NPC2 genes, which have been identi-
fied causes of Niemann-Pick disease type C. 
Presentation of this disorder is variable with 
infants presenting fetal ascites, neonatal liver dis-
ease, and hypotonia and children presenting with 
supranuclear gaze palsy, ataxia, dysarthria, dys-
tonia, and seizures [171]. In adolescence and 
adults, psychiatric symptoms are common with 
depression or schizophrenia.

12.7.1.11  NPC: Imaging
A progressive brain atrophy occurs in patients 
with NPC, more prominent in the frontal lobes 
bilaterally but also in the cerebellum, as well as 
hyperintense signal on T2WI predominantly in 
bilateral parietal-occipital periventricular white 
matter representing hypomyelination and dysmy-
elination [167] (Fig. 12.17). 1H MRS has shown 
decrease in NAA in the frontal and parietal cor-
tex, centrum semiovale, and caudate nucleus. 
Choline is also increased in the frontal cortex and 
centrum semiovale suggesting membrane break-
down with release of free choline. Multimodal 
imaging was achieved in a subject with NPC who 
had two scans at ages 19 and 22 years demon-
strating progressive atrophy [172]. His MRS (at 
age 19 years) revealed no significant decrease in 
N-acetyl aspartate/choline ratio in the left frontal 
central white matter.

Walterfang et al. used a combination of voxel- 
based morphometry and tract-based spatial statis-
tics of diffusion tensor images to examine 
structural changes in gray and white matter vol-
umes [173]. Subjects with NPC demonstrated 
decreased gray matter volume bilaterally in the 
hippocampus, thalamus, superior cerebellum, 
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and insula with reduced fractional anisotropy in 
several white matter tracts pointing to abnormali-
ties in gray and white matter [173].

Recently, lower FA in the corpus callosum 
along with changes in volume and cross-sectional 
area has been shown to correlate with severity 
scores in the disease [174].

12.7.2  Lipid Storage Disorders

Lipid storage diseases are known as the lipidoses. 
These are a group of inherited metabolic disor-
ders in which there is lipid accumulation in vari-
ous cell types, including the central nervous 
system, due to the deficiency of a variety of 
enzymes required to break down complex lipid 
moieties. Accumulation over time with excessive 
storage can cause permanent cellular and tissue 
damage. The brain is particularly sensitive to 
lipid storage as the deposits will lead to pressure 
changes and interference with normal neurologi-
cal function. In addition to primary lipid storage 
diseases, lysosomal storage diseases include the 
mucolipidoses (in which excessive amounts of 
lipids and carbohydrates are stored in the cells 
and tissues) and the mucopolysaccharidoses (in 
which abnormal glycosylated proteins cannot be 
broken down due to enzyme deficiency) [175].

The mucolipidoses (ML) and mucopolysac-
charidoses (MPS) are both progressive storage 
disorders that share affect several organs 
including the brain, bone, and liver. As such, 
they present with multisystemic clinical fea-
tures including facial dysmorphism, bone dys-
plasia, hepatosplenomegaly, and neurological 

abnormalities. They may present from child-
hood and vary in severity. In infancy they may 
present as developmental regression and a 
reduced life expectancy at the severe end of the 
clinical spectrum. Adults may have an almost 
normal clinical phenotype and normal life span 
due to an attenuated disease. Both MPS and 
ML are transmitted in an autosomal recessive 
manner, except for the MPS II (Hunter’s syn-
drome), which is X-linked.

12.7.2.1  Mucolipidosis
In mucolipidoses, excessive amounts of lipids 
and carbohydrates are stored in the cells and tis-
sues. The mucolipidoses were named due to the 
similar presentation to both the mucopolysac-
charidoses and sphingolipidoses. There are four 
types of ML, which are type I also called sialido-
sis, type II (I-cell disease), and types III and IV.

Mucolipidosis type II (I-cell disease) is caused 
by a GNPTAB gene defect with resultant 
N-acetylglucosamine-1-phosphotransferase defi-
ciency [176]. Facial dysmorphism and dysostosis 
multiplex are typical features, similar to other 
lysosomal disorders.

Mucolipidosis type IV is an autosomal reces-
sive disorder caused by a defect in MCOLN1 [3, 
177]. It typically presents with visual changes 
caused by corneal clouding, retinopathy, and 
optic atrophy, followed by nonprogressive psy-
chomotor retardation [3, 177–179]. Gastrin level 
is frequently elevated in conjunction with achlor-
hydria [177, 179]. Unlike many lysosomal stor-
age disorders, patients with mucolipidosis type 
IV lack skeletal manifestations and organomeg-
aly [3, 178, 179].

a bFig. 12.17 Coronal (a) 
and sagittal (b) T2WI 
from a patient with 
Niemann-Pick disease 
type C show diffuse 
cerebral and cerebellar 
atrophy manifested by 
enlarged cerebral sulci, 
cerebellar fissures, and 
ventricles
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12.7.2.2  Mucolipidosis: Imaging

Mucolipidosis Type II (I-Cell Disease)
Neuroimaging may be normal in some patients. 
Others show hypomyelination, atrophy, leukom-
alacia, and/or ventriculomegaly [176, 180] 
(Fig. 12.18). MR spectroscopy may show 
decreased choline [176].

Mucolipidosis Type IV
Corpus callosum thinning is nearly universal, 
representing hypogenesis/hypoplasia, usually 
with superimposed commissural fiber volume 
loss [3, 177–179, 181] (Fig. 12.19). Corpus cal-
losum dysgenesis has also been described [177, 
178, 181]. Cerebral white matter volume is 
decreased [3]. Cerebral white matter lesions are 
variable in number and distribution and may rep-
resent gliosis, local hypomyelination, or demye-
lination [177, 178] (Fig. 12.19). White matter 
mean diffusivity and fractional anisotropy may 
also be decreased [182]. Like other lysosomal 
diseases, the basal ganglia (especially the globi 
pallidi) and thalami demonstrate excessive 
hypointense signal on T2WI, likely representing 
pathologic iron deposition [177, 178, 181] 
(Fig. 12.19). Cerebral and cerebellar atrophy 
tends to develop over time [177–179, 181]. MR 
spectroscopy may reveal decreased NAA corre-
lating with the degree of motor deficits [183].

12.7.2.3  CPT II Deficiency
Carnitine palmitoyltransferase II (CPT II) defi-
ciency is a disorder of fatty acid oxidation [184, 
185]. CPT2 is a nuclear protein that is transported 
to the mitochondrial inner membrane, and with 
carnitine palmitoyltransferase I, oxidizes long- 
chain fatty acids in the mitochondria. Defects in 

Fig. 12.18 9-day-old male with mucolipidosis type II 
(I-cell disease).  Sagittal T2WI (TR/TE ms, 1087/60) 
demonstrates thinning of the corpus callosum (arrow), 
reflecting cerebral white matter volume loss

a b c

Fig. 12.19 19-year-old female with mucolipidosis type 
IV. Sagittal T1WI (TR/TE/IT ms, 8/3/450) (a) demon-
strates a shortened, thinned corpus callosum consistent 
with hypogenesis and superimposed commissural fiber 
volume loss (large arrow) and hypoplasia of the vermis 

(small arrow). Axial T2WI (TR/TE ms, 3161/102) (b) and 
T2 FLAIR (TR/TE/IT ms, 10,000/147/2250) (c) show 
periventricular white matter hyperintensity (white arrows) 
and abnormal hypointensity in the globi pallidi (small 
black arrows) and thalami (large black arrows)
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this gene are associated with mitochondrial long- 
chain fatty acid (LCFA) oxidation disorders and 
carnitine palmitoyltransferase II deficiency.

There are three clinical presentations 
including a lethal neonatal form, severe infan-
tile hepatocardiomuscular form, and a myo-
pathic form that is usually mild and can 
manifest from infancy to adulthood. The infan-
tile forms tend to be multisystemic character-
ized by liver failure, hypoketotic hypoglycemia, 
cardiomyopathy, seizures, and early death. The 
myopathic form is associated with exercise-
induced muscle pain and weakness often with 
myoglobinuria. The myopathic form of CPT II 
deficiency is the most common disorder of 
lipid metabolism affecting skeletal muscle and 
is the most frequent cause of hereditary myo-
globinuria. Males are more likely to be affected 
than females.

12.7.2.4  CPT II Deficiency: Imaging
Few imaging reports have described periventric-
ular cysts and calcifications, corpus callosum 
dysgenesis, malformations of cortical develop-
ment, and cerebral infarctions [184, 186–190]. A 
postmortem MR performed to examine an infant 
that suffered sudden infant death syndrome 
(SIDS) demonstrated hepatosteatosis [191]. MR 
spectroscopy has demonstrated elevated lipid 

peaks at 0.9 and 1.3 ppm suggesting brain fat 
accumulation [190] (Fig. 12.20). Differential 
diagnosis of abnormal lipid peaks on MRS 
includes other disorders of fatty acid oxidation 
such as CPT I deficiency, peroxisomal disorders, 
and Sjogren-Larsson syndrome, among others 
[190].

12.7.3  Mucopolysaccharidoses

Mucopolysaccharidoses (MPS) are a heteroge-
neous group of disorders causing mucopolysac-
charide (glycosaminoglycan) deposition in 
lysosomes throughout the body. In the brain, 
mucopolysaccharides accrue in various loca-
tions. As a result, perivascular and cerebrospi-
nal fluid spaces may be dilated with or without 
hydrocephalus [3, 192–194] (Fig. 12.21). White 
matter may be diseased, with variable degrees 
of T2 prolongation in the periventricular and 
deep cerebral regions, reflecting demyelination, 
gliosis, and/or interstitial edema if hydrocepha-
lus is present [3, 192–196] (Fig. 12.21). White 
matter changes and perivascular space abnor-
malities have been shown to improve after bone 
marrow transplantation [192]. Cerebral atrophy 
may develop over time [192–194]. Spinal imag-
ing reveals dysostosis multiplex with vertebral 
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Fig. 12.20 3-day-old female with carnitine palmitoyl-
transferase 2 (CPT II) deficiency. Axial T2WI (TR/TE 
ms, 3500/120) (a) at basal ganglia level shows no brain 
parenchymal abnormality. However, basal ganglia single-
voxel MRS (TR/TE ms, 1500/35) (b) and (TR/TE ms, 

1500/144) (c) reveal a large peak at 1.3 ppm at 35 ms echo 
time (b) that remains positively deflected at 144 ms echo 
time (c). NAA, creatine (Cr), choline (Cho), glutamine/
glutamate (Glx), and myoinositol (MI) are within normal 
range
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dysmorphism and may depict findings of spinal 
stenosis or craniocervical junction instability 
caused by a combination of bone dysplasia, 
extraosseous mucopolysaccharide deposition, 
and ligamentous laxity [3, 194]. MR spectros-
copy can demonstrate accumulated mucopoly-
saccharides with an abnormal metabolic peak at 
3.7 ppm, additional abnormal peaks beyond 
3.3 ppm, and elevated choline [3, 195, 197]. 
Presumed mucopolysaccharide and choline 
peaks have been shown to decrease after mar-
row transplant [197].

12.8  Brain Injury due to Substrate 
Depletion

12.8.1  Creatine Deficiency

The cerebral creatine deficiency syndromes are 
inborn errors of creatine metabolism that 
include the two creatine biosynthesis disorders, 
guanidinoacetate methyltransferase (GAMT) 
deficiency and l-arginine/glycine amidinotrans-
ferase (AGAT or GATM) deficiency, as well as 
the creatine transporter (SLC6A8) deficiency 

[198–201]. All are associated with seizures and 
intellectual disability and autism spectrum dis-
orders. Some may feature an extrapyramidal 
movement disorder. Onset is between ages 
3 months and 3 years. The phenotype of 
SLC6A8 deficiency in affected males ranges 
from mild intellectual disability and speech 
delay to significant intellectual disability, sei-
zures, and behavioral disorder. The disorder is 
recognized across the life span with the age at 
diagnosis ranging from 2 to 66 years. GAMT 
and AGAT deficiencies are autosomal recessive 
conditions, whereas the transport defect is an 
X-linked disorder.

The common feature of all creatine deficiency 
syndromes is the severe depletion of creatine or 
phosphocreatine in the brain. GAMT deficiency 
is characterized by accumulation of guanidino-
acetic acid in the brain and body fluids. 
Guanidinoacetic acid seems to be responsible for 
intractable seizures and the movement disorder, 
both exclusively found in GAMT deficiency. 
Treatment with oral creatine supplementation is 
in part successful in GAMT and AGAT deficien-
cies, whereas in CrT1 defect, it is not able to 
replenish creatine in the brain.

a b

Fig. 12.21 6-year-old female with Hurler syndrome 
(mucopolysaccharidosis type I). Axial T2WI (TR/TE ms, 
4700/83) (a) and T2 FLAIR (TR/TE/IT ms, 
90,002/133/2200) (b) at the lateral ventricle superior mar-

gin shows white matter hyperintensity (white arrows) and 
multiple prominent perivascular spaces (black arrows) 
with signal suppression on T2 FLAIR
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12.8.2  Creatine Deficiency Disorders

The creatine (Cr)-phosphocreatine (PCr) sys-
tem plays an important role in energy storage 
and transmission. Synthesis and transport of 
Cr are integral parts of cellular energy metab-
olism. Neuroimaging findings in creatine defi-
ciency disorder are marked by the decrease or 
total lack of the creatine-phosphocreatine peak 
at 3.0 and 3.9 ppm in the patient’s brain on 
in vivo proton MRS. Repletion with oral cre-
atine can be followed by total Cr and phospho-
creatine evaluated by 1H MRS and 31P MRS 
and shows a mild increase in brain creatine, 
although still below the normal range in small 
studies that have looked at this.

12.8.3  Cerebral Creatine Deficiency: 
Imaging

Structural imaging may be normal or demon-
strate mild nonspecific changes such as vol-
ume loss and T2 prolongation in the globus 
pallidus [198] (Fig. 12.22). However, MRS is 

an important diagnostic tool, revealing low 
creatine and phosphocreatine at 3.0 and 
3.9 ppm (Fig. 12.22).

12.8.4  Molybdenum Cofactor 
Deficiency

As the name implies, the molybdenum cofactor is 
deficient in molybdenum cofactor, an autosomal 
recessive disorder [3]. Severe neonatal encepha-
lopathy and refractory epilepsy ensue in the first 
days of life, mimicking hypoxic ischemic 
encephalopathy with some precision.

12.8.5  Molybdenum Cofactor 
Deficiency: Imaging

Restricted diffusion preferentially affecting the 
cerebral cortex at the depths of sulci has been pro-
claimed as a distinctive disease pattern [202]. 
Destructive white matter and basal ganglia disease 
with rapidly progressive coagulative necrosis, atro-
phy, and delayed myelination in a neonate with a 
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Fig. 12.22 11-year-old male with cerebral creatine defi-
ciency due to a creatine transporter defect. Sagittal T1WI 
(TR/TE/IT ms, 11/5/500) (a) demonstrates thinning of the 
corpus callosum consistent with mild cerebral white mat-
ter volume loss or hypoplasia (arrow). Single-voxel MR 

spectroscopy (TR/TE ms, 1500/35) (b) and (TR/TE ms, 
1500/144) (c) reveal markedly decreased creatine at 3.0 
and 3.9 ppm (arrows). NAA, choline (Cho), glutamine/
glutamate (Glx), and myoinositol (MI) are within normal 
range
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presentation inconsistent with HIE are suggestive 
of molybdenum cofactor deficiency [3, 203, 204] 
(Fig. 12.23). Unlike HIE, the thalami are usually 
spared [3]. Furthermore, because hypoxic-isch-
emic injury most commonly occurs in the perinatal 
period, chronic-appearing lesions with necrosis, 
gliosis, and atrophy are uncommon (Fig. 12.23). 
Decreased uric acid in the blood and sulfite on 
urine dipstick will help confirm the diagnosis [3].

12.9  Other Disorders

12.9.1  Rett Syndrome (RS)

Rett syndrome is an X-linked neurodevelopmen-
tal disorder nearly exclusively affecting females. 
Most cases are caused by an MECP2 mutation. 
The classical presentation described by Andreas 
Rett is characterized by infantile developmental 
regression, seizures, and hand-wringing. With the 
advent of molecular testing, a spectrum of clinical 
findings is appreciated including milder pheno-

types with some preserved language and head 
size. Histopathologically, progressive neuronal 
dendritic process atrophy occurs, mostly affecting 
projectional fibers [205]. Histopathologically, 
progressive neuronal dendritic process atrophy 
occurs, mostly affecting projectional fibers [205].

12.9.2  Rett Syndrome: Imaging

Neuroimaging demonstrates progressive parietal, 
cortical, thalamic, and caudate atrophy with rela-
tive occipital sparing [206–208] (Fig. 12.24). 
Disease severity correlates with the degree of 
anterior frontal lobe involvement [206].

MRS can be useful for diagnosis and disease 
monitoring. NAA, a marker of mature healthy 
neurons, may be decreased even prior to struc-
tural abnormalities on conventional MRI [208]. 
NAA progressively declines on follow-up studies 
[208, 209]. Cerebral choline and myoinositol are 
elevated in early disease but also diminish over 
time [208, 209].

a b c

Fig. 12.23 3-day-old female with molybdenum cofactor 
deficiency. Axial T2WI (TR/TE ms, 3500/120) (a), T1WI 
(TR/TE/IT ms, 7/2/700) (b), and axial susceptibility- 
weighted angiography (SWAN) (TR/TE ms, 47/25) (c) 
through the basal ganglia demonstrate sequela of old basal 

ganglia injury and hemorrhage with T2 shortening (white 
arrows, a), T1 shortening (white arrows, b), and suscepti-
bility hypointensity (arrows, c). Old necrotic white matter 
lesions are present in the frontal lobes bilaterally (black 
arrows, a and b)
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12.9.3  Smith-Lemli-Opitz Syndrome

Smith-Lemli-Opitz syndrome (SLOS) was iden-
tified initially as a dysmorphic syndrome and 
later found to be caused by deficiency of 
7- dehydrocholesterol (7-DHC) reductase, the 
final step in the cholesterol synthetic pathway 
[210, 211]. Growth retardation with microceph-
aly, moderate to severe intellectual disability, and 
various severities of malformations are observed 
in this disorder. The spectrum of manifestation is 
wide with some patients having near-normal 
development and minor malformations. Second 
and third toe syndactyly and characteristic facial 
dysmorphism are clinical clues to the diagnosis 
[212]. With insufficient cholesterol, prechordal 
mesenchyme signaling is disturbed causing brain 
malformations along a centrifugal and ventrodor-
sal gradient mechanistically similar to classical 
holoprosencephaly (HPE) [213].

12.9.4  Smith-Lemli-Opitz Syndrome: 
Imaging

HPE features may be present with failed sepa-
ration of parts of the ventral forebrain and/
or diencephalon [213]. Multiple midline 
anomalies may include any combination of 
corpus callosum dysgenesis, anterior commis-
sure hypoplasia, forniceal dysplasia, hypopla-
sia of a persistent cavum septum pellucidum/
vergae, dysgenesis of the medulla oblongata, 
and vermian hypoplasia [27, 214] (Fig. 12.25). 
The degree of corpus callosum dysgenesis 
 correlates with the clinical severity [215]. 
Other findings that have been described 
include polymicrogyria, hippocampal under- 
rotation, extra-axial cysts, and volume loss 
[212–216]. On MRS, increased lipids and 
 choline may be present in the cerebral white 
 matter that may improve with treatment [217].

a bFig. 12.24 8-year-old 
female with Rett 
syndrome. Sagittal 
T1WI (TR/TE/IT ms, 
11/5/500) (a) and axial 
T2WI (TR/TE ms, 
4548/102) (b) 
demonstrate mild diffuse 
cerebral cortical volume 
loss with prominent 
sulci and normal 
thickness of the corpus 
callosum

M.T. Whitehead and A.L. Gropman



313

12.9.5  Alexander Disease

Alexander disease is a leukodystrophy associ-
ated with glial fibrillary acidic protein 
mutation(s) presenting in the neonatal, infan-
tile, childhood (juvenile), or adult periods 
[218–222]. As with most inborn errors of 
metabolism, disease severity tends to correlate 
with symptom onset; younger patients have 
more severe disease [219, 223]. Type I (early 
onset) includes neonatal, infantile, and early 
childhood (up to age 4) presentations and 

 dominantly manifests cerebral white matter 
disease [223]. Type II (late onset) includes 
patients older than age 4 years and presents 
mainly with infratentorial disease [223]. 
Abnormal Rosenthal fiber accumulation in the 
central nervous system is diagnostic.

12.9.6  Alexander: Imaging

Obviating the need for biopsy, diagnosis can be 
alternatively established on MRI when four of 
five of the following criteria are met: frontal pre-
dominant cerebral white matter disease (antero-
posterior gradient of progression), differing 
signal of the periventricular white matter, basal 
ganglia involvement, brainstem involvement, and 
contrast enhancement [219] (Fig. 12.26). While 
fairly sensitive and specific, these imaging crite-
ria are not met in all patients. Rare variant pre-
sentations can manifest predominant posterior 
fossa structure involvement, asymmetry, and 
milder cerebral leukoencephalopathy [224]. 
Rosenthal fiber aggregation at least partially 
causes these characteristic brain signal changes 
and abnormal enhancement. Spongiform changes 
cause regional swelling in active areas of disease, 
collectively contributing to macrencephaly/mac-
rocephaly along with hydrocephalus that also 
may occur (Fig. 12.26). The latter is caused by 
subependymal periaqueductal Rosenthal fiber 
accumulation and secondary aqueductal stenosis 
[219, 225]. Facilitated diffusion is present in 
most of the involved white matter; periventricular 
and ependymal areas with dense Rosenthal fiber 
accumulation may demonstrate intermediate 

Fig. 12.25 Sagittal midline T1WI from a patient with 
Smith-Lemli-Opitz syndrome demonstrates a thickened, 
malformed corpus callosum lacking the normal rostrum 
(large white arrow), enlarged thalamic massa intermedia 
(small white arrow), and hypoplasia of the vermis (black 
arrow). The brainstem is also mildly hypoplastic. The 
brain to face ratio is small, consistent with 
micrencephaly

12 Other Metabolic Syndromes



314

diffusion characteristics. Mass-like/tumoral 
changes can occur in the cerebellum, brainstem, 
and optic pathway, simulating neoplasm [224, 
226, 227] (Fig. 12.26). A “tigroid” cerebral white 
matter pattern has been demonstrated in some 
cases [228]. Myoinositol and lactate may be ele-
vated, and NAA may be decreased in affected 
white matter [229–233] (Fig. 12.26).

Other macrocephalic leukodystrophies in the 
differential diagnosis include Canavan disease, 
glutaric aciduria type I, and megalencephalic leu-
kodystrophy with subcortical cysts (MLSC). 
Canavan disease often has more widespread white 
matter disease without frontal predominance, 
sparing of the striatum, and, importantly, elevated 
NAA on MRS. Glutaric aciduria type I generally 

a
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4 3 2 1 0

NAA

Fig. 12.26 5-month-old male with Alexander disease. 
Sagittal TWI (TR/TE/IT ms, 12/5/500) (a) demonstrates 
extensive frontal predominant hypointense cerebral sub-
cortical white matter signal (large white arrow), relatively 
sparing the occipital lobes (circle), consistent with leuko-
dystrophy. There is nodular thickening along and within 
the cerebral aqueduct causing aqueductal stenosis (small 
white arrow) and consequent hydrocephalus. There is 
mass-like enlargement of the optic chiasm (black arrow). 
Axial T2WI (TR/TE ms, 4500/100) (b) and post-contrast 
T1WI (TR/TE ms, 577/10) (c) show extensive white mat-
ter hyperintensity with an anteroposterior gradient (large 
white arrows, b), hyperintense signal in the striatum 
(small white arrows, b), an enhancing frontal paraven-
tricular rim of signal intermediate to gray matter repre-
senting local Rosenthal fiber accumulation (small black 
arrows, b and white arrows, c), and thickening/enhance-
ment of the fornices (large black arrows, b and black 

arrows, c). There is also thin ependymal signal alteration 
and enhancement along the remainder of the ventricles. 
Ventriculomegaly is consistent with hydrocephalus. 
Coronal T2WI (TR/TE ms, 4550/98) (d) demonstrates 
hyperintense signal in the cerebellar white matter (large 
white arrows) and hila of the dentate nucleus (small white 
arrows). There is striated signal alteration similar to gray 
matter signal in the parietal paraventricular white matter 
(black arrows). Axial T2WI (TR/TE ms, 577/10) (e) 
through the medulla oblongata shows multifocal hyperin-
tense signal in the medullary pyramids (small black 
arrows) and central inferior olivary nuclear complexes 
(large black arrows) but sparing the olivary amiculum. 
The dorsal midline medulla is also involved (arrowhead), 
but the inferior peduncles are spared (large white arrows). 
Single-voxel MRS (TR/TE ms, 1500/35) (f) shows ele-
vated myoinositol (MI, arrow)
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manifests incomplete opercularization and promi-
nent temporopolar extra-axial spaces. Patients 
with MLSC generally have a milder clinical 
course and develop cystic changes in the anterior 
temporal and, sometimes also, the frontal lobes.

12.9.7  Biotinidase Deficiency

Biotinidase deficiency is the result of inability to 
recycle protein-bound biotin. Early recognition has 
profound implications for patient outcome because 
biotinidase deficiency is one of the few treatable 
neurometabolic disorders [234, 235]. If untreated, 
children with profound biotinidase deficiency 
exhibit early neurologic abnormalities including 
seizures, hypotonia, ataxia, developmental delay, 
vision problems, hearing loss, and skin and hair 
abnormalities. In milder cases, late onset is seen 
with limb weakness, spastic paresis, and decreased 
visual acuity. Early recognition and treatment are 
vital since once vision problems, hearing loss, and 
developmental delay occur, they are irreversible, 
even with supplementation. Symptoms of a biotini-
dase deficiency can appear just days after birth. If 
left untreated, the disorder can rapidly lead to coma 
and death [236]. Symptom severity is predictably 
correlated with the severity of the enzyme defect. 
Profound biotinidase deficiency refers to situations 
where enzyme activity is 10% or less. Individuals 
with partial biotinidase deficiency may have 
enzyme activity of 10–30% [237].

12.9.8  Biotinidase Deficiency: 
Imaging

Neuroimaging may demonstrate symmetric T2 
prolongation and/or restricted diffusion in the 
mesial temporal lobes, medial thalami, central 
tegmental tracts, optic nerves, fornix, mammillary 
bodies, cerebellar white matter, brainstem, and/or 
spinal cord white matter [234, 238–242]. Reduced 
diffusion and increased anisotropy have been 
described in the perirolandic white matter and 
centrum semiovale [243]. Subcortical “cysts” 

probably representing white matter necrosis have 
also been shown [244]. Treatment reversible cere-
bral white matter hypodensity and hyperintensity 
on T2WI and progressive brain gray  matter atro-
phy may also occur [245–248]. MR spectroscopy 
can reveal abnormal lactate that may persist dur-
ing times of metabolic compensation [249].
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Amino acid metabolism disorder, 205, 206
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BAT. See Brown adipose tissue (BAT)
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Biotinidase deficiency, 315
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method, 53, 103, 200, 210
Brain imaging
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Niemann-Pick disease, 208–209
Sandhoff disease, 209
Tay-Sachs, 209

MRSI, 200–201
organic acidosis disorder, 206, 207
PD, 211–213
peroxisome disorder, 207
SPECT/PET, 201
SPM, 202
urea cycle disorders, 203

Branched-chain ketoacid dehydrogenase complex 
(BCKDC), 40

Branched-chain ketoaciduria. See Maple  
syrup urine disease

Brown adipose tissue (BAT), 57

C
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Central energy metabolism, 202
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optical scattering, 100
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Diabetes
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Edmonton protocol, 179
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effect, 15

F
Fabry’s disease, 208
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magnetic resonance, 234, 235
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AD dementia, 210
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dementia, 55
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myocardial imaging, 56, 57
myocardial ischemia, 261
neuroimaging, 53–55
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G
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deficiency, 309
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Henderson-Hasselbalch relationship, 257
Hepatorenal contrast, 225
Hunter syndrome, 209
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Hyperpolarization MRI (HP-MRI) techniques, 201
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Image inflammation, 158–160
Immune metabolism
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