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Preface

The ever-growing society of information has its backbone on a complex network of 
optical links among nodes where data are stored and processed. These nodes are 
mostly constituted by data centers. Here a large amount of traffic is handled which 
is unequally shared between the inter-data center traffic and out-of-the-data center 
traffic. This huge amount of data is exchanged by using optical communication 
technologies, thanks to their unique characteristics of high bandwidth, low power 
consumption, transparency to signal protocol, and enormous bit rate. Advanced 
optical network technologies are used in data transmission and are reaching the 
interior of the data centers to meet the increasing demands of capacity, flexibility, 
low latency, connectivity, and energy efficiency.

In fact, optical point-to-point interconnects support intra-data center networking 
of compute nodes, electrical packet switching fabrics, and storage equipments. The 
evolution is toward the use of optical switching to handle optically the data flow. 
It is difficult to predict when optical switching will be adopted in data centers, 
which architectures will be used, and which device technologies will be developed 
to implement these architectures. It is therefore important to make the point now of 
the technology to help move this transition. This is the scope of the present book.

Recently, many network architectures have been proposed, and many experiments 
have been realized to demonstrate intra-data center networking based on optical cir-
cuit switching, since it improves the performances of a packet communication net-
work working in the electrical domain. Other networking experiments have been 
based instead on optical packet and burst switching, in which short data packets or 
longer data bursts are switched directly in the optical domain to further improve the 
networking resource utilization and energy efficiency. This reduces the electro- 
optical conversion to a minimum and improves the flexibility by using sub-wavelength 
bandwidth granularity and statistical multiplexing. In this framework, software-
defined networking (SDN) and network function virtualization (NFV) are widely 
considered key enablers for flexible, agile, and reconfigurable optical data centers 
since they will provide the coordinated control of network resources and the capabil-
ity to allocate dynamically the network capacity.
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These demonstrations have been made possible by the development of photonic 
integrated circuits tailored to high-speed optical interconnects and low-cost inte-
grated switches. Integrated approaches allow lowering the cost, footprint, and power 
consumption with respect to traditional discrete component-based counterparts. The 
various optical switching architectures make use of a specific optical platform for 
both transmission and switching, and some of them are based on transmission and 
switching of gray optical signals, while others exploit the advantages represented by 
wavelength switching.

This book introduces the reader to the optical switching technology for its appli-
cation to data centers. In addition, it takes a picture of the status of the technology 
evolution and of the research in the area of optical networking in a data center. It is 
clear to the editors that there is still work to do in both the system architecture 
(toward a scalable architecture) and the device technology (toward high-performance 
and large-scale integration optical devices) before the introduction of optical switch-
ing in commercial networking equipments for data centers. However, the recent 
progress in the field make us confident that this technology is going to make a big 
impact on how the future data centers will be run.

The book is organized in four parts: the first part is focused on the system aspects 
of optical switching in intra-data center networking, the second part is dedicated to 
describing the recently demonstrated optical switching networks, the third part 
deals with the latest technologies developed to enable optical switching, and, finally, 
the fourth part of the book outlines the future prospects and trends.

In Chap. 1, the challenges in current and future data center architectures in terms 
of scalability, performances, and power consumption are discussed, and the need to 
develop new hardware platforms based on a tight integration of photonic ICs with 
electronic ICs and optoelectronic printed circuit boards is underlined. In this 
chapter also, a hybrid switch architecture based on small electrical switches inter-
connected by a wavelength router is presented, and the benefit of software-defined 
networking (SDN) for switch re-configurability and efficient bandwidth utilization 
is explained.

Chapter 2 reviews the optical circuit switching networks which have been 
recently proposed with the following main motivations: (a) improvement of the data 
center networking performances in terms of latency and power consumption by 
off-loading long-lived bulky data flow from the electrical switching domain to the 
optical switching networks, (b) provision of a flexible capacity to the intra-data 
center networking in order to increase the resource utilization, and (c) build of a 
high-capacity, future-proof networking infrastructure which is transparent to bit rate 
and protocol.

While an optical circuit switching layer has to operate in conjunction with a 
more dynamic electrical packet switching layer, optical packet/burst switching 
systems improve the bandwidth efficiency with sub-wavelength granularity and 
have the right dynamicity to handle effectively bursty traffic, eventually replacing 
completely the electrical packet switching layer. Chapter 3 presents and discusses 
optical packet/burst switching architectures, defines the challenges, and briefly 
introduces the enabling technologies.
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Chapter 4 begins the second part of the book, which is dedicated to the system 
demonstrations. The chapter describes the implementation and performances of the 
OSA system architecture. OSA is an optical circuit switched network, which provides 
a highly flexible optical communication infrastructure between top-of-the-rack (ToR) 
switches. A first aggregation layer of wavelength-selective switches and a higher level 
of optical space switches constitute it. This network is able to adapt both the intercon-
nect topology and the capacity to the changing traffic demand, and it supports 
on-demand connectivity avoiding or greatly reducing oversubscription.

The Hi-Ring architecture is described in Chap. 5. It is based on a multidimen-
sional all-optical switching network interconnecting top-of-the-rack switches. The 
multidimensional switch comprises a lower layer of space switches, a medium layer 
of wavelength-selective switches, and a top layer of time-slot switches. While 
slower space and wavelength switches handle highly aggregated data flows, fast 
switches are used for time-slot switching of bursty traffic with sub-wavelength 
granularity. The use of multiple switching allows to implement an optimized 
network infrastructure with fewer nodes and links among servers with benefits in 
terms of power consumption, cost, and latency.

In Chap. 6, the LIONS optical network switch is presented, and its experimental 
demonstrations are discussed. LIONS is a very low-latency, high-bandwidth, 
energy-efficient switch that interconnects many servers and is implemented in two 
versions: passive architecture and active architecture. Both types of systems are 
based on array waveguide router (AWGR) devices. LIONS exploits the AWGR 
property of de-multiplexing into different output ports a comb of wavelengths 
received at each input port and multiplexing in a cyclical manner, at each output 
port, the wavelengths coming from different input ports. There is no need to use fast 
optical switching fabric, and the wavelength switching is performed by fast tunable 
laser diodes. Active LIONS is an all-optical packet switch, while in passive LIONS, 
packet switching is performed in the electrical domain at the network edge with the 
AWGR performing wavelength routing.

The torus photonic data center is presented in Chap. 7. The top-of-the-rack 
switches are connected to a network of hybrid optoelectronic routers (HOPRs) 
interconnected with a torus topology and controlled by a centralized network con-
troller. Such network architecture is characterized by flexible scalability since it can 
be expanded by simply adding nodes in a plug-and-play manner. In this way, robust 
redundancy of the links due to the many alternative routes can be made available. 
Moreover, it does not require high-radix optical switches. The torus network 
supports optical packet switching (OPS), optical circuit switching (OCS), and the 
novel virtual optical circuit switching (VOCS).

LIGHTNESS is another switching network for communication among ToRs that 
combines OPS and OCS in an interchangeable manner with OPS switching short-
lived data flows and OCS handling long-lived data flows, and it is controlled by an 
SDN-enabled control plane. This network is dealt with in Chap. 8.

In Chap. 9, two network architectures are presented. The first is a hybrid optical/
electrical packet switching (OPS/EPS) network in which the data packets are sepa-
rated in small data packet to be handled in the electrical domain and large data 
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packet to be handled in the optical domain. Short packets are forwarded by using 
conventional protocol, while long packets are processed in an aggregation node by 
converting each of them into a photonic frame (adding label, guard gap and scram-
bling.) before sending them to the optical packet switch. The second network is the 
pure photonic packet switching network that is a synchronous (time-slotted) OPS, 
handling all types of packets, and is based on a photonic frame wrapper and on the 
separation of the control path and the data path.

The last recently demonstrated intra-data center network is the optical pyramid 
data center (OPMDC), which is discussed in Chap. 10. It is a recursive network, 
based on a pyramid construct, interconnecting ToR switches. OPMDC comprises 
three tiers of wavelength-selective optical switching nodes; the first is a reconfigu-
rable optical add/drop multiplexer (ROADM) directly connected to the ToR 
switches, and the upper tiers are wavelength cross-connects (WXC). This network 
enables extensive wavelength reuse and efficient allocation of wavelength channels, 
managed by a centralized SDN controller, in order to support packet-based and 
circuit-based data transfer with low latency.

The third part of the book, dedicated to the enabling technologies, starts with 
Chap. 11 that reviews the commercially available optical switch technologies. 
Microelectromechanical system (MEMS), piezoelectric, liquid crystal, LiNbO3, 
semiconductor optical amplifier (SOA), and photonic lightwave circuit (PLC)-based 
switches are presented and discussed. A table is included for comparing the key 
parameters.

Chapter 12 explains the physical effects and mechanisms for optical switching in 
silicon and presents the different types of switching cells used in large-scale integra-
tion silicon photonic switch matrices. The most used silicon photonic matrix archi-
tectures are presented and discussed, and three types of matrices are considered: 
those with switching speed in the range of microseconds, those with switching 
speed in the range of nanoseconds, and the wavelength-selective switch matrices. 
The recently demonstrated matrices are here reviewed and compared.

The other key enabling technology for the introduction of optical switching in 
data centers is the optical transceiver technology. High-speed, low-cost, short-reach 
optical interconnects must be deployed with efficient modulation formats and 
photonic integration. Two chapters are focused on this aspect. Chapter 13 presents 
the trend in high-speed interconnects reviewing the multidimensional modulation 
formats that allow increasing the transmission rate with respect to on-off key modu-
lation (OOK) without the need of using costly coherent detection systems. The evo-
lution of the transceiver architecture toward a high-dimensional format from 1D to 
4D is discussed, and the digital signal processing functions enabling these types of 
modulations and their direct detection are briefly described.

Chapter 14 reviews the techniques, capabilities, and future potential of InP 
monolithic integrated technology for the implementation of optical transceivers and 
optical switches for data centers.

Finally, the fourth part of the book presents, in Chap. 15, an overview of the recent 
and future trends in technologies and architectures for high-performance optically 
switched interconnects. The different aspects are discussed: on-chip, on-board, and 
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rack-to-rack optical interconnects and optical switching. Recent research is addressed 
on the development of new technologies for increasing capacity and performance of 
optical networks while providing high flexibility and high energy efficiency to support 
future cloud applications.

We are grateful to our past and present colleagues, students, and friends at Ericsson 
and at the Nanoscience Laboratory of the Department of Physics of the University of 
Trento, for maintaining an environment of scientific excellence and friendship over 
the years. We owe special thanks to the authors of the various chapters for their 
excellent work. In addition to thanking the authors, we would like to thank Brinda 
Megasyamalan and Mary E. James for the help, assistance, and patience.

Pisa, Italy� Francesco Testa
Trento, Italy� Lorenzo Pavesi
April 2017
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Chapter 1
Photonics in Data Centers

S.J. Ben Yoo, Roberto Proietti, and Paolo Grani

1.1  �Introduction: Recent Trends and Future Challenges 
of Data Centers and Cloud Computing

Our everyday lives critically depend on data centers. From healthcare to daily bank-
ing and everyday commutes, data centers are constantly working with users around 
the world. With IPv6, the data center can now address every appliance and sensor 
on earth. The rich set of data will be networked, processed, and accessed on a virtual 
platform, often called the cloud, which consists of data systems, networks (optical 
and electrical/wireless and wireline), and client interfaces (e.g., terminals, handheld 
devices). Warehouse-scale computing systems or data centers are collections of 
internetworked servers designed to store, access, and process data for the clients. 
With the explosive growth of data that need to be stored, accessed, and processed, 
the current trend of the warehouse-scale computing systems is becoming even larger 
and deeply networked to become hyper-scale data centers. There are three main 
challenges for such data centers as we look toward the future. Firstly, the power 
consumption of the data centers limits the scalability. Secondly, the internal data 
networking limits its performance. Thirdly, the external data networking limits the 
performance and utility of the cloud. In particular, the energy efficiency of the 
cyberinfrastructure links all three issues together. In this chapter, we will discuss 
how photonics can help to enhance energy efficiency of future data centers.

Today’s data centers already consume megawatts of power and require large 
power distribution and cooling infrastructure. Global data center IP traffic expects 
to grow threefold over the next 5  years, at a Compound Annual Growth Rate 
(CAGR) of 25% from 2016 to 2021. At the same time, the energy consumption in 
US data centers reached 91 TWh in 2013 and is expected to increase at a rate that 

S.J. Ben Yoo (*) • R. Proietti • P. Grani 
Department of Electrical and Computer Engineering, University of California,  
One Shields Ave, Davis, CA 95616, USA
e-mail: sbyoo@ucdavis.edu
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doubles about every 8 years [1]. While the exponential trend of data growth has 
brought optical communications between racks in data centers and computing cen-
ters, energy efficiency remains poor due to several reasons.

First, as Fig. 1.1 example illustrates, typical computing and data centers utilize 
interconnection of various size electronic switches in many cascaded stages. Due to 
limitations in radix (port count) and bandwidth of the electronic switches, the inef-
ficiency of the cascaded switch stages compounds, especially in terms of latency, 
throughput, and power consumption. Second, while the need for high-capacity com-
munications brought photonic technologies to data centers, today’s embedded-optics 
solutions (mostly based on pluggable optical modules) do not offer significant sav-
ings in the communication chain. Historically, integrated circuits and systems have 
improved by collapsing functions into a single integrated circuit and eliminating 
interfaces. Embedded solutions proposed by COBO [2] fail to eliminate any interme-
diate electronic interfaces such as equalizers and SERializer/DESerializers 
(SERDES). The transmission distances on electrical wires without repeaters are 
severely limited due to losses (skin effects or bulk resistivity) and distortion imposed 
on the signals due to the impedance of the electrical wires [3]. According to Miller 

and Ozaktas [3], the transmission distance limit is l B B A= ( )( )0 1/ /  where A is 
the cross-sectional area of the electrical wire, B is the line rate, and B0 is 1015 b/s (LC 
lines) −1016 b/s (RC lines), which indicate <1 cm transmission limit at 25 Gb/s line 
rates for typical modern on-chip electrical interconnects. On the other hand, optical 
interconnects is free of such impedance effects and becomes advantageous over elec-
trical interconnects beyond a certain distance at a given line rate. Naeemi et al. [4] 
defined this distance as a “partition length,” and Beausoleil et al. [5] have provided 

Fig. 1.1  128 rack data center using electrical switches

S.J. Ben Yoo et al.
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detailed calculation of these lengths according to ITRS [6], where he found that the 
partition length for a wire or waveguide width of 1 μm is less than 2 mm.

Thirdly, today’s computing systems are designed for a fixed topology with fixed 
patterns of data movements at fixed data rates, while actual computations have large 
peak-to-average ratios in processing, bursty data traffic, dynamically changing data 
movement patterns, and heterogeneous processing threads.

In the following sections, we will discuss the solutions to the three issues after we 
visit the limitations in the use of electronics for processing and switching the data. 
Power consumption in electronics is a serious roadblock even if we can keep up with 
Moore’s law (Fig. 1.2) regarding integrating more devices on each chip to meet the 
demands of future applications. At the device level, Dennard’s law [7], which 
described the simultaneous improvements in transistor density, switching speed, 
and power dissipation [7] to follow Moore’s law [8], has already become obsolete in 
2004. As Fig.  1.2 illustrates, while Moore’s law continued for more than four 
decades, the clock speeds and the power efficiencies have flatlined since ~2004. 
Multi-core solutions emerged shortly after 2004 as a new processor-level solution 
for the power efficiency and scaling, and it is sometimes called a new Moore’s law. 
While we believe that the multi-core and chip-level parallelism solutions will con-
tinue to expand, the communication and data movements will continue to be a chal-
lenge. For this reason, for over three successive generations, the performance/watt 
has improved only marginally. Multicore and GPU-based solutions improved the 
performance/watt very recently, but these improvements appear to be a one-time 
reprieve.

Obviously, electronics alone cannot provide solutions to all the challenges to mas-
sively parallel data processing. Electronics accompany skin effects, capacitance, elec-
tromagnetic interference (EMI), and distortion/dispersion, while photonics support 
nearly distance-independent parallel transport across the vast optical bandwidth [9]. 
As the computing nodes are evolving to multi-core and multiprocessor systems with 
very high bandwidth requirements between processors and memory banks on the 
same board, inter-chip optical interconnects can also provide significant benefits in 
terms of energy per bit. Reference [9] shows a comparison between optical intercon-
nects with on-chip and off-chip laser and electrical interconnects, showing significant 
advantages of the optical solution for distances above few tens of millimeter, and Ref. 
[10–13] provide more information regarding optical vs. electrical interconnects.

On the other hand, photons cannot be stored easily nor can they interfere easily 
to be part of three-terminal devices. As Fig. 1.3 illustrates, hybrid solutions exploit-
ing the best of both worlds (photonics and electronics) will be beneficial to future 
data centers.

Such hybrid solutions should be sought not only between the racks but also 
between the boards and the chips. Unlike telecommunications where typically ~80% 
traffic bypasses and ~20% traffic adds/drops locally, data traffic in computing sys-
tems is ~80% internal and ~20% external. The statistics from Cisco [14] shown in 
Fig. 1.4 supports this argument by showing that 77% is internal and 23% is external. 
Hence the symbiotic integration of photonics and electronics has to happen at every 
level—between racks, boards, cards, chips, and cores. One of the main emphases we 
place in this chapter is a computing system architecture based on embedded photon-
ics—photonics will be everywhere in the data system at every hierarchy.

1  Photonics in Data Centers



Fig. 1.3  Hybrid photonic-electronic solutions in data systems can offer best of both worlds

Fig. 1.2  A 45-year trend of a number of transistors per integrated circuit, clock speed (MHz), 
power (W), performance per clock (ILP), and a number of core per processor die (Figure created 
based on data from Kunle Olukotun, Lance Hammond, Herb Sutter, Burton Smith, M. Horowitz, 
F. Labonte, O. Shacham, and Christopher Batten)
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1.2  �New Directions for Data Centers with Embedded 
Photonics

It is possible to address the three challenges above as follows. First, we can avoid the 
typical data center interconnection architectures based on many cascaded stages of 
electronic switches of limited radix and bandwidth by introducing a flat architecture 
with an all-to-all interconnection as shown in Fig. 1.5a, b to support contention-free 
interconnection (no arbitration is required) at full throughput (total of N2 links). Using 
a N × N cyclic arrayed waveguide grating router (AWGR) [16] with its unique wave-
length routing property [N = 5 example shown in Fig. 1.5d], fully connected all-to-all 
interconnection (total of N2 links) without contention becomes possible with N wave-
length channels. Then, the all-to-all interconnection topology of Fig. 1.5a is simpli-
fied as Fig. 1.5b with each fiber containing N wavelengths. Figure 1.5e shows an 
implementation [15] of the all-to-all interconnection topology involving N compute 
nodes with silicon photonic micro-resonator-ring modulators and detectors and an 
N × N cyclic AWGR low-latency interconnect optical networks (LIONS) (kt = kr = N 
example) [17]. While a 512 × 512 AWGR [18] has been demonstrated, the require-
ment for N × (N − 1) transceivers on N wavelength channels becomes challenging 
and not scalable for a large number of nodes, N. Fortunately, hierarchical all-to-all 
interconnection networking called HALL [19] greatly reduces the number of required 
transceivers and wavelengths while supporting maximum throughput of ~97% and 
all-to-all connectivity at every hierarchy. Figure 1.5c shows a simpler two-hierarchy 
topology, called RH-LIONS (reconfigurable hierarchical-LIONS) [20], utilizing 
smaller reconfigurable all-optical switch at the higher hierarchy. Here, cost reduc-
tions can be achieved by introducing partial and reconfigurable all-to-all interconnec-
tion at the higher hierarchy while maintaining full all-to-all connectivity at the lowest 

Fig. 1.4  [14] Global Data Center Traffic by Destination in 2020 (Source: Cisco Global Index, 
2015–2020; Synergy Research)

1  Photonics in Data Centers
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hierarchy. Indeed, while the lowest hierarchy of the interconnection can exploit all-
to-all connectivity, the inter-board and the intercluster interconnections already set up 
for all-to-all connectivity can be reconfigured to more effectively map the network 
topology to resemble workflow topology. Dynamic assignment of more (less) band-
widths and channels in different routes can remove hotspot congestion and improve 
energy efficiency (see section below on software-defined elasticity).

Second, although the recent efforts including COBO [2] helped transition from 
Fig. 1.6a to Fig. 1.6b, this solution fails to eliminate any intermediate electronic inter-
faces such as equalizers and SERializer/DESerializers (SERDES). A new embedded 
photonics solution depicted in Fig. 1.6c intimately integrates electronics, silicon pho-
tonics [21, 22], and optical interposers [23–25]. Today’s embedded optics makes use 
of standard pluggable optical interfaces connecting to ball grid array (BGA) packaged 
application-specific integrated circuits (ASICs). This approach typically requires more 
than 25 mm long electrical interconnections. The embedded photonics with 2.5D and 
3D integration using silicon photonic interposers utilizes interconnection lengths 
below 100 μm between the electronics and silicon photonics. Embedded photonics can 
significantly impact the energy efficiency and the cost of chip-to-chip, board-to-board, 
and rack-to-rack data communications. However, today’s embedded optics provide 
limited energy efficiency improvements by requiring SERDES and clock-data recov-
ery (CDR). By reducing its reliance on electrical SERDES, CDR, and equalizers, 
embedded photonics can greatly reduce the power consumption and operating costs.

Fig. 1.5  (a) Fully connected all-to-all interconnection network, (b) fully connected all-to-all 
interconnection network utilizing wavelength routing by an arrayed waveguide grating router 
(AWGR), (c) RH-LIONS with fully connected subnetworks that are interconnected with a recon-
figurable optical switch, (d) all-to-all wavelength routing interconnection pattern of a N × N cyclic 
AWGR using N wavelengths (N = 5 example), (e) a silicon photonic chip implementation [15] of 
(b) for N = p = 8, μ = 0 with silicon photonic microring-resonator modulators and detectors with 
all-to-all interconnection via a N × N AWGR (LIONS)

S.J. Ben Yoo et al.
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Thirdly, today’s computing systems with fixed topology with fixed patterns of 
data movements at fixed data rates can be renovated into an optically and electroni-
cally reconfigurable system architecture adapting to workload and traffic patterns. 
In particular, software-defined network solutions with virtualization can involve 
both photonic and electronic solutions therein. Recent trends are clearly showing a 
preference for modular scalability and software-defined reconfigurability of data 
centers. Embedded silicon photonics with ASICs and memories on photonic- 
electronic interposers can plug into optical-electrical printed circuit boards 
(OE-PCBs) [25, 26], which will, in turn, plug into OE-backplanes. Optical recon-
figurations could exploit miniature optical microelectromechanical switches 
(MEMS) and wavelength assignments driven by software-defined control planes 
like in application-driven reconfigurable optical network (ARON) data centers [27].

1.3  �Arrival of Embedded Photonics, Silicon Photonics, 
and Heterogeneous 2.5D and 3D Integration

We envision that future data centers will exploit photonics embedded with elec-
tronics through close integration everywhere, in chip-to-chip, board-to-board, and 
rack-to-rack interconnections. While monolithic co-integration of CMOS and sili-
con photonic in the same fabrication runs is attractive, the yield and the required 
technological compatibility challenges make it impractically expensive. Optical 
interposers and OE-PCBs are practical and effective technologies that enable 
reduced parasitic, low power consumption, dense optical interconnects, and close 

Fig. 1.6  Comparisons of (a) today’s electronic interfaces with electronic I/Os, (b) today’s embed-
ded optics with standard pluggable optical interfaces to BGA-packaged ASICs, and (c) the pro-
posed embedded photonics with 2.5D and 3D integration using silicon photonic interposers
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integration of photonics and electronics while allowing flexible combinations of 
heterogeneous technologies with reasonable yield.

Figure 1.7a–d illustrates a method of embedded photonics utilizing active silicon 
photonic interposers (optical interposer with silicon photonic modulators and detec-
tors) interfacing with electronic ICs and OE-PCBs. (a) and (b) show a side view and 
a top view schematic of 2.5D integration of the electronic ICs, active silicon pho-
tonic interposers, and OE-PCBs achieved by this method, (c) shows an assembly 
process using evanescent coupling between the silicon photonic waveguides and the 
OE-PCB waveguides, and (d) illustrates the case with such multiple optical inter-
posers assembled on a larger OE-PCB.

Figure 1.8 show that <0.1 dB optical loss is maintained even for ±1 μm misalign-
ment tolerance between the silicon photonic active optical interposer and the 
OE-PCB.  OE-PCBs and OE-backplanes will exploit low-loss optical waveguide 
layers laminated on the conventional electrical PCBs.

Fig. 1.7  (a) and (b) show a side view and a top view schematic of 2.5D integration of the electronic 
ICs, active silicon photonic interposers, and OE-PCBs, (c) shows an assembly process using eva-
nescent coupling between the silicon photonic waveguides and the OE-PCB waveguides, and (d) 
illustrates an OE-PCB containing multiple silicon photonic optical interposers and electronic ICs
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Fig. 1.8  Coupling and misalignment tolerance between the optical interposer and a silicon pho-
tonic die consisting of negative tapers indicating +/− 1 μm lateral misalignment tolerance

1.4  �OE-PCBs and OE-Backplanes

PCBs with embedded optical layers offer a cost-effective opportunity to reduce 
energy consumptions and latency induced by electrical wires at high data rates [28–
33]. Successful OE-PCBs will eliminate any need for high-speed electrical inter-
connections on board, and electrical connections will only support power and 
low-speed control and programming. The majority of the past efforts [28–33] 
focused on multimode polymer optical waveguides within FR4 PCBs, where multi-
mode dispersions and high losses limited the performance and energy efficiency 
improvements. There has been recent advances in single-mode optical polymer 
PCBs [34] and multimode glass waveguide PCBs [35–37] to pursue single-mode 
glass optical waveguides embedded in electrical PCBs. Initial efforts will utilize the 
glass lamination technology mentioned in [36] to embed ion-exchanged silica 
waveguide layer in between two FR4 electrical PCBs [36] as shown in Fig. 1.9a. 
This method offers relatively sturdy operation which somewhat mitigates the differ-
ence in thermal coefficients of expansion (TCEs) between the glass and the FR4 but 
requires the opening of the FR4 in shape to drop in the optical interposer modules. 
Similar openings should be made on the FR4 on the other side to balance the stress 
and TCE difference. Successful progress in developing OE-PCBs with optical and 
electrical connectors will allow realizing OE-PCBs and building of servers and 
switches interconnected with optical waveguides as shown in Fig. 1.9c.

1.4.1  �High-Radix Optical Switches

As mentioned above, the limited radix and bandwidth of electronic switches severely 
affect data center scalability regarding latency, throughput, and power consumption. 
Optical switching can potentially overcome the above limitations, and many optical 
switch architectures have been investigated and reported in the literature. Table 1.1 
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summarizes the main all-optical switching technologies highlighting pros and cons 
of each solution (please also refer to Chap. 8 for more details on AWGR-based 
switching).

Despite the significant differences highlighted in Table  1.1, all these switches 
share a common aspect: they are bufferless (no buffering operation at the switch input 
and output ports) and therefore cannot be cascaded. Therefore, they could be used 
mainly as core switches in folded-CLOS type of architectures (i.e., Fat Tree [50, 51]) 
and also in directly connected architectures like torus [52], flattened butterfly [53, 54], 
or dragonfly [55], where they can interconnect directly computing nodes or top-of-
rack (ToR) switches. Also, MEMS switches are the only ones, among the solutions in 
Table 1.1, currently commercially available. However, due to the slow switching time 
in the order of milliseconds, MEMS can only switch the so-called elephant flows, and 
they cannot replace the packet-switching features of electronic switches.

Next-generation high-radix high-bandwidth data center switches will make use 
of multiple electronic switches optically interconnected on a common silicon 
interposer (see next section for more details) with 2.5D and 3D hybrid electro-
optic integration platforms. The low crosstalk, very low loss, and high energy 

Fig. 1.9  (a) A cross-section photograph [36] and (b) the composition of a multimode OE-PCB 
with an ion-exchanged glass waveguide layer sandwiched between two FR4 electrical PCBs [36]. 
(c) Connectorizing the OE-PCBs to realize a chassis with an OE-backplane

S.J. Ben Yoo et al.



13

efficiency provided by photonic interconnects will potentially enable unprece-
dented switch bandwidth and radix. Figure 1.10 shows an example of such hybrid 
approach currently under development at UC Davis NGNS laboratories. This 
switch is called RH-LIONS (reconfigurable hierarchical low-latency interconnect 
optical network switch).

Table 1.1  Different all-optical switching technologies

Technology Pros Cons

MEMS 
[38–40]

•	 Transparent to line rate and modulation 
format

•	 WDM compatible
•	 High radix (up to 1024)

•	 ms switching time (only elephant 
flows)

SOA 
[41–44]

•	 Transparent to line rate and modulation 
format

•	 WDM compatible
•	 ns switching time

•	 Number of SOAs scales nonlin-
early with switch radix

•	 High-power consumption
•	 Radix limited to <32

AWGR
[45–47]

•	 ns switching time when used together  
with fast tunable lasers

•	 WDM implements output queuing
•	 Number of active element scales linearly 

with switch radix

•	 Port line rate limited by the AWGR 
channel bandwidth

•	 Radix limited by in-band crosstalk 
(Radix <= 128)

MRR  
[48, 49]

•	 MRR tuning permits flexible bandwidth 
allocations

•	 Because of the dense wavelength 
division multiplexing (DWDM), a 
high-radix photonic switch will have 
fewer off-chip fiber connections than 
pins in a comparable electronic switch

•	 High switching latency
•	 1 microsecond → no 

packet-switching
•	 Too many MRRs for an all-to-all 

connection → very high power 
consumption due to thermal tuning

•	 Arbitration might be required
•	 Radix limited by in-band crosstalk 

(Radix <32)

MEMS microelectromechanical system, SOA semiconductor optical amplifier, AWGR arrayed 
waveguide grating router, MRR microring resonator

Fig. 1.10  A two-hierarchy switch RH-LIONS switch of size pN ×pN. Shown is an example of a 
128-port switch with N = 16, b = p = 8, μ = 4, K = N × μ = 64
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RH-LIONS makes use of the electronic-photonic integration technologies to 
implement a switching architecture with small electrical switches at the edges all-
optical interconnected via wavelength routing in AWGR. The proposed solution can 
scale far beyond 128-port and 50 Tb/s capacity. Figure 1.10 shows a two-hierarchy 
switch RH-LIONS switch with p *N ports. Figure 1.10 shows an example of a 128-
port switch with N = 16, b = p = 8, μ = 4, K = N × μ = 64. In general, two-hierarchy 
RH-LIONS switch includes N islands (green boxes in Fig. 1.10 [right]). Each island 
is composed of p electronic switches (S in the figure) and connects to p nodes. p also 
represents the number of required wavelengths and AWGR ports for intraisland 
communication, to let the nodes communicate with an all-to-all scheme through the 
AWGR. μ is the number of AWGR ports and the number of wavelengths reserved 
for inter-island communications. Therefore, p + μ is the total number of AWGR 
ports and wavelengths required. To reach a very high board-level I/O (i.e., band-
width per switch port), we are expected to use a WDM optical value of b (number 
of wavelengths per port), where b = aggregate-switch-BW / #switch port / line rate 
/ 2. Finally, a K × K optical switch (circuit switching) allows to use fewer optical 
transceivers μ and to reconfigure the topology between the islands. For instance, if 
μ = 4, we can create a baseline mesh, and then the K × K optical switch can be used 
to modify the topology according to the traffic patterns. To build a 128-port 
RH-LIONS switch, we need 16 12-port AWGRs (one AWGR per island, N = 16 is 
the total number of islands), 128 E-switches 20-port (p + μ + b ports, S in the fig-
ure), and one circuit-based optical switch (e.g., MEMS K-port, K = μ × N, where 
μ = 4 and N = 16). In Fig. 1.10, each port of the switch can support up to 200 Gbps 
(board-level I/O, b  =  8 WDM, 25  GHz optical frequency), for a total aggregate 
bandwidth of 51.2 Tbps. The E-switch can be a commodity switch die and can be 
very energy efficient (300 mW per port with up to 24 ports at 25Gbps [56] – note 
that this is the power consumption for the packaged chip).

1.5  �Software-Defined Elasticity in Data Centers and Clients

Typical data centers run heterogeneous applications that exhibit various communi-
cation patterns among the computing nodes. To optimize the performance of an 
application, we need to match the communication network to the specific applica-
tion. However, today’s data centers use a single architecture to serve various appli-
cations. We believe that flexible physical topology reconfiguration exploiting optical 
switches as illustrated in Fig. 1.5c and investigated in [27, 39, 57] can play a major 
role in efficiency and optimization of future data center optical networks.

Figure 1.11 shows an example of what could be achieved with such reconfigu-
rability. As Fig. 1.11a shows, mesh is the suitable topology under neighborhood 
traffic, since it can achieve similar performance with much fewer transceivers 
than HyperX.  When the traffic changes to uniform random, we configured to 
HyperX to achieve 1.26× higher throughput and 1.97× lower latency. Figure 1.11b 
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Fig. 1.11  (a) Performance of running a single application; (b) performance of running two 
applications; (c) full-system mesh with neighborhood communication traffic; (d) full-system 
HyperX with uniform random traffic

shows that, compared with a full-system HyperX, all-to-all achieve similar 
throughput but with 1.25× lower latency [27]. See also Chapter 6 on LIONS tes-
tbed demonstrations to see additional examples of the benefits that can be 
achieved by reconfigurability.

In addition to network topology reconfiguration between racks and clusters, 
another level of flexibility and control could be achieved at the link level by adopt-
ing dynamic voltage and frequency scaling (DVFS [58]) to adjust dynamically the 
transceiver bandwidth according to the link utilization. This technology, already 
applied in the electronic domain inside the processors or computing boards, could 
be extended to the longer optical interconnects to improve further the energy effi-
ciency of the data links, which are known to be bursty. It is well known that the 
dynamic power of CMOS transistor scales as ∝ Vdd

2 ∗ f, where Vdd is the driving 
voltage and f is the clock speed. If Vdd can be lowered for circuits with low f, it is 
then possible to obtain significant improvement in energy efficiency by lowering the 
clock speed in combination with the driving voltage (nearly 2× improvements in 
power efficiency for 20% underclocking).

Figure 1.12 shows an example of an optically interconnected multi-socket 
board (MSB). Figure  1.13 shows some achieved results for an AWGR-based 
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board-level architecture [45, 59]. The comparison has been performed with a 
state-of-the-art electronic board-level topology regarding normalized execution 
time (top) and normalized transaction/Joule (bottom) for each one of the consid-
ered applications. In our AWGR solution, we applied a conventional clock and 
data recovery (CDR) technique, as well as source synchronous [60] and dynamic 
voltage and frequency scaling (DVFS) [61–64] model. With DVFS the system 
can dynamically set the transmitter frequency and voltage supply to different 
values depending on the traffic load. The proposed optical architecture achieved 
an average execution time improvement of a factor of ~3× when exploiting a 
CDR-based transmission and of ~2.5×, when exploiting a DVFS transmission 
scheme with source synchronous technique. Figure  1.13b shows the improve-
ments achieved in terms of transaction/Joule exploiting the optical solutions. On 
average, we were already able to outperform the electronic baseline by a factor of 
>2.5×. We defined the concept of transaction for each one of the considered 
applications. For instance, ferret is an image similarity search benchmark. For 
this application, we considered a query as a transaction.

Another interesting application in the suite is swaptions which replicates a finan-
cial analysis and in which the transaction can be defined as a bank atomic operation. 
Note that these benchmarks used in this example are only some of the benchmarks 
that could be used to evaluate the performance of different data center solutions. In 
fact, choosing the appropriate benchmarks to mimic and provide the best represen-
tation of data center traffic is very challenging due to the heterogeneity of the many 
and concurrent applications running [66–68].

Fig. 1.12  An example of hierarchical optical interconnected architecture for inter-socket commu-
nication within a board and between multiple boards. (Left): the socket (S) topology with the hub 
switch connecting the four computing cores with private and shared cache memory. (Center): the 
multi-socket board (MSB) with four sockets based on passive AWGR all-to-all interconnection
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1.6  �Summary

This chapter introduced the challenges faced by today’s data centers in terms of 
scalability, power consumption, and performance due to the limitations of electrical 
interconnects and switches as the bandwidth per port and bisection bandwidth 
requirements increase. While photonics is already currently used in point-to-point 
communications between ToR switches, the benefits of today’s embedded optics 

Fig. 1.13  (a) Execution time and (b) transaction energy efficiency normalized to the electronic 
baseline in comparison with an optical hierarchical solution with CDR and DVFS [65]
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with standard pluggable modules are still quite limited. For photonics to bring trans-
formative changes and benefits for next-generation data centers, it is necessary to 
develop mature technologies for intimate integration of photonic devices and elec-
tronic ICs on a common silicon interposer for on-board chip-to-chip communica-
tion. Eventually, multiple interposers will be able to communicate through an 
optoelectronic PCB for board-to-board communication with superior performance 
regarding energy efficiency and link density and bandwidth.

While many interesting all-optical switching technologies have been extensively 
studied and reported in the literature (see Table 1.1), none of them are still techno-
logically and commercially viable to be deployed in the field. So, the core of future 
data center switching will still be relying on electrical ICs but densely packed on the 
same interposer and OE-PCB to achieve the required bisection bandwidth with lim-
ited power (see above section “High-Radix Optical Switches”).

Finally, the chapter introduced the possibility to exploit software-defined optical 
reconfigurability at the node and network level to adapt the link bandwidth and 
network topology to the dynamic traffic profile typical of datacom systems. 
Workload-aware reconfiguration allows optimal data center performance and energy 
utilization adapting to the workload.
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Chapter 2
Optical Switching in Datacenters: 
Architectures Based on Optical Circuit 
Switching

Liam P. Barry, Jingyan Wang, Conor McArdle, and Dan Kilper

2.1  �Introduction

The proliferation of modern computer applications such as cloud computing, social 
networking services, multimedia streaming, and the Internet of Things (IoT) creates 
thousands of terabytes of heterogeneous data every minute [1], creating huge vol-
umes of complex workload in datacenter servers and vast aggregate traffic loads 
across datacenter networks. Internet content providers such as Google, Facebook, 
Microsoft, Amazon, and Apple have installed mega datacenters which house hun-
dreds of thousands, even millions, of servers in very large-scale layouts. As well as 
this scale-out, server network interfaces and top-of-rack (ToR) switches are being 
scaled up, from 10 to 25  Gbps and 100  Gbps data rates, to keep pace with the 
required workload rates and increasing service capacity [2]. Big data and cloud 
computing in particular have been shifting datacenter workloads from north-south 
to east-west, meaning that more data is flowing within the datacenter than in and out 
of the datacenter, driving up the internal datacenter network capacities. These trends 
are presenting substantial challenges to future-proofing of datacenter-scale net-
working, in terms of the required latency, bandwidth capacity, server connectivity, 
energy and cost efficiency, network configuration, and control complexity. 
Furthermore, as datacenters run increasingly mixed applications with more com-
plex workloads, traffic complexity will evolve rapidly and exhibit more diverse and 
unpredictable communication patterns [3–7]. Thus, dynamic bandwidth-on-demand 
provisioning needs to be made possible for future datacenter network fabrics. 
Solutions toward highly scalable, high data rate, low-latency, agile datacenter 
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network infrastructure, with on-demand service provisioning capacity that responds 
quickly and dynamically to changing application requirements, are urgently required 
in order to maintain communication performance for building-scale and distributed 
multisite server installations of the future.

Today’s large-scale datacenter networks are constructed by interconnecting a 
massive number of commodity hardware components, such as low-radix electronic 
packet switches, transceivers, and optical-electronic-optical (O/E/O) converters and 
optical fibers, into multi-tier interconnection topologies. Datacenter networks are 
typically organized as three-layer fat-tree [8] or Clos [9] topologies, where racks of 
servers are attached directly to a network access layer composed of top-of-rack 
(ToR) switches. A network aggregation layer collects traffic flows from the access 
layer and then forwards them to a core layer. Commonly, a datacenter network 
employs a Clos-based topology with centralized control, where commodity switches 
based on merchant silicon are arranged into multiple stages to form a large multi-
stage switching fabric [10]. For example, Google has exploited a modular design 
concept, where a pool of machine servers and network devices are grouped into a 
cluster networking block to enable fine-grained resource provisioning and boosted 
operation efficiency [10, 11]. Facebook’s current datacenter networks follow a hier-
archical treelike networking model composed of three layers of electronic packet 
switches, but are now migrating toward a three-layer folded-Clos networking model 
with no oversubscription between racks [12, 13]. This network infrastructure is also 
designed with a modular structure using clusters or pods. Furthermore, a new two-
tier datacenter network platform, the leaf-spine architecture, is emerging as an alter-
native to the traditional three-tier network topology. The leaf-spine architecture is a 
two-layer folded-Clos network comprising leaf-and-spine layers with each leaf 
switch connected to each of the spine switches [14]. Other electronic network archi-
tectures such as DCell [15], BCube [16], and FiConn [17] have been proposed to 
alleviate the bottlenecks of the three-layer fat-tree networks by building a recursive 
interconnection architecture.

The infrastructure scaling of these hierarchical networks, to accommodate the 
ever-growing number of servers, is potentially viable by adding more commodity 
network components and increasing the number of switching stages. For example, 
a new Facebook datacenter network with 100,000 servers placed in racks of 48 serv-
ers requires 2084 rack switches, each configured with 64 × 10 Gbps port capacity 
and 176 aggregation switches, each with 384 × 10Gbps port capacity and 192 core 
switches, and each of which has at least 176 × 10Gbps port capacity. Networking 
such a large number of servers, using electronic packet switches and links, imposes 
significant challenges on performance scalability, energy consumption cost, flexi-
bility, network configuration, and management complexity. These issues are further 
exacerbated by the unprecedented datacenter traffic growth and the exploding band-
width demands, which are rapidly outpacing the capacity of the state-of-the-art 
electronic switches, thereby necessitating the scaling of data rates, connectivity, and 
bandwidth capacity in the electronic switches. Electronic switch design currently 
faces switch port and capacity constraints due to high costs and excessive amounts 
of power consumption [18]. Ultimately, scaling of electronically switched 
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datacenters calls for a significant upgrading/replacement of the interconnection net-
works in order to support heterogeneous hardware and speeds. Furthermore, with 
server capacity scaling and communication speed rising, the higher interconnection 
level of the multilayer datacenter topology faces substantial resource stranding. 
That is, the aggregated traffic demands at higher levels of the system hierarchy 
(aggregation and core layers) potentially require progressively larger bandwidth 
capacities and consequently put the statically provisioned and oversubscribed upper 
tiers under strain. These limitations are stressing the existing datacenter networks 
and motivating the network to evolve toward more advanced networking solutions, 
augmenting innovative networking technologies, topological structures, and net-
work management techniques.

A constructive approach toward the aforementioned design challenges involves 
application of optical switching and networking technologies. The most important 
attribute of optical switching is ultrahigh bandwidth capacity, which would provide 
unpreceded data carrying capacity for datacenter networking. Additionally, optical 
switching is potentially a low-latency communication technology, possibly achieving 
nanosecond-scale switching speed [19]. Further, optical switching can potentially 
future-proof datacenter network infrastructure, due to transparency to data rates, 
modulation formats, and protocols, and thus, except at the edge, does not require 
upgrading/replacement of the underlying physical network components as network 
link capacities evolve from 10 to 25 Gbps and 100 Gbps and beyond. Low power 
consumption is another prominent feature of optical switching technology. For exam-
ple, a commercial 320 × 320 3D MEMS-based optical switch typically consumes 45 
watts [20], whereas an Ethernet packet switch with a maximum 224 × 10Gbps ports 
requires a typical power consumption of 1363 watts [21]. This contrast suggests that, 
compared to electronic switching, optical switching potentially offers substantial 
economic and technical benefits. Also at the link level, all-optical switching elimi-
nates the need for expensive, power-consuming optical-electronic-optical (O/E/O) 
conversions which are necessary to deploy point-to-point optical links in electroni-
cally switched networks. The advantages of low loss, low power, and the high capac-
ity of optics, coupled with the rapid development of photonic integration technology, 
highlight the opportunity to fabricate compact, high-stability, low-cost, and energy-
efficient large-radix optical switching fabrics. Deploying high-radix optical switches 
in massive-scale datacenter networks would significantly flatten the network topol-
ogy and simplify the network architecture and control complexity. From the network 
management perspective, software-defined networking (SDN) is becoming progres-
sively common in datacenter networks and in the optical switching domain in gen-
eral. This emerging trend facilitates the realization of an agile, flexible, and scalable 
optical datacenter interconnection network, with SDN enabling coordinated control 
of network resources and support for on-demand capacity provisioning by flexibly 
allocating network capacities to dynamically changing application demands. The 
abovementioned benefits indicate that an agile optically switched datacenter network 
has the potential to address current and future datacenter application demands, mak-
ing it a suitable substitution for electronic networks. Indeed, research effort in this 
area has seen considerable growth in recent years.
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In this chapter, the main focus is on reviewing the previous approaches to integrating 
mature optical circuit switching technologies into datacenter networks, to facilitate 
near- and medium-term expansion of datacenter and cloud computing capacity. In these 
approaches, high-radix optical circuit switches are interconnected into massive-scale 
datacenter interconnects using various fundamental networking structures such as Clos 
[9], Spanke [29], Benes [30], and flattened butterfly [31]. The current proposals are 
reviewed and discussed in the next section. Following that, a novel, agile datacenter 
network architecture, which supports dynamic and efficient sharing of network 
resources and flow-level provisioning, is presented. By exploiting the potential benefits 
of the passive fast-speed, low-radix flexible arrayed waveguide grating (AWG) switches 
coupled with high port-count optical circuit switches (OCSs), the proposed dynamic 
network offers the prospect of building a highly scalable, highly flexible, efficient large-
scale datacenter network. We conclude the chapter with a perspective on how the cur-
rent trends in OCS-based networks are expected to shape the future directions and 
capabilities of datacenter networking.

2.2  �Optical Circuit Switching in Datacenter Networks

Optical switching technologies can be generally classified into two categories, opti-
cal circuit switching (OCS) and optical packet (or burst) switching (OPS), depending 
on the switching granularity. Optical circuit switching (OCS) is a relatively mature 
commercially available technology. Typically, an OCS is built based on optical 2D 
or 3D microelectromechanical systems (MEMS) technology. Currently, commercial 
3D MEMS OCS supports up to 320 ports [20], and Polatis beam-steering OCS sup-
ports 384 ports [22], with high capacity, low loss, and low energy consumption. Port 
counts of more than 1000 have been offered previously for telecom applications and 
may become viable again for datacenters. OCS is a coarse-grained switching tech-
nique operating at the granularity of a full optical fiber [23]. That is, a dedicated 
point-to-point optical connection between an input and output fiber pair is set up for 
the entire data transmission session, providing guaranteed uncontended bandwidth 
[24] and ensuring quality of service (QoS). Nonetheless, the circuit-oriented con-
figuration of the 3D MEMS-based OCS exhibits slow switch reconfiguration time, in 
the order of milliseconds. Microsecond switching times have been reported in exper-
imental demonstrations of smaller-port-count optical space switches, such as a 
64 × 64 compact silicon photonic MEMS module [25] and a 24 × 24 OCS built of 
2D MEMS wavelength selective switch (WSS) modules [34]. Slow OCS potentially 
creates significant configuration overhead for traffic flows, and, as such, high-capac-
ity optical circuit switching has previously been proposed for transferring only 
highly aggregated bulk datasets where the data transmission period is significantly 
longer than the switch setup time overhead. Slow switching time optical circuit 
switches exhibits relatively low flexibility and potentially low average utilization if 
employed in lower network tiers, due to the inability to efficiently handle dynamic, 
bursty traffic streams. In comparison, optical packet switching (OPS) is a 
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fine-grained, flexible switching paradigm which supports fast optical switching at 
packet (or burst) level. Optical packet switching is expected to be able to fully exploit 
the advantages and potential of optical switching, and OPS has been extensively 
studied in a number of large-scale research projects including WASPNET [26], 
LIGHTNESS [27, 28], and in [19]. However, the required optics and photonic tech-
nologies are generally considered not yet mature enough to fabricate a commercial 
large-scale optical packet switch. The main technical challenges faced by OPS 
involve high-speed optical packet header processing, lack of efficient optical packet 
buffering mechanisms, optical wavelength conversion and regeneration, scalability, 
and reliability. These difficulties would seem to make the wide deployment of OPS 
in commercial, cost-sensitive networks unachievable in the very near future. The 
deployment of optical circuit switches as optical cross-connects (OXCs) in datacen-
ter-scale networking has instead been considered the first step to realizing scalable, 
transparent optical datacenter infrastructure. Extensive research efforts have been 
devoted to expanding the applicability of OCS from high-speed core telecommuni-
cation networks (which is implemented with wavelength switching) to datacenter 
networking. The major research directions include hybrid electronic/OCS datacenter 
networks [32–38]; microsecond OCS networks [34–36]; wavelength-, space-, or 
time-division multiplexing (WDM/SDM/TDM) OCS datacenter networks [39–41]; 
software-defined networking (SDN)-controlled OCS networks [20, 22, 39–44]; flex-
ible fixed-grid OCS networks [45, 46]; elastic OCS datacenter networks [48, 49]; 
hybrid OCS/OPS interconnects [27, 28, 51]; hybrid wireless/wired datacenter net-
works; and various combinations of these emerging trends.

Hybrid electronic/OCS networks [32, 33] integrate advanced OCS technology 
into existing well-established electronic packet switching (EPS) network architec-
ture, with EPS accommodating short-lived bursty traffic and slow, high-port-count 
OCS targeting large data transfers. In OCS-based datacenter network design [34–
36], the driving goal is to achieve relatively fast microsecond switching speeds. This 
flexibility allows the OCS to efficiently handle more dynamic traffic patterns and 
route a larger fraction of the datacenter traffic, in comparison to traditional OCS 
networks which are expected to switch only in the millisecond range. Advances in 
WDM/SDM/TDM transmission and switching technologies motivate the exploita-
tion of these technologies in datacenter networking [39–41]. Deploying WDM/
SDM/TDM technologies in high-capacity OCS networks has led to significant ben-
efits regarding network capacity, flexibility, and scalability. This flexibility is sup-
ported by SDN, a unified network control and management paradigm, which 
decouples the network control plane from the underlying switching and routing data 
plane, places the network intelligence into a logically centralized control system, 
and applies software-programmable functionality in the networking devices to 
facilitate the deployment of new network applications [42]. SDN promises network 
configuration optimization, high-level network flexibility, efficient capacity utiliza-
tion, and guaranteed application performance.

Flexible fixed-grid OCS networks [45, 46] attempt to promote wavelength assign-
ment capacity by augmenting the OCS with flexible fixed-grid optical wavelength 
switching and scheduling technologies, i.e., wavelength selective switching (WSS), 
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which allow an arbitrary wavelength to be switched to any output port of a WSS 
device. To further incorporate an even higher level of network elasticity, elastic OCS 
datacenter networks [48, 49] supporting arbitrary modulation formats and dynamic 
optical spectrum allocation with channel capacity ranging from subchannels to 
super-channels have been designed to optimize flexibility and efficiency. Transparent 
hybrid OCS/OPS datacenter networks [27, 28, 51] rely on both OPS and OCS to 
realize the central all-optical switching matrix. This scheme aims to combine the 
merits of OCS and OPS so as to support finer switching granularity. Another emerg-
ing trend is the possible deployment of the above-described wired network and the 
advanced wireless technologies such as free-space optics (FSO) [52] and 60 GHz 
wireless technology [53–54]. Recently, a MEMS-based approach was used to imple-
ment a high-radix OCS in free space across a datacenter [55]. With radix above 
10,000, this approach enables a flat architecture with the benefits of OCS switching. 
In this section, several OCS-based datacenter architectures in the research literature 
are reviewed, and the opportunities and challenges of these proposals are discussed.

c-Through [32] and Helios [33] are two examples of hybrid EPS/OCS datacenter 
networks. The system-level structures of the c-Through and Helios networks are illus-
trated in Figs. 2.1 and 2.2, respectively. These hybrid network configurations combine 
a traditional hierarchical electronic packet switching network with a complementary 
optical circuit switching network, with the EPS network mainly managing small traf-
fic flows and the OCS supporting large-volume, aggregated data transfers with guar-
anteed bandwidth. As demonstrated in Fig.  2.1, the c-Through electronic network 
follows a three-tier spanning-tree topology, whereas Helios deploys a two-level multi-
rooted networking structure (Fig. 2.2). The optical circuit-switched network is built of 
slow, high-capacity MEMS-based OCS which provides direct interconnections 
between access switches. Helios also makes use of wavelength-division multiplexing 
(WDM), which is highly advantageous as it expands the capacity and flexibility of 
optical circuit provisioning. An important implication of the hybrid designs is that the 
collaborative operations of two independent switch fabrics to optimize network 
resources necessitate the need for traffic estimation and demultiplexing, which is con-
ducted in c-Through end hosts and Helios switches, respectively. The hybrids 
c-Through and Helios offer the prospect of efficient networking by exploiting the best 
of EPS and OCS technologies, and, to some extent, they alleviate the oversubscrip-
tion, reliability, scalability, flexibility, and capacity issues in current datacenters with-
out requiring a complete replacement of hardware equipment (Fig. 2.3).

The Helios research group has further designed Mordia [34, 35] and REACToR 
[36]. Mordia is a prototype demonstration of a hybrid EPS/OCS network. One of the 
most significant characteristics of Mordia is that it adopts microsecond OCS net-
working, which is designed based on multiple 2D MEMS wavelength selective 
switches (WSSs). The microsecond OCS supports substantially higher switching 
speed, 2–3 orders of magnitude faster than commercial 3D MEMS OCS, and thus can 
potentially mitigate the slow switching issue and high buffering/aggregation require-
ment in traditional hybrid EPS/OCS datacenter networks. The topological structure 
of the Mordia OCS prototype follows a unidirectional ring supporting all-to-all con-
nectivity and arbitrary input/output mapping. Additionally, a novel control algorithm 
called traffic matrix scheduling (TMS) is proposed, which is compatible with the 
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microsecond-latency OCS.  The TMS predicts traffic demands and then schedules 
short-time circuits to carry these demands. The short-lived traffic scheduling, coupled 
with microsecond circuit switching, greatly boosts the switching flexibility and 
capacity, making the OCS react rapidly to changing traffic patterns. The 24-port 
architectural demonstration is tested on a small-size network comprising 23 nodes.

Fig. 2.1  Hybrid c-Through network

Fig. 2.2  Hybrid Helios network
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In large-scale datacenter networks, the implementations of the WSS-based OCS 
and its corresponding control algorithm may not be sufficiently scalable, due to the 
fact that the Mordia WSS-based OCS is a DWDM ring assigning one wavelength 
per port. As a consequence, scaling beyond 88 DWDM channels imposes significant 
technical and economic challenges.

The ideas behind Mordia, using WSS-based OCS delivering optical circuit 
switching at microsecond speeds, bring OCS closer to emulating electronic packet 
switching speeds, capable of supporting more dynamic traffic patterns, compared to 
the commercial OCS. Motivated by this, the prototype hybrid REACToR architec-
ture [36] has been demonstrated on the basis of the Mordia datacenter network. In 
REACToR, the buffering and scheduling are mainly performed in the end hosts 
where the data packets are aggregated, grouped, and stored in transmission queues 
on a per-destination-ToR basis. Once an optical circuit path has been set up from the 
REACToR to an end host, the REACToR schedules the appropriate source end host 
to constantly pump data packets into the network through the established end-to-
end optical circuit. In this architecture, direct, high-capacity, flow-level optical con-
nections are provisioned between end hosts to serve high-volume server-to-server 
traffic, rather than serve rack-to-rack traffic and being shared by many flows as in 
traditional hybrid networks. The high-speed WSS-based OCS can be reconfigured to 
adapt to the changing traffic patterns of datacenter applications. During the recon-
figuration times of the OCS, the EPS network is used to transmit host-to-host data 
traffic. This hybrid operation ensures non-degraded performance of the core network. 

Fig. 2.3  The Mordia network [34, 35]
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Thus, by integrating high-speed OCS supporting microsecond switching times with 
the existing high-speed, flexible EPS network, the REACToR hybrid EPS/OCS net-
work, coupled with an efficient control plane, functions similarly to packet-switched 
ToR switches and supports fine-grained scheduling and thus can effectively sched-
ule dynamic, rack-level traffic demands and achieve high link bandwidth utilization. 
This facilitates an upgrade path for existing EPS networks to higher data rates, 
higher flexibility, and better performance with significant economic benefits. 
Nevertheless, in addition to the previously described design challenges of a large-
scale Mordia OCS network, a major problem that remains is how to efficiently inter-
connect a large number of the REACToR switches in a massive-scale datacenter, 
with effective global scheduling, control, and synchronization.

The single-stage shuffle-exchange (SSX) architecture [37, 38] is another hybrid 
EPS/OCS datacenter architecture. Unlike c-Through and Helios, the SSX scheme 
augments EPS and OCS in the same interconnection framework where the OCS 
functions as the central switching fabric that directly interconnects edge EPSs, as 
shown in Fig. 2.4. The SSX architecture operates on the principle that the exchange 
is performed first and then the shuffling. More precisely, an optical signal injected 
to an EPS is first switched to the appropriate output port of the EPS which directly 
leads to an input port of the OCS, and then, through the OCS, the optical signal is 
delivered to the destination EPS.

With the development of high-radix OCS, the SSX architecture now has the port 
densities required for large-scale datacenters. Nevertheless, the MEM-based OCS, 
as discussed previously, exhibits coarse-grained switching granularity and long 
reconfiguration times, which partially offset the benefits of high-capacity optical 
switching. To avoid constant reconfiguration and to expand the connectivity of the 
OCS, SSX deploys a hop-by-hop routing strategy which allows communications 
between two EPSs which are not currently being interconnected by the 
OCS. However, to do this, the input signal needs to travel through multiple EPSs 
and undergoes multiple optical-electronic-optical conversions before reaching its 
destination EPS, which consequently imposes increased communication latency 
and power consumption. Hence, a trade-off is presented by the SSX architecture.

Fig. 2.4  Hybrid SSX architecture [37, 38]
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[39, 40] propose a converged EPS/OCS datacenter network with SDN control, 
where an all-optical circuit-switched core network interconnects ToR electronic 
switches (EPSs), as illustrated in Fig. 2.5. The OCS network is designed with a flat-
tened butterfly topology [31], where the basic building modules—optical virtual 
switches (OvS) enabled by optical wavelength switching—are arranged into a 2D 
array. In the OvS architecture, the optical wavelengths injected from the transceiv-
ers in a ToR are combined into a DWDM channel by an optical multiplexer (MUX) 
and subsequently forwarded to two passive tap coupler tree modules called passive 
routing fabric (PRF) blocks, which broadcast the DWDM signal in two dimensions. 
The receiving block of the OvS is mainly based on an optical wavelength switching 
component, i.e., WSS, which is flexibly configured to allow the desired wavelengths 
to pass through and block all other wavelengths. The passing wavelengths are then 
routed through an optical demultiplexer (DEMUX) toward the ToR. Essentially, the 
OvS is a broadcast-and-select (B&S) building block exploiting the advantages of 

Fig. 2.5  The DWDM/SDM OCS network [39, 40]
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DWDM, space-division multiplexing (SDM), and flexible optical wavelength 
switching technologies. The 2D-positioned OCS network, when utilized in conjunc-
tion with the ToR EPS, supports fully meshed interconnectivity among all rack 
switches, thus facilitating building large-scale networks with good system perfor-
mance. Particularly, the integration of the B&S architecture and dynamic optical 
wavelength switching yields high network flexibility, and as such the datacenter 
network can dynamically support diverse traffic patterns such as multi-cast, in-cast, 
and all-to-all cast. Nonetheless, the end-to-end reconfiguration speed largely relies 
on the optical wavelength switching speed, which could be multi-milliseconds with 
current technologies. In addition, the further scaling of the network is limited by the 
number of DWDM channels, the port density of the optical wavelength switching 
component (WSS), and the costs of the DWDM transceivers.

Archon [41] is a transparent optical circuit-switched intra- and inter-datacenter 
network which adopts solely optical switching for core cross-connection and elimi-
nates electronic switching, as shown in Fig. 2.6. In comparison with the DWDM/
SDM datacenter architecture in [39, 40], the Archon network takes advantages of 
both space- and time-division multiplexing (SDM/TDM) technologies to provide 
high-capacity interconnection. In Archon, racks of servers are organized into clus-
ters, with each cluster comprising a group of racks. Inside a cluster, all ToR switches 
are directly connected to a large-scale, high-capacity OCS via high-capacity SDM 
(multielement fiber (MEF)) optical links. The intra-cluster OCS is mainly used to 
handle long-lived bulky intra-cluster data flows. To efficiently switch short-lived, 
bursty intra-cluster traffic streams, an additional high-speed TDM switch with rela-
tively low bandwidth capacity is adopted to support intra-cluster communications 
with variable link capacity. The TDM switch, as well as amplifiers, optical splitters, 
and optical couplers, is flexibly connected to a group of ToR switches through the 
reconfigurable intra-cluster OCS.  Alternatively, the intercluster network is con-
structed by directly interconnecting the intra-cluster OCSs through a large-port-
count intercluster OCS via SDM optical links. As for the inter-datacenter 
connectivity, the SDM signal from the central OCS is routed to the metro/core net-
work through a SDM-to-WDM converter. In the Archon architecture, the unstable, 
shifting intra-cluster traffic is supported by two complementary switching para-
digms, a high-capacity, slow OCS and a low-capacity, flexible TDM switch, while 
the relatively stable aggregated intercluster traffic is transferred over a centralized 
flexible OCS. The highly integrated SDM technology promises high capacity, high 
scalability, and simplified fiber connection complexity. However, as each cluster is 
equipped with a high-port-count OCS, a large-scale datacenter network composed 
of many clusters requires a large number of OCSs, which potentially results in high 
network costs. Another challenge is the practical implementation of the TDM 
switches and the slow-speed, limited flexibility intra-/intercluster OCS to support 
excessive traffic demands and heterogeneity in datacenter-scale networking, limit-
ing the network’s ability to scale to very large sizes.

Innovative SDN-enabled OCS datacenter architectures have been demonstrated, 
such as Calient [20], Polatis [22], proposal in [39, 40], Archon [41], SDN implemen-
tations in hybrid OCS/EPS datacenters [43], and C-Share [44]. Calient’s SDN-based 
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3D MEMS OCS [20] with up to 320 ports allows dynamic reconfiguration of the 
optical circuit switching matrix, thereby further accelerating the deployment of the 
hybrid EPS/OCS datacenter architectures. Polatis has recently launched commercial 
384 × 384 software-defined OCS [22] for use in building high-performance optical 
datacenter networks. The Polatis OCS supports the highest port density commer-
cially available today in all-optical switching fabrics and promotes fully non-block-
ing all-optical switching operations. The SDN-enabled C-Share network [44] makes 
efficient use of optical circuits by envisioning an SDN-based circuit sharing scheme 
in the flattened leaf-and-spine EPS/OCS network topology. If a shared optical circuit 
is provisioned from a source endpoint to a destination endpoint, the SDN-based traf-
fic rerouting strategy redirects the elephant flows from other endpoints to this source 
endpoint, such that these large flows can be transmitted through the established opti-
cal circuit toward the destination endpoint, enabling optical circuit sharing among 
multiple elephant flows. This novel integration scheme of OCS into datacenter net-
works facilitates the small/large flow separation, off-loads the workloads from the 
EPS network onto optical circuits, and allows small flows to be efficiently transmit-
ted through the core EPS network with alleviated congestion, thereby yielding an 
improved overall network performance.

As an alternative, fixed-grid OCS datacenter architectures utilizing fixed channel 
spacing of 50 or 100 GHz have been designed and demonstrated, with the aim to 

Fig. 2.6  The SDM/TDM/WDM Archon architecture [41]
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support dynamic topology and link capacities. A prominent example of this cate-
gory is OSA [45, 46], where the backplane of the network features a high-port-
count OCS and reconfigurable wavelength selective switches (WSSs). In OSA, a 
rack switch can communicate with one or multiple rack switches simultaneously 
using a number of wavelength channels through the OCS. By exploiting dynami-
cally reconfigurable WSS technology, these wavelength channels are adaptively 
assigned to the communication requests based on their traffic demands. This flexi-
ble bandwidth assignment scheme introduces a high degree of network flexibility 
and boosts communication performance. Similar to the SSX architecture, OSA also 
employs a multi-hop routing policy so as to alleviate the inherent connectivity limi-
tations of the OCS, but potentially at the expense of increased routing complexity, 
communication latency, and optical-electronic-optical conversions.

Elastic OCS-based datacenter networking is a more flexible networking concept 
where flexible-grid OCS modules are deployed to set up adaptable wavelength 
channels [47–49]. The network elasticity is mainly reflected in two aspects: mixed 
line rates and multiple modulation formats. Elastic OCS networks support adaptive 
optical spectrum assignments with almost an arbitrary spectral width, which allows 
optical signals to be transmitted with a wide range of line rates depending on traffic 
requirements. Alternatively, the adoption of adaptive modulation formats gives the 
network the ability to change the signal’s modulation formats according to trans-
mission distances and traffic profiles [47]. The very fine-grid spectrum allocation 
and variable modulation formats together optimize the spectrum resource utilization 
and facilitate on-demand datacenter service provisioning. The STRAUSS project 
[48], the Archon architecture [41], and the elastic ring-based OCS datacenter net-
work proposed in [49] focus on introducing elasticity in optical circuit provisioning 
to support finer and multiple granularities in large-scale networks. The key enabling 
technologies include bandwidth-variable transceivers; bandwidth-variable OCS 
components, i.e., bandwidth-variable WSS; and SDN control technology [50]. 
Compared to the conventional fixed-grid OCS networks, the flexible-grid OCS 
designs future-proof the network with respect to channel baud rate and modulation 
formats, and enable greatly enhanced capacity, spectrum efficiency, and flexibility, 
which could better serve diverse datacenter applications. However, the flexible-grid 
software and hardware development, the design of an efficient spectrum allocation 
algorithm, and the control complexity involved need to be resolved [47]. Advances 
in integrated photonics are needed to bring the cost and energy of these components 
down to levels required for datacenters.

The hybrid OCS/OPS datacenter interconnect is another important area of 
research—replacing the EPS with an optical solution. An example of a hybrid OCS/
OPS interconnect is the SDN LIGHTNESS architecture [27, 28] with highly distrib-
uted control, which has been proposed by the EC FP7 LIGHTNESS project. In this 
network configuration, the core layer includes transparent OCS and OPS networks, 
both providing fully meshed interconnectivity among rack switches. In [51] an 
energy-efficient torus datacenter structure combining OPS and agile OCS, where a 
novel flow management scheme is deployed to support optical path on-demand, is 
introduced. Nevertheless, a cost-effective hybrid OPS/OCS network is still elusive 
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and faces substantial challenges related to optical packet switching technologies, 
traffic prediction and classification, scalability, complexity, and costs.

An alternative to the hybrid packet and circuit switching is the new “seamless” 
switching approach used in the ProjecToR architecture [55]. In this case electronic 
switching and aggregation are performed entirely at the ToR, and all connections 
above the ToR are implemented using an OCS space switch. With high port counts 
in the OCS, including multiple ports per ToR, the OCS switch can be thought of as 
a set of reconfigurable fibers between the ToRs—carrying all traffic elephant and 
mice. The majority of OCS ports are reconfigured on a slow time scale of hours or 
even daily, while a small subset is reserved for cases in which the fly reconfiguration 
is needed—such as long-lived deterministic elephant flows or congestion relief. 
Multi-hop routing is used in the ToRs when needed as well. This seamless switching 
approach was adopted in part because analysis of Microsoft production datacenter 
traffic showed that separating elephant flows through traffic analysis is not feasible 
based on the measured statistics [55].

It is worth mentioning that development in free-space optics (FSO) [52, 55] and 
60 GHz [53–54] wireless technologies enables the possible implementation of wire-
less links combined with OCS technology to realize a high-capacity, dynamically 
reconfigurable hybrid wireless/wired datacenter network. The wireless links hold 
significant advantages with respect to interconnectivity, power consumption, and 
low cabling complexity. Using MEMS switching through optical diffraction in free 
space, as opposed to just reflection, has been further shown to enable port counts 
exceeding 10,000 with switching transition times in the microsecond range. These 
free-space technologies can be envisioned to provide additional dynamic bandwidth 
capacity to relieve the congested hotspots in datacenter networks.

2.3  �Agile Optical Datacenter Network Architecture

Having considered recent advances in the application of optical circuit switching to 
future large-scale datacenter networks, in this section we propose a novel architec-
ture for a highly agile optical datacenter network which supports adaptive topolo-
gies and efficient sharing of network resources at flow level to provide a dynamic 
configuration response to changing datacenter application and traffic requirements. 
By exploiting the potential benefits of the passive, low-radix flexible arrayed wave-
guide grating (AWG) switch together with high-port-count optical circuit switches 
(OCSs), the proposed dynamic network offers the prospect of building a highly 
scalable, highly flexible, efficient large-scale datacenter network. It also supports 
pulling the metro network into the datacenter network using the OCS fabric for 
efficient metro implementations.

The proposed network infrastructure follows a flat topology comprising two layers 
of switch elements (Fig.  2.7). Server racks are directly attached to the top-of-rack 
(ToR) switches, which provide server-to-server connectivity within racks. ToR 
switches are connected to the large-scale reconfigurable optical space switch (OSS) 
which is constructed by interconnecting optical circuit switches (OCSs) with hundreds 
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of ports in a multistage topology such as Clos [9], Spanke [29], Benes [30], or flattened 
butterfly [31]. On top of the large OSS lies an additional layer of high-speed switching 
modules including optical wavelength-routed arrayed waveguide grating (AWG) 
switches, direct fibers (DFs), and small electronic packet switches (EPSs). Metro 
ROADM switches can also be incorporated directly above the OSS. To make the most 
of the high-capacity optical circuits and the high-speed interconnect connections such 
as AWGs, DFs, and EPSs, so as to efficiently serve diverse network-wide demands, a 
large OSS is appropriately configured to connect the high-speed switching modules, 
mainly the AWG switches, with a collection of frequently communicating ToR 
switches, based on traffic demand estimations over relatively long time scales. For 
that, the designed optical network is given the ability to support circuit-switched pro-
visioning carrying flows of packets, thereby achieving high-capacity, high-speed all-
optical switching. Importantly, by flexibly reconfiguring the OSS, various combinations 
of network connections can be established, thus adapting the embedded network 
topology to the changing traffic patterns. Strictly speaking, the proposed novel dynamic 
datacenter network is akin to a flattened two-layer leaf-and-spine architecture consist-
ing of a ToR switch layer and a fast optical switching layer with the layers intercon-
nected via the OSS.  This could be implemented using the ProjecToR free-space 
switching for the OSS function [55]. Because of the high port counts in ProjecToR, the 
OSS can be flattened and simplified.

Figure 2.7 demonstrates the optical schematic design of the modular datacenter 
network where the large reconfigurable space switch (OSS) logically groups the 
ToR switches into N clusters, each comprising M ToR switches and a P × P fast 
optical AWG switch. In total, this distributed network hosts M.N ToR switches. In a 
multi-rack cluster, each of the M ToR switches is equipped with one or multiple 
tunable optical transmitters and then directly connects to an input/output port pair 
of the P × P fast AWG switch through the reconfigurable OSS. The tunable optical 
transmitters and the P  ×  P AWG switch together feature a reconfigurable, high-
speed wavelength router, where the tunable optical transponder tunes the traffic 
flows originated from the connected ToR switch on the appropriate wavelengths 
based on the cyclic wavelength routing characteristic of the AWG switch, and sub-
sequently the AWG switch directly routes these traffic flows to their destined AWG 
output ports. Of particular note is that the wavelength-routed AWG switch allows an 
optical signal entering from any AWG input port to be switched to any AWG output 
port by accordingly reconfiguring the output wavelength of the associated tunable 
transmitter [56]. It also allows multiple optical signals carried on different wave-
lengths injected from different ingress ToRs to be transmitted concurrently to an 
egress ToR. In doing so, a fully interconnected cluster network is realized, which 
moves data across the M ToR switches within the cluster quickly. A local cluster 
AWG controller is adopted to schedule the traffic flows, configure the tunable trans-
mitters, and manage the network resources. Connections through the AWG are 
shown as duplex channels with a forward and reverse path through the AWGs. 
Although many applications will generate highly asymmetric traffic and may not 
require a high-capacity duplex connection as shown, the reverse channel is included 
here so that any handshaking or acknowledgments (ACKs) have a low-latency con-
nection available to them so that a traffic flow does not stall due to delays in the 
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reverse channel. The direct fiber (DF) connections shown in the architecture are 
shown as simplex channels for simplicity and may be used by applications that 
require long-lived, high-capacity, low-latency links in one direction. The reverse 
channel may be carried by the electrical network to allow control of this direct fiber 
connection. Applications that may use such links are typically storage area network 
applications that may have traditionally been based on Fiber Channel (FC) links. 
One advantage of this approach is that the AWG switching fabrics can be replaced 
by metro ROADM switches to connect to a metro network. The wavelength selec-
tive switches used in ROADMs can be used to provide the same functionality as the 
AWG and thereby flexibly set up connections between nearby datacenters.

The N cluster AWG switches, in conjunction with the multichannel tuning (MCT) 
blocks, can be flexibly interconnected into various optically transparent network 
topologies, such as a linear topology, a ring topology, a mesh topology, and a par-
tially connected mesh topology, depending on the switch configuration of the 
OSS. Figure 2.7 illustrates an AWG ring topology where the interconnection network 
of the AWGs is a unidirectional ring. Each AWG is dedicated one or multiple multi-
channel tuning (MCT) modules. The primary functionality of the MCT is to facilitate 
high-speed optical wavelength switching in the network of AWGs. That is, the MCT 
allows a group of desired optical signals to pass through and then tunes these signals 
on the appropriate carrying wavelengths so that through the cluster AWG switch, 
they can either be directly dropped to the destination ToRs within the cluster or be 
transmitted to the next cluster hop. The multichannel tuning (MCT) architecture is 
demonstrated in Fig. 2.8. The MCT is composed of a wavelength selective switch 
(WSS), K, tunable wavelength converters (TWCs), and optical multiplexers (MUXs). 

Fig. 2.7  The agile datacenter network architecture. The datacenter network is composed of N 
clusters. Each cluster contains M ToR switches and a P × P fast optical AWG switch. The number 
of cluster heads in each cluster is configurable and denoted Q

L.P. Barry et al.



39

The WSS supports highly flexible wavelength resource allocation, due to its dynamic 
wavelength route/selection property, which allows each input channel to be individu-
ally switched to an arbitrary WSS output port and allows each output signal to include 
an arbitrary number of wavelengths [57]. In the MCT, the WSS is configured to 
select the desired wavelengths at desired output ports and then forwards these optical 
wavelengths to the TWCs for wavelength conversion. The converted optical signals 
traverse through the core AWG switch and then reach the required AWG ports. The 
MCT architecture in Fig. 2.8 occupies 1 to K AWG ports. Note that there is a trade-
off between the network performance and the number of AWG ports used. The 
AWG-to-AWG network enables high-speed cluster-to-cluster on-demand connec-
tions; thus, the network connectivity is substantially expanded.

One of the most significant aspects of the proposed distributed datacenter net-
work is the design and implementation of the multi-hop routing in managing cluster-
to-cluster communications. As illustrated in Fig. 2.7, two distinct fast AWG switches 
in two separate clusters may be interconnected by one or multiple hops of the ToR 
switches utilizing bidirectional optical connections through the OSS, so an AWG-
to-AWG multi-hop routing path can be established through these intermediate ToR 
switches. This allows for the exchange of data between two remote clusters that are 
not directly interconnected. The intermediate ToR switch, referred to as a cluster 
head, is used to aggregate and redirect the received intercluster traffic streams. The 
main idea behind the multi-hop routing is the deployment of traffic relays, which 
exploits the routing and data forwarding capabilities of the AWG switches and the 
ToR switches. That is, a traffic flow containing a sequence of optical packets is 
propagated along an established path by hopping from one cluster header to another. 
In doing so, the multi-hop connectivity manages the communications between clus-
ters; thus, it facilitates the realization of network-wide traffic communication and 
also avoids the constant reconfigurations of the large space switch OSS.

There are two extreme topologies possible with the multi-hop network connec-
tion for the proposed datacenter network. In the first network configuration, each 
cluster contains one cluster head that is directly attached to the logically adjacent 
cluster. This network design attempts to use only one cluster head per cluster to sup-
port intercluster connections. The scaling of the architecture is realized by adding 

Fig. 2.8  The multichannel tuning (MCT) consists of a wavelength selective switch (WSS), K, tun-
able wavelength converters (TWCs), and optical multiplexers (MUXs)
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more clusters into the network, without affecting the rest of the network architec-
ture. Nonetheless, the multi-hop routing path is severely unbalanced, as the shortest 
path includes only two hops, whereas the longest path length grows linearly with the 
number of clusters in the network. At the other extreme, each cluster has a dedicated 
cluster head directly connected to each of the other clusters, resulting in balanced 
multi-hop routing with at most two hops. This network model is highly symmetric 
and has a low network diameter, but the scalability is limited, as it can accommodate 
at most P/2 clusters, each containing P/2 ToR switches, yielding a network totaling 
at most P2/4 ToR switches. Assuming that the AWG switch has a port count of 
64 × 64 (P = 64), this topology can interconnect 32 clusters, each of which com-
prises 32 ToR switches, so a large-scale interconnection network including 1024 
ToR switches is then obtained. Although the former network architecture can be 
scaled out easily, multi-hop routing may include a large number of traffic relays, 
which leads to performance degradation in terms of loss and communication latency. 
In contrast, the latter network architecture has limited scalability, but it is symmet-
ric, requires low network diameter, and achieves loss uniformity, due to the fact that 
there exists a two-hop routing path between any source-destination cluster pair. The 
comparison indicates that there are obvious trade-offs between the two extreme 
cases, in terms of scalability, network diameter, loss uniformity, delay, and intra-/
intercluster connection capacity. Given the flexibility provided by the physical 
architecture, arbitrary logical network topologies between these two extremes can 
be provisioned to balance among these trade-offs to ensure optimal throughput. In 
practice, the optimized connection structure is selected based on datacenter applica-
tion requirements over a medium-term time scale.

In the proposed network architecture, the datacenter traffic is classified into two 
types of communications: intra-cluster communication and intercluster communi-
cation. Since the intra-cluster communication is exchanged between two ToRs 
residing in the same cluster, it can be switched from its source ToR directly to its 
destination ToR through a high-speed cluster AWG switch which directly intercon-
nects all ToR switches in a cluster. Some heavily communicating ToR switches may 
be interconnected by the high-speed, high-capacity, low-latency direct fiber connec-
tions. A flexible EPS network is also utilized to provide additional intra-cluster con-
nections. Potentially, the intra-cluster connectivity can be supported by three types 
of connections: fast AWG switches, direct fibers, and EPS modules. Differently, the 
intercluster connectivity can be provisioned by four types of connections: direct 
fibers, EPS modules, AWG-to-AWG network, and multi-hop routing. Similarly to 
the intra-cluster communication, the intercluster communication may be sustained 
by the direct fibers or the electronic switches, depending on the traffic requirements. 
In addition to that, an interconnection network of the AWGs is designed to provide 
high-speed all-optical intercluster connectivity. Furthermore, the multi-hop switch-
ing allows allocation of traffic flows on the existing multi-hop paths composed of 
multiple cluster heads and fast AWG switches. Clearly, the cluster fast AWG 
switches function as the most essential building blocks in the presented datacenter 
network and facilitates the routing operations of both intra- and intercluster traffic 
flows.
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To maximize the network performance and resource utilization, an efficient con-
trol and scheduling plane is required, which is able to coordinate with the local 
AWG controllers in managing network resources and performing end-to-end sched-
uling for flow-level data traffic. Importantly, it needs to compute the most efficient 
network configuration that guarantees a fully connected graph of the cluster-based 
network and also fully exploits the capacity of the network connections, in accor-
dance with the predicted traffic requirements. More specifically, the most heavily 
communicating source/destination ToR switches are provided with direct cross-
connections using the fast AWG switches, the direct fibers, and the electronic 
switches, whereas the remaining communication pairs are interconnected by the 
AWG-to-AWG connections or the multi-hop paths.

2.4  �Conclusions

Optical circuit switching is a promising technology for enabling future expansion of 
datacenter interconnection networks, in terms of scaling the number of network 
nodes and scaling link and switch port bandwidths well beyond the levels of today’s 
electronically switched networks. The current research into this area, as reviewed in 
this chapter, shows a wide range of approaches that generally leverage the potential 
bandwidths supported by optical circuit switching to off-load aggregated traffic, or 
longer-lived bulk data flows between servers, from the electronically switched inter-
connection network. This approach is driving research into faster, submicrosecond 
optical switching speeds, through integrated photonic optical space switching. As 
optical switching times reduce, more and more shorter-lived traffic can be switched 
purely optically, further alleviating traffic overloading and energy consumption and 
cooling constraints for buffered electronic packet switches. Ultimately, achieving 
high-port-count nanosecond optical switching fabrics could pave a future path 
toward elimination of electronic switching altogether above the ToR or server con-
nection level. A further driving factor for high-bandwidth optical switches is to 
enable future scaling-out of datacenter server numbers. Already, there is a trend in 
electronically switched datacenter network design toward flattening hierarchical 
network topologies to two layers, to reduce the requirement for very large core 
switches and to reduce routing and network configuration and management com-
plexity. As datacenters scale, the aggregation center-stage switching will inevitably 
come under bandwidth requirement pressures, particularly to maintain high bisec-
tion bandwidths needed in cloud and big data applications. With transparency to 
format and bit-rate, replacing these core switches with fast optically switched alter-
natives would offer significant future-proofing advantages. Another increasing trend 
is the requirement for flexible provisioning of inter-datacenter network capacity. As 
datacenter requirements grow beyond the capacity of a single installation site, seam-
less distribution of datacenters across multiple sites is becoming more and more 
desirable. As the required interconnecting metro area and core networks have 
already been deployed based on optical circuit switching and WDM technologies, a 
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more seamless integration of intra- and inter-datacenter networks is possible if 
intra-datacenter networks were to be migrated to the same fundamental optically 
switched technologies. Indeed optical switch vendors are already adapting and tar-
geting these technologies toward datacenter interconnection, which would seem to 
align well with datacenter operators’ future needs.
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Chapter 3
Optical Switching in Data Centers: 
Architectures Based on Optical Packet/Burst 
Switching

Nicola Calabretta and Wang Miao

3.1  �Introduction

Data centers (DC) are phenomenally growing in size and complexity, to satisfy the 
demands for more powerful computational performance driven by the data-intensive 
applications as well as high-density virtualizations [1]. High-performance and energy-
efficient multi-core processors are developed aggressively to provide higher process-
ing capability [2]. Foreseeing the preservation of Moore’s law through chip-level 
parallelism, the multi-core product is expected to scale unabated in computing sys-
tems [3], which exposes more pressure on the interconnects and switching elements 
of the intra-DC network to guarantee a balanced I/O bandwidth performance [4].

Current data center networks (DCNs) are organized in a hierarchical tree-like 
topology based on the bandwidth-limited electronic switches. A certain degree of 
oversubscription is commonly enforced [5], resulting in the bandwidth bottleneck 
and large latency especially for inter-rack/cluster communications. High power 
consumption related to the O/E/O conversion and format-dependent front end is 
another issue, limiting the power-efficient and cost-efficient scaling to higher capac-
ity. Therefore, optical switching technology has been considered as a promising 
candidate for intra-DC networking solutions.

Compared with the optical circuit switching (OCS), the OPS and OBS based on 
fast optical switches could provide on-demand resource utilization, highly flexible 
connectivity to effectively cope with bursty traffic features, as well as high fan-in/
fan-out hotspot patterns in DCNs. Many techniques have been actively developed, 
each exhibiting advantages and disadvantages when considered for DCN scenarios. 
In this chapter, various classes of optical switching technologies in implementing 
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OPS and OBS nodes have been briefly introduced. Then several typical optical 
DCN architectures based on OPS and OBS are presented, followed by the discus-
sion on the performance focusing on different attributes. In the last section, a novel 
DCN architecture employing fast optical switches is reported which shows potential 
settlement to the scalability challenges faced by traditional solutions.

3.2  �Data Center Networks: Requirements and Challenges

Data centers consist of a multitude of servers as computing nodes and storage 
subsystems interconnected with the appropriate networking hardware and accom-
panied by highly engineered power and cooling subsystems [6]. The DCN is respon-
sible to support the large amounts of workload exchanged among the parallel server 
machines. The traditional DCN uses a multitier architecture, with tens of servers 
housed in individual racks, and racks are grouped into clusters. The top-of-the-rack 
(ToR) switches interconnect the servers via copper or optical links, and the inter-
rack communication is handled by layers of electronic switches. Ideally, the DCN 
should provide a full bisection bandwidth, and thus the oversubscription ratio is 1:1 
indicating high server utilization and computation efficiency. However, due to the 
super linear costs associated with scaling the bandwidth and port density of elec-
tronic switches, such a design would be prohibitively expensive for a large-scale 
DCN. In practice, DCs tend to enforce an oversubscription 1:4 to 1:10 [7]. There is 
more bandwidth available for intra-rack communication than inter-rack communi-
cation, and similar trend would be found at higher switching layers.

A set of stringent requirements are imposed on the DCNs, a few key points of 
which are listed as follows.

•	 Capacity: An increasing fraction of data centers is migrating to warehouse scales. 
Although substantial traffic will continue to cross between users and data cen-
ters, the vast majority of the data communication is taking place within the data 
center [8]. Recent studies have shown the continuous increase of the inter-rack 
traffic with a clear majority of traffic being intra-cluster (> 50%) [9]. Higher 
bandwidth interconnects in combination with high-capacity switching elements 
are required especially for inter-rack and inter-cluster communications, to avoid 
the congestion drops caused by the inherent burstiness of flows and intentionally 
oversubscribed network [10].

•	 Latency: Packet latency is defined as the time it takes for a packet to traverse the 
network from the sender to the receiver node (end-to-end latency) which includes 
both the propagation and switch latency. When it comes to the closed environ-
ment like DCs, the latency is dominated by the switch latency mainly contributed 
by the buffering, routing algorithm, and arbitration. Low latency is a crucial per-
formance requirement especially for mission-critical and latency-sensitive appli-
cations where microseconds matter (e.g., financial networking).
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•	 Interconnectivity: The servers in data centers have 10s–100s concurrent flows on 
average [9]. Considering the small fraction of intra-rack traffic, almost all flows 
will traverse an uplink at the ToR switch as inter-rack communication. Therefore, 
the degree of the interconnectivity supported by the switching network should be 
large enough to accommodate the number of concurrent flows. Moreover, con-
sidering most flow is short and tends to be internally bursty, fast and dynamic 
reconfiguration of such interconnectivity (e.g., statistical multiplexing) is also 
needed to guarantee the efficient bandwidth utilization and timely service 
delivery.

•	 Scalability: The network architecture should enable scaling to large number of 
nodes to address future capacity needs in a cost-efficient manner. Extension of an 
existing network in terms of both node count and bandwidth in an incremental 
fashion is preferable, i.e., without having to replace a disproportionate amount of 
the installed hardware.

•	 Flexibility: Data centers are expected to adopt technologies that allow them to 
flexibly manage the service delivery and adapt to changing needs. To this end, 
the resources (such as computing, storage and network) are pooled and dynami-
cally optimized by the control plane through software configuration. In addition, 
open standards, open protocols, and open-source development are more and 
more involved to facilitate and speed up the deployment operation as well as 
management in the application- and service-based environment.

•	 Power/cost efficiency: A data center represents a significant investment in which 
the DCN occupies a significant portion [11]. Besides the costs for hardware and 
software installation, running a large-scale data center is mainly a power con-
sumption matter. Power efficiency is a key target for reducing the energy-related 
costs and scaling the bandwidth by improving the power density performance. In 
this sense, significant efforts have been made toward employment of optical 
technology and virtualization leading to enhancements in power and cost effi-
ciency [12].

As can be seen from these requirements, high-capacity switching networks with 
low switching latency and fine switching granularity (e.g., deploying statistical mul-
tiplexing) are necessary to effectively improve the bandwidth efficiency and handle 
the burstiness of the DC traffic flows. The large number of concurrent flows makes 
large interconnectivity as well as fast reconfiguration a necessity for the switches, in 
which case the circuit-based approaches may be challenging to employ. The pair-
wise interconnection and tens of milliseconds reconfiguration time have strictly 
confined the applications to well-scheduled and long-lived tasks.

With the increasing number of server nodes and rapid upgrade in I/O bandwidth, 
the abovementioned requirements would be quite challenging for current DCN, in 
terms of both switching node and network architecture.

First, it is difficult for the electronic switch to satisfy the future bandwidth need. 
The increasing parallelism in microprocessors has enabled continued advancements 
in computational density. Despite the continuous efforts from merchant silicon pro-
viders toward the development of application-specific integrated circuits (ASICs), 
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the implementation of high-bandwidth electronic switch node is limited by the 
switch ASIC I/O bandwidth (to multi-Tb/s) due to the scaling issues of the ball grid 
array (BGA) package [13]. Higher bandwidth is achievable by stacking several 
ASICs in a multitier structure but at the expense of larger latency and higher cost. 
Another limiting factor is the power consumption. As electronic switch has to store 
and transmit each bit of information, it dissipates energy with each bit transition, 
resulting in power consumption at least proportional to the bit-rate of the informa-
tion it carries. In addition, the O/E/O conversions and format-dependent interfaces 
need to be further included as front end, greatly deteriorating the power-efficiency 
and cost-efficiency performance.

Interconnecting thousands of ToRs, each with large amount of aggregated traf-
fic, would put an enormous pressure on the multitier treelike topology employed by 
the current DCNs. Due to the limiting performance in terms of bandwidth and port 
density of conventional electronic switches, network is commonly arranged with 
oversubscription. Consequently, data-intensive computations become bottlenecked 
especially for the communication between servers residing in different racks/clus-
ters. The multiple layers of switches also bring large latency when a packet tra-
verses the all DCN to reach its destination, mainly caused by the queueing delay of 
buffer-related processing. Therefore, to effectively address the bandwidth, latency, 
scalability, and power requirements imposed by the next-generation DCNs, innova-
tions in the switching technology and network architecture are of paramount 
significance.

3.3  �Optical Data Center Networks

With the prevalence of the high-capacity optical interconnects, optically switched 
DCNs have been proposed as a solution to overcome the potential scaling issues of 
the electronic switch and traditional tree-like topology [14, 15]. The switching 
network handles the data traffic in optical domain thus avoiding the power-consum-
ing O/E/O translations. It also eliminates the dedicated interface for modulation-
dependent process, achieving better efficiency and less complexity. Moreover, 
benefiting from the optical transparency, the switching operation (including the 
power consumption) is independent of the bit-rate of the information. Scalability to 
higher bandwidth and employment of WDM technology can be seamlessly sup-
ported, enabling superior power-per-unit bandwidth performance.

Various optical switching techniques have been investigated for DC applications, 
among which the OPS, OBS, and OCS are the most prominent ones. With respect to 
the requirements for the DCNs, optical switching technologies and the potential of 
photonic integration can support high-capacity and power-/cost-efficient scaling. 
Software-defined networking (SDN) is also seeing penetration into the newly 
proposed optical DCNs to facilitate the flexible provisioning and performance 
enhancement. However, concerns regarding the limited interconnectivity and han-
dling of applications with fast-changing traffic demands still exist. OCS networks 
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employing slow switches (tens of milliseconds reconfiguration time) have strictly 
confined the applications to well-scheduled and long-lived tasks. The static-like and 
pairwise interconnections would only be beneficial as supplementary elements. The 
OPS and OBS with fast optical switches allowing for on-demand resource utiliza-
tion and highly flexible connectivity enabled by the statistical multiplexing are 
becoming the appealing switching schemes for DCNs.

3.4  �Optical Packet and Burst Switching Technologies

OPS and OBS technology makes it possible to achieve sub-wavelength bandwidth 
granularity exploiting statistical multiplexing of bursty flows. The OPS/OBS net-
work consists of a set of electronic edge nodes interconnected by optical switches. 
At the edge nodes, electrical data packets from the client network with similar attri-
butes are aggregated in an optical packet/burst. It goes through the optical switches 
transparently without O/E/O conversion. After arriving at the destined edge node, it 
is disassembled and forwarded to the client network. The switching operation of the 
packet/burst (usually referred as payload) is determined by a packet header/burst 
control header (BCH), which is optically encoded but undergoes O/E conversion 
and electronic processing at the optical switch node. The main differences between 
OPS and OBS are:

•	 In OPS networks, the packet durations are in the hundreds of nanoseconds to 
microseconds range. The packet header is transmitted in the same channel with 
respect to the payload and either overlaps the payload in time or sits ahead of it. 
Advance reservation for the connection is not needed, and the bandwidth can be 
utilized in the most flexible way. These features make OPS a suitable candidate 
for data center applications which requires transmission of small data sets in an 
on-demand manner.

•	 OBS uses more extensive burst aggregation in the order of tens to thousands of 
microseconds. The BCH is created and sent toward the destination in a separate 
channel prior to payload transmission. The BCH informs each node of the arrival 
of the data burst and drives the allocation of an optical end-to-end connection 
path. OBS enables sub-wavelength granularity by reserving the bandwidth only 
for the duration of the actual data transfer.

Note that reconfiguration time of the optical switch including the control operation 
should be much smaller than the duration of the packet/burst, to ensure a low-
latency delivery at a fast arrival rate as well as optimized bandwidth utilization. 
Practical realization of OPS/OBS relies heavily on the implementation of control-
ling technique and scheme adopted for contention resolution [16]. Table 3.1 sum-
marizes some examples of different classes of optical switching technologies for 
OPS/OBS node where comparisons of different attributes in terms of switching 
performance are also reported. A broad range of technologies has been developed 
for OPS and OBS systems. The space optical switches based on piezoelectric beam 
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steering and 3D MEMS as well as wavelength selective switch (WSS) based on 
Liquid Crystal on Silicon (LCoS) have tens of milliseconds of switching time, 
which are more suitable for long burst operations. The rest of the techniques are 
mainly based on interferometric and gating switch elements, holding the potential 
of photonic integration to further scale the capacity. Large interconnectivity can be 
enabled by cascading 1 × 2 or 2 × 2 switching elements such as 2 × 2 Mach-Zehnder 
interferometer (MZI) and micro-ring resonator (MRR). Mach-Zehnder switches 
with electrooptic switching offer faster reconfiguration than the thermo-optic tun-
ing, and extra optical amplifier is normally needed due to the relatively high inser-
tion loss, and therefore scalability can be compromised by the OSNR degradation. 
Another category of the fast (nanoseconds) optical switches is implemented by 
arrayed waveguide grating router (AWGR) along with tunable lasers (TLs) or tun-
able wavelength converters (TWCs). The interconnection scale and performance is 
largely dependent on the capability of the TL and TWC. Note that WSS, MRR, and 
AWGR are all wavelength dependent. For the broadcast-and-select (B&S) architec-
ture, the semiconductor optical amplifier (SOA) and electro-absorption modulator 
(EAM) are commonly used as the gating elements. The broadcast stage introduces 
high splitting loss, in which case the SOA can provide loss compensation which is 
essential in realizing a large connectivity. In the practical implementation of the 
OPS/OBS network, the techniques (or in combination) listed here can be further 
included in a network as a basic switching unit [33, 34].

Table 3.1  Optical switching technologies for implementing OPS and OBS node

Switching 
time Transparency Scale Loss Application Ref.

Piezoelectric beam 
steering

~10 ms Good 384 × 384 Low OBS [17]

3D optical MEMS ~10 ms Good 320 × 320 Low OBS [18]
2D optical MEMS ~50 μs Good 50 × 50 Fair OBS [19]
LCoS WSS ~10’s ms Good 1 × 40 Fair OBS [21]
Mach-Zehnder 
(thermo-optic)

~10′ μs Good 32 × 32 High OBS [20]

Micro-ring 
resonator 
(thermo-optic)

~10′ μs Fair 8 × 8 Fair OBS [22]

PLZT MZI ~10 ns Good 8 × 8 High OPS, OBS [23]
InP MZI 2.5 ns Good 8 × 8 High OPS, OBS [24]
LiNbO3 MZI ~1 ns Fair 32 × 32 High OPS, OBS [25]
MZI + EAM < 10 ns Good 8 × 8 Fair OPS, OBS [26]
TWC + AWGR ~10’s ns Poor 10’s × 10’s Fair OPS, OBS [27]
TL + AWGR ~10’s ns Good 100′ × 100’s Low OPS, OBS [28]
EAM B&S ~1 ns Good 8 × 8 High OPS, OBS [29]
SOA B&S ~1 ns Good 64 × 64 Fair OPS, OBS [30]
SOA multistage < 10 ns Good 16 × 16 Fair OPS, OBS [31]
Semiconductor 
optical phase array

~20 ns Good 64 × 64 Fair OPS, OBS [32]
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3.4.1  �Technical Challenges in OPS/OBS Data Centers

Despite the advantages of increased capacity and power efficiency brought by the 
optical transparency, employing OPS/OBS is actually facing several challenges 
which need to be carefully considered for DC networking applications.

•	 Lack of optical memory: As no effective optical memories exist, contention reso-
lution is one of the most critical functionalities that need to be addressed for 
OPS/OBS node. Several approaches have been proposed to resolve the conten-
tion in one or several of the following domains:

–– Time domain: the contending packet/burst can be stored in fixed fiber delay 
line (FDL) or electronic buffer.

–– Wavelength domain: by means of wavelength conversion, the packet/burst 
can be forwarded in alternative wavelength channels.

–– Space domain: contending burst is forwarded to another output port (deflec-
tion routing).

The techniques based on FDL, wavelength conversion, and deflection routing 
increase significantly the system complexity in terms of routing control and packet 
synchronization. Moreover, the power and quality of the signal are degraded which 
results in limited and fixed buffering time. A promising solution is to exploit the 
electronic buffer at the edge nodes [35]. To minimize the latency, the optical switch 
should be as close as possible to the edge nodes and fast decision-making is required. 
This is feasible in a DC environment with interconnects ranging from few to hun-
dreds of meters.

•	 Fast reconfiguration and control mechanism: To fully benefit from the flexibility 
enabled by the statistical multiplexing, fast reconfiguration of the optical switch 
is a key feature. Although OBS is less time demanding, slower OBS can cause 
inefficiency and unpredictability especially under high network load. Therefore, 
the optical fabrics with fast-switching time together with fast-controlling mecha-
nism are desired. Regarding the DCN applications, the implementation of the 
controlling technique should follow the increase of the network scale and optical 
switch port count and, more importantly, occupy as least resources as possible.

•	 Scalability: Depending on the design and technology employed in optical 
switches, signal impairment and distortion are observed due to noise and optical 
nonlinearities. Consequently, the optical switches are realized with limited port 
count. Scaling the network interconnectivity and maintaining the performance 
would require the switches to have port count as large as possible and to be intel-
ligently connected to avoid the hierarchical structure. The flat topology also 
brings the benefits of simplified controlling and buffering which may be prob-
lematic for fast optical switches. On the other hand, optical transparency and 
WDM technology would benefit the DCN in the context of scaling up the band-
width density. Further improvements could be made by means of photonic inte-
gration, which greatly reduces the optical switch footprint and power 
consumption.
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3.5  �Optical DCN Architecture Based on OPS/OBS

OPS and OBS technologies providing high bandwidth and power efficiency have 
been adopted in the recent researches for optical DCNs [36, 37]. This section gives 
an overview and a general insight on the optical DCN architectures based on OPS/
OBS that have been recently proposed, which can be classified into different catego-
ries according to the switching technologies used.

3.5.1  �Based on OBS

3.5.1.1  �OBS with Fast Optical Switches

In [44], a DCN consisting of ToR switches at the edge and an array of fast optical 
switches at the core to perform optical burst forwarding on the pre-configured light 
paths has been proposed. It has separate data and control planes as shown in Fig. 3.1. 
Two-way reservation OBS is implemented, facilitated by the single-hop topology 
with configuration of only one switch per request. It achieves zero burst loss with 
slight degradation of the latency owning to the limited round-trip time in DC envi-
ronment. The centralized control plane is responsible for the routing, scheduling, 
and switch configuration. It processes the control packets from the ToRs sent 
through a dedicated optical transceiver, finds appropriate path to the destination 
ToR, and configures optical switches as allocated in the control packets. Since the 
fast optical switch connects to every ToRs, scalability is challenging in terms of 
achievable port count for large number of ToRs. The resulted complexity in the 
control plane may be another bottleneck in scaling up the network.

Fig. 3.1  DCN based on OBS with fast optical switches
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3.5.1.2  �Optical Burst Rings

The OBS is utilized in [45] to improve the inter-pod communications in DCNs. The 
network architecture and the pod are depicted in Fig. 3.2. The pods are connected 
through the multiple optical burst rings. Bursty and fast-changing inter-pod traffic is 
handled by the core switches, while the relatively stationary traffic is handled via 
the optical burst rings. Some line cards (LCs) are configured for connecting the 
servers, and others are used to access the core switches. The switch cards (SCs) 
aggregate the traffic and together with the control unit make decision to forward the 
traffic to the LCs connecting to the core switches or to an optical burst line card 
(OBLC) which sends the traffic in form of burst to the optical rings. The optical 
burst switch cards (OBSCs) perform optical burst add/drop to/from the optical burst 
rings, as shown in Fig. 3.2. The advantages of this architecture are the high inter-pod 
transmission bandwidth and large number of interconnectivity (>1000 pods). Much 
shorter connection reconfiguration time is offered compared with OCS-based solu-
tions, achieving better bandwidth utilization.

3.5.1.3  �HOS Architecture

An optical switched interconnect based on hybrid optical switching (HOS) has been 
proposed and investigated in [46]. HOS integrates optical circuit, burst, and packet 
switching within the same network, so that different DC applications are mapped to 
the most suitable optical switching mechanisms. As shown in Fig. 3.3, the HOS is 
arranged in a traditional fat-tree three-tier topology, where the aggregation switches 
and the core switches are replaced by the HOS edge and core node, respectively. 
The HOS edge nodes are electronic switches which perform the traffic classification 
and aggregation. The core node has parallel optical switches composed of switching 
elements (SEs). A slow optical switch based on 3D MEMS handles circuits and 
long bursts, and a fast SOA-based optical switch with a three-stage Clos network 
deals with packets and short bursts. The HOS control plane manages the scheduling 

Fig. 3.2  Multiple optical burst rings and internal architecture of the pod
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and transmission of the optical circuits, bursts, and packets. Wavelength converters 
(WCs) are used to solve the possible contentions. Numerical studies show low loss 
rates and low delays although the practical implementation of a large-scale network 
remains challenging.

3.5.1.4  �HOSA Architecture

HOSA, shown in Fig. 3.4, is another DCN architecture that employs both fast and 
slow optical switches [47]. Different with the previous work that uses only fast opti-
cal switches [44], slow MEMS optical switches are added to exploit the benefits of 
both types of fabrics. The traffic assembling/disassembling and classification is 
implemented at the newly designed ToR switch. The control plane still uses a cen-
tralized controller which receives connection requests and configures the data plane 
through a management network. The array of fast optical switches operates in an 
OBS manner, forwarding the data burst on the predefined connection path. The 
evaluation results show low-latency and high-throughput performance with low 
power consumption, assuming large port counts of slow/fast optical switches are 
deployed in the single-stage network.

3.5.1.5  �Torus-Topology DCN

Figure 3.5 shows the Torus DCN [48] based on co-deployment of OPS and OCS. The 
architecture features with a flat topology where each hybrid optoelectronic router 
(HOPR), that interconnects a group of ToR switches, is connected to the neighbor-
ing HOPRs. The traffic from server is converted into the optical packet and fed into 
the corresponding HOPR attached with a fixed-length optical label. HOPR uses fast 

Fig. 3.3  HOS interconnection network
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optical fabric (EAM-based broadcast-and-select structure) which supports both 
packet operation and circuit operation (express path). The packet contention, which 
happens when a link is desired by more than one packets or it is reserved by an 
express path, is solved by different schemes (i.e., deflection routing, FDLs, and 
optoelectronic shared buffer). The enabling technologies for implementing an 
HOPR have been detailed, aiming at a high energy efficiency and low latency of 
100 ns regime. For an efficient transfer of high-volume traffic, a flow management 
has been implemented with OpenFlow-controlled express path. Despite the multi-
hop transmission may be needed for interconnecting the ToRs, Torus provides the 
advantages of superior scalability and robust connectivity.

Fig. 3.4  HOSA DCN architecture

Fig. 3.5  Torus DCN employing hybrid optoelectronic routers (HOPRs)
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3.5.1.6  �LIGHTNESS DCN Architecture

A flat DCN architecture integrating both OPS and OCS switching technologies to 
deal with the inconsistent application requirements has been investigated in 
LIGHTNESS project [49]. The hybrid network interface card (NIC) located in each 
server supports the switching of the traffic to either OPS or OCS resulting in an 
efficient utilization of the network bandwidth. As illustrated in Fig. 3.6, the SOA-
based OPS which employs broadcast-and-select architecture is plugged into the 
Architecture on Demand (AoD) backplane as a switching module to handle short-
lived data packets. The AoD itself is a large port count fiber switch which can be 
configured to support OCS function for long-lived data flows. The network can be 
scaled by interconnecting multiple intra-cluster AoDs with an inter-cluster 
AoD. Another innovation made by LIGHTNESS is the fully programmable data 
plane enabled by the unified SDN control plane. It is worth noting that the switching 
operation of the OPS is controlled by the local switch controller based on the in-
band optical labels, which is decoupled from the SDN-based control (e.g., look-up 
table update and statistic monitoring). Similar schemes have been found in Archon 
[50] and burst-over-circuit architecture [51] where the OPS is replaced by PLZT-
based optical switch and AWGR incorporating with TWC, respectively.

3.5.2  �Based on OPS

3.5.2.1  �IRIS Project: Photonic Terabit Routers

The IRIS project has developed a photonic packet router that scales to hundreds of 
terabit/s capacity [38]. As shown in Fig. 3.7, the router employs a load-balanced 
multistage architecture. Each node (e.g., ToR switch) is connected to an input port 

Fig. 3.6  The LIGHTNESS DCN architecture
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of the first stage using N WDM wavelength channels each carrying synchronous 
fixed-length data packets. The wavelength switch is based on an array of all-optical 
SOA-based wavelength converters to set the wavelength routing. The second stage 
is time switch which contains N time buffers consisting of shared ODLs.

The wavelength is configured in the way that the packet entering on port of the 
time buffer always exits on the corresponding output port. The third stage then for-
wards the packet to the desired destination. Due to the periodic operation of the 
third space switch, the scheduling is local and deterministic to each time buffer 
which greatly reduces control-plane complexity. The IRIS project has demonstrated 
the operation of a partially populated router with integrated photonic circuits and 
developed interoperability card that can connect electronic routers with 10  Gb 
Ethernet interfaces to the IRIS router. Using 40 Gb/s data packets and 80  ×  80 
AWGs allows this architecture to scale to 256 Tb/s capacity.

3.5.2.2  �Petabit Optical Switch

The petabit optical switch is based on tunable lasers (TLs), tunable wavelength 
converters (TWCs), and AWGRs, as schematically shown in Fig. 3.8 [39]. The ToR 
switches are connected to the optical switch, which is three-stage Clos network 
including input modules (IMs), central modules (CMs), and output modules (OMs). 
Each module uses an AWGR as the core. The SOA-based TWCs as well as the TLs 
in the line cards are controlled by the scheduler. A prominent feature of the switch 
is that packets are buffered only at the line cards, while the IMs, CMs, and OMs do 
not require buffers. This helps to reduce implementation complexity and to achieve 
low latency. Performance of the petabit optical switch is evaluated with simulation 
which shows high throughput benefited from the efficient scheduling algorithm.

Fig. 3.7  IRIS photonic terabit router
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3.5.2.3  �Hi-LION

A large-scale interconnect optical network Hi-LION has been proposed in [28]. It 
exploits fast-tunable lasers and high-radix AWGRs in hierarchy to achieve very 
large-scale and low-latency interconnection of computing nodes. The architecture 
of the full system and an example of 6-node rack is depicted in Fig. 3.9. The essence 
is to rely on the unique wavelength routing property assisted by electrical switching 
embedded in the node to provide all-to-all flat interconnectivity at every level of 
hierarchy (node-to-node and rack-to-rack). As shown in the Fig.  3.9, the local 
AWGRs and global AWGRs are used to handle the intra-rack and inter-rack com-
munications, respectively. Single-hop routing in the optical domain also avoids the 
utilization of optical buffers. However, the maximum hop count for inter-rack 

Fig. 3.8  The petabit optical switch architecture

Fig. 3.9  Hi-LION full system with inter-/intra-rack AWGRs communication
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communication can be seven including the intra-rack forwarding. Compared with 
previous AWGR-based solutions like DOS (LIONS) [27] and TONAK LION [40], 
interconnectivity of more than 120,000 nodes can be potentially connected.

3.5.2.4  �OSMOSIS Optical Packet Switch

OSMOSIS project targets for accelerating the state of optical switching technology 
for use in supercomputers [41]. The architecture of the implemented single-stage 
64-port optical packet switch is illustrated in Fig. 3.10. It is based on a broadcast-
and-select architecture and the switching modules consist of a fiber and a wave-
length selection stage, both built with SOAs as the gating elements. The switching 
of the synchronous fixed-length optical packets is controlled via a separate central 
scheduler. The performance studies of the OSMOSIS demonstrator confirm high-
capacity and low-latency switching capabilities. Two-level fat-tree topology can be 
potentially built, further scaling the network to 2048 nodes.

3.5.2.5  �Data Vortex

The Data Vortex is a distributed interconnection network which is entirely com-
posed of 2 × 2 switching nodes arranged as concentric cylinders [42]. As illustrated 
in Fig. 3.11, the Data Vortex topology integrates internalized virtual buffering with 
banyan-style bitwise routing specifically designed for implementation with fiber-
optic components. The 2 × 2 node uses SOA as the switching element. The broad-
band operation of SOA allows for successful routing of multichannel WDM packets. 
Contentions of packet are resolved through deflection routing. The hierarchical 
multistage structure is easily scalable to larger network size. However, the practical 
scale is limited by the increased and nondeterministic latency, as well as deterio-
rated signal quality.

Fig. 3.10  Single-stage OSMOSIS switching system
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3.6  �OPSquare DCN Based on Flow-Controlled Fast Optical 
Switches

An optical DCN architecture OPSquare has been recently proposed [43]. Fast opti-
cal switches, which allow for flexible switching capability in both wavelength and 
time domains, are employed in two parallel switching networks to properly handle 
the intra-cluster and inter-cluster communication. Buffer-less operation is enabled 
by the single-hop optical interconnection and fast optical flow-control mechanism 
implemented between the optical switches and ToR switches. The parallel switch-
ing network also provides path diversity which is improving the resilience of the 
network. Benefiting from the scalability enabled by the architecture and the trans-
mitter wavelength assignment for the grouped top-of-the-rack (ToR) switches, large 
interconnectivity can be achieved by utilizing moderate port count optical switches 
with low broadcasting ratios. The OPSquare also introduces WDM transceiver 
wavelength assignment for the grouped ToRs, which in combination with the wave-
length switching guarantees lower broadcasting ratio for realizing the same port 
count. The lower splitting losses lead to less OSNR degradation and significant 
improvement of the scalability and feasibility of the network.

The OPSquare DCN architecture under investigation is shown in Fig. 3.12. It 
consists of N clusters and each cluster groups M racks. Each rack contains K servers 
interconnected via an electronic ToR switch. Two WDM bidirectional optical links 
are equipped at the ToR to access the parallel intra- and inter-cluster switching net-
works. The N M × M intra-cluster optical switches (IS) and M N × N inter-cluster 
optical switches (ES) are dedicated for intra-cluster and inter-cluster communica-
tion, respectively. The i-th ES interconnects the i-th ToR of each cluster, with i = 1, 
2, …, N. The number of interconnected ToRs (and servers) scales as N × M, that by 
using moderate port count 32 × 32 ISs and ESs, up to 1024 ToRs (40,960 servers in 
case of 40 servers per rack) can be interconnected.

The interface for the intra-/inter-cluster communication consists of p WDM 
transceivers with dedicated electronic buffers to interconnect the ToR to the IS opti-
cal switch through the optical flow-controlled link [52], while q WDM transceivers 
interconnect the ToR to the ES optical switch. Optical packet is formed, and a copy 

Fig. 3.11  The Data Vortex topology and distributed 2 × 2 nodes

N. Calabretta and W. Miao



61

is sent to the destination ToR via the fast optical switch. An optical in-band RF tone 
label is attached to the packet which will be extracted and processed at the fast opti-
cal switch node. Multiple (p and q) WDM transceivers allow for scaling the com-
munication bandwidth between the ToRs and the optical network. Moreover, each 
of the WDM transceivers is dedicated for the communication with a different group 
of ToRs. For intra-cluster network, the M ToRs are thus divided into p groups, and 
each group contains F = M/p ToRs. One of the p WDM TXs addresses F (instead of 
M) possible destination ToRs, in combination with the 1 × F switch at IS. The struc-
ture and operation of the inter-cluster interface are similar to the intra-cluster ones.

The schematic of the fast optical switch node acting as IS/ES is shown in 
Fig.  3.13. The optical switching is realized by SOA-based broadcast-and-select 
architecture. The fast optical switch node has a modular structure, and each module 
consists of F units each of which handling the WDM traffic from one of the F ToRs 
in a single group. The WDM inputs are processed in parallel, and the label extractor 
(LE) separates the optical label from the payload. The extracted label is processed 
by the switch controller. The SOA has nanoseconds switching speed and can pro-
vide optical amplification to compensate the losses caused by the broadcasting 
stage. The contention is solved through the optical flow control, according to which 
ToR releases the packets stored in the buffers (for ACK) or triggers the retransmis-
sion (for NACK). Different class of priority can be applied to guarantee traffic with 
more stringent QoS requirement. The priority is defined by provisioning the look-up 
table in the switch controller through the SDN control interface [53]. In addition, 
the SDN control plane can create and manage multiple virtual networks over the 
same infrastructure by configuring the look-up table and make further optimization 
through the developed monitoring functions. Note also that benefiting from the 
WDM TX wavelength assignment for the grouped ToRs and the wavelength switch-
ing capability enabled by the optical switch node, the splitting loss of the broadcast-
and-select switch is 3 × log2F dB (F = M/p for the IS switch and F = N/q for the ES 
switch), which is much less than 3 × log2M dB and 3 × log2N dB required in the 
original configuration. Lower splitting losses lead to less OSNR degradation and 

Fig. 3.12  OPSquare DCN architecture built on fast optical switches
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significant improvement of the scalability and feasibility of the network. The devel-
oped 4 × 4 optical switch prototype integrating the FPGA-based switch controller 
(with interface to SDN-agent), label processor, SOA drivers, and passive optical 
components (circulators, couplers, etc.) is shown in Fig. 3.14.

3.6.1  �Performance Investigation

The performance studies of the OPSquare architecture are reported in Fig. 3.15. The 
DCN includes 40 servers per rack each with 10 Gb/s uplink programmed to create 
Ethernet packets with 40–1500 bytes length at a certain load [43]. The round-trip 

Fig. 3.13  Flow-controlled fast optical switch node

Fig. 3.14  Flow-controlled fast optical switch node prototype
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time between the ToR and optical switch node is 560 ns (2 × 50 m distance and 
60  ns delay caused by the label processor as well as flow control operation). 
Considering that most of the traffic resides inside the cluster, four transceivers have 
been assigned to the IS and one for the ES (p = 4 and q = 1). For the inter-rack com-
munication, the data packets will be forwarded to the ports associated with the 
intra-/inter-cluster network interface and aggregated to compose a 320 byte optical 
packet to be transmitted in the fixed 51.2 ns time slot. The delay caused by the head 
processing and buffering at the ToR input is taken as 80 ns and 51.2 ns, respectively. 
DCNs with variable amount of servers (from 2560 to 40,960) and racks (from 64 to 
1024) with 3:1 intra-/inter-cluster traffic have been investigated. Thus, ES and IS 
optical switches with port count of 8 × 8 to 32 × 32 are needed to build up the 
desired DCN size. The buffer is set as 20 KB for each TX. The packet loss ratio and 
server end-to-end latency reported in Fig. 3.15a as a function of the load indicate 
almost no performance degradation as the number of servers increases. The packet 
loss ratio is smaller than 1 × 10−6, and the server end-to-end latency is lower than 
2 μs at load of 0.3 for all scales, which indicates the potential scalability of the 
OPSquare architecture. Similar results have been achieved for the throughput per-
formance, as clearly shown in Fig. 3.15b.

The performance of the OPSquare architecture in terms of scalability and capac-
ity is also investigated by using different modulation formats. The transparency to 
the data rate/format enabled by the fast optical switches allows for the immediate 
capacity upgrade maintaining the same switching infrastructure, without dedicated 
parallel optics and format-dependent interfaces to be further included as front end. 
In this respect, three types of directly modulated traffic, namely, 28 Gb/s PAM4, 40 
Gb/s DMT, and 4 × 25 Gb/s NRZ OOK featuring with IM/DD, have been investi-
gated. Exploiting the modular structure of the optical switch, the switching perfor-
mance in OPSquare would mainly depend on the 1 × F broadcast-and-select switch 

Fig. 3.15  Performance of (a) packet loss ratio and server end-to-end latency and (b) throughput
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and will be limited by the splitting loss experienced by the payload. Using the pro-
totyped optical switch shown in Fig. 3.14, the switching performance and the port 
count scalability for realizing a large-scale OPSquare DCN have been assessed. 
Details on the experimental setup are reported in [43].

The power penalty at BER = 10−3 measured at different input optical powers 
within scale of 32 × 32 and 64 × 64 optical switch for 28 Gb/s PAM4 and 40 Gb/s 
DMT is depicted in Figs. 3.16a and b, respectively. An example of the optimal bit 
allocation after bit loading is included in Fig. 3.16b. In 32 × 32 scale, 10 dB dynamic 
range has been measured with <3 dB penalty, while for 64 × 64, 8 dB dynamic range 
has been obtained for both traffic with 3  dB penalty. With 4 WDM transceivers 
(p = q = 4) per ToR each operating at 40 Gb/s and 64 × 64 optical switches (1 × 16 
broadcasting ratio) used, an OPSquare DCN comprising 4096 ToRs each with 320 
Gb/s aggregation bandwidth would have a capacity >1.3 Pb/s. Larger interconnec-
tivity can be achieved either by increasing the broadcasting ratio of the 1 × F switch 
with limited performance degradation or increasing the number of transceivers per 
ToR which could also improve the bandwidth performance.

Then the waveband switching of 4 × 25 Gb/s data payload enabled by the broad-
band operation of the SOA-based switch is analyzed. The power penalty at 
BER = 10−9 with different input optical powers at scales of 32 × 32, 64 × 64, and 
128 × 128 optical switch when employing 4 wavebands (p = q = 4) is reported in 
Fig. 3.17c, respectively. The 16 dB input dynamic range is achieved with less than 
2 dB power penalty. Here each waveband has a 100 Gb/s capacity which can be 
increased by inserting more wavelength channels. With four 100 Gb/s wavebands 
per ToR and 64 × 64 optical switches (1 × 16 broadcasting ratio), an interconnectiv-
ity of 642 = 4096 ToRs and a capacity >3.2 Pb/s can be achieved benefiting from the 
transparency and TX wavelength assignment for the grouped ToRs featured by the 
OPSquare DCN.

The experimental assessments of the OPSquare DCN reported so far are based 
on discrete components which would result in power-inefficient bulky systems in 
practical implementations. Photonic integrated circuits (PICs) can reduce the foot-
print and the power consumption. In view of this, a 4 × 4 WDM fast optical switch 
PIC has been designed and fabricated exploiting the modular architecture as shown 
in Fig. 3.17. The modular photonic chip shown in Fig. 3.17 is a 4x16 port (the com-
biners shown in the schematic on the left side of Fig. 3.17 were not integrated in this 
photonic circuit for lack of space) and integrates four optical modules, in which 
each module includes four WSSs. More than 100 components including the SOAs, 
AWGs, and couplers are integrated in the same chip. As reported in [54, 55], the 
compensation of the losses offered by the SOAs allowing for large dynamic range, 
the low cross talk, and the wavelength, time, and switch nanosecond switch opera-
tion indicate the potential scalability to higher data rate and larger number of port 
counts of the optical switch PIC and potential enhancement of the OPSquare DCN 
performance.
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3.7  �Conclusions and Discussions

The never-ending growth in the demand for high bandwidth in data centers is accel-
erating the deployment of more powerful severs and more advanced optical inter-
connects. To accommodate the increasing volume of traffic with low communication 
latency and high power efficiency, technological and architectural innovations of 
the DCNs are required. OPS/OBS based on fast optical switches is an attractive 
solution, by providing efficient statistical multiplexing and transparent high-capacity 
operation and eliminating the O/E/O conversions as well as opaque front ends. 
However, the lack of optical memory, the limited scalability due to the relative low 
port count of fast (nanoseconds) optical switches, the inefficient and no scalable 
centralized scheduler/control system capable to fast (tens of nanoseconds) control 
and configure the overall optical data plane based on fast optical switch, and the 
compatibility of the OPS technology with commercial Ethernet switches and proto-
col are some of the practical hurdles to exploit OPS and OBS in DCN. Solving those 
problems require complete solutions from the DCN architecture down to the 
devices. Promising results have been shown in the recent investigations to solve 

Fig. 3.16  Power penalty vs. input optical power for (a) 28 Gb/s PAM4, (b) 40 Gb/s DMT, and (c) 
waveband 4 × 25 Gb/s traffic

Fig. 3.17  Schematic of the fabricated 4 × 4 fast optical switch PIC
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those issues. Optical DCN architectures based on OPS and OBS have been pre-
sented in this chapter, and the different characteristics in terms of scalability, flexi-
bility, and power/cost efficiency are summarized in Table II. As can be seen in the 
table, for the contention resolution, most of the schemes use practical electronic 
buffer (EB) placed at the edge side, either waiting for the command of the scheduler 
or retransmitting the packet/burst in case of contention. The efficiency of the sched-
uling, the configuration time of the switch, and the round-trip time would play an 
important role in reducing the processing latency and the size of the costly buffer. It 
is difficult for the architectures with a single switching element to scale to large 
number of interconnections. In this respect, multistage and parallel topologies have 
been adopted by many solutions. The fast reconfiguration of the optical switches 
used for OPS and OBS has allowed for flexible interconnectivity which is a desired 
feature for DC applications. Relatively lower power/cost efficiency is the price need 
to pay compared with OCS technology, mainly due to the active components and 
the loss experienced in the switch fabrics. Performance improvement is expected, 
with the maturing of the fast optical switching technologies in combination with 
photonic integration (Table 3.2).

Table 3.2  Optical DCN architectures based on OPS and OBS technologies

Technology
Contention 
resolution Scalability Flexibility

Power/cost 
efficiency

IRIS OPS ODL Fair Good Fair
Petabit OPS EB at edge Fair Good Fair
DOS (LIONS) OPS EB Poor Good Fair
TONAK-LION OPS EB at edge Poor Good Fair
Hi-LION OPS EB at edge Good Fair Fair
OSMOSIS OPS EB at edge Fair Good Fair
Data Vortex OPS Deflection Fair Good Fair
OPSquare OPS EB at edge Good Good Fair
OBS with fast 
optical switch

OBS EB at edge Poor Fair Good

Optical burst 
ring

OBS + EPS EB at edge Fair Fair Good

HOS OPS + OBS+ 
OCS

EB at edge Fair Good Fair

HOSA OBS + OCS EB at edge Fair Fair Good
Torus OPS + OCS Deflection 

+ODL+ EB
Good Good Fair

LIGHTNESS OPS + OCS EB at edge Good Fair Fair
Archon OPS + OCS EB at edge Good Fair Fair
Burst over 
circuit

OBS + OCS EB at edge Poor Fair Good
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Chapter 4
OSA: An Optical Switching Architecture 
for Data Center Networks with Unprecedented 
Flexibility

Kai Chen, Ankit Singla, Atul Singh, Kishore Ramachandran, Lei Xu, 
Yueping Zhang, Xitao Wen, and Yan Chen

4.1  �Introduction

Many online services, such as those offered by Amazon, Google, Facebook, and 
eBay, are powered by massive data centers hosting hundreds of thousands of serv-
ers. The network interconnect of the data center plays a key role in the performance 
and scalability of these services. As the number of hosted applications and the 
amount of traffic grow, the industry is looking for larger server pools, higher bit-rate 
network interconnects, and smarter workload placement approaches to satisfy the 
demand. To meet these goals, a careful examination of traffic characteristics, opera-
tor requirements, and network technology trends is critical.

Traffic Characteristics  Several recent DCN proposals attempt to provide uni-
formly high capacity between all servers [1–4]. Given that it is not known a priori 
which servers will require high-speed connectivity, for a static, electrical network, 
this appears to be the only way to prevent localized bottlenecks. However, for many 
real scenarios, such a network may not be fully utilized at all times. For instance, 
measurement on a 1500-server Microsoft production DCN reveals that only a few 
ToRs are hot and most of their traffic goes to a few other ToRs [5] . Likewise, an 
analysis of high-performance computing applications shows that the bulk of inter-
processor traffic is degree-bounded and slowly changing [6] . Thus, even for a few 
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thousand servers, uniformly high capacity networks appear to be an overkill. As the 
size of the network grows, this weighs on the cost, power, and wiring complexity of 
such networks.

Dealing with the Oversubscribed Networks  Achieving high performance for 
data center services is challenging with oversubscribed networks. One approach is 
to use intelligent workload placement algorithms to allocate network-bound service 
components to physical hosts with high bandwidth connectivity [7], e.g., placing 
these components on the same rack. Such workloads exist in practice: dynamic 
creation and deletion of VM instances in Amazon’s EC2 or periodic backup services 
running between an EC2 (compute) instance and an S3 (storage) bucket. An alter-
nate approach is to flexibly allocate more network bandwidth to service components 
with heavy communications. If the network could “shape-shift” in such fashion, this 
could considerably simplify the workload placement problem.

Higher Bit-Rates  There is an increasing trend toward deploying 10 GigE NICs at 
the end hosts. In fact, Google already has 10 GigE deployments and is pushing the 
industry for 40/100 GigE [8–10]. Deploying servers with 10 GigE naturally requires 
much higher capacity at the aggregation layers of the network. Unfortunately, tradi-
tional copper wire 10 GigE links are not viable for distances over 10 m [11], due to 
the high electrical loss at higher data rate, necessitating the need to look for alterna-
tive technologies.

The optical networking technology is well suited to meet the above challenges. 
Optical network elements support on-demand connectivity and capacity where 
required in the network, thus permitting the construction of thin but flexible intercon-
nects for large server pools. Optical links can support higher bit-rates over longer 
distances using less power than copper cables. Moreover, optical switches run cooler 
than electrical ones [12], resulting in lower heat dissipation and cheaper cooling cost. 
The long-term advantage of optics in DCNs has been noted in the industry [12, 13].

Recent efforts in c-Through [14] and Helios [11] provide a promising direction 
to exploit the optical networking technology (e.g., one-hop high-capacity optical 
circuits) for building DCNs. Following this trailblazing research, we present OSA, 
a novel optical switching architecture for DCNs. OSA achieves high flexibility by 
leveraging and extending the techniques devised by prior works and further combin-
ing them with novel techniques of its own. Similar to prior works, OSA leverages 
reconfigurability of optical devices to dynamically set up one-hop optical circuits. 
Then, OSA employs hop-by-hop stitching of multiple optical links to provide over-
all connectivity for mice flows and bursty communications and to handle workloads 
involving high fan-in/fan-out hotspots [15] that the existing one-hop electrical/opti-
cal architectures cannot address efficiently via their optical interconnects. 
Furthermore, OSA dynamically adjusts the capacities on the optical links to satisfy 
changing traffic demand at a finer granularity.

We build a small-scale eight-rack OSA prototype with real optical devices and 
server-emulated ToRs. Through this test-bed, we evaluate the performance of OSA 
with all software and hardware overheads. We find that OSA can quickly adapt the 
topology and link capacities to the changing traffic patterns, and our results show 
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that it achieves nearly 60% of the non-blocking bandwidth in all-to-all communica-
tions. We also measure the device characteristics of the optical equipment, evaluate 
the impact of multi-hop optical-electrical-optical (O-E-O) conversion, and discuss 
our experience building and evaluating the OSA prototype.

4.2  �Motivation and Background

We first use a motivating example to show what kind of flexibility OSA can deliver. 
Then, we introduce the optical networking technologies that make OSA possible.

4.2.1  �A Motivating Example

We discuss the utility of a flexible network using a simple hypothetical example in 
Fig. 4.1. On the left is a hypercube connecting eight ToRs using 10G links. The traf-
fic demand is shown in the bottom left of Fig. 4.1. For this demand, no matter what 
routing paths are used on this hypercube, at least one link will be congested. One 
way to tackle this congestion is to reconnect the ToRs using a different topology 
(Fig. 4.1, bottom center). In the new topology, all the communicating ToR pairs are 
directly connected, and their demand can be perfectly satisfied.

Now, suppose the traffic demand changes (Fig. 4.1, bottom right) with a new 
(highlighted) entry replacing an old one. If no adjustment is made, at least one link 
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Fig. 4.1  OSA adapts the topology and link capacities to the changing traffic
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will face congestion. With the shortest path routing, F↔G will be that link. In this 
scenario, one way to avoid congestion is to increase the capacity of F↔G to 20G at 
the expense of decreasing the capacities of F↔D and G↔C to 0. Note that in all 
these cases, the node degree remains the same (i.e., 3) and the node capacity is no 
more than 30G.

As above, OSA’s flexibility lies in its flexible topology and flexible link capacity. 
In the absence of such flexibility, the above example would require additional links 
and capacities to handle both traffic patterns. More generally, a large variety of traf-
fic patterns would necessitate the non-blocking network construction. OSA, with its 
high flexibility, can avoid such non-blocking construction, while still providing 
equivalent performance for various traffic patterns.

4.2.2  �Optical Networking Technologies

We discuss the optical networking technologies that enable the above flexibility.

	1.	 Wavelength division multiplexing (WDM). Within C-band (conventional band) 
and with 100 GHz DWDM channel spacing, typically 40 or more wavelength 
channels can be transmitted over a single optical fiber. For the purpose of our 
architecture, each wavelength is rate-limited by the electrical port it connects to.

	2.	 Wavelength selective switch (WSS). A WSS is typically a 1 × k switch, consisting 
of one common port and k wavelength ports. It partitions (runtime-configurable 
within a few ms) the set of wavelengths coming in through the common port 
among the N wavelength ports. For example, if the common port receives 80 
wavelengths, it can route wavelengths 1–20 on port 1, 30–40 on port 2, etc.

	3.	 Optical switching matrix (OSM). Most OSM modules are bipartite N × N switch-
ing matrix where any input port can connect to any of the output ports. 
Microelectromechanical system (MEMS) is the most popular OSM technology 
and achieves reconfigurable (at 10 ms [16]) one-to-one circuit by mechanically 
adjusting micro mirrors. A few hundred ports are common for commercial prod-
ucts and >1000 for research prototypes [17] . The current commercially available 
OSM modules are typically oblivious to the wavelengths carried across it. We 
use MEMS and OSM interchangeably.

	4.	 Optical circulators. Circulators enable bidirectional optical transmission over a 
fiber, allowing more efficient use of the ports of optical switches. An optical 
circulator is a three-port device: one port is a shared fiber or switching port, and 
the other two ports serve as send and receive ports.

	5.	 Optical transceivers. Optical transceivers can be of two types: coarse WDM 
(CWDM) and dense WDM (DWDM). We use DWDM-based transceivers in 
OSA, which support higher bit-rates and more wavelength channels in a single 
piece of fiber compared to CWDM.
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4.3  �OSA Network Architecture

We introduce how OSA architecture is built from the above described optical net-
working technologies. Our current design is intended for container-size DCNs with 
thousands of servers.

4.3.1  �Building Blocks

Flexible Topology  OSA achieves the flexible topology by exploiting the reconfig-
urability of the MEMS. If we start by connecting each of N ToRs to one port on an 
N-port MEMS, each ToR can only communicate with one other ToR at any instant 
given the MEMS’s bipartite port-matching. If we connect N/k ToRs to k ports each 
at the MEMS, each ToR can communicate with k other ToRs simultaneously. Here, 
k > 1 is the degree of the ToR, not its port count, in the ToR graph. The MEMS 
configuration determines which set of ToRs are connected. OSA must ensure that 
the ToR graph is connected when configuring the MEMS.

Given a ToR topology connected by the MEMS optical circuits, we use hop-by-
hop stitching of such circuits to achieve network-wide connectivity. To reach remote 
ToRs that are not directly connected, a ToR uses one of its k connections. This first-
hop ToR receives the transmission over fiber, converts it to electrical signals, reads 
the packet header, and routes it toward the destination. At each hop, the packet 
experiences the conversion from optics to electronics and then back to optics (O-E-
O) and the switching at the ToR. Note that at any port, the aggregate transit, incom-
ing and outgoing traffic, cannot exceed the port’s capacity in each direction. So, the 
high-volume connections must use a minimal number of hops. OSA should manage 
the topology to adhere to this requirement. Evaluation in Sec. 5 quantifies the over-
head (both O-E-O and switching) of the hop-by-hop routing.

Flexible Link Capacity  In OSA, each ToR connects to k other ToRs. If each link 
has a fixed capacity, multiple links may be required for this ToR to communicate 
with another ToR at a rate higher than a single link can support. To overcome this 
problem, OSA combines the capability of optical fibers to carry multiple wave-
lengths at the same time (WDM) with the dynamic reconfigurability of the 
WSS. Consequently, each ToR is connected to the MEMS through a multiplexer 
(MUX) and a WSS unit (Fig. 4.2).

Specifically, suppose ToR1 wants to communicate with ToR2 using w times the 
line speed of a single port. The ToR will use w ports, each associated with a unique 
wavelength, to serve this request. The WDM enables these w wavelengths, together 
with the rest from this ToR, to be multiplexed into one optical fiber that feeds the 
WSS. The WSS splits these w wavelengths to the appropriate MEMS port which has 
a circuit to ToR2 (doing likewise for the rest k − 1 groups of wavelengths). Thus, a 
w × (line speed) capacity circuit is set up from ToR1 to ToR2, at runtime. By varying 
the value of w for each MEMS circuit, OSA achieves dynamic link capacity.
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We note that a fiber cannot carry two channels over the same wavelength in the 
same direction. Moreover, to enable a pair of ToRs to communicate using all avail-
able wavelengths, we require that each ToR port (facing the optical interconnect) is 
associated with a wavelength that is unique across the ports of a ToR.  The same 
wavelength is used to receive traffic as well: each port thus sends and receives traffic 
at one fixed wavelength. This allows all wavelengths at a source ToR to be multi-
plexed and delivered, after demultiplexing, to individual ports at the destination ToRs.

Efficient Port Usage  To make full use of the MEMS ports, we require that each 
circuit over the MEMS be bidirectional. For this purpose, we use optical circulators 
between the ToR and the MEMS ports. A circulator connects the send channel of the 
transceiver from a ToR to the MEMS (after the channel has passed through the 
MUX and WSS). It simultaneously delivers the incoming traffic toward a ToR from 
the MEMS (through the coupler and DEMUX) to this ToR. Note that even though 
the MEMS links are bidirectional, the capacities of the two directions are indepen-
dent of each other.

4.3.2  �Putting It All Together: OSA-2560

Figure 4.2 illustrates the general OSA architecture. We now discuss one specific 
instantiation – OSA-2560 with N = 80 ToRs, W = 32 wavelengths, and ToR degree 
k = 4 using a 320-port MEMS to support 2560 servers.

Fig. 4.2  The overall OSA, detailed structure is shown only for ToR1 for clarity
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Each ToR is a commodity electrical switch with 64 10-GigE ports [18]: 32 of 
these ports are connected to servers, while the remaining are connected to the optical 
interconnect. Each port facing the optical interconnect has a transceiver associated 
with a fixed and unique wavelength for sending and receiving data. The transceiver 
uses separate fibers to connect to the send and receive infrastructures.

The send fiber from the transceiver from each of the 32 ports at a ToR is con-
nected to an optical MUX. The MUX feeds a 1 × 4 WSS. The WSS splits the set of 
32 wavelengths it sees into four groups, each group being transmitted on its own 
fiber. These fibers are connected to the MEMS via circulators to enable bidirectional 
communications. The four receive fibers from four circulators are connected to a 
power coupler (similar to a multiplexer but simpler), which combines their wave-
lengths onto one fiber. This fiber feeds a demultiplexer (DEMUX), which assigns 
each incoming wavelength to its associated port on the ToR.

We point out two key properties of the above interconnect. First, each ToR can 
communicate simultaneously with any four other ToRs. This implies that the MEMS 
configuration allows us to construct all possible four regular graphs among ToRs. 
Second, through WSS configuration, the capacity of each of these four links can be 
varied in {0, 10, 20, … 320} Gbps. The MEMS and WSS configurations are decided 
by a central OSA manager. The manager estimates the traffic demand, calculates the 
appropriate configurations, and pushes them to the MEMS, WSS units, and ToRs. 
This requires direct, out-of-band connections between the OSA manager and those 
components. Note that our employment of such a central OSA manager is inspired 
by many recent works [2, 3, 11, 14, 19] in the context of DCNs given the fact that a 
DCN is usually owned and operated by a single organization.

Furthermore, we choose k = 4 for container-size DCNs because it is a trade-off 
between the network size and performance. A larger k value can enable one ToR to 
connect to more other ToRs simultaneously, thus achieving higher performance. 
However, given a 320-port MEMS, it also means that fewer ToRs (320/k) can be 
supported. Our experiments with k = 1,2,4,8 indicate that k = 4 can deliver consider-
able bisection bandwidth between thousands of servers.

4.4  �Network Optimization

We describe OSA network optimization in detail. Our goal is to compute the opti-
mal topology and link capacities so that the network bisection bandwidth is maxi-
mized for a given traffic demand. We need to find 1) a MEMS configuration to 
adjust the topology to localize high traffic volumes, 2) routes between ToRs to 
achieve high throughput and low latency or avoid congestion, and 3) a configuration 
for each WSS to provision the capacities of its outgoing links.

In the following, we first present a mathematical formulation for optimization. 
Considering its complexity, we then introduce an approximation solution.
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4.4.1  �Problem Formulation

Given: A traffic demand D between ToRs – dij is the desired bandwidth from ToRi to 
ToRj.

Variables: We use four sets of variables: lij  =  1 if ToRi is connected to ToRj 
through MEMS and 0 otherwise; wijt = 1 if li carries wavelength λt in the i → j direc-
tion and 0 otherwise; vijt is the traffic volume carried by wavelength λt along i → j; a 
traffic-served matrix S – sij is the bandwidth achieved from ToRi to ToRj. For the last 
two sets of variables, sij have end-to-end meaning, while vijt have hop-to-hop signifi-
cance. For all the variables, t∈{1,2,…,w}; i,j∈{1,2,…,N}, i ≠  j; lij are the only 
variables for which lij = lji; and all the other variables are directional.

Objective: To achieve the optimal network bisection bandwidth, we maximize 
the traffic served:

	

Maximize
i j

ijs
,

.å
	

(4.1)

Constraints: If the number of outgoing ports of the WSS is k, then ToRi is con-
nected to exactly k other ToRs:
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A wavelength λt can only be used between two ToRs if they are directly con-
nected via MEMS:
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To avoid wavelength contention, ToRi can only receive/send λt from/to at most 
one ToR:
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Traffic carried by λt between two ToRs is limited by ToR port capacity (Cport) and 
wavelength capacity (Cλ):
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The outgoing transit traffic is equal to the incoming transit traffic at ToRi:
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Finally, the traffic served is bounded by the demand:

	
" £i j dij ij, : .s

	
(4.7)

The above mixed-integer linear program (MILP) can be viewed as a maximum 
multi-commodity flow problem with degree bounds, further generalized to allow 
constrained choices in link capacities. While several variants of the degree-bounded 
subgraph and maximum flow problems have known polynomial time algorithms, 
the trivial combination of two is NP-hard [20].

4.4.2  �Solution

In our approximation solution, we decompose the problem into three sequential 
subparts as shown in Fig. 4.3, i.e., computing the topology, computing the routing, 
and computing the wavelength assignment. We adopt the traffic demand estimation 
introduced in Hedera [21], which is based on the max-min fair bandwidth allocation 
for TCP flows in an ideal non-blocking network.

	1.	 Compute the topology. We localize high-volume communicating ToR pairs over 
direct MEMS circuit links. This is accomplished by using a weighted b-matching 
[22], where b represents the number of ToRs that a ToR connects to via MEMS 
(b = k = 4 in OSA-2560). In the ToR graph, we assign the edge weight between 
two ToRs as the estimated demand between them and then cast the problem of 
localizing high-volume ToR connections to b-matching. The weighted b-
matching is a graph theoretic problem for which polynomial time algorithm 
exists [22] . We implement it using multiple perfect matchings, for which public 
library is available [23].

The b-matching graph above is not necessarily a connected graph. Fortunately, 
connectivity is easy to achieve via the edge-exchange operation [24] . First, we 
find all the connected components. If the graph is not connected, we select two 
edges a → b and c → d with lowest weights in different connected components and 
connect them via replacing links a → b and c → d with links a → c and b → d. We 
make sure that the links removed are not themselves cuts in the graph. The output 
of Step 2 is used to tell the MEMS about how to configure the new topology.

MEMS
configuration

Estimate
traffic demand

Compute the
topology

Compute the
routes

Compute
wavelength
assignment

ToR routing
configuration

WSS
configuration

Fig. 4.3  The steps in the OSA control algorithm
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	2.	 Compute the routes. Once we have connectivity, the MEMS configuration is 
known. We proceed to compute the routes using any of the standard routing 
schemes such as the shortest path routing or low congestion routing. Note that 
some of the routes are single-hop MEMS connections while the others are multi-
hop ones. For simplicity, we use the shortest path routing here. However, our 
framework can be readily applied to other routing schemes. The output of Step 3 
is used by the ToRs to configure their routing tables.

	3.	 Compute the wavelength assignment. Given the traffic demand and routes among 
ToRs, we compute the capacity desired on each ToR link in order to serve the 
traffic demand on this link.

With the desired capacity demand on each link, we need to provision a corre-
sponding amount of wavelengths to serve the demand. However, wavelength assign-
ment is not arbitrary: due to the contention, a wavelength can only be assigned to a 
ToR at most once. Given this constraint, we reduce the problem to be the edge-
coloring problem on a multigraph. We represent our ToR level graph as a multi-
graph. Multiple edges correspond to the number of wavelengths between two nodes, 
and we assume each wavelength has a unique color. Thus, a feasible wavelength 
assignment is equivalent to an assignment from the colors to the edges of the multi-
graph so that no two adjacent edges have the same color – exactly the edge-coloring 
problem [25] . The edge coloring is a known problem and fast heuristics are known 
[26] . Libraries implementing this are publicly available.

We also require at least one wavelength to be assigned to each edge on the physi-
cal topology. This guarantees an available path between any pair of ToRs, which 
may be required for mice/bursty flows. The output of Step 4 is used by the WSS to 
assign wavelengths.

All the above steps are handled by the OSA manager. Specifically, the OSA 
manager interacts with the MEMS, WSS units, and ToRs to control the topology, 
link capacities, and routing, respectively. We note that our decomposition heuristic 
is not optimal and there is room for further improvement.

4.5  �Implementation

We have built a small-scale OSA prototype with real optical devices (Fig. 4.4). We 
first introduce our test-bed setup and then present our experiments over it.

4.5.1  �Test-bed Setup

Our test-bed connects 32 end hosts, uniformly distributed in eight racks. To reduce 
the cost, we configure eight Dell OptiPlex servers to emulate 32 end hosts. Each 
server acts as a virtual rack of end hosts (V-Rack), running four virtual machines 
(VMs) to emulate four end hosts.
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We now do not have programmable ToR switches, so we use high-end servers to 
emulate ToRs. We have four Dell PowerEdge servers, each equipped with an Intel 
2.4 GHz quad-core CPU, 8GB DRAM, and 12 × 1 GigE NICs. On each such server, 
we deploy two VMs, giving us a total of eight virtual ToRs (V-ToRs). Each V-ToR 
binds to six NICs: one is connected to one V-Rack, one is used for a control connec-
tion to the OSA, and the remaining four are used as uplinks to reach other V-ToRs 
via optical elements.

On top of each V-ToR is a 1 × 4 CoAdna WSS, a coupler, a circulator, a 1 × 4 
MUX and DEMUX pair, and four transceivers (which are packaged into a media 
converted (MC) unit). As in Fig. 4.2, each ToR uplink is connected to a transceiver, 
with the send fiber of the transceiver connected through the MUX, the WSS and the 
circulator to the OSM, and the receive fiber connected to the same circulator through 
the coupler and the DEMUX. We use one Polatis series-1000 OSM (a piezoelectric 
switch) with 32 ports which allows a 16 × 16 bipartite interconnect. (Each V-ToR 
has two uplinks connected to each of these two sets of 16 ports.) We use four wave-
lengths, 1545.32, 1544.53, 1543.73, and 1542.94 nm, corresponding to channel 40, 
41, 42, and 43 of ITU grid with 100 GHz channel spacing.

Furthermore, in our test-bed, the OSA manager is a separate Linux server and 
talks to the OSM and ToRs via Ethernet ports and to the WSS units via RS-232 
serial ports.

4.5.2  �Understanding the Optical Devices

There are two critical optical devices in OSA: OSM and WSS. A common concern 
for them is the reconfiguration overhead. To measure the overhead, Fig. 4.5 shows 
the output power level on two ports of the OSM over time, during a reconfiguration 
event. We see a clear transition period, i.e., from the high → low output power level 
shift on one port to the low → high output power level shift on the other port. We 
observe that the switching delay of our OSM is 9 ms, consistent with [11, 14].

Fig. 4.4  OSA test-bed
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Next, we measure the reconfiguration time of the WSS by switching a wave-
length channel between two output ports. As shown in Fig. 4.6, this transition period 
is around 14 ms. However, the OSA manager can perform the reconfiguration of 
OSM and WSS in parallel to reduce the total time of reconfiguration.

4.5.3  �Understanding the O-E-O Conversion

To measure the impact of O-E-O conversion, we specially connect four servers as 
in Fig. 4.7 (left). Two servers in the middle are configured as routers and equipped 
with optical media converters. We create a routing loop by configuring the IP for-
warding tables of the routers. In each router, we deploy a netfilter kernel mod-
ule and utilize the NF_IP_PRE_ROUTING hook to intercept all IP packets. We 
record the time lag between the instant when the packets first arrive in the network 
and when their TTL expires. This way, we are able to measure the multi-hop 
latency for O-E-O conversion and compare it with the baseline where all the serv-
ers are directly connected using only electrical devices. Results in Fig. 4.7 (right) 
compare the average one-hop switching latency for both the hybrid optical/electri-
cal and pure electrical architectures under different traffic loads. It is evident from 
the figure that the O-E-O conversion does not incur noticeable (the maximum 
deviation in the absolute value and standard deviation is 38 and 58 μs, respec-
tively), if any, additional switching latency, demonstrating the feasibility of O-E-O 
employed by OSA.

Fig. 4.5  Switching time of our OSM
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4.5.4  �OSA System Performance

We conduct two sets of experiments: one is for original OSA and the other is for 
OSA with static topology. We use synthetic traffic pattern which is denoted by 
parameters (t, r): servers in ToR i (i = 0…7) send traffic to servers in t ToRs, i.e., 
[i + r, i + r + 1, ..., i + r + (t − 1)]. We change t from 1 to 7 to generate different traffic 
loads (t = 7 means all-to-all communication). For each t, we vary r from 1 to 7.

Our goal is to compare the achieved bisection bandwidth of OSA against that of 
a non-blocking network as the traffic spreads out (with increasing t) and to measure 
the effect of topology reconfiguration. Note that varying r with a fixed t does not 
produce fundamentally different traffic distributions, as it merely permutes which 

Fig. 4.6  Switching time of our WSS
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ToRs talk with which other ToRs, thus necessitating a change of topology without a 
change in traffic load or spread.

In our test-bed, the server NICs support 10, 100, and 1000 Mbps full-duplex 
modes. In all our experiments, we limit the maximum sending rate of each flow to 
be 100 Mbps. This enables us to emulate a non-blocking network for comparison 
(Fig. 4.8): for OSA, all the uplink ports of ToRs are set at 100 Mbps, while for the 
non-blocking, we increase some particular uplink ports to be 1000 Mbps to satisfy 
the traffic demands we simulate.

Results of OSA  Figure 4.9 shows the average bisection bandwidth of OSA with 
changing traffic (t = 1⋯7). For each t, r steps 1 through 7 every 20 seconds. The 
network topology is dynamically reconfigured according to the current traffic 
demand. The results are along expected lines. We observe that the achieved bisection 
bandwidth of OSA is within 95% of the non-blocking network when t is 1 or 2. This 
is because when t = 1 each ToR talks with two other ToRs and when t = 2 each ToR 
talks with four other ToRs. Given that our topology is a four-regular graph, OSA 
assigns direct links to each pair of communicating ToRs for efficient communication. 
For t > 2, as expected, the performance of OSA is gradually decreasing because the 
traffic needs to go through multiple hops before reaching destinations. We find that 
the performance of OSA under the all-to-all communication is 58% of the non-block-
ing. We expect that the performance under all-to-all will further degrade in larger 
networks. However, our intention of the test-bed results is to demonstrate the feasibil-
ity of OSA rather than to show the performance achieved in a real deployment.

Next, Fig. 4.10 shows the impact of optical device reconfigurability on the end-
to-end throughput between two hosts. We observe that the performance drops dur-
ing reconfiguration but quickly resumes after it finishes.

We also present the theoretical bisection bandwidth achievable in our test-bed 
(Fig. 4.9) that ignores the overhead of reconfiguration, software routing, TCP/IP 
protocol, etc. We observe that the gap between the theoretical values and OSA is 
within 5%–7%, suggesting that our prototype implementation is efficient.

Results of OSA with a Static Topology  We randomly select a topology and run 
the same experiments as above. We present the results in Fig. 4.11. Given the small 
diameter of our topology, the static topology OSA still achieves satisfactory perfor-
mance. For example, in the worst case of all-to-all traffic (i.e., t = 7), static OSA 
achieves more than 40% of the non-blocking network’s bisection bandwidth. Since 
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all the paths are one or two hops long, even the randomly selected topology 
performs satisfactorily.

For different t values, we find that the performance of OSA on the static topology 
is lower than that on the dynamic topology by 10–40%. This is because the topology 
is not optimized for the current traffic pattern. We expect that on a larger network 
where OSA topology is sparse, this performance gap will become more pronounced, 
highlighting the need for a dynamic network for better performance.
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4.6  �Discussion and Conclusion

Mice Flow During Reconfiguration  OSA ensures that all the ToRs are in a con-
nected graph and uses the hop-by-hop stitching of existing circuits to provide over-
all network connectivity. However, during the network reconfiguration, a pair of 
ToRs may be temporarily disconnected for around 10 ms. While this can be largely 
tolerated by latency-insensitive applications such as MapReduce or Dryad, it would 
affect those operating with latency-sensitive mice flows like Dynamo [28]. We next 
discuss two possible options to handle this issue.

Our basic idea is to reserve a static, connected channel in OSA network. To do 
so, we can reserve a small number of wavelengths and MEMS/WSS ports that are 
never reconfigured and mice flows are sent over them. Such a channel can be simply 
a spanning tree or other connected topologies. Given the topology of the channel 
which is controlled by the MEMS, we can arrange it in a low-diameter manner so 
that the transmission of mice flows is optimized. However, this approach consumes 
expensive MEMS/WSS ports, which otherwise can be better utilized for other 
applications or at stable time.

An alternative approach to building the channel without using MEMS/WSS 
ports is directly connecting all the ToRs together to form a ring or a star network. 
For the ring, we can reserve two ports on each ToR and directly connect them itera-
tively. In case of OSA-2560 with 80 ToRs, the diameter is 40 hops. To reduce the 
path length, it is possible to reserve more ports on each ToR and connect them 
structurally using DHT techniques [29], e.g., the diameter is expected to be three to 
four hops with high probability for 80 ToRs if we reserve four ports on each 
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ToR. Another option is to employ one additional central electrical switch – each 
ToR uses one port to connect to the central switch. Note that, in Helios or c-Through, 
the electrical switches (usually forming a tree or even a multi-root tree) are used for 
overall connectivity among all the Pods/ToRs. In OSA, the all-to-all connectivity is 
maintained by optical components. A comprehensive evaluation and comparison of 
these solutions is part of our ongoing work.

OSA Applicability Versus Traffic Properties  For the all-to-all traffic, the non-
oversubscribed network is indeed more appreciated. However, such workloads are 
neither reflected in our dataset nor in the measurements elsewhere [2, 15, 27]. Our 
flexible OSA architecture would work best when the traffic pattern is skewed and 
stable on the order of seconds. It has been noted in [5] over the measurements of a 
1500-server production DCN that “only a few ToRs are hot and most of their traffic 
goes to a few other ToRs.” Another study [2], also on a 1500-server production 
DCN, shows that more than 90% of bytes are in elephant flows. Regarding the traf-
fic stability, a similarly sized study [30] shows that 60% of ToR pairs see less than 
20% change in traffic demands for between 1.6 and 2.2 s on average. Despite these, 
we expect that OSA may exhibit undesirable performance degradation if the traffic 
pattern is highly dynamic; in which case any topology adaptation mechanism may 
be unsuitable as the situation changes instantaneously. In practice, the infrastructure 
manager should choose the proper sensitivity of OSA according to the operational 
considerations.

Scalability  The current OSA design focuses on the container-size DCNs. To scale, 
we may confront several challenges. The first one is the MEMS’ port density. While 
the 1000-port MEMS is theoretically feasible, the largest MEMS as of today has 
320 ports. One natural way to increase the port density is via interconnecting mul-
tiple small MEMS switches. However, this poses additional requirement for fast, 
coordinated circuit switching. Secondly, larger network size necessitates more con-
trol and management overhead. In our OSA-2560 with 80 ToRs, all the intelli-
gences, e.g., the network optimization and routing, are handled by the OSA. How to 
handle such tasks in a larger DCN with thousands of ToRs is an open question 
especially when the network environment is dynamic. Further, circuit-switching 
delay [14] is another issue to notice when scaling. We are considering all these chal-
lenges in our continuous effort designing a scalable optical DCN.

Summary  In this chapter, we have presented OSA, a novel optical switching archi-
tecture for DCNs. OSA is highly flexible because it can adapt its topology as well 
as link capacities to different traffic patterns. Our implementation and evaluation 
with the OSA prototype further demonstrate its feasibility. OSA, in its current form, 
has limitations. Small flows, especially the latency-sensitive ones, may experience 
nontrivial delay due to the reconfiguration latency (∼10 ms). Another challenge is 
how to scale OSA from container size to larger DCNs consisting of tens to hundreds 
of thousands of servers. This requires efforts in both architecture design and man-
agement and is left as part of future work.
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Chapter 5
The Hi-Ring Architecture for Data Center 
Networks

Valerija Kamchevska, Yunhong Ding, Michael S. Berger, Lars Dittmann, 
Leif K. Oxenløwe, and Michael Galili

5.1  �Introduction

The explosive growth of Internet-based cloud applications and the rapid growth of 
data centers in both number and size have attracted vast attention to short-range 
communications. Data center networks (DCNs) have rapidly evolved into a field of 
strong commercial and academic interest. The drive toward low-cost, energy-
efficient, and low-latency communication has posed the question about the role of 
optics in DCNs. Optical switching is attractive because it enables high bandwidth 
connectivity and seamless capacity scaling by simultaneous switching of data 
streams that exploit different multiplexing domains to achieve higher data rates.

In this chapter, we present the Hi-Ring data center network and the concept of 
multidimensional optical switching. The Hi-Ring exploits photonic technologies 
offering benefits such as scalability, bit rate-independent switching, and energy-
efficient operation. The chapter is subdivided into three sections. The first section 
deals with the general overview of the proposed architecture and the structure of the 
multidimensional switching nodes. The second section provides an insight into the 
requirements behind the proposed optical subwavelength switching technology, the 
synchronization process, and the control aspects associated with it. The last section 
is devoted to the on-chip integration of optical devices that hold the promise for 
realizing future Network-on-Chip (NoC) implementations.
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5.2  �The Hi-Ring Architecture and Multidimensional 
Switching

Multiplexing technologies such as time division multiplexing (TDM), wavelength 
division multiplexing (WDM), and space division multiplexing (SDM) have been 
researched considerably over the years. They all provide a means to increased 
capacity by densely aggregating traffic in each domain, thus saving resources and 
improving the bandwidth utilization. One of the main advantages of optical tech-
nologies is that starting from simple systems exploiting single wavelength commu-
nication capacity scaling can be achieved in several different ways by utilizing the 
various multiplexing domains. This feature is crucial for rapidly expanding DCNs 
that need to support scaling to immense capacity. However, besides considering 
scalability as one of the most important issues, DCNs require technologies that are 
cheap and energy efficient, and hence resource utilization must be maximized. In 
order to be able to provide support for scaling, while at the same time being able to 
address individual data flows with fine granularity within the network, an optical 
switching infrastructure is needed.

This issue has been approached in several different ways in existing proposals. 
Hybrid approaches that use electrical packet switching combined with optical cir-
cuit switching such as c-Through [1] and Helios [2] have been proposed to provide 
simultaneous support for long-lived and bursty traffic using two different switching 
technologies. All-optical approaches as in [3, 4] have proposed to replace electrical 
packet switching with optical packet switching (OPS) for fast routing of small data 
packets. However, going from electrical to optical packet switching is not straight-
forward due to the unavailability of mature optical buffering technologies. Several 
other proposals such as [5, 6] have focused on replacing the functionality provided 
by electrical packet switching with optical switching technologies combined with 
enhanced control platforms like software-defined networking (SDN). This allows 
that buffering in the network is limited to the end points and contention-free sched-
uled circuit-like transmissions replace OPS.

Another important aspect of designing the DCN is the actual technology used to 
provide the desired functionalities. Different optical switching technologies are 
commercially available and have been proposed. Standard optical circuit switching 
is most commonly done using microelectromechanical switches (MEMS) [7, 8] or 
piezoelectric beam-steering switches [9]. The main advantages of these switches are 
the low loss, low cross talk, and high port count. However due to the physical effects 
behind the switching, the switching time is in the order of microsecond to millisec-
onds. Fast optical switches such as those relying on modulating gain or refractive 
index in photonic integrated devices [10–12] provide switching in the nanosecond 
range. However, they usually suffer from higher insertion loss and cross talk as the 
port count is scaled up. Wavelength selective switches (WSS) [13] allow for address-
ing individual wavelength channels in WDM networks. The switching time is in 
general on the order of microseconds, and high port count WSSs with up to 93 ports 
have already been demonstrated [14].
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Considering the advantages and disadvantages of each of the aforementioned 
technologies, we have proposed the Hi-Ring architecture for DCNs [15], as shown 
in Fig. 5.1. This architecture is composed of multidimensional switching nodes that 
allow for all-optical switching in three different dimensions (space, wavelength, and 
time). The network nodes (NNs) have a hierarchical layout of the switches, meaning 
that the switch with the coarsest granularity (i.e., allowing for switching of highly 
aggregated data streams) is positioned at the lowest level of the node, while switches 
providing fine granularity switching of smaller data streams are positioned higher in 
the hierarchy. The reasoning behind this decision is to allow that connections are 
either bypassed at a lower level whenever they are destined to other nodes or pro-
cessed at a higher level in case switching with finer granularity is required. By 
bypassing at the lowest level possible, extra processing is removed reducing the use 
of switch resources. As each node will have to process only a small amount of the 
incoming traffic and forward most of it, a ring topology for interconnection has 
initially been chosen.

Switching in the space dimension is performed using two types of switches, one 
operating at a multicore fiber (MCF) granularity and another one operating at a 
single fiber core granularity. At both levels, traffic can be added and dropped or can 
bypass the node, enabling communication with negligible delay. In addition, the 
fiber switch allows for reshuffling of fiber cores. The WDM switch is a wavelength 
selective switch that can be reconfigured dynamically. The TDM switch is a fast 
optical switch that is used for subwavelength switching. The WDM and TDM levels 
dictate the two different granularities of connections that can be established within 
the DCN, i.e., long-lived connections that require higher bandwidth are assigned a 
full wavelength, while bursty connections that require less total bandwidth are 
assigned a wavelength that is shared among several connections. By sharing a single 
wavelength, TDM switching allows for increased bandwidth utilization, but unlike 
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Fig. 5.1  The Hi-Ring architecture with multidimensional switching nodes (Reprinted with per-
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OPS it pushes the buffering toward the network edge, thus eliminating the need for 
optical buffering within the network. Circuit-like transmission scheduling and res-
ervation of the slotted medium are performed by a centralized SDN controller. The 
Top-of-Rack (TOR) switches generate traffic with different granularity (wavelength 
or time slot) toward the NNs, as shown in Fig. 5.1, or in a more long-term view, one 
could assume that the NNs are access points for the servers themselves, yielding a 
truly all-optical architecture.

The Hi-Ring architecture has several advantages. Scaling is supported by using 
several multiplexing dimensions, while still allowing for connections with relatively 
small granularity, hence maximizing the resource utilization. The hierarchical 
design allows for traffic aggregation which results in a relatively simplified physical 
topology. This means that a reasonable number of nodes and physical links can be 
retained even for a high number of servers. Inventory comparison results in [16] 
reveal that for the same number of TOR switches, the Hi-Ring architecture would 
result in 45.8% fewer links and 50% fewer nodes compared to a fat-tree topology. 
The reduced amount of resources directly implies simplified link management and 
maintenance. Furthermore, simulation results in [16] indicate 40–99% improve-
ment in connection request blocking and 3–17% improvement in resource utiliza-
tion compared to a fat-tree topology under different available capacity and varied 
inter/intracluster traffic ratio.

Considering that node bypass can be performed optically at each level, heavy 
processing of all incoming traffic at higher levels is circumvented. Moreover, 
assuming that an SDN control plane exists and facilitates the resource reservation 
process, connections will experience only the physical propagation delay through 
the switch, yielding low latency operation. Unlike Ethernet switching, the nodes are 
fully bit rate independent, i.e., can easily upgrade to a higher bit rate without any 
additional processing. The use of TDM allows that resources are utilized efficiently 
by sharing underutilized channels among several connections and hence leading to 
operational cost reductions. Additionally, by synchronizing the network elements, 
which can easily be done in a controlled environment such as DCNs, the need for 
buffering at the network nodes is also eliminated.

There are several approaches regarding the actual physical structure of the node 
and the level of integration. Modular node design with distinct components has the 
advantage of simplified upgrade/component repair and seamless and elastic migra-
tion toward new technologies. However, although individual switches at each level 
may provide greater flexibility, integration of all components on a single platform 
also has several crucial benefits. Not only does this approach hold the promise for 
developing future NoC with small footprint, but integration is very important when 
it comes to addressing relevant commercial issues such as fabrication and packag-
ing, cost, power consumption, cooling approach, etc. Furthermore, as in most DCN 
architectures based on optical switching technologies, optical amplification is a 
necessity, so integration can facilitate combining the switching devices with proper 
on-chip optical amplifiers.

In order to investigate the performance of the architecture, we have experimen-
tally implemented a small subset of the network consisting of three nodes. The 
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nodes are interconnected with a single seven-core MCF on each link, thus omitting 
the MCF switch at the nodes. Each node is composed of an optical fiber switch, a 
WSS used as a WDM switch, and a LiNbO3-based electro-optic switch as a TDM 
switch. As shown in Fig. 5.2a and b, wavelength connections (blue) and time-slotted 
connections (red) are established using 40 Gbit/s on-off keying (OOK)-modulated 
data on 100  GHz spaced channels. Two scenarios are investigated. In the “full 
bypass” scenario, traffic is generated and multiplexed at the first node, bypassed at 
the lowest level in the second node, and fully received at the third node. In the “add/
drop/bypass” scenario, traffic is generated at the first node, partially dropped, and 
received at the second node, where terminated connections are replaced with new 
connections, and finally all remaining traffic is received at the third node.

Node 1 Node 2 Node 3

Node 1 Node 2 Node 3

TDM
switch
WDM
switch
Fiber
switch

a)

b)
TDM
switch
WDM
switch
Fiber
switch -35 -30 -25 -20 -15

10
9
8
7
6

5

4

3
 WDM 1, B2B
 WDM 2, B2B
 WDM 1, NN1-NN3
 WDM 2, NN1-NN2
 WDM 2, NN2-NN3
 WDM 1, full bypass
 WDM 2, full bypass

-lo
g(

B
E

R
)

Power (dBm)

c)

-35 -30 -25 -20 -15
10
9
8
7

6

5

4

3 Burst 1, B2B
Burst 2, B2B
Burst 3, B2B
Burst 1, NN1-NN3
Burst 2, NN1-NN2
Burst 3, NN2-NN3
Burst 1, full bypass
Burst 2, full bypass-lo

g(
B

E
R

)

Power (dBm)

d)

Fig. 5.2  Experimental scenarios: (a) full bypass and (b) add/drop/bypass (Reprinted with permis-
sion from Ref. [15]. ©2016 IEEE). BER performance of the (c) WDM connections and (d) TDM 
connections for both scenarios (Replotted using data from Ref. [15]. ©2016 IEEE)
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Figure 5.2c and d illustrates the measured BER results for the WDM and TDM 
connections in both scenarios. It can be seen that error-free performance 
(BER < 10−9) is achieved for all connections. The results from both scenarios con-
firm that it is preferable to perform bypass at lower levels in intermediate nodes. 
Bypass at higher levels leads to slightly higher penalty due to signal degradation as 
a result of additional loss and limited suppression ratio of the switches. However, 
exploiting effective scheduling that considers the power budget and signal degrada-
tion can allow for minimizing or completely avoiding this penalty.

Additionally, we have fully loaded the system with 25 wavelength channels 
yielding a 1 Tbit/s/core capacity and total throughput of 7 Tbit per MCF. Figure 5.3a 
shows the spectra of all the received channels in all cores. In this case the system 
performance is evaluated only in the “full bypass” scenario. The measured receiver 
sensitivities (at BER = 10−9) of all channels in a single core and of a single channel 
in all cores are shown in Fig. 5.3b. The consistent behavior and error-free perfor-
mance confirm not only the feasibility of the system but also the ability to provide 
support for high capacity data networking applications such as data centers.

5.3  �Optical Subwavelength Switching and Synchronization

Optical subwavelength switching is an important element of the proposed architec-
ture, mainly because it allows for improved bandwidth utilization by accommodat-
ing bursty traffic using time-sharing of a single wavelength among different 
connections. Unlike OPS and optical burst switching (OBS), optical TDM switching 
is based on circuit transmissions over a time-slotted medium, where the medium 
access is arbitrated by an SDN controller. Transmissions are permitted during time 
slots arranged in a periodic frame structure, which allows that sufficient control 
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information is delivered to the switches on a frame basis. The slot allocation is made 
based on an existing schedule of slot assignments that can be dynamically modified. 
This allows for a trade-off between inflexible static allocation and complex dynamic 
assignment. Assuming that all nodes are time aware and considering that no optical 
buffering is used within the network, a centralized entity such as an SDN controller 
with global overview of the network can push control plane decisions to SDN agents 
deployed in the network nodes. As there is no need to transmit control information 
using packet headers, extra header processing is fully eliminated and better band-
width utilization can be achieved. Furthermore, the control is completely decoupled 
from the data plane, allowing for transparent networking where data is processed 
only at the end sides.

In order to avoid overlaps in transmissions and provide accurate switching, it is 
necessary to have a mechanism for precise synchronization among network ele-
ments. In general, any optical subwavelength switching technology that relies on 
using NxN fast optical switches, such as OPS, OBS, or optical circuit-based time 
slot switching, requires synchronization among the data arriving on different inputs 
of the switch. Additionally, in a ring network that employs NxN fast optical switches, 
such as the Hi-Ring network, there is a requirement that the ring propagation delay, 
D, is an integer multiple of the slot duration. As shown in Fig. 5.4, if the drop time 
at each node is dictated by the arrival of the burst from NN1, then the drop time at 
NN1 has to coincide with the initial add time. Any deviation from this condition will 
cause improper switching at NN1, and the ring cannot be closed.

There are different ways to provide synchronization in a network composed of 
fast optical switches that perform optical subwavelength switching. One way that has 
commonly been associated with OPS is to use synchronizers for each input that can 
dynamically compensate for delay offsets [17]. However, the cascaded switching in 
the synchronizers leads to high insertion loss and impaired performance due to cross 
talk. Other examples include global synchronization mechanism that uses either the 
global positioning system (GPS) [18] or a master clock reference [19] that is distrib-
uted in a network with pre-engineered fiber link lengths. Although theoretically 
this enables accurate operation, in practice it limits severely the network flexibility. 
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In [20], an algorithm is presented for synchronization of time slots in multi-ring net-
works by separating add and drop time at each node. This approach works well when 
using tunable wavelength converters in combination with arrayed waveguide grating 
(AWG). However, it cannot be applied if NxN optical switches are used to perform 
simultaneous add/drop of bursts.

Considering the Hi-Ring architecture, we have proposed a synchronization algo-
rithm [21, 22], which works by estimating the propagation delay along the ring and 
decides on a slot duration such that the propagation delay is an integer multiple of 
the slot size. The detailed algorithm behavior is illustrated in Fig. 5.5a, and an over-
view of the implemented synchronization plane is given in Fig. 5.5b. The main idea 
behind the algorithm is that one node in the ring, denoted as master node, is respon-
sible for running the algorithm and providing synchronization signals to the remain-
ing nodes. The master node sends out a signal, sync_out periodically, and estimates 
the propagation delay, D, along the ring based on the time after which the signal is 
received back. As DCNs are a closed and well controlled environment, this mea-
surement can be done reliably and accurately. Furthermore, by using a clock with 
high frequency, the elapsed time can be measured with high accuracy. If the signal 
is not received after a certain time, this can be used as an indication of a link/node 
failure which can be communicated to a network controller.

Once the propagation delay is estimated, the allowed slot solutions are found as 
the slot sizes within a predefined range such that D is an integer multiple of the slot 
size. In case there is no slot size satisfying this condition, approximate solutions can 
be accepted as valid, by allowing some flexibility in the duration of the guard inter-
val between time slots. When the search for slot sizes is concluded, a solution can 
be chosen for data plane operation. Furthermore, if the solutions are disclosed to an 
SDN controller, dynamic change within the solution space is also possible, allowing 
that a better slot size is chosen to match the current traffic profile. At last, once a slot 
size is chosen, the whole operation is reset and restarted. The synchronization within 
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Fig. 5.5  Diagram of the proposed synchronization algorithm (left) and an overview of the imple-
mented synchronization plane (right) (Reprinted with permission from Ref. [22]. ©2016 OSA)
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the network is provided by distributing a trigger. Each node runs a counter based on 
the received trigger, hence automatically compensating for the propagation delay.

In order to verify the algorithm behavior experimentally, we use a ring of three 
nodes interconnected with a set of two cores of a single 2 km-long seven-core mul-
ticore fiber. One core is used for transmitting the sync_out signal and a second core 
for transmitting the data and trigger. By varying the propagation delay along the 
ring, it can be verified that the algorithm can provide automatic synchronization for 
three different ring lengths. The time domain traces of the received signal after 
propagation for the three cases are shown in Fig. 5.6a. It can be seen that the peri-
odicity of the received signal corresponds to the propagation delay measured in the 
three cases. For this implementation, a slot size is randomly selected from the solu-
tion space with a fixed 25 ns gap and used for all transmissions within the data 
plane. To confirm that a correct slot size is chosen, we record the time domain traces 
of a transmitter that is using the chosen slot size for transmitting data as shown in 
Fig. 5.6b. For all cases the algorithm choses a correct solution, confirming proper 
implementation and operation of the scheme.

After verifying that the algorithm is correctly deciding on a slot size, the data 
plane performance is assessed. Figure 5.7 shows the time domain traces of the gen-
erated and switched bursts illustrating the envisioned connectivity among the three 
nodes. It is important to note that the propagation delay is continuously measured 
during the data plane operation. The data bursts are generated using an FPGA and 
carry 10 Gbit/s OOK-modulated data. An OpenDaylight SDN controller is used to 
control the switches at each node. Similar BER performance is achieved for all 
bursts dropped at each node and received using a standard optically preamplified 
receiver as shown in Fig. 5.7. These results verify that correct dynamic network 
operation can easily be achieved in practical conditions.
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5.4  �On-Chip Integration Using Silicon Photonics

On-chip integration is an important aspect of developing data center technologies. 
Integration holds the promise to provide low-cost, low footprint, and energy-
efficient subsystems fully integrated on a single platform like silicon on insulator 
(SOI). Integration is important from two standpoints. One aspect is the integration 
of the actual devices and the driving electronics required to configure them. Another 
aspect is the ability to integrate as many devices as possible with different function-
alities on a single chip, ultimately leading to NoC implementations. Previous dem-
onstrations of monolithically integrated switches [8, 10] confirm that silicon 
photonics is a suitable platform for fabricating devices with the potential for com-
mercial development. Regarding the latter and as previously discussed, the integra-
tion of a subset of elements from a single node in the Hi-Ring network is a very 
important step toward building compact and fully functional NoC. Although possi-
ble, full node integration is also challenging, and thus we have initially focused on 
partial integration of only few components, allowing for a compromise between the 
modular node design and the integrated approach. In [23–25] we presented a novel 
PIC composed of MCF coupling devices and a fiber switch; we performed basic 
characterization and demonstrated error-free system performance. This device 
allows for integrating node components that operate within the space dimension of 
the hierarchical structure. Space division multiplexing has attracted increasing 
interest due to its ability to provide significant increase of the available capacity 
over a single fiber. However, deployment of SDM technologies such as MCFs 
depends on the availability of devices such as fan-in/fan-out devices, MCF ampli-
fiers, add/drop modules, switches, etc. Considering that each node of the Hi-Ring 
architecture deploys SDM components such as the MCF switch and coupling 
devices to access the fiber switch, integration of any of these entities is extremely 
valuable. The fabricated PIC as shown in Fig. 5.8 is composed of two grating cou-
plers for spatial multiplexing/demultiplexing of data carried in the different cores of 
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a seven-core MCF. The grating coupler array fan-in/fan-out [26] consists of seven 
grating couplers aligned to the arrangement of the cores of the MCF. In addition, Al 
mirrors are introduced below the grating couplers by bonding in order to achieve 
low coupling loss [27]. After demultiplexing, each core is connected to the input of 
the 7 × 7 fiber switch that is able to switch the different cores of the MCF. The 
switch is built as a five-stage switching matrix composed of 57 Mach-Zehnder inter-
ferometer (MZI) elements, each incorporating a heater allowing for thermally con-
trolled switching. After switching, the seven spatial channels are multiplexed and 
launched to the output MCF. In this scheme, any core at the input can be switched 
to any core of the output MCF. For example, a bar (solid line) and cross (dash line) 
switching configuration can be set by configuring the relevant MZIs as shown in 
Fig. 5.8. In addition, in [28] we have shown that this switch can be used not only for 
unicast switching but also to provide support for multicast and optical grooming 
which can be useful for scheduled or backup tasks in DCNs.

The 12 mm × 5 mm silicon PIC as shown in Fig. 5.9a is fabricated on an SOI 
platform with top silicon thickness of 250 nm. The device performance is character-
ized for two switching configurations, namely, bar and cross as shown in Fig. 5.8. 
Figure 5.9b and c illustrates the measured transmission and cross talk for both con-
figurations. It can be seen that the insertion loss and cross talk for C-band are less 
than 8 dB and −30 dB, respectively. The power consumption per heater is approxi-
mately 13 mW, and the average measured switching time is around 30 μs.

In order to investigate the performance of the PIC, we generated 1 Tbit/s/core 
using 25 channels carrying 40 Gb/s OOK-modulated data on a 100 GHz grid in the 
C-band. The data is launched into a 2 km MCF, and after propagation the MCF is 
coupled directly to the silicon PIC. The switch is configured in bar and cross con-
figuration, and the measured receiver sensitivities of all channels in one core and a 
single channel in all cores are shown in Fig. 5.10. It can be seen that all channels 
experience error-free performance thus confirming that integration of this kind is a 
feasible solution.
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5.5  �Perspectives and Research Directions

In this chapter the Hi-Ring data center architecture has been presented. The archi-
tecture is based on the concept of multidimensional switching, where nodes com-
posed of all-optical switches provide switching with different granularity. The fact 
that photonic technologies are used to perform these functions offers a lot of bene-
fits such as support for scaling, bit rate-independent switching, and energy-efficient 
operation. Furthermore, by exploiting photonic integration and utilizing platforms 
such as silicon photonics, the proposed architecture could ultimately be realized as 
a low-footprint and low-cost NoC.

Although promising, a lot of aspects of this architecture and similar optical 
architectures proposed still face a lot of challenges. Optical devices have to undergo 
an additional development phase where properties like insertion loss and cross talk 
are minimized. Existing implementations would most likely require that optical 
amplification is used in order to compensate for the loss experienced when going 
through several optical switches.

Replacing electrical packet switching with an optical subwavelength technology 
is not a straightforward solution, as optics cannot provide the same functionalities 
as electronics. However, combining optical TDM switching with an SDN controller 
that will be responsible for the medium access is a promising way to enable sub-
wavelength connectivity using optical technologies. Additionally, precise operation 
cannot be achieved without deploying a synchronization mechanism that will be 
responsible for synchronizing all network elements. As discussed and demonstrated 
in the previous sections, realization of both of these aspects is not only feasible but 
also a promising way to introduce optics in the data center as an alternative to elec-
trical packet switching.

Finally, in order to take advantage of the benefits that optical technologies have 
to offer, it is crucial to consider photonic integration. Photonic integration is a prom-
ising solution to incorporate both the actual switches and any additional devices 
required such as optical amplifiers, space division (de)multiplexers, etc. and reduce 
coupling losses between individual components. Among different platforms, silicon 
photonics seems most promising, mainly because of the mature CMOS infrastruc-
ture and the ability to integrate photonic components with driving electronics. This 
yields low production cost and paves the way toward commercialization of optical 
technologies for data center application and deployment.
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Chapter 6
Low-Latency Interconnect Optical Network 
Switch (LIONS)

Roberto Proietti, Yawei Yin, Zheng Cao, C.J. Nitta, V. Akella, 
and S.J. Ben Yoo

6.1  �Introduction

Optical interconnects can bring transformative changes to cloud computing system 
architectures. Compared to electrical interconnects, optical interconnects can pro-
vide (1) higher transmission bandwidth with lower energy and independently of 
distance, (2) low interference and crosstalk, (3) inherent parallelism, and (4) low 
parasitic. In addition, optical domain offers wavelength (frequency)-routing capa-
bility not available in electronics. Thus, optically interconnected computing sys-
tems could achieve (1) higher scalability, (2) high-density parallel links and buses 
overcoming input/output pin density limits, and (3) low latency avoiding the need 
for including repeaters or switches with store-and-forward architectures. Further, 
optical devices with wavelength routing capability can achieve all-to-all intercon-
nection between computing nodes without contention.

An arrayed waveguide grating router (AWGR)  [1, 2] is an example of devices 
with such wavelength routing capability. As Fig.  6.1 illustrates, the well-known 
wavelength routing property of an AWGR allows any input port to communicate 
with any output port simultaneously using different wavelengths without conten-
tion. Thus, an N × N AWGR intrinsically provides all-to-all communication among 
N compute nodes in a flat topology using N wavelengths. This realization will be 
called passive AWGR switch or passive low-latency interconnect optical network 
switch (LIONS)  since no optical reconfiguration is necessary. This is true under the 
assumption that each node connected to the AWGR has N TRXs and an embedded 
switch forwarding the packets to the proper TRX based on the destination.

If the number of RXs (kr) per node is < N, then contending conditions exist. Ref. 
[3] demonstrated buffered architecture, while [4] presented bufferless all-optical 
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distributed control plane with performance far greater than typical electronic 
switches. In this case, it is required to tune the signal wavelength corresponding to 
the desired destination node according to the AWGR wavelength routing table. This 
case will be called an active AWGR switch or active LIONS. Ref. [3] investigated 
cases where the number of TXs (kt) = 1 (single tunable transmitter) and kr < N for a 
large-scale rack-to-rack interconnect network. The active AWGR should deal with 
contention resolution, even though the contention probability is minimized by the 
use of kr RXs per output port and by the unique wavelength routing and multiplex-
ing properties in AWGR.  Ref. [3, 4] show the performance of different LIONS 
architectures interconnecting a number of nodes ≥ 64 with kr = 4. Even with a lim-
ited amount of RXs, the switch can sustain a throughput above 80% in case of uni-
form random traffic.

This chapter summarizes all the active and passive LIONS experimental demon-
strations and testbeds carried out at UC Davis Next Generation Networking Systems 
(NGNS) laboratories. The first part focuses on active LIONS demonstrations with 
loopback buffer (LB-LIONS) and all-optical TOKEN and NACK techniques 
(TOKEN-LIONS and TONAK-LIONS). The second part of this chapter summa-
rizes instead the experimental work related to passive LIONS architectures for hier-
archical all-to-all interconnection.

6.2  �Active LIONS Demonstrations

Figure 6.2a shows the loopback buffer low-latency interconnect optical network 
switch (LB-LIONS) consisting of an AWGR with N + R ports, N tunable wave-
length converters (TWCs) , an FPGA-based electrical control plane and electrical 
loopback buffers, label extractors (LE), and fiber delay lines (FDLs). The LION 
switch uses a forward-and-store strategy for packets, as opposed to the store-and-
forward strategy employed in an electrical switch. Only the contending packets that 
fail to get grants are stored in the LB (see [5] for details on the different buffer 
architectures). Note that, the use of kr RXs per node, together with the unique wave-
length routing property in AWGR, and wavelength division multiplexing (WDM), 
naturally implements output queuing (OQ). OQ is very challenging in electronics, 

Fig. 6.1  (a) All-to-all interconnection with N*(N-1) point-to-point links (N = 6). (b) Wavelength 
routing in a six-port AWGR. (c) All-to-all interconnection with only N links and N wavelengths
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especially at high bit rates. However, because the LB still requires to work at line-
rate speed (10Gb/s or higher), and it also needs a large amount of O/E/O conversion, 
in [6] we proposed the all-optical negative acknowledgment (AO-NACK) tech-
nique. This technique allows to replace the whole LB with a simple optical circula-
tor (C) acting as reflector. This solution greatly simplifies and improves the line-rate 
scalability and cost of the LION switch. Exploiting the duplex nature of the AWGR, 
the “dropped” packets are simultaneously directed to the circulator port and reflected 
to the TX nodes, where a simple edge detector (ND – NACK detector) senses that a 
packet has been sent back (NACK) (see Fig. 6.2b). The node receiving the NACK 
retransmits the packet based on certain retransmission policies. Ref. [7] shows that 
the LIONS-NACK performs as well as LIONS-LB.

To further simplify the LIONS, we also designed the all-optical token 
(AO-TOKEN) LIONS (see Fig.  6.2c), which exploits the saturation effect in a 
reflective semiconductor optical amplifier (RSOA) [4]. AO-TOKEN removes the 
centralized control plane (now optical and distributed) and the TWCs. The basic 
idea is the use of one or more RSOAs as the mutual exclusion (mutex) type of arbi-
ter at each output port of the AWGR (up to kr RSOAs per output port). The TOKEN 

Fig. 6.2  (a) Loopback buffer LIONS. (b) All-optical NACK-LIONS. (c) All-optical TOKEN-
LIONS. LE label extractor, FDL fiber delay line, C optical circulator, TWC tunable wavelength 
converter, ND NACK detector, TD TOKEN detector, RSOA reflective semiconductor optical 
amplifier
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signaling and data can share the same physical layer by using polarization diversity, 
as demonstrated in [8] (there is a polarization beam splitter – PBS – at each AWGR 
output to separate the TOKEN and data signals). The transmission of a packet hap-
pens only after a node applies for and receives a grant from the specific output port 
arbiters. The major advantage of the TOKEN technique is that it distributes the 
contention resolution in the control plane without the requirement of a global coor-
dination scheme. However, the delay caused by the wait for the token response can 
negatively affect the switch performance, as studied in [7]. Overall, the host-switch 
distance and the packet size play a significant role. It is possible to overcome the 
above limitation by combining TOKEN and NACK techniques in the same architec-
ture, named TONAK-LIONS [4]. Table 6.1 summarized pros and cons of these dif-
ferent implementations of active LIONS.

6.3  �LIONS-LB Testbed Demonstration

Figure 6.3 (Top) shows a testbed for a 4x4 LIONS using a 32 × 32 50 GHz-spacing 
AWGR. The testbed also includes wavelength converters (WCs) based on cross-
phase modulation (XPM)  in a semiconductor optical amplifier Mach-Zehnder 
interferometer (SOA-MZI). Each WC accepts one continuous wave (CW) input sig-
nal from a tunable laser diode (TLD) board. The TLD guarantee nanosecond switch-
ing time over the entire C band with a wavelength accuracy of 0.02 nm. By reading 
the 5-bit parallel control signals coming from the FPGA-based control plane, each 
TLD board tunes its wavelength according to a routing table stored on a complex 
programmable logic device (CPLD)  chip mounted on the board itself. An optical 
path is established between each AWGR input and output on a packet basis, accord-
ing to the destination address carried by each packet label.

The control plane and loopback buffers are implemented using a Xilinx Virtex 5 
FPGA ML523 characterization platform, which is capable of instantiating eight 
high-speed RocketIO GTP tile transceivers connected to 16 pairs of differential 
SMA connectors. Four pairs of the transceivers are used as the four control plane 
channels, each of which receives the labels from its label extractor (i.e., the 90/10 
splitter). The labels are encapsulated in the packet headers in the time domain for 
simplicity. Note that the labels can be wavelength multiplexed together with the 
payload to separate control and data planes. The control plane reads the label and 

Table 6.1  Comparison among the different LIONS architectures

LB-LIONS NACK-LIONS TOKEN-LIONS
TONAK-
LIONS

Pros High throughput and 
low latency

High throughput 
and low latency

Distributed CP; no 
TWCs

Same as NACK 
and TOKEN

Cons Power hungry LB 
and TWCs; 
centralized CP

Power hungry 
TWCs; centralized 
CP

Performance affected 
by distance and packet 
size

More complex 
than TOKEN
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generates the 5-bit control signals to TLD boards after arbitration. The contended 
packets that fail to win arbitrations are directed to the inputs of the loopback 
buffer.

The I/O ports of the loopback buffer are implemented using another four pairs of 
RocketIO transceivers. Since the WCs will turn the optical power on and off while 
switching, burst-mode receivers (BM-Rxs) are used in the testbed beside the 
RocketIO interfaces of end-hosts and loopback buffers.

Fig. 6.3  (Top) 4 × 4 LIONS testbed with shared loopback buffer. (Bottom) Comparison of simula-
tion results with experimental results (left); projection of simulation results to high-port count with 
large packet size and k = 1, 2 (right)
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Four MicroBlaze soft processor cores [9] were instantiated on two Virtex 5 
FPGA boards (same model used for the control plane) with MPI interfaces capable 
of doing remote direct memory access (RDMA)  operations. The data are firstly 
written to the BRAM block on FPGA and then moved into the RocketIO transmitter 
output queue using direct memory access (DMA) operation. Then the packets are 
encapsulated and serialized by RocketIO at the 1.25 Gbps output line rate. On the 
Rx side, the received data packets are directly moved from the input queue to the 
DDR2 SDRAM memory on board using DMA operation.

The end-to-end latency is one of the important performance metrics to the switch. 
A synthetic traffic model is used in the testbed. The data streams at each host are 
encapsulated into fixed size packets with uniform random destination address. Each 
packet is with 5-byte header (2-byte preamble, 1-byte destination address, 1-byte 
source address, and 1-byte packet length). Different offered load values can be 
achieved by changing the guard time between packets. Note that a minimum guard 
time of 17 bytes should be guaranteed due to the hardware constraints (i.e., worst 
case TLD tuning time, burst-mode receiver settling time and comma alignment 
delay in SERDES, etc.). Since the traffic is uniformly randomly distributed, the end-
to-end latency statistics can be collected at any of the output ports. In the experi-
ment, only host 2 was used to collect data.

Figure 6.3 (Bottom, left) shows the comparison of statistic results from both 
simulations (black lines) and experiments (red lines). The square and circle dots 
show the 4x4 experimental and simulation data with k = 1 and packet size of 256 
bytes plus 5 bytes for the header. The diamond and triangle dots show the same 
results with packet size of 64 bytes plus 5 bytes for the header. Here k means the 
number of parallel wavelengths can be received by the same host simultaneously 
from one output port of the switch [10]. As shown, the comparison of the results 
shows a close match between the experimental data and the simulation data, which 
verifies the correctness and accuracy of the simulator we developed. The other 
curves in Fig. 6.3 (bottom, right) show the projection of the results to high-port 
count and to k = 2 case. The increase of the LIONS radix does not significantly 
affect the end-to-end latency, while k = 2 can dramatically reduce it since it reduces 
the contention probability at each output port.

The line rate of the testbed is simply limited by the commercially available the 
BM-CDR modules running only at 1.25 Gbps. Despite the low line rate of the demo, 
the match between the simulation and experiment is still very meaningful to assess 
the correctness of our simulation framework. In fact, considering that the simulation 
at 10 Gbps or higher line rate will only change the packet transmission time (the line 
rate of label is independent to the line rate of the payload when using wavelength 
multiplexed labels), the arbitration process stays the same no matter what line rate 
is used in the simulation.
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6.4  �All-Optical TOKEN/TONAK Demonstrator

It is evident from the experimentation reported above that it would be desirable to 
reduce the complexity of the LIONS active switch by removing the loopback buffer 
as well as the centralized controller and the many tunable wavelength converters. It 
is indeed possible to achieve this with an all-optical solution that (1) does not have 
the complexity nor the power consumption of the loopback buffer solution and (2) 
is distributed and yet, at the same time, exhibits low latency and high scalability. To 
this aim, we introduced the use of a reflective semiconductor optical amplifier 
(RSOA)  [11], a widely used optical active component, as a distributed mutual 
exclusion element (mutex). We also proposed a simple protocol to detect contention 
and retransmit packets without incurring a significant latency overhead. Most 
importantly, we demonstrated that the proposed solution is simple to implement and 
makes the control plane of an AWGR-based optical switch fully distributed and 
hence arbitrarily scalable.

The gain saturation effect in a RSOA can be used to realize mutual exclusion 
behavior. Let us assume that N different nodes can make simultaneous requests R1, 
R2…Rn (using different wavelengths λ1, λ2, … λn) to the RSOA associated with a 
given AWGR output port. The first request, say Ri, saturates the RSOA, which 
results in Ptot power reflected back to the sender node I. The RSOA stays saturated 
as long as the request on λi is held. A detector that is set to trigger at Ptot produces 
the grant signal. If another request Rj (on λj) from node J arrives while Ri is still 
active, the power reflected at λj will be ≈ Ptot/2 (because of the saturation effect in 
the RSOA), which is not enough to set the trigger condition; hence the second 
request will be excluded.

The experimental demonstration of the RSOA-based contention resolution is 
shown in Fig. 6.4. Two polarization-diverse TXs (PD-TX) are connected to input 
ports 1 and 4 of a 200GHz-spaced 8x8 AWGR (8  dB uniform insertion loss). 
Polarization controllers (PCs) at the AWGR inputs align the signal polarization with 
the PBSs at the AWGR outputs. Alternatively, all polarization maintaining (PM) 
components could be used. Each PD-TX includes a PBS and polarization beam 
combiner (PBC) to multiplex in the polarization domain the data and control plane 
request paths. The mutex arm of the PD-TX includes a Mach-Zehnder (MZ) modu-
lator. Two MZs are used in the data arm as data modulator and gate. The gate is 
controlled by an FPGA and remains open unless the request is not granted. The 
FPGA also generates the control plane requests, while the 10 Gb/s 406.9 ns-long 
packets are generated with a pattern generator, with each packet containing a por-
tion of 231–1 pseudorandom bit sequence (PRBS). A PBS is placed at AWGR output 
3. The PBS extracts the requests, which enter an RSOA implemented here with an 
optical circulator and a SOA.  The PC at the SOA output maximizes the optical 
power going back through the PBS and reaching the token detectors (TDs), also 
called grant detectors (GDs). The second PBS output connects to an O/E converter 
for BER measurements on the data path.
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Figure 6.5b shows the measured traces for the packets at AWGR input 1, mutex 
requests at AWGR inputs 1 and 4, GD1’s and GD2’s O/Es and comparators outputs, 
and gate 1 output. Numbered dots refer to the points at which, in the experiment 
setup of Fig. 6.4, each trace was measured. Note that there is a delay between the 
leading edges of the mutex requests and the relative GD outputs. This delay is sim-
ply due to the propagation delay caused by the fiber pigtails of the bulky components 

Fig. 6.4  Experimental testbed: PC polarization controller, PBS polarization beam splitter, PBC 
polarization beam combiner, MZ Mach-Zehnder modulator

Fig. 6.5  (a) BER measurements; (b) measured traces
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used in the experiment. There is also a small delay between GD1’s O/E converter 
leading edge (related to mutex request B) and the gate input (TX1) signal. This 
small delay is ≤ two FPGA clock cycles (≤ 12.8 ns in this experiment since the 
FPGA was running at 156 MHz).

Figure 6.5a shows BER measurements for the data packets at AWGR output 3, 
with one of every two packets coming from Node1 blocked by the RSOA-based 
all-optical mutex. The power penalty, compared to the back-to-back (BtB) curve 
(black squares), is negligible. These results demonstrate that the mutex technique 
works properly, granting the transmission of A packets only upon successful request, 
while transmission of B packets is always denied. These results also demonstrate 
that the coherent crosstalk penalty caused by the mutex requests on the related pack-
ets under transmission is not a serious problem for the proposed implementation. In 
fact, the polarization extinction ratio of the PBS (≈30 dB) and the power values 
used in the experiment (−13 dBm and −6 dBm are the power values at the PBS3 
outputs for data and control plane requests, respectively) guarantee a signal to 
coherent crosstalk ratio ≈25 dB [12].

As explained above, the RSOA-based mutex exploits the saturation effect in 
SOAs. Therefore, the technique is subject to the wavelength dependence of the 
RSOA gain, which can pose a higher and lower bound to the wavelength operating 
range of the technique, under the assumption that the Vth in the GD is kept constant, 
as in this experiment. In practice, the technique can work over a wider wavelength 
range, which can be considered approximately equal to the 1 dB bandwidth of the 
SOA used in this experiment, i.e., ≈ 40 nm. More experimental details and analysis 
about the wavelength operating range, the crosstalk impairments in this system, and 
the minimum interval between two successive requests that guarantees the earliest 
request can be found in [13].

As mentioned above, in TOKEN-LIONS, the host-switch distance and the packet 
size affect significantly the switch performance (see [7] for more details). 
Fortunately, it is possible to overcome the above limitation by combining the 
TOKEN solution with the all-optical NACK technique demonstrated in [6]. We 
named this new architecture as TONAK-LIONS [4].

Figure 6.6 illustrates the testbed used for the proof-of-concept experimental 
demonstration of TONAK architecture. A Virtex5 FPGA evaluation board generates 
token requests and related packets. The packets are generated through a rocket IO 
GTX interface, which limits the line rate used in this experiment to 6 Gb/s. Standard 
user IOs pins are used to control and tune two fast tunable lasers (TLs) [13, 27], i.e., 
TLD 1 and TLD 2. The FPGA tunes TLD 1 (TLD 2) sending two control signals 
named txa_tld_bit (txb_tld_bit) and txa_tld_en (txb_tld_en). TLD 1 is the laser for 
transmitter A (TX-A), which connects to the TONAK switch input port 1 through a 
TONAK linecard. TX-A generates a sequence of token requests and related packets, 
as explained in detail later. TLD 1 connects to a 3 dB power splitter. One splitter 
output connects to a Mach-Zehnder (MZ) modulator for data packet modulation (a 
10 GHz electrical amplifier drives the modulator with the data generated by rocket 
IO interface). The modulator connects to the data input of the TONAK linecard 
through an optical circulator, which extracts the counterpropagating AO-NACK 
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messages. The AO-NACK messages are then detected by a NACK detector (ND) 
connected to one FPGA IO pin. The ND in this experiment is implemented with a 
simple 1.25GHz O/E converter (with limiting amplifier) and a 400 MHz low-pass 
filter. The second splitter output connects directly to the TOKEN input of the 
TONAK linecard. The TONAK linecard has two inputs and two outputs. The DATA 
output (black) connects to the DATA plane AWGR, while the TOKEN output (gray) 
connects to the TOKEN plane AWGR. The DATA path (black) contains an optical 
circulator followed by a 1:2 MZ switch. Its default position is in bar state (output 
connected to optical circulator). If the TOKEN response coming from the distrib-
uted control plane is positive (TOKEN detector output is “1”), a V5 FPGA changes 
the MZ switch to cross state (output connected to AWGR DATA plane) to let the 
incoming packet going to the AWGR DATA plane input and reach the desired out-
put. In case the response to a TOKEN request is negative (TOKEN detector output 
is “0”), the incoming packet is reflected to the TX, where the ND detects it.

The TONAK linecard TOKEN path (gray) contains a 90/10 splitter, a 1:2 MZ 
switch, and a circulator. Default state for the MZ switch is bar (idle output). The 
power splitter taps 10% of the optical power of an incoming token request to feed a 
token detector (ED). Since a TOKEN request is initiated with a change of TL wave-
length from λDEFAULT to λSIGNAL (see Table 6.2), the TD is composed of a passband 
filter centered at λDEFAULT and an O/E converter. When the TD senses an incoming 
TOKEN request, the V5 FPGA, triggered on the falling edge of the TD output, 
changes the 1:2 MZ switch to cross state to let the request reaching the TOKEN 

Fig. 6.6  Experimental setup of the TONAK-LION switch testbed. V5 FPGA Virtex 5 Field 
Programmable Gate Array, ND NACK detector, LPF low-pass filter, Mod modulator, C optical 
circulator, ED edge detector, TD token detector, AWGR arrayed waveguide grating router, SOA 
semiconductor optical amplifier, α variable optical attenuator, BERT bit error rate tester
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plane AWGR input and then the SOA at the desired AWGR output. If the token 
response is positive, the 1:2 MZ switch stays in cross state for the entire packet 
duration. In case of a negative token response (desired TONAK switch output is not 
available), the FPGA change the MZ switch state back to bar state.

Two 50 GHz-spacing 32 × 32 AWGR with uniform insertion loss of 8 dB and 
cyclic frequency characteristic (ULCF AWGR [28]) represent the core of the 
TONAK switch architecture. One AWGR (black) acts as the data plane switch fab-
ric, while the other AWGR (gray) implements, together with a SOA, the distributed 
all-optical TOKEN-based control plane described above. Because an RSOA was 
not available, we emulated the RSOA function with a SOA and an optical 
circulator.

In this proof-of-concept demonstration, TX-A generates endlessly two packets, 
A and B (Fig. 6.7), directed to the TONAK switch output 4. TLD 2, connected to 
input 2 of the TOKEN plane AWGR, generates only a periodic contending token 
request that causes contention for packet B. Because of this contention event, packet 
B is reflected to TX-A and retransmitted at a later time, as shown in Fig. 6.7. The 
SOA is placed at output 4 of the TOKEN plane AWGR.

Table 6.2  Wavelength values 
used in the experiment

λDEFAULT 
(tx_tld_bit) λSIGNAL (tx_tld_bit)

TLD 
1

1547.85 nm (0) 1550.1 nm (1)

TLD 
2

1547.35 nm (1) 1547.6 nm (0)

Fig. 6.7  ChipScope experimental timing diagram demonstrating the TONAK technique in the 
case of no contention
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Table 6.2 shows the wavelength values used in the experiment and related values 
for the control bit signals (txa_tld_bit and txb_tld_bit). The wavelength values 
named as λSIGNAL are determined by the AWGR routing table. In particular, 1550.1 nm 
and 1547.6 nm are the wavelength values to reach AWGR output 4 from AWGR 
inputs 1 and 2, respectively. The values named as λDEFAULT do not belong to the 
AWGR grid so that the optical power from TLD 1 and TLD 2 is blocked when no 
packets have to be transmitted. This is important in an actual implementation to 
avoid crosstalk at the switch outputs.

Figures 6.7 and 6.8 illustrate two timing diagrams showing traces acquired with 
Xilinx ISE ChipScope tool, which allows capturing the electrical signals at the dif-
ferent FPGA IOs during the experiment. Figure 6.7 timing diagram is for a case in 
which no contending token requests are generated by TLD 2. Figure 6.8 timing 
diagram shows the case when the control plane detects contention for packets B, 
which are then retransmitted. Note that the numbers at the top of each timing dia-
gram represent the time evolution in clock cycle (2.67 ns/clk in this experiment). 
Clock cycle “0” corresponds to the trigger event given by the enable pulse for TLD 
1, which determines the beginning of a TOKEN request for packet A.

So, when the FPGA generates a pulse enable signal on txa_tld_en IO pin and sets 
the txa_tld_bit pin output to “1,” TLD 1 tunes its wavelength from λDEFAULT to λSIGNAL. 
After a certain amount of clock cycles, the TOKEN request A reaches the ED that 
triggers the FPGA (edge_detector signal on Chip_scope goes “low”) in TONAK 
linecard, which then sets the MZ TOKEN switch in cross state (ChipScope token_

Fig. 6.8  ChipScope experimental timing diagram demonstrating the TONAK retransmission 
technique in case of contention
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switch signal goes “high”). In this way, the TOKEN request can reach the SOA at 
output 4 of the TOKEN plane AWGR.

After 80 clock cycles (equivalent to the round-trip time for the TOKEN request 
to reach the SOA, being reflected and reach the TOKEN detector), the TOKEN 
detector senses the reflected TOKEN request. Since the SOA was not saturated 
(which means that the target TONAK switch output is available), the optical power 
is enough to trigger the TOKEN detector (Chip_scope token_detector signal is 
“high”). Then, FPGA sets the MZ DATA switch to cross state (data_switch signal 
on Chip_scope goes “high”), allowing the incoming packet A to enter the AWGR 
data plane and being routed to the desired output port 10. Note that packet A trans-
mission (txa_data on Chip_scope) starts with a certain delay compared to the related 
TOKEN request. This delay is to account for the latency in the TL board and the ED 
to TD round-trip time.

When transmission of packet A has been completed, FPGA sets txa_tld_bit at 
“0” and generates an enable pulse on txa_tld_en to return TLD 1 to λDEFAULT. 
Transmission of packet B follows the same process described above. The only dif-
ference is the length of packet B, which is two-thirds of packet A length. Both pack-
ets A and B contain a different portion of a PRBS 215–1.

Figure 6.8 shows the case with contention. The contention happens for packet B. 
Note that, a few clock cycles before the generation of TOKEN request for packet B, 
txb_tld_bit, is set at “0,” and an enable pulse is generated on txb_tld_en. This means 
that TL-B tunes from its default position to 1547.6 nm, the wavelength values to 
reach and saturate the SOA. This time, the TOKEN request for packet B finds the 
SOA already saturated and reaches the TD with an optical power value too low to 
trigger the TD. The FPGA, not seeing the token_detector signal going “high” when 
expected, understands that the TOKEN request for packet B is not successful 
(desired AWGR output is not available). Then, the MZ data switch is left in default 
position (bar state), and the incoming packet B gets reflected to TX-A, where it gets 
detected by the NACK detector (see nack_in Chipscope signal going “high”). As 
response to the detection of an AO-NACK message, TX-A stops immediately trans-
mission of packet B (which was still under transmission, brings TL-A back to its 
default wavelength, and schedules retransmission of packet B at a later time (around 
clock cycle number 886)). This time, retransmission of packet B is successful.

Figure 6.9 shows BER measurements at AWGR output 4 for the contention-less 
(squares) and contention (triangles) scenarios described above. In both cases the 
BER reaches error-free condition. Note that there is some penalty associated with 
the switched packets in case of contention and retransmission of packets B. This 
penalty is caused by the limited extinction ratio (< 20 dB) of the 1:2 MZ switch used 
in the experiment. Note that devices with higher extinction ratio (> 30 dB) are avail-
able (http://www.eospace.com/switches.htm). The finite ER of the 1:2 switches can 
cause out-of-band crosstalk. It is then important to maximize the ER at the 1:2 MZ 
switch output. In fact, the worst case for this type of out-of-band crosstalk is when 
N-1 inputs are trying to send data to the same output simultaneously.

Assuming k RSOAs per output port, there would be k requests granted and N-1-k 
requests rejected, causing up to N-1-k sources of out-of-band crosstalk. Since each 
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node has one 1:k demux and k receivers, each receiver would only see (N-1-k)/k 
crosstalk terms. For N = 128 and k = 4, this would be equivalent to 30 crosstalk 
terms (a factor of 14.7 dB). So, in the worst case, the signal to crosstalk ratio would 
be 30–14.7 = 15.3 dB. This value, according to Ref. [14], gives negligible power 
penalty.

6.5  �Passive LIONS Demonstrations

In the sections above, we discussed the experiment testbeds and demonstrations for 
different AWGR-based active LIONS architectures. Being these switches, as any 
other optical switch architecture, bufferless, they cannot be cascaded. Therefore, 
they can be used mainly as core switches in folded CLOS type of architectures (i.e., 
fat tree) or in directly connected architectures like torus, flattened butterfly, or Hyper 
X where these optical switches can interconnect directly computing nodes or top-
of-rack (ToR) switches.

As part of the research efforts carried out at UC Davis NGNS laboratories, this 
section reports experimental demonstration of passive LIONS hierarchical all-to-all 
architectures. The AWGR is still the core wavelength routing component, but the 
switching of the packets happens at the edges and in the electrical domain. This 
approach can still support packet switching and circuit switching but represents 
more of a custom solution for data center or HPC architectures that requires high-
bandwidth all-to-all interconnection at the rack or cluster level (see [15] for more 
details). This architectures could be very suitable also for on-board or on-chip 
interconnects as discussed in [16, 17], but we will not address this aspect in this 
chapter.
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6.6  �Hierarchical All-to-All Eight-Node Demo

As part of the emerging technologies demo session at the 2014 Super Computing 
Conference, we build the demo shown in Fig. 6.10. This is a hardware testbed for a 
hierarchical all-to-all cluster composed of two racks and a total of eight computing 
nodes. Each node is implemented with one Xilinx VC709 FPGA board equipped 
with a Virtex 7 chip. Each FPGA implements traffic generation function and embed-
ded switch functions with four 10Gbps WDM SFP+ transceivers (TRXs): three for 
all-to-all intra-rack communication and one for inter-rack communication (within 
the same cluster). The wavelengths used for the experiment are in the range 
1546.04–1561.04 nm, with a 0.4 nm (50 GHz) frequency grid. The network traffic 
generated by the FPGAs is converted in the optical domain, wavelength-routed by 
two 32-port AWGRs (one per rack), and received by the destination servers (FPGAs). 
The AWGRs’ insertion loss is 8 dB. The TRXs’ output power is ~3 dBm and the RX 
sensitivity is −24 dBm at BER = 10−12.

Figure 6.11 shows the architecture of the emulated embedded switch and traffic 
generator inside the FPGA VIRTEX 7 chip. The core switching fabric is an 11 × 5 
crossbar (including the virtual channels). A matrix arbiter implements one-cycle fair 
arbitration in the 11 × 5 crossbar. The inter-rack port (the green port in Fig. 6.11) has 
one virtual channel (VC) for the packets directed to the server and three virtual 
channels for redirecting in the incoming packets to the other three nodes in the same 
rack. The traffic generator has also four VCs: one for each of the intra-rack ports and 
inter-rack port.

Under uniform random traffic, the normalized system-wide network throughput 
of the cluster testbed is higher than 97% with latency below 364 ns, only limited by 
the FPGA speed (see Fig. 6.12). To compare the testbed results with simulations, we 
used the parameters measured from the testbed (see Table 6.3) in the simulator. The 
results shown in Fig. 6.12 evidence a very similar behavior between experiment and 

Fig. 6.10  Picture of the hardware demo using eight VIRTEX 7 FPGA boards and two 32-port 
AWGRs
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simulated scenarios, validating the accuracy of the simulator. The packet size used 
for the simulation and experiment is 256 B. The slight difference between the simu-
lated and experimental curve is most likely due to some differences in the character-
istics of the random traffic generation in the hardware and simulator.

6.7  �Flexible Bandwidth Optical Data Center Core Network 
with All-to-All Interconnectivity

Building upon the architecture and demo results presented above, we performed an 
experiment demonstration of flexible bandwidth allocation exploiting wavelength 
routing and multiplexing property of AWGR. Figure 6.13 shows the experimental 
setup. Eight Xilinx VC709 boards with high-speed Rocket I/O TRXs at 10 Gb/s 
emulate eight nodes (these could be eight servers, ToRs, or clusters). The TRXs are 
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connected to two 32-port AWGRs. The two AWGRs communicate by a single fiber 
(carrying WDM signals). The AWGRs’ channel spacing is 50 GHz, and their inser-
tion loss is 8  dB.  The wavelengths used in the experiment are in the range 
1546.04 ~ 1561.04 nm on a 0.4 nm (50 GHz) grid.

Each FPGA board makes use of three TRXs for all-to-all intra-region communi-
cation and one TRX for inter-region communication. TX1 and TX3 in FPGA1 and 
TX3 in FPGA4 and FPGA5 are implemented with fast tunable lasers with tuning 
time as short as few nanoseconds for fast flexible bandwidth adjustment between 
hot spots. All the other TXs and RXs are commercial small form pluggable (SFP) 
TRXs at 10 Gbps with a RX sensitivity of −24 dBm.

Each FPGA works as intra-cluster top-level switch (TLS) and traffic generator, 
as already discussed above and shown in Fig. 6.11. Each TLS has four network 
ports (each one connected with one of the four TRXs), one injection port with four 
independent 10Gb/s traffic generators, and one 20 × 8 crossbar switch. Each net-

Fig. 6.12  Latency vs. throughput performance comparison between hardware and 
simulations

Table 6.3  Simulation parameters

Parameter Value Parameter Value

VC’s buffer size 4Kbyte SerDes RX&TX Delay 
(GTH)

113 ns ≈ 14 (cycles)

Delay in receiver 
module(RX)

4 (cycles) Wire delay per meter 5 ns

Delay in transmit 
module(TX)

4 (cycles) Delay in passive AWGR 1 ns

Switching delay(crossbar) 5 (cycles) Active AWGR switching 12 ns
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work port implements a virtual output queuing architecture (four virtual channels) 
to avoid the head-of-line blocking issue. Each injection port can generate up to 
40 Gbps traffic. The crossbar switch performs switching among 20 input channels 
and 8 output channels. To perform seamless network reconfiguration, the TLS 
makes use of two routing tables: a working table and a look-ahead table. The work-
ing table is used for forwarding the packets in the default hierarchical all-to-all 
scenario, while the look-ahead table is used for accepting the new table content 
containing the new routing information required for the reconfigured network. All 
the updated routing information is written into the look-ahead table during the net-
work reconfiguration. After the look-ahead table has been updated, the controller 
tunes the tunable lasers and uses the look-ahead table as the new working table.

To measure the performance under hot-spot traffic, each FPGA board generates 
up to 10 Gbps of background (cold) traffic with uniform random distribution and 
40 Gbps bidirectional hot-spot traffic between two hot-spot points in the network. 
As shown in Fig. 6.13, we demonstrated the four scenarios: 40 Gbps hot-spot traffic 
between FPGA 1 and 4 (intra-region) with and without channel bonding and 40 
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Gbps hot-spot traffic between FPGA 1 and 5 (inter-region) with and without chan-
nel bonding.

The intra-region experiment makes use of TL-TX1 and TL-TX3 in FPGA1 and 
FPGA4, respectively. The inter-region experiment makes use ofTL-TX2 in FPGA1 
and TL-TX4 in FPGA5. Table 6.4 shows the wavelengths used.

Figure 6.14 shows that for the hierarchical all-to-all network, the accepted hot-
spot traffic will keep decreasing as the bandwidth of background traffic increases 
due to the limited bandwidth of the single link between the hot spots. On the con-
trary, by using channel bonding for flexible bandwidth adjustment, it is possible to 
achieve up to ~1.77× improvement in accepted hot-spot traffic. Figure 6.15 shows 
that the reconfiguration of the links dedicated to certain clusters does not reduce but 
can increase the accepted background traffic by releasing the congestion caused by 
the hot-spot traffic.

Table 6.4  Wavelength allocation of the TL-TXs

Without flexibility With intra-region flexibility With inter-region flexibility

TL-TX1 1561.41 nm 1552.50 nm 1561.41 nm
TL-TX2 1559.79 nm 1559.79 nm 1548.08 nm
TL-TX3 1546.04 nm 1552.50 nm 1559.79 nm
TL-TX4 1559.79 nm 1559.79 nm 1548.08 nm
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6.8  �Conclusions

The experiment testbeds and demonstrations carried out at UC Davis NGNS labo-
ratories clearly demonstrate the validity and effectiveness of AWGR as an optical 
switching and routing fabric for optical circuit and packet switching. Certainly, the 
active LIONS solutions, as any other optical switch proposed in literature, cannot be 
cascaded since there are no buffers at the switch ports. This limit the use of these 
optical switches either in the core stage of folded Clos-like architectures or in direct 
connected topologies like flattened butterfly, torus, and Hyper X.

Among the proposed active LIONS solutions, TOKEN-LIONS and TONAK-
LIONS are the one more effective since they eliminate the need of the expensive 
loopback buffer and wavelength converters, and they decentralize the control plane 
and tunable lasers (which are now located at the nodes’ site) improving the overall 
scalability of the switch architecture. The key technologies required in the passive 
and active LIONS architectures (AWGRs, RSOAs, and tunable lasers) are commer-
cially available and could be readily used, with the exception for fast tunable lasers 
which are still available only as research prototypes. However, whether optical 
switches can become techno-economically viable is still an open question that goes 
beyond the scope of this chapter.

We believe that next-generation data center and HPC switches will likely adopt 
optical technologies in a hybrid integration platform, with several electronic 
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switches interconnected through very high-bandwidth and high-energy efficient 
optical interconnect architectures (like the ones we demonstrated in the above sec-
tion on passive LIONS) to create very high-port count and multi-Tbps bandwidth 
switches.
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Chapter 7
Torus-Topology Data Center Networks 
with Hybrid Optoelectronic Routers

Ryo Takahashi and Ken-ichi Kitayama

7.1  �Introduction

Current data center (DC) networks [1–3] rely on electrical packet switching (EPS), 
and so far their evolution has been supported by the advancement of CMOS ASIC 
and optical transceiver module technologies. However, these technologies have 
already become exhaustively advanced awaiting various difficulties for further 
improvement in the future [4]. Releasing the DCs from such traditional OEO-based 
paradigm would drastically improve the network performance. Thus, there is a need 
for new photonic networks with new topology and networking model [5–15], where 
best-effort services and highly reliable services can, respectively, be supported by 
optical packet switching (OPS) on a packet basis and optical circuit switching 
(OCS) on a flow basis.

However, the realization of the photonic network still requires great research 
efforts on various aspects from devices to networking with an overall consideration 
for the following issues.
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•	 Networking with OPS and OCS: These schemes possess complementary features 
and would best fit for different kinds of services. To cope with versatile services 
in DCs in a cost-effective way, both schemes should be efficiently unified on a 
single platform without relying on different types of switches and/or allocation 
of separate wavelengths.

•	 Network topology: It should be selected while considering OPS-related demands 
such as the difficulty in realizing high-speed optical switches with large port 
counts and the need for fast deterministic forwarding algorithm and effective 
contention resolution strategy in the absence of a viable optical random access 
memory, in addition to other general requirements of flexible scalability, robust 
redundancy, connectivity between any-to-any server, and easy controllability.

•	 Node technology: It requires high capabilities for both the optical and electrical 
processing of high-speed burst-mode optical packets. Making optimal use of 
both optics and electronics would enable these processes to be done with low 
power and low latency while keeping a high signal quality.

In this chapter, we present our approach [14, 15] for meeting the above require-
ments with a torus-topology photonic DC network, where the OPS, OCS, and novel 
virtual OCS (VOCS) schemes are all simultaneously supported on a unified plat-
form and at the same wavelength. The node equipment called the hybrid optoelec-
tronic router (HOPR) is currently being developed for the torus network to support 
the OPS/OCS/VOCS schemes and to handle 100-Gbps burst-mode optical packets 
with very low power consumption and latency. This chapter is subdivided into three 
sections. The first section explains what the torus topology is and discusses about 
why it has been selected. The second section presents the data/control planes of the 
torus DC network and explains the operation mechanisms of the hybrid OPS/OCS/
VOCS transmission schemes, followed by an evaluation for their performance 
based on numerical simulation. The third section reviews HOPR’s architecture, tar-
geted specs, and the key enabling technologies.

7.2  �Torus Topology

In an N-dimensional torus network T(N,M) composed of M nodes, the address of 
each node can be simply represented by its coordinates (x1, x2, .., xi, …, xN), where 

xi ∈ {0, 1, 2, …, Ki − 1} and M K
i

N

i=
=
Õ

1

, where Ki is the number of nodes for each 

dimension and a group of Ki nodes along each coordinate axis forms an individual 
ring network as shown in Fig. 7.1, and as a result each node connects 2 N neighbor-
ing nodes for bidirectional transmission. In the torus network, it is straightforward 
to place the nodes at the network coordinates.

The performance of a torus network strongly depends on its dimension N and 
node count M. For simplification, assuming the radix Ki = K for all dimensions, then 
the total number of nodes and total number of links are given by KN and 2NKN, 
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respectively. The average hop count, which is defined by the number of nodes 
between source and destination nodes, is given by NK/4–1 and N(K2–1)/4 K-1 for 
even and odd values of K, respectively. Assuming a constant data load R [Gbps] sent 
from a group of top-of-rack (ToR) switches to each node and uniform traffic distri-
bution without packet contention, then the average traffic La present at each link 
between neighboring nodes is given by RK/8 and R(K2–1)/8 K for even and odd 
values of K, respectively. And as it is limited by the link capacity LN of the network 
(La < LN), then we get R < RC = 8LN/K and 8KLN/(K2–1) for even and odd values of 
K, respectively, where RC is the critical input load that causes network overflow. 
Table 7.1 shows the basic network parameters that depend on its dimension while 
keeping the same sufficiently large number of nodes (4096).

To realize an OPS-based large-scale DC network, a higher-dimension torus net-
work is promising for the reasons discussed below,

•	 Redundancy: Higher dimension torus NW provides a large number of alternative 
shortest routes with the same latency, enabling robust redundancy for supporting 
the continuous DC operation even when some node failures occur.

•	 Scalability: Current spine-leaf-type fabric networks need to deploy switches 
with large port counts in advance, whereas the installation of fiber links gets 
more complicated when adding new nodes. The torus NW is expandable simply 
by adding the new node in a plug-and-play manner without interrupting the 
already running NW, allowing effective small start and huge expandability.

•	 Hop count: Looking inside each electrical switch in the current DC, a close 
architecture with multiple switch ASICs is typically adopted [3], implying that 
the packet needs to go through at least seven switch ASICs between leaf switches. 
On the other hand, the average hop count gets reduced to as low as five hops in a 
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Fig. 7.1  Torus topology

Table 7.1  Comparisons of different dimensions

Dimension, N 1 2 3 4 6

Radix, K 4096 64 16 8 4
# total nodes, KN 4096 = 642 = 163 = 84 = 46

# total links, 2NKN 8192 16,384 24,576 32,768 49,152
Average hop count, KN/4–1 1023 31 11 7 5
Critical input load, RC [Gbps] 
(LN = 100 Gbps)

0.2 12.5 50 100 200
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6-D torus NW composed of as many as 4096 nodes. This is advantageous for the 
OPS packets to keep high signal quality and low latency.

•	 Optical switch: The feasible optical switches for OPS use that can handle high-
speed WDM optical packets with a switching time of less than 10 ns are cur-
rently limited to around 16 or 32 ports. Only low-radix switches are demanded 
with the torus topology, and thus a torus-based OPS network is currently 
realizable.

•	 Forwarding and contention resolution: To enable fast packet forwarding, the 
label processor requires a simple deterministic forwarding algorithm for decid-
ing the output port. In torus networks, since all propagation delays between 
adjacent nodes are equal, the label processor can quickly decide the shortest 
route and the corresponding output port by only considering the destination 
address. Moreover, when contention occurs, multiple alternative routes are 
available for deflection routing. Thus, utilizing the link fibers as if they are opti-
cal buffers enables a large reduction of the packet loss probability without 
changing the end-to-end latency. In addition, to resolve contention incidents, the 
time needed for arbitration increases exponentially with the input port count, 
and thus it is very desirable to realize OPS-based networks with low-radix 
switching nodes.

•	 Network scale and throughput: With an input load R from ToR switches, 
Fig. 7.2a shows the average traffic La for torus networks of different scales and 
dimensions. Considering a given input load R, a torus network with higher 
dimension enables more reduction of the average traffic La of each link and thus 
enables the deployment of more nodes with a given link capacity. Figure 7.2b 
shows the critical input load RC for a fixed link capacity LN of 100 Gbps. 
Similarly with increasing the NW dimension, the max acceptable data rate from 
ToR switches increases and thus enhances the network throughput. In other 
words, for a given server count, each node can aggregate more servers, and the 
node count would accordingly be reduced.

Fig. 7.2  (a) Ratios of the average traffic La and input load R and (b) critical input load RC assuming 
the LN = 100 Gbps versus DC scale for different torus dimensions
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7.3  �Torus Data Center Networks

Figure 7.3 illustrates the architecture of the torus DC network. Each node is 
composed of an aggregation switch part and optical packet switch part. Here, we 
refer to the combination of the optical packet switch and aggregation switch all 
together as the hybrid optoelectronic router (HOPR), which can be seen as a sort of 
label-switched router equipped with an Ethernet/OPS network interface. The torus 
network is controlled by a SDN (OpenFlow)-based control plane, which enables the 
OPS, OCS, and VOCS schemes to be all simultaneously supported on a unified data 
plane. The control and data planes are separately operated with Ethernet packets at 
1.3-μm band and burst-mode optical packets at 1.5-μm band, respectively, while 
sharing the same fiber links as explained below.

•	 Control plane (1.3-μm band): The network controller plays a key role in manag-
ing the entire DC network as if it is a very large L2 switch. To implement the 
MAC learning process, the controller gathers the ARP (address resolution proto-
col) packets from servers, updates the MAC address table that includes the port 
number and address of the HOPR unit to which each server is connected, and then 
distributes the table to all HOPRs. The controller’s other vital role is controlling 
the OCS/VOCS flows and establishing their necessary paths. In preparation for a 
new path request, the controller gathers the traffic information of each HOPR unit 
at constant time intervals and correspondingly estimates the best path among 
HOPRs that would less affect the data traffic. Once an OCS path is requested, the 
controller quickly distributes the already prepared path setting table that includes 
the information of the input/output HOPRs’ ports along the selected path.

Network
Controller

ToR Switches

Servers/
storages

Internet

Gateway

Optical Packet Switch 

ToR Switches

Hybrid Optoelectronic Router: HOPR

Aggregation 
Switch

Fig. 7.3  Illustration of the torus-topology data center network
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•	 Data plane (1.5-μm band): Ethernet signals from a group of ToR switches are 
sent to the attached aggregation switch, where the MAC frame is encapsulated 
with a fixed length label to form a high-speed burst-mode optical packet (100–
400 Gbps). The optical packets are then forwarded up to their destinations via the 
optical packet switches. As illustrated in Fig. 7.4, the data format of the burst-
mode optical packet, i.e., OPS packet, is also used for the OCS and VOCS cases. 
It is noteworthy that the three transmission schemes can be operated on a single 
data plane and at the same wavelength, instead of relying on separate switches/
platforms and/or allocating them separate wavelengths. Wavelength resources 
are thus used for increasing the link capacity by WDM technology (see Fig. 7.8c). 
This enables us to cost-effectively construct and manage the DC for coping with 
a diversity of services. The details of the OPS, OCS, and VOCS schemes are 
described below. Hereafter, we refer to the transmitted packets by the name of 
their scheme, i.e., OPS/OCS/VOCS packets.

7.3.1  �Optical Packet Switching

The OPS scheme relies on distributed control with label processors where packets 
are transferred on a packet-by-packet basis. The packet latency can be reduced with 
a connection-less protocol like the User Datagram Protocol (UDP), but the possibil-
ity of packet contention is unavoidable. The OPS mode is thus suitable for best-effort 
services or latency-sensitive applications.
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Fig. 7.4  OPS, OCS, and VOCS transmission schemes
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Consider a packet arriving at the node P(c1, c2, .., cN) and by denoting the source 
and destination node of the packet by S(s1, s2, .., sN) and D(d1, d2,.., dN), respectively. 

Then, the packet should be forwarded to the destination along the vector PD
� ���

= (δ1, 
δ2, …, δΝ), where by considering the bidirectional ring topology,

	
d i i i i i id c K d c i N= - - -{ } = ¼min , , , ., for 1 2

	

In case of no contention, each hop decrements one of the elements δi of PD
� ���

 by 

1, and finally after 
i

N

i
=
å

1

d  hops, the packet arrives at the destination. It is noted that 

the packet latency is the same even when the vector elements are decremented in 
any order. Here, the label processor follows a deterministic rule in which the vector 
element with maximum value is selected by default, and just in case of packet con-
tention, the nonzero elements are used in turn to provide an alternative output port 
for deflection routing. If some elements have the same maximum value, the element 
of the lowest dimension is selected.

Figure 7.5 shows the contention resolution strategy based on the maximum utili-
zation of network links as optical buffers.

•	 The first choice: Deflection routing via the shortest alternative route in the case 
that more than two elements exist in the forwarding vector

•	 The second choice: Optical buffering through a fiber delay line in the case that 
the output ports for the shortest deflection routing are all occupied or the for-
warding vector has only one nonzero element

•	 The third choice: Deflection routing via a farther route, i.e., not the shortest one, 
in case that the FDL is also occupied

•	 A final choice: Electrical buffering at the optoelectronic shared buffer

Following the mentioned forwarding algorithm and contention resolution strat-
egy, all OPS packets are automatically forwarded to their destinations, theoretically 
speaking without packet loss. However packets might change their routes according 
to traffic conditions. In fact, packet loss occurs when the signal quality gets so 
degraded by undergoing many hops, such that the error correction procedure cannot 
manage to recover the error bits (label recognition error), or when the electrical buf-
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1
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Optical buffering
in the FDL Source Destination

2
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4

3

Deflection routing 
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Fig. 7.5  Contention resolution strategy
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fer memory overflows. As explained in Fig.  7.2, a higher network dimension 
increases the critical input load and drastically decreases packet loss.

7.3.2  �Optical Circuit Switching

The OCS scheme is connection oriented, relying on a centralized network controller. 
When an OCS path is requested, the controller quickly reserves the optical switches 
at the HOPR units located along the path to establish the connection. The resulting 
path setting time is just several tens of microseconds, which is quite faster than a 
few tens of milliseconds in case of MEMS switches. The OCS mode thus provides 
an exclusive path that guarantees constant latency and high reliability without 
packet loss. However, as shown in Fig. 7.4, the ordinary OPS packets cannot go 
through the exclusive OCS path and should be deflected via a farther route instead. 
Thus increasing the number of OCS paths strongly counteracts the ordinary OPS 
packets and degrades the packet loss probability of the OPS packets. In addition, 
different from the collision of OPS-OPS packets, the OPS-OCS collision sometimes 
cannot be resolved by the abovementioned strategy. This is because as long as the 
OCS path remains established, the contented OPS packet repeats the same action 
for contention resolution, such as circulating in an FDL, and therefore the hop count 
keeps increasing and results in a higher packet loss probability. A different strategy 
called “back-last deflection routing” is introduced to solve this issue, where the 
output port of the router from which the packet came at the last hop is given the 
lowest priority [17]. Figure 7.6 shows simulation results for the packet loss proba-
bility of ordinary OPS packets in a 6-D torus network comprising 4096 HOPRs with 
a configuration shown in Fig. 7.8b. For a pure OPS mode without any OCS paths, 
even when the input is 160 Gbps which is close to the critical input load, the packet 
loss rate remains well below 10−3. Whereas by increasing the number of OCS paths, 
the OPS packet loss probability gradually degrades. For 885 OCS paths, the OPS 
traffic is severely counteracted where the packet loss probability cannot anymore go 
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less than 10−3. However, with a low number of paths, the OCS scheme is powerful 
for transmitting extremely large-capacity data at a high data rate allowing for full 
exploitation of the link capacity as in case of VMs cluster migration or fast backup 
of large-capacity storage data. The details of calculation conditions and other results 
can be found in Ref. [17].

7.3.3  �Virtual Optical Circuit Switching

When data is transmitted in cases similar to individual VM migration or single 
video/file transfer, the HOPR-HOPR link capacity is not usually fully exploited 
because the link capacity is much higher than the HOPR-ToR link capacity. It is 
then very inefficient to have sparse transmission of OCS packets in an exclusively 
reserved link. Thus, a novel transmission scheme is highly demanded to establish a 
dedicated path that can still be shared with OPS packets without a counter effect.

In conventional EPS networks that utilize electrical switches, a scheme that 
allows transmission sharing over dedicated paths has been already realized. Such 
scheme is called the virtual circuit switching (VCS) scheme, in which electrical 
switches operate in a store-and-forward manner relying on electrical buffering. 
Therefore, even when contention occurs, packets can keep going through the dedi-
cated path by being stored at each node. On the other hand, the optical packets have 
to be basically forwarded in the optical domain in a cut-through manner, because a 
viable optical random access memory is still missing. Here, by using an FDL for 
optical buffering instead of electrical buffering, we realize such a dedicated path and 
refer to it as virtual optical circuit switching (VOCS) [15, 16].

Figure 7.7 illustrates the operation of VOCS. When a VOCS path is requested, the 
network controller distributes the path setting table in the same way as for the OCS 
mode. In conventional OCS, the optical switches are exclusively reserved, whereas 
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in case of VOCS, the FDLs and not the optical switches are exclusively reserved. 
When a VOCS packet comes in, the label processor recognizes the virtual path iden-
tifier, not the destination address. Then according to the path setting table already 
present at that node, the packet is forwarded to the desired output port along the 
intended path. However, if the VOCS packet arrives late and collides with an OPS 
packet, the OPS packet is allowed to keep going through the desired output port, 
whereas the label processor reserves that output port for the VOCS packet from that 
time on. Simultaneously, the VOCS packet is forwarded to the already-reserved 
FDL, and after the OPS packet passes away, the use of the output port is permitted 
only for the VOCS packet. Therefore, the packet can be always forwarded to the 
desired output port after returning to the optical switch coming out of the FDL.

As shown in Fig. 7.6, unlike the conventional OCS scheme, the novel VOCS 
hardly affects the packet loss of ordinary OPS packets even with as many as 885 
paths being established [16]. Relying on a combination of centralized control with 
the network controller and distributed control based on label processors, the VOCS 
can provide a reliable dedicated path without packet deflection or loss for VOCS 
packets and very importantly without affecting ordinary OPS packets. Thus, many 
VOCS paths can be simultaneously established; however, the number of VOCS 
paths crossing a HOPR unit is limited by the number of FDLs at that unit, as one 
FDL is demanded for each path. The VOCS scheme is very beneficial for handling 
large-capacity data without preventing the OPS packets from sharing the same net-
work resources.

7.4  �Hybrid Optoelectronic Router (HOPR)

The performance of the torus DC network depends on HOPR’s specifications, and 
hence a large reduction of latency, power consumption, and signal quality degrada-
tion is strongly demanded in a highly functional HOPR unit. Compared to the previ-
ous HOPR prototype completed in 2009 [18], an upgraded HOPR prototype is 
being developed with highly enhanced specifications. In this section, we review 
HOPR’s architecture and enabling technologies and reveal its new specs.

Figure 7.8(a) shows HOPR’s basic architecture that employs an 8x8 optical 
switch for a 3-D torus topology. An incoming optical packet is basically forwarded 
in a cut-through manner through the optical switch to the output port decided by the 
label processor or network controller without OE conversion, thus enabling very 
low latency. An FDL and electrical shared buffer are available for contention resolu-
tion to reduce the packet loss probability as explained above. In this case, since a 
3-D torus network requires a switching port count of 6, the shared buffer has only 
one set of 100-Gbps (25 Gbps × 4 λs) burst-mode Tx/Rx. Thus the maximum input 
load sent from ToRs to the buffer and the link capacity between adjacent HOPRs are 
also both limited to 100 Gbps. To enable a 6-D torus NW, a 16x16 optical switch is 
required as shown in Fig. 7.8(b), where the link capacity is still 100 Gbps, but the 
maximum input load is enhanced up to 200 Gbps, and therefore more server traffic 
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can be aggregated by the shared buffer. Moreover, as shown in Fig. 7.8(c), with the 
WDM configuration, where each layer handles waveband packets, e. g., 25 Gbps × 4 
λs, both the link capacity and the maximum input load can be easily increased as the 
product of the number of wavelength layers and the data rate of packets generated 
by each transmitter to allow achieving 400 ~ 1000 Gbps.

The upgraded HOPR prototype is still under construction, where new devices 
and subsystems are being particularly developed to meet HOPR’s new target specs 
that are listed below.

•	 Throughput: 1280 Gbps. Six input/output ports for 100-Gbps optical packets and 
four input/output ports for 10-GbE connection.

•	 Power consumption: 110  W.  The breakdown is ~40  W for the optical packet 
switch part including eight label processors and an 8x8 optical switch and ~70 W 
for the aggregation switch part (optoelectronic shared buffer). The power con-

Fig. 7.8  Different HOPR configurations for (a) 3-D torus, (b) 6-D torus, and (c) scaling up the 
link capacity by using WDM
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sumed by control plane, cooling, GUI for external computer control, 10-GbE 
optical transceiver modules, and DC voltage conversions is all included.

•	 Latency: 140 ns. The breakdown is ~60 ns for transmission delay via optical 
components including the optical switch and EDFA and ~80  ns for the label 
processor which is dominated by arbitration time for contention resolution.

On the other hand, current electrical switches have been significantly improved 
where the state-of-the-art CMOS ASIC technology allows the monolithic integra-
tion of all necessary components on a single chip. However, electrical switches 
require a NIC card and optical transceiver module at each switching port. Considering 
that a CFP 100-GbE optical transceiver module consumes 6–20  W for different 
transmission distances, the value of 5 W/100-G port for the optical packet switch 
part is obviously lower than the power of just a single CFP module. It is also worth 
mentioning that the power of the optical packet switch almost remains constant even 
if the packet data rate is increased to 400 Gbps in the future. Moreover, the power 
consumed by the shared buffer can be further reduced if instead of combining an 
FPGA and discrete electronic components, the state-of-the-art integrated ASIC 
technologies are introduced in a way similar to the electrical switches.

To achieve such large reduction of power consumption and latency, a set of novel 
optical devices and subsystems have been developed as summarized in Fig.  7.9. 
Here we quickly review HOPR’s enabling technologies, and for more details please 
check the corresponding references.

•	 Packet format: EPS handles stream format signals in which scramble bits fill in 
the inter-frame gaps between packets to keep the clock recovery going on. 
Differently for the OPS case, processing burst-mode optical packets demands 
individual fast clock recovery for each arriving packet. Realizing burst-mode 
clock recovery is usually done by adding long preamble bits in front of the pack-
ets [19], or otherwise by considering an analog phase picking method [20]. 
However, long preambles increase the overhead and reduce the throughput. 
Alternatively, the novel mechanisms of trigger pulse generation [22] in label 
processors and optical clock generation [27] in a shared buffer (Fig. 7.9) allow 
handling burst-mode optical packets without any preambles.

In the prototype, we adopt an in-band 32-bit label (header) modulated at 25 
Gbps similar to the packet payload, where the first 16 bits include the destination 
address, broadcast flag, virtual path identifier, checksum bits, etc., and the label 
processor recognizes them to decide on packet forwarding, whereas the other 16 
bits that include the source address/port and packet ID are used at the shared buf-
fer to check the received packets.

•	 Optical label processor: The label processor plays many important roles includ-
ing arbitration in case of contention, deciding of the output port based on the 
forwarding table, setting the OCS/VOCS paths, and controlling the optical 
switch. To enable easy label recognition by a CMOS processor (FPGA), an opto-
electronic integrated circuit (OEIC) called the optically clocked transistor array 
(OCTA) [21] performs a bit-by-bit serial-to-parallel conversion (SPC) only for 
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the label’s bits with a very low power consumption of about 5 mW/ch and high-
speed operation of up to 65 Gbps. The OEIC chip is directly attached to a glass 
block of fiber array without lenses. This enables a drastic reduction in OEIC 
packaging cost, besides resulting in a very compact package with easy and quick 
alignment. Moreover, the OE conversion efficiency is almost doubled with the 
backside irradiation.

The key point for further reduction of power consumption is limiting power 
dissipation only for the short label duration when a packet is received and not 
otherwise. High-speed electronic devices and EDFAs demand continuous power 
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supply even during packet absence, resulting in a wasteful high power consump-
tion. Here, an optical trigger pulse generator (TPG) is driven by a narrow current 
pulse (~1 ns) from a novel OEIC driver only when a packet comes in and thus 
enables a drastic reduction of power consumption from 3 W previously down to 
as low as 120 mW [22].

•	 Optical switch: The optical switch needs to be transparent with respect to bit-rate 
and packet format, besides fulfilling other basic requirements such as fast switch-
ing, low power, wavelength/polarization/temperature insensitivity, high extinction 
ratio, low cross talk, ease of controllability, and compactness.

A variety of optical switches have been demonstrated so far, including the 
matrix switch, phased array switch, wavelength routing switch, and broadcast-
and-select (B&S) switch. Among them, the B&S switch is promising because it 
can meet most of the requirements to a good extent, in addition to possessing the 
capability of unicast/multicast/broadcast forwarding. However owing to its 
inherently large splitting loss, its port count scalability is limited.  
To compensate for this loss, usually semiconductor optical amplifiers (SOAs) are 
used as optical gates. However, the SOA severely degrades the signal quality due 
to its large ASE noise, pattern dependence, and nonlinear effects. Moreover, it 
requires a high-speed and high-current driver that is power hungry. To solve 
these issues, we have developed a compact 8 × 8 B&S optical switch based on 
monolithically integrated electro-absorption modulator (EAM) gate arrays [23, 
24] with a switching time of less than 10 ns, an extinction ratio of more than 
40 dB, together with extremely low power consumption of less than 3 W, data 
format transparency, and polarization/wavelength/temperature insensitivity.

•	 Optoelectronic shared buffer: The shared buffer relies on a CMOS core (FPGA) 
for performing the necessary complex signal processing functions such as data 
format conversion between 10-GbEther signals and 100-Gbps burst-mode opti-
cal packets, insertion/erasure of labels, performing L2 switching among the 
buffer-attached ToRs, buffering for contention resolution, queuing for QoS, and 
forwarding error correction. It also includes a burst-mode receiver/transmitter 
(Rx/Tx). The Rx comprises four 25-Gbps burst-mode APD-TIAs [25] and two 
OEIC-based SPCs [26] driven by an optical clock pulse train generator (OCPTG) 
[27], where 25 Gbps × 4 λs are converted to 1.56 Gbps × 64. Conversely, when 
an optical packet is retrieved, the 64 parallel electrical signals are output from the 
FPGA, converted to 25 Gbps × 4 with similar OEIC-based parallel-to-serial con-
verters (PSCs) [28], and finally transmitted as a 100-Gbps optical packet by four 
tunable transmitters (T-Tx) [29].

The OCPTG is a critical device for generating optical clock pulses without 
demanding preamble bits. When an optical packet comes in, the optical clock 
pulse generator (OCG) generates a single short optical pulse and an electrical 
signal taking the form of the packet envelope. Both signals are fed into the optical 
pulse train generator (PTG), and as long as the SOA remains activated by the 
packet envelope signal, optical clock pulses are periodically output from the 
PTG throughout the whole packet duration. To enable energy-efficient and stable 
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generation of the clock pulses, a combination of an SOA and spin-polarized 
saturable absorber [30] is used. With such combination, the SOA’s low-power 
ASE noise is cut off, and when the input power undergoes some fluctuation, the 
output power automatically converges to a constant value by a negative feedback 
mechanism. This self-stabilization mechanism completely eliminates the demand 
for external stabilizing equipment, enabling a drastic reduction of OCPTG’s size 
and power consumption.

7.5  �Perspectives and Research Directions

In this chapter, the hybrid OPS/OCS/VOCS torus-topology DC network based on 
HOPR has been presented. Unlike conventional EPS that adopts a store-and-forward 
mechanism, the absence of a viable optical RAM makes the cut-through mechanism 
in the optical domain the only feasible option for the OPS case and implies the 
necessity of a fast forwarding algorithm for label processing. In addition, a reliable 
strategy for contention resolution is pivotal for reducing the packet loss probability, 
where it is useful to consider all the network links as available optical buffers.  
A high-dimensional torus topology meets these OPS requirements due to the regu-
larity of its node sequence.

To cope with the wide diversity of services demanded by the DC, other than the 
OPS-based services, the OCS scheme is indispensable as it enables a dedicated path 
for highly reliable transmission of large-capacity data flows without packet loss. 
The important point is how both OPS and OCS are unified on a single platform and 
at the same wavelength to construct a cost-efficient DC. The VOCS scheme enables 
the coexistence of OPS and OCS and further enhances the bandwidth utilization.

The control plane is essential for managing the whole network, and it should be 
operated separately from the data plane. However sharing the same platform 
between the data and control planes is desirable. Other important aspects still need 
to be solved such as issues related to the OAM functions and an effective broadcast 
algorithm in the optical domain. Moreover to achieve higher reliability and low 
latency for OPS packets, a new communication protocol that is a midway approach 
between the TCP and UDP may also be necessary.

On the other hand, innovative node hardware that can handle burst-mode optical 
packets is indispensable to meet a long set of demands including high-speed opera-
tion, high throughput, low power consumption, low latency, and maintained high 
signal quality, in addition to providing high functionalities such as QoS, FEC, data 
format conversion, contention resolution, etc.

To meet the demand for reducing the power consumption, a novel approach is 
required, where power is dissipated only when a packet is received and not otherwise. 
Dissipation time is even further reduced to a minimum as, for example, in the label 
processor case where it takes place only for the label duration. The latency of the node 
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is dominated by the arbitration time for contention resolution, and thus a fast arbitra-
tion algorithm is required. To maintain high signal quality over multiple hops, EDFAs 
and not SOAs should be used along the main data stream. This minimizes unwanted 
signal degradation due to ASE accumulation and nonlinear effects. Whereas the SOA 
attractive features of compactness and fast operation make them suitable for optical 
signal processing such as in label processors or optical clock generators.

Photonic networks based on OPS are promising candidates for future DC net-
works, and despite the need for further research efforts from the device level to the 
network level in order to increase their maturity, recent developments have been 
revealing the high potential of OPS networks that allows them to significantly 
surpass the traditional EPS-based networks.

Acknowledgment  This work has been funded by the National Institute of Information and 
Communications Technology (NICT) R&D program, Basic Technologies for High-Performance 
Hybrid Optoelectronic Router (2011–2016).

References

	 1.	Cisco Global Cloud Index: Forecast and Methodology, 2013–2018, Cisco White Paper
	 2.	A data center fabric is critical to a next-generation unified data center, in Cisco White Paper, (2011)
	 3.	Arjun Singh et  al., Jupiter rising: A decade of clos topologies and centralized control in 

google’s datacenter network, in proc. of ACM SIGCOMM2015, (2015), pp.183–197
	 4.	A. Ghiasi, Large data centers interconnect bottlenecks. Opt. Express 23(3), 2085–2090 (2015)
	 5.	D.T. Neilson, Photonics for switching and routing. IEEE J. Sel. Top. Quantum Electron. 12(4), 

669–678 (2006)
	 6.	W. Zhang, H. Wang, K. Bergman, Next-generation optically-interconnected high-performance 

data centers. J. Lightwave Technol. 30(24), 3836–3844 (2012)
	 7.	C. Kachris, K. Kanonakis, I. Tomkos, Optical interconnection networks in data centers: Recent 

trends and future challenges. IEEE Commun. Mag. 51(9), 39–45 (2013)
	 8.	 J. Gripp, J. E. Simsarian, J. D. LeGrange, P. Bernasconi, and D. T. Neilson, Photonic tera-bit 

routers: The IRIS project, in Optical Fiber Communication Conf. (OFC), paper OThP3 (2010)
	 9.	N. Farrington, G. Porter, S. Radhakrishnan, H. Bazzaz, V.Subramanya, Y. Fainman, G. Pa-pen, 

and A. Vahdat, Helios: A hybrid electrical/optical switch architecture for modular data centers, 
in Proc. ACM SIGCOMM, (2010), pp. 339–350

	10.	Y. Yin, R. Proietti, X. Ye, C.J. Nitta, V. Akella, S.J.B. Yoo, LIONS: An AWGR-based low 
latency optical switch for high performance computing and data centers. IEEE J. Sel. Top. 
Quantum Electron. 19(2), 3600409 (2013)

	11.	COSIGN: Combining Optics and SDN In next Generation data center Networks, Tech. Rep. 
[Online]. Available: http://www.fp7-cosign.eu/

	12.	H. Furukawa et al., Development of optical packet and circuit integrated ring network testbed. 
Opt. Express 19(26), B242–B250 (2011)

	13.	M. A. Mestre, G. de Valicourt, P. Jennevé, H. Mardoyan, S. Bigo, Y. Pointurier, Opti-cal Slot 
Switching-Based Datacenters With Elastic Burst-Mode Coherent Transponders, in European 
Conf. on Optical Communication (ECOC), paper Th.2.2.3 (2014)

	14.	K.  Kitayama, Y.  Huang, Y.  Yoshida, R.  Takahashi, T.  Segawa, S.  Ibrahim, T.  Nakahara, 
Y. Suzaki, M. Hayashitani, Y. Hasegawa, Y. Mizukoshi, A. Hiramatsu, Torus-topology data 
center network based on optical packet/agile circuit switching with intelligent flow manage-
ment. J. Lightwave Technol. 33(5), 1063–1071 (2015)

R. Takahashi and K.-i. Kitayama

http://www.fp7-cosign.eu


145

	15.	R.  Takahashi, T.  Segawa, S.  Iblahim, T.  Nakahara, H.  Ishikawa, A.  Hiramatsu, Y.  Huang, 
K. Kitayama, Torus data center network with smart flow control enabled by hybrid optoelec-
tronic routers. OSA/IEEE J. of Optical Communications and Networking 7(12), 141–152 (2015)

	16.	Y. Huang, Y. Yoshida, S.  Ibrahim, R. Takahashi, A. Hiramatsu, K. Kitayama, Novel virtual 
OCS in OPS data center networks. Photon Netw. Commun. 31(3), 448–456 (2016)

	17.	Y. Huang, Y. Yoshida, K. Kitayama, S. Ibrahim, R. Takahashi, A. Hiramatsu, OPS/agile OCS 
data center network with flow management. OSA/IEEE J. of Optical Communications and 
Networking 7(12), 1109–1119 (2015)

	18.	R. Takahashi, T. Nakahara, Y. Suzaki, T. Segawa, H. Ishikawa, and S. Ibrahim, Recent progress 
on hybrid optoelectronic router for future energy-efficient optical packet switched networks, in 
Photonics in Switching, (2012)

	19.	A.  Rylyakov, J.  Proesel, S.  Rylov, B.  G. Lee, J.  Bulzacchelli, A.  Ardey, C.  Schow, and 
M.  Meghelli, A 25 Gb/s burst-mode receiver for low latency photonic switch network, in 
Optical Fiber Communication Conf. (OFC), paper W3D.2 (2015)

	20.	R. Yu, R. Proietti, S. Yin, J. Kurumida, S.J.B. Yoo, A 10-Gbps BM-CDR circuit with synchro-
nous data output for optical networks. IEEE Photon. Technol. Lett. 25(5), 508–511 (2013)

	21.	S. Ibrahim, H. Ishikawa, T. Nakahara, Y. Suzaki, R. Takahashi, A novel optoelectronic 32-bit 
serial-to-parallel converter for 25-Gbps optical label processing. IEICE Trans. Electron. 
E97.C(7), 773–780 (July 2014)

	22.	S. Ibrahim, T. Nakahara, H. Ishikawa, R. Takahashi, Burst-mode optical label processor with 
ultralow power consumption. OSA Optics Exp. 24(7), 6985–6995 (2016)

	23.	T. Segawa, S. Ibrahim, T. Nakahara, Y. Muranaka, R. Takahashi, Low-power optical packet 
switching for 100-Gbps burst optical packets with a label processor and 8×8 optical switch. 
IEEE J. Lightwave Technol. 34(8), 1844–1850 (2016)

	24.	Y. Muranaka, T. Segawa, Y. Ogiso, T. Fujii, R. Takahashi, Performance im-provement of an 
EAM-based broadcast-and-select optical switch. IEEE Photonics J. 8(2) (2016)

	25.	M. Nada, M. Nakamura, H. Matsuzaki, 25-Gbit/s burst-mode optical receiver using high-speed 
avalanche photodiode for 100-Gbit/s optical packet switching. Opt. Express 22(1), 443–449 
(2014)

	26.	S. Ibrahim, H. Ishikawa, T. Nakahara, R. Takahashi, A novel optoelectronic serial-to-parallel 
converter for 25-Gbps optical packets. Opt. Exp. 22(1), 157–165 (2014)

	27.	T. Nakahara, R. Takahashi, Self-stabilizing optical clock pulse-train generator using SOA and 
saturable absorber for asynchronous optical packet processing. Opt. Express 21(9), 10712–
10719 (2013)

	28.	H. Ishikawa, T. Nakahara, H. Sugiyama, R. Takahashi, A parallel-to-serial converter based on 
a differentially operated optically clocked transistor array. IEICE Electron. Ex-press 10(20), 
20130709 (2013)

	29.	T. Segawa, W. Kobayashi, T. Sato, S. Matsuo, R. Iga, R. Takahashi, A flat-output widely tun-
able laser based on parallel-ring resonator integrated with EA modulator. Opt. Express 20(26), 
B485–B492 (2012)

	30.	R. Takahashi, T. Yasui, J.-K. Seo, H. Suzuki, Ultrafast all-optical serial-to-parallel converters 
based on spin-polarized surface-normal optical switches. IEEE J. Sel. Top. Quantum Electron. 
13(1), 92–103 (2007)

7  Torus-Topology Data Center Networks with Hybrid Optoelectronic Routers



147© Springer International Publishing AG 2018 
F. Testa, L. Pavesi (eds.), Optical Switching in Next Generation Data Centers, 
DOI 10.1007/978-3-319-61052-8_8

Chapter 8
LIGHTNESS: All-Optical SDN-enabled Intra-
DCN with Optical Circuit and Packet 
Switching

George M. Saridis, Alejandro Aguado, Yan Yan, Wang Miao, 
Nicola Calabretta, Georgios Zervas, and Dimitra Simeonidou

8.1  �Introduction

In this book chapter, a flat all-optical intra-data center network architecture is 
introduced and validated throughout various experimental demonstrations. The 
architecture, which combines novel photonic switching technologies with a fully 
SDN-enabled control plane, aims at delivering scalable, flexible, low-latency, and 
high-capacity interconnection on demand. The architecture and technology described 
in this chapter is built under the EU FP7 project LIGHTNESS [1–3], containing both 
data and control plane state-of-the-art features.

The chapter begins with the “LIGHTNESS” architecture, which provides an ana-
lytical view of the proposed data plane design while also offering an insight into the 
control plane architecture. The overall architecture targets for utilizing hybrid OCS/
OPS principals interchangeably in all parts and levels of the DCN, from the server 
interface cards to the all-optical top of the rack (ToR) switch and top of the cluster 
(ToC) switches. On top of it, a unified SDN controller is in charge of network 
resource allocation, decision making, and command forwarding, making the data 
plane fully programmable.

The following section is about the LIGHTNESS technology enablers and the 
hybrid OPS/OCS interconnect. It explains the technologies that were developed and 
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used in the LIGHTNESS framework. It includes the design and functionality of the 
FPGA-based optoelectrical network interfaces, the optical ToR switch, as well as 
the OCS and OPS switching technologies.

Later, “experimental demonstration and evaluation” section reports the demon-
stration of SDN and virtualization-based capabilities (such as monitoring and file 
transfer or database migration) entirely integrated with an advanced all-optical 
physical layer. The performance of the above network is experimentally evaluated 
in terms of BER, end-to-end latency, and control plane functionality.

In the end, in the “Discussions” section, an overview of the proposed architecture 
is provided, including the pros and cons of such a design, as well as further sugges-
tions for future work.

8.2  �LIGHTNESS Data Plane Architecture

As shown in Fig. 8.1, servers at each rack are interconnected to the hybrid OCS/
OPS DCN data plane via an optical ToR switch. The optical ToR switch can be 
implemented in many ways, as a passive optical element, such as an arrayed wave-
guide grating (AWG), a routing-AWG (R-AWG), or an active optical switch, such 
as a wavelength/spectrum selective switch (WSS/SSS) or a fiber/space switch. The 
functionality of the classical electrical ToR switch is moved by a large extent 
toward the advanced network interface cards (NICs), interfacing each server. Each 
NIC interface performs traffic aggregation and application-aware classification of 
data flows to either short- or long-lived ones. This offers an increased degree of 
programmability and dynamicity that is essential for modern intra-DCN 
capabilities.

Scalability is yet another objective of LIGHTNESS, and it is realized through the 
deployment of architecture-on-demand (AoD)-based [4] large-port count fiber 
switches (OCS) and numerous nanosecond fast switches (OPS) interconnecting 
racks in the DC, which allows for extending the number of input/output wavelengths 
between ToRs (WDM scaling) when the port count of OPS or OCS switches 
becomes a limitation. For higher scalability, the creation of clusters made of fixed 
number of racks could be an alternative, e.g., the top-of-the-cluster AoD-based 
switch of each cluster can be interconnected with other clusters through a large port-
count fiber switch.

Based on the AoD design shown in Fig. 8.1, OCS switches support the intercon-
nection of both short-lived and long-lived traffic flows within and between clusters 
of the DCN. In addition, for the case of the short-lived traffic flows, OPS subsys-
tems can efficiently fill in the gaps of the OCS by loosening interconnection demands 
for the OCS with an optical packet-based approach, which offers finer network 
granularity while allowing the sharing of the same WDM channels among different 
servers. Additional links directly interconnecting servers between them can be an 
alternative approach (as shown in Fig. 8.1); even if it is limited by the port number, 
the NIC is able to support.
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The combination of OPS and AoD-enabled OCS modules makes it possible to 
switch traffic in all three optical dimensions, namely, space, frequency, and time, as 
well as to provide a range of additional capabilities on demand. The reconfigurable 
optical backplane provides flexible connectivity for the AoD node. Based on the AoD-
based OCS concept, the LIGHTNESS network shows the following advantages:

•	 Flattened network infrastructure providing the on-demand bandwidth allocation 
and low latency which are desirable for next generation DCN.

•	 Multi-granularity configuration: fiber switching, spectrum (or a single wave-
length) switching, and subwavelength switching (optical packets).

•	 Fully reconfigurable and programmable connectivity: each NIC transponder can 
be directed to either OCS or OPS for transmitting information among servers.

•	 According to the traffic demand, OCS/OPS or both can be selected.

The proposed design for intra-cluster DCN is illustrated in Fig. 8.1. In this case, 
one cluster consists of several racks of servers. A ToR switch is used for intercon-
necting the servers in one rack to the AoD cluster backplane. Each ToR switch 
provides ten channels with 10Gbps/channel capacity, and each channel can support 
either OPS or OCS transmission, which is again directed by the ToR switch. Those 
ten channels are combined by a mux or a demux, creating the optical fiber input and 
output ports of one ToR. As shown in Fig. 8.2, an AoD-enabled OCS interconnects 
all the input and output ports of different ToRs, OPS modules, and traffic from/to 
other clusters as well.
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Fig. 8.1  Cluster-level LIGHTNESS AoD-based architecture
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The use of the AoD structure for the OCS node makes it capable of supporting 
multi-granularity switching (from 10Gbps to 100Gbps). For example, by cross-
connecting two ToRs directly, e.g., ToR to ToR, coarse granularity switching is 
achieved, whereas lower bandwidth granularities can be accomplished by sepa-
rating channels from each ToR and assembling them again when required. After 
demultiplexing, channels from each ToR can be connected to the OPS module or 
interconnected with each other as OCS connections, depending on the 
requirement.

For this design, the OPS module could be either 4 × 4 or 16 × 16, depending 
on the port count and bandwidth required for the OPS.  The number of links 
between each ToR and OPS module can be flexible, while it is also possible to 
scale the OPS switch by cascading several small switch modules in a Clos topol-
ogy. The WDM mux/demux (e.g., AWG) interface between ToRs and AoD OCS 
backplane can potentially be replaced by the space division multiplexing (SDM) 
technologies, like multiple fibers (or ribbon fibers) or multicore fiber for further 
cost savings [5]. However, this might compromise the switching granularity at 
the OCS level.

Fig. 8.2  High-level LIGHTNESS AoD-based architecture including inter-cluster connectivity
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8.3  �LIGHTNESS Control Plane Architecture

The proposed LIGHTNESS control plane allows the provisioning of the hybrid 
optical data center network resources through a set of integrated and innovative 
functionalities and procedures: implementing connectivity services setup and 
teardown, dynamic service modification, path and flow computation, data center 
network resiliency and monitoring, and dynamic and automated resource optimi-
zation. The LIGHNTESS control plane is also equipped with an open, flexible, 
and extensible interface at the northbound for cooperation with management, 
VDC planning, and orchestration entities or user applications. In addition, an 
open, standard, vendor-independent and technology-agnostic southbound inter-
face allows to configure and monitor the underlying physical devices composing 
the hybrid data center network. It is important to note that the term northbound 
interface (NBI) refers to any interface in a system used to communicate with 
higher layer systems and applications, as shown in Fig.  8.3. Similarly, south-
bound interfaces are defined to communicate a system with lower level systems 
and devices.

The finalized LIGHTNESS SDN control plane architecture is shown in Fig. 8.3. 
It is composed by an SDN controller natively implementing a set of basic network 
control functions and protocols, which are crucial to meet the requirements for data 
center services and applications.

A component that differentiates the LIGHTNESS SDN control plane from other 
SDN approaches is the virtualization manager (highlighted in red in Fig. 8.3). This 
module enables multi-tenancy within the hybrid data center by provisioning virtual 
DCNs. It is introduced as a new base service in the SDN controller, sitting on top of 
the resource manager and directly using the abstracted view of the hybrid optical 
data center network the resource manager exposes. In particular, the virtualization 
manager allows users to create their own virtual topologies on demand based on 
their specific QoS requirements.

Also, by taking advantage of the SDN approach, any features or functional-
ities supported by the LIGHTNESS control plane can be easily extended and 
implemented as network applications running on top of the SDN controller. As 
an example, a VDC composition application is proposed to enhance the afore-
mentioned LIGHTNESS architecture to enable users to specify and dynami-
cally modify their virtual DCNs (network application highlighted in red, top 
right of Fig. 8.3).

The VDC composition application is the component that implements the logic 
and the intelligence to interface with core virtualization manager for DCN virtu-
alization. This means that any virtualization algorithm can run inside this VDC 
component, while the QoS provisioning and guarantee are provided by the virtu-
alization manager. In particular, various algorithms and procedures for the VDC 
allocation are designed and evaluated in LIGHTNESS, e.g., a static VDC alloca-
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tion and a dynamic virtual slice allocation algorithm. In the first case, the minimi-
zation of the number of optical transponders is attained (DCN’s CAPEX 
optimization), while in the second case, the number of blocked VDC allocation 
requests is evaluated. The main rationale behind such algorithm designs is the 
evaluation of the performance (in terms of allocated VDCs) of the LIGHTNESS 
architecture based on the hybrid data plane.
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8.4  �Technology Enablers for Flexible OCS/OPS

8.4.1  �FPGA-Based Network Interface Card (NIC)

For DCNs, such as cloud data centers, special focus is needed on improving the 
intra-rack communication performance. The programmable NIC is designed and 
implemented to enable high-bandwidth and low-latency intra-rack communica-
tion and further empowers a flat and scalable all-optical data center inter- and 
intra- cluster architecture. The programmable NIC plugged directly to the server 
replaces the commodity NIC and enables intra-rack server-to-server full-mesh 
interconnection. The NIC is designed and implemented based on high-speed 
FPGA platforms [6] and optoelectronic transceivers. The 10x10G transceiver 
interfaces can be anything from ready off-the-shelf components (SFP+, CFP2, 
CFP4, etc.) or custom-made integrated PICs based on silicon photonics or III–V 
materials. In particular, hardware programming, framing, and processing methods 
are adopted for ultra-low latency processing and switching, as well as traffic 
aggregation techniques for maximum capacity handling. The traffic generated 
from servers is dissected over standardized network layer protocols (e.g., Ethernet) 
and then allocated into optical packets with the lowest possible processing delay 
to preserve ultra-low latency communication. It is capable of switching among 
multiple technologies, such as OCS and OPS, in a hitless manner, to achieve dis-
crete bandwidth granularities. Most importantly the proposed NIC is also able to 
change between many-to-many aggregation mode and high-throughput point-to-
point mode with little or no disruption to running applications. By using the pro-
grammable hybrid OCS/OPS NIC, the traffic features related to the OPS operation 
become flexible and programmable, allowing repurposing of the synchronous 
time-slotted mode OPS function to request and impose different levels of quality 
of service (QoS). These features include (a) variable optical packet size with  
(b) variable payload and overhead and are implemented as programmable network 

Fig. 8.4  FPGA-based network function programmable interface card (NIC)
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functions rather than rigid hardware. All the above programmable features and 
FPGA hardware implementation are effectively exposed to the SDN-based control 
plane (Fig. 8.4).

8.4.2  �OPS Module

A well-equipped 4 × 4 prototype integrating optical label processor (LP), optical 
switching fabric, and switch controller has been completed in the LIGHTNESS 
framework. As depicted in Fig. 8.5a, the proposed modular architecture allows 
the 4  ×  4 OPS prototype to logically perform as two 2  ×  2 OPS switches.  
The electrical label bits generated by each NIC are encoded in an in-band optical 
RF tone label [7, 8] by a prototyped label generator. The in-band optical labels 
are then coupled to each of the optical packets. Due to the lack of an optical buf-
fer, a copy of the transmitted packet is stored, and a fast optical flow control 
between the OPS and the NIC is implemented for packet retransmission in case 
of contention. Figure 8.5b shows the photos of the 4 × 4 OPS prototype. The 
optical label of each packet is filtered out by a fiber Bragg grating (FBG) with a 
narrow passband. It is then detected and processed by the LP, and the recovered 
label bits are sent to the switch controller. The payload is fed into a 1 × N SOA-
based broadcast and select stage. The switch controller checks the possible con-
tention and, according to the lookup table (LUT), configures the 1 × N switch to 
forward the packets to the destination. The LUT can be remotely configured 
through the SDN-based control interface and can be seamlessly updated when 
necessary. In case of contention, the low-priority packet will be blocked, and a 
fast optical flow control signal (negative ACK) generated by using a low-speed 

Fig. 8.5  (a) Schematic of the SDN-enabled OPS, (b) 4 × 4 OPS prototype, and (c) time traces of 
labels and OPS switch outputs for normal switching operation and multicasting. “1” and “2” indi-
cate whether the present optical packet (blue) is switched in port No. 1 or 2. “M” indicates “multi-
casting,” and thus the packet is present in both output ports of the switch
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directly modulated laser (DML) is sent back to the NIC to request for the retrans-
mission. If no contention occurs, a positive ACK informs the NIC to remove the 
packet from the buffer. As shown in the time traces of Fig. 8.5c, depending on 
the combination of the values of the labels, different (or no) outputs are activated 
for each 38.4 μsec timeslot. Multicasting is triggered when two label bits have 
been set as “11.”

The fast response of the SOA in combination with the parallel processing of the 
label bits allows 20 nanoseconds switch reconfiguration time regardless of the port 
count. Besides the re-configuration of the LUT, the SDN-enabled control interface 
also enables programmable and flexible access from the SDN controller including 
the monitoring of the statistics.

8.5  �Experimental Demonstration and Evaluation

The proposed fully dynamic all-optical circuit and packet-switched experimental data 
plane is able to carry out unicast/multicast switchover on request, while the powerful 
control plane enables the abstraction and virtualization of the networking resources. 
Thus, virtual data centers (VDCs) and virtual network functions (VNFs) are created 
on top of the data plane infrastructure. We have experimentally demonstrated practi-
cal intra-DCN interconnection use cases with deterministic latencies for both unicast 
and multicast, exhibiting monitoring and database transfer scenarios, each of which is 
facilitated by a joint software element based on the NFV and SDN principles.  
The outcomes validate a fully working thorough unification of the advanced optical 
data plane with the SDN-based control plane, committing to more efficient manage-
ment of the forthcoming data center’s compute and network resources.

8.5.1  �Overall Experimental Architecture

The introduced high-level architecture, previously shown in Figs. 8.2 and 8.3, dis-
plays a next-generation fully reconfigurable DCN relied upon both optical circuit 
and optical packet switching technologies. Now for the overall experimental DCN 
design, as illustrated in Fig. 8.6, server blades within individual racks are connected 
via dedicated optoelectronic interfaces and all-optical ToR switches to the rest of 
the programmable DCN. The FPGA-based NICs operate as SDN-enabled hybrid 
OCS/OPS interfaces that support dynamic composition and transmission of Ethernet 
frames and/or optical packets with associated labels [9]. In order to provide direct 
OCS multicasting capabilities in each rack separately, optical power splitters are 
applied at each of the optical ToRs.

We propose a large port-count space/fiber switch as an optical ToR, because when 
combined with the advanced NICs on each server, they prevent the use of power-
hungry electronic packet ToR switches (EPS) with unregulated latency values. 
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Therefore, this flat design offers fixed low interconnection latency and potential 
cutback in power consumption of the overall network, due to the eventual lack of 
repeated O/E/O conversions. It also establishes full bandwidth transparency, since 
optical switches are entirely agnostic of the actual operated channel data rate, net-
work protocol, or optical modulation format.

Within each cluster, the optical ToRs are linked to a top-of-the-cluster (ToC) 
optical switch, as shown in Fig. 8.6. The ToC incorporates a modular flexible optical 
network, containing a high-radix optical switch, serving as the optical backplane, 
optical power splitters, a wavelength/spectrum selective switch (WSS/SSS), and a 
2 × 2 optical packet switch. The optical splitter at this network position enables 
OCS multicasting among various servers of separate racks within the same cluster 
and between remote clusters. The WSS’s role is to groom/distribute multiple chan-
nels and traffic for inter-cluster communication in an elastic way. A passive optical 
filtering device, such as an AWG, could operate comparable jobs and be deployed 
instead of the WSS. However, a WSS is preferred due to its increased reconfigu-
rability, flexibility, and bandwidth adaptability. A WSS/SSS could easily adapt to 
future possible bandwidth allocation needs with higher spectrum efficiency and nar-
rower channel spacing than the present standardized ones.

The optical backplane also encompasses SDN-enabled OPS switching nodes that 
can perform nanosecond-fast packet switching, multicasting, as well as supporting of 
monitoring capabilities for optical packet reception and contention. To accomplish for-
warding operation in the nanosecond scale, the OPS deals with the optical packets 
according to the optical label sent by the NIC [10], while the SDN controller has the 
role to arrange and supply the lookup tables to the OPS and NIC modules. This favors 
the decoupling of the fast (nanoseconds) forwarding operation of the optical data plane 
(to support time domain fast statistical multiplexing capability), from the slower SDN 
control plane (milliseconds), DCN virtualization, and VDC planner application.

Exploiting statistical multiplexing, OPS can also provide efficient and flexible 
bandwidth utilization therefore lowering the required optical port count at the back-
plane while guaranteeing the appropriate connectivity. In conjunction with the 
nanoseconds-fast label detection and switching control, bursty traffic demands are 
handled with higher degree of bandwidth granularity, lower latency, and adjustable 
per-packet processing agility.

Each of the NICs, optical ToRs, OCS and OPS switching nodes, and WSS switches 
is utterly controllable by the centralized SDN controller through a consistent control 
software interface, featured by each device’s dedicated agent, as shown in Fig. 8.6 
left. The agents abstract essential information from the hardware network modules, 
keeping the SDN controller up to date with every instance of the network, while they 
also translate and forward the management commands to the physical layer devices. 
Furthermore, logically on top of the SDN controller (and his left in Fig. 8.6), the 
VDC planner and the NFV applications provide an extra layer of abstraction and 
virtualization of the deployed physical computing and network infrastructure.

In summary, the programmable data plane facilitates the SDN-based DCN control 
plane to form and amend the physical layer topology, by flexibly arranging the rele-
vant cross-connections in the optical backplane to suit the various applications’ 
demands. Additionally, based on the DCN’s specific requirements and data flow 
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durations each time, the FPGA-based hybrid OCS/OPS NIC can be set up by the 
SDN controller on request along with the optical ToRs, ToCs, and OPS switches, 
achieving also unicast and/or multicast communication among servers.

8.5.2  �All-Optical Experimental Data Plane

The data plane test-bed used for the experimental studies includes four rack-mounted 
Dell PowerEdge T630 servers, each supplied with a state-of-the-art FPGA-based 
NIC board with 10G SFP+ transceivers, serving as the reconfigurable interface of the 
computer blades to the optical network [9]. These servers were populated by miscel-
laneous virtual machines (VMs), one of which also hosts the SDN controller. All 
servers are joined to the 192 × 192 port optical circuit switch (supplied by Polatis), 
which in our experiment acts both as a ToR switch and as the OCS backplane on top 
of each cluster. Polatis beam-steering switching technology adds around 1 dB of loss 
per optical cross-connection (OXC), so multiple OXCs and hops are sustainable 
without extensive power and signal integrity penalties. As mentioned above in the 
overall architecture description, a 1 × 4 optical power splitter, two 1 × 4 WSS, and 
one SOA-based 4 × 4 OPS [10] are also attached to the optical backplane.

The novel NIC’s range of capabilities combines network interface functions, 
programmable aggregation and segregation duties, OCS/OPS switching, and layer 
2 switching services. The FPGA-based hybrid OCS/OPS NIC has been imple-
mented on top of the NetFPGA-SUME development board [11, 12] and has been 
constructed to fit directly into a server’s motherboard by replacing the conventional 
NIC.  In the original design, it has an eight-lane Gen3 PCI Express interface for 
DRAM communication, one 10 Gb/s dual-line optical interface for receiving 
instructions from the SDN control agent and forwarding any feedback, two OCS/
OPS hybrid 10 Gb/s SFP+ ports for inter-server communication, and an OPS label 
pin interface connected to the OPS label generator. The SFP+ transceivers’ frequen-
cies are selected in the C-band and are ITU compatible, in order to be consistent 
with the LCoS-based WSS and SOA-based OPS modules, which both normally 
operate in the 1550 nm frequency region.

The 1  ×  4 optical power splitter supports any OCS one-to-four multicasting 
schedules. The WSSs are mostly operated for merging inter-cluster (or even inter-
DC) traffic carried by channels from different servers or racks into a WDM super-
channel. In the destination cluster, the local WSS separates the original WDM 
channels and properly routes them to the receiving racks and servers.

8.5.3  �SDN-Enabled Experimental Control Plane

For these experiments, OpenFlow (OF) was selected as the standard control plane 
protocol to communicate the network devices with the controller. OpenDaylight 
(ODL) was operating as the SDN controller, and OF agents for Polatis, WSS, OPS 
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switch, and hybrid OCS/OPS NIC were implemented to enable SDN-based pro-
grammability, as shown in Fig.  8.6. Further to the OF extensions, as previously 
reported in [6], the NIC OF agent is additionally enhanced to allow rearrangement 
of the generated OPS packets’ duration. Moreover, ODL internal software elements 
were extended to provide some new network device-specific characteristics. For 
instance, in relation to the OPS and WSS ports, the switch manager and service 
abstract layer (SAL) were further developed to capture the supported wavelength 
and supported spectrum range, respectively, both of which were then used to vali-
date the current configuration. Furthermore, the statistics of transmitted optical 
packet were collected and preserved by the statistics manager. In order to program 
accordingly the deployed optical devices, the forwarding rules manager has been 
also extended to build the appropriate set of configuration details. For example, for 
the OPS switch, label and output port details were included. For the WSS, central 
frequency, bandwidth, and output port information were contained in the forward-
ing rules manager extensions, whereas traffic matching to OCS or OPS, label, and 
output port information were included regarding the NIC.  More specifically, the 
FPGA-based hybrid OCS/OPS NIC communicates with the OF agent through a 
bidirectional 10Gbps SFP+ Ethernet interface. The commands and information are 
encapsulated in a predefined 1504-byte Ethernet frame. Furthermore, through an 
extended ODL northbound interface, various applications can communicate directly 
with the hardware using the widely supported representational state transfer appli-
cation programming interface (RESTful API).

8.5.4  �Optical Data Center Virtualization Demonstration

As experimental objectives, two control plane operations have been produced and 
positioned on top of the ODL: a virtual data center planner (VDC planner) and a 
virtual network monitoring function (monitoring VNF).

First, the VDC planner allows the composition and arrangement of virtual net-
work slices within the DCN, thus empowering multi-tenancy characteristics in data 
centers. In LIGHTNESS demonstration, the VDC planner consists of a graphical 
user interface (GUI) implemented in HTML/JavaScript that interfaces with a back-
end application developed in Python 2.7, which is capable of direct interaction with 
the ODL controller. The potential DC manager or user has access to the GUI with 
any existing browser, while he can create a VDC request, as shown in an example of 
Fig. 8.7. The specifiable VDC creation parameters are (i) number of servers to be 
allocated, (ii) optical links to be established, (iii) the preferred optical interconnec-
tion technology (OCS/OPS) for each link, and finally (iv) advice if there are any 
multicast properties for the allocated linked servers. Other parameters that are 
available (not mandatorily applied for the present VDC creation algorithm) are the 
required interconnection bandwidth and the bidirectionality of a given link.

Once the application has received the set of the abovementioned parameters for 
the VDC and has generated a group of static control flows to be forwarded to the 
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DCN devices by ODL, it distributes them among the various data plane modules 
(NIC cards, OPS switches, WSS, and OCS backplane). This set of flows is produced 
in JavaScript Object Notation (JSON) format and sent to the ODL controller via a 
RESTful API.

Figure 8.7 shows an example of a VDC request using the aforementioned VDC 
planner. The user defines, in this example, three server hosts, one of them chosen 
as a multicast node, which will duplicate the content to the other two. In this case, 
the request also specifies OPS as the multicast technology for the VDC 
interconnection.

8.5.5  �Experimental Results and Evaluation

For the experimental demonstration, we incorporated all the available data plane 
and control plane resources, as presented in the previous sections, and evaluated 
several intra-DCN interconnection schemes, based on VDC applications’ and 
VNF’s requests and commands.

First, for the physical layer the DCN was comprehensively evaluated for intra-
rack, inter-rack, and inter-cluster unicast and multicast communication by mea-
suring the bit error rate (BER) for both OCS and OPS switching technologies with 
realistic traffic (scrambled PRBS payload from the traffic analyzer). The results 
are presented in Fig. 8.8. The traffic analyzer provides the FPGA-based NIC with 
10 Gb/s Ethernet traffic, and then the NIC forwards the data to one of its hybrid 
OCS/OPS ports. When OPS mode is selected, the NIC, relying on the configura-
tion instructed by the SDN controller, sets the optical packet duration, encapsu-

Fig. 8.7  VDC planner application with OPS or OCS multicasting options
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lates a certain number of Ethernet frames, and issues the optical packet, while the 
packet label is generated and integrated in parallel. On the receiver end, in the lack 
of a burst mode receiver and in order to properly recover the clock and lock the 
data, a preamble between 10us and 30us was used, depending on the desired qual-
ity of transport.

Intra-rack communication is achieved by pushing optical flows from source to 
destination server via the optical ToR switch for unicast and through an optical split-
ter for multicast operation. Inter-rack and inter-cluster communications are identi-
cally accomplished by going through multiple Polatis OXCs and/or optical power 
splitters. For inter-cluster groomed interconnection, optical signals have to propa-
gate through two extra WSSs for WDM mux/demux and switching functions. Small 
penalties of <2  dB are observed for all OCS interconnection scenarios (unicast/
multicast), as shown in the BER curves of Fig. 8.8 (left).

OPS BER plots in Fig. 8.8 (right) indicate 1 and <3 dB penalties when signals pass 
through one (for intra-cluster) and two (for inter-cluster) switches, respectively.

Following the BER test of the physical links, we collected network layer 2 results 
regarding the chip-to-chip interconnection latency. This is the access latency between 
one NIC’s direct memory access (DMA) and the destination NIC’s DMA. DMA 
driver’s actual delays are excluded and are separately measured later for different 
DMA lengths and fixed Ethernet frames. In addition, interconnection throughput is 
monitored and plotted, exhibiting OCS-to-OPS switchover and vice versa.

We measured the DMA-to-DMA access latency with Ethernet traffic generated 
from the traffic analyzer with various PRBS payloads. The traffic analyzer firstly 
feeds the transmitting FPGA-based NIC with the traffic. Then, the NIC pushes the 
data flows to the all-optical network, employing either OCS or OPS, toward the des-
tination NIC. Optical signals traverse through the DC network and the appropriately 
established cross-connections. Finally, the destination NIC forwards the received 

-28 -27 -26 -25 -24 -23 -22 -21 -20 -19 -18

-lo
g(
BE

R)

received optical power (dBm)

B2B/intra-rack, unicast
intra-rack, multicast
inter-rack/cluster, unicast
inter-rack/cluster, multicast
inter-cluster,2 WSS, unicast

4

5

6

7

8

9
-28 -27 -26 -25 -24 -23 -22 -21 -20 -19 -18

-lo
g(
BE

R)

received optical power (dBm)

B2B

intra-cluster (1
OPS switch)

inter-cluster (2
WSS + 1 OPS
switch)
inter-cluster (2
OPS switches)

4

5

6

7

8

9

Fig. 8.8  (Left) OCS BER curves for intra-/inter-rack unicast/multicast and inter-cluster through 2 
WSSs with 10-Gigabit Ethernet (GbE) traffic. (Right) OPS BER curves for intra-cluster and inter-
cluster through WSS and 1 or 2 OPS switches with 10GbE traffic

8  LIGHTNESS: All-Optical SDN-enabled Intra-DCN with Optical Circuit and Packet…



162

traffic flows back to the traffic analyzer. The accumulated chip-to-chip latency was 
estimated by subtracting the traffic analyzer-to-NIC (and vice versa) delays and the 
traffic analyzers’ processing delays (a few hundreds of microseconds).

The displayed investigation and measurements are based on the best possible 
latency with maximum bitrate, so, for OPS with switching, actual throughput bitrate 
is around 3 Gb/s, and for OCS it is around 8 Gb/s. All quantified latency values 
include FPGA physical and logic delays, which can strongly vary depending on the 
used frame length, selected transmission/switching scheme (OCS or OPS), and the 
FPGA design.

Figure 8.9 (left) shows unicast and multicast OCS access latencies for all the 
studied interconnection scenarios. Predictable latency values are exhibited between 
2 and 3 μsec for most communication scenarios. The majority of the latency is con-
tributed by the electronic processing (PHY and logic) of the Ethernet traffic in the 
source and destination FPGA-based nodes.

Figure 8.9 (right) shows intra-/inter-cluster OPS access latencies with and with-
out switching. When no switching is performed, the clock of the receiving end of 
the transceiver is continuous, so there is no need for recovering it with extra payload 
(e.g., preamble dummy key characters).

Figure 8.10 (right) depicts the variations of interconnection throughput when a 
change from normal operation OCS to OPS and vice versa is initiated by the NFV 
application and executed in the data plane. Protocol overheads are restricting 
throughput in OCS whereas in OPS the dummy key characters used for receiver side 
and clock recovery are confining the maximum throughput, plus the fact that OPS 
traffic is transmitted and switched in a 50% manner for this experiment.

8.6  �Conclusion: Discussions

Regarding the energy efficiency of the proposed architecture, it is widely known 
and proven that optical network modules deliver higher port count with fixed 
power consumption and non-limiting switching capacity. On the contrary, 
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electrical network elements usually provide fewer ports with restricted switching 
capacity and significantly higher power consumption values, which can also vary 
counting on the switching traffic load. The predominant reason why all-optical 
switching is more energy efficient than electrical switching is due to the lack of 
optical transceivers, which count for more than 50% of the total power expendi-
ture. Optical switching devices used in this experiment show much more modest 
power consumption (some tens of Watts) than regular electrical switches (several 
hundreds of Watts). More specifically, the 192 × 192 OCS switch consumes 75 
Watts in regular operation, the 1 × 4 SSS consumes less than 10 Watts, while the 
total power consumption of the 4  ×  4 SOA-based OPS prototype is around 50 
Watts. OPS’s breakdown energy contributions are FPGA controller 15 Watts, label 
processor 20 Watts, and SOA driver 15 Watts. Those values are based on off-the-
shelf components, and further power reduction is possible by dedicated hardware 
photonic integration. Furthermore, recent experimental and simulation research 
[13, 14] have shown considerable distinction in terms of energy efficiency between 
architectures using all-optical switching and in others using conventional electrical 
switching equipment.

Lastly, with regards to the performance of the demonstrated VDC and NFV, not 
only the total (re)configuration times but also the contribution of each individual 
element was calculated. The total OCS/OPS channel configuration span includes (i) 
the ODL SDN controller processing time, (ii) control message transmission time 
(which strongly depends on the actual experiment setup), and (iii) the device recon-
figuration time. Particularly in this experiment, the SDN controller needs around 
210 msec to process requests arriving from the RESTful API in order to push the 
matching OF configuration commands to the network devices’ OF agents. It approx-
imately lasts a further 200 msec for those commands to reach the OF agents, to be 
processed and forwarded. At last, Polatis OCS switch, OPS switch, WSS, and NIC 
require approximately 16, 10, 300, and 18 msec, respectively, to properly configure 
themselves. The above device configurations of course can be carried out in parallel. 
So, assuming that in order to establish an end-to-end OCS channel we need to suc-
cessfully configure the optical ToR before configuring NIC, establishing an OCS 
channel will need 970 msec (also using the WSS) or 690 msec without WSS, while 
it takes around to 420 msec for OPS connection establishment.
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Fig. 8.10  Throughput plot over time, illustrating the OCS-to-OPS switchovers and vice versa
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This chapter demonstrates an all-optical programmable DCN architecture 
enabling OCS/OPS multicasting for realistic monitoring, migration, and transfer-
ring scenarios. The novel networking schemes demonstrated in this chapter include 
an SDN-enabled, virtualize-able, and reconfigurable optical data plane integrated 
and supported by an extended control plane. In this work, the SDN controller and 
NFV server are able to offer data plane monitoring and database migration function 
virtualization, on top of a virtual data center environment implemented and man-
aged by a VDC planner application.

It is apparent that there is a trend for all-optical switching in DCNs in order to 
tackle the disadvantages of current architectures, exactly as it was done with metro 
and core networks a couple of decades ago. However, the requirements of those 
two categories of networks are very different. Hence, WDM technologies com-
mercially available and suitable for metro core and regional networks cannot be 
introduced in the intra-DCNs without further modification. The introduction of 
space division multiplexing (SDM) [5] and the latest advances in photonic integra-
tion will play a critical role in the future development of intra-DCN architectures 
and designs, by attempting to exploit the space dimension, in addition to frequency 
and time, and by bringing massive manufacturing costs of optical components 
down, while further improving their energy efficiency.
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Chapter 9
Hybrid OPS/EPS Photonic Ethernet Switch 
and Pure Photonic Packet Switch

Hamid Mehrvar, Huixiao Ma, Xiaoling Yang, Yan Wang, Dominic Goodwill, 
and Eric Bernier

9.1  �Introduction

There have been many efforts to address the limitation of electronic packet switches 
by utilizing photonic switches that are high capacity and energy efficient for the 
datacenter core switches. Examples include: arrayed waveguide grating (AWG) and 
fast-tuning lasers [1] and a hybrid of MEMS optical circuit switching (OCS) and 
electrical packet switching (EPS) to share the traffic load [2, 3]. Given that AWG 
systems only work with single-DWDM wavelength per signal, it will be a challenge 
to support low-cost 40GE/100GE transceivers. On the other hand, the slow switch-
ing speed of MEMS limits this scheme to steady traffic sessions that last for sec-
onds. Such traffic sessions are small fraction of the traffic. As a result, this chapter 
focuses on solutions where the core switches are wavelength-agnostic photonic 
packet switches, which may be implemented in silicon photonics, as the scale and 
performance of silicon photonics improve.

Optical packet switching (OPS) [4] has been proposed as a solution to replace 
the OCS [5]. However, there are several challenges in implementing silicon pho-
tonic packet switches that are buffer-less and operate at 40GE/100GE or higher 
rates. One, probably insurmountable, challenge is to connect an optical signal from 
an input port to an output port within the nanosecond(s) time frame allowed by the 
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inter-packet gap (IPG) of native Ethernet packets. It is extremely difficult to design 
a photonic switch with response time of less than the inter-frame gap. Another prob-
lem is that photonic switches are buffer-less space switches that disconnect the 
physical layer as packets are switched. As a result, proper considerations need to be 
given to photonic framing to address clock recovery due to light discontinuity and 
the buffer-less behavior of the photonic switches.

Section 9.2 demonstrates a hybrid OPS/EPS that off-loads large packets for 
photonic switching, whereas control packets, broadcast, and small data packets are 
switched by an electronic packet switch. The hybrid OPS/EPS is our first step 
toward photonic packet switching [6]. It discusses how a hybrid OPS/EPS can be 
equipped with packet compression to increase the inter-frame gap for photonic 
switching as well as using a framing scheme with proper frame scrambler to solve 
the receiver decode synchronization. When a hybrid scheme is equipped with proper 
control architecture, it permits the datacenter capacity to grow as over 90% of traffic 
can be off-loaded to photonic packet switches.

In Sect. 9.3, we take a step beyond hybrid OPS/EPS architecture. We discuss the 
functions of a pure photonic packet switch in terms of photonic frame wrapper, 
control signaling, and synchronization. Photonic frame wrapper/un-wrapper allows 
switching of all packets through the photonic fabric. The material in this section has 
been originally published in [7]. In Sect. 9.4, we briefly address the scalability sce-
nario of a photonic switch fabric, followed by conclusion and discussion on research 
direction in Sect. 9.5.

9.2  �Hybrid OPS/EPS

A hybrid of OPS/EPS is required to address the switching during IPG as well as a 
proper photonic framing for receiver clock recovery. As we discuss below, these 
challenges can be addressed by accelerating the photonic line rate by at least 10% 
faster than the native rate and equipping photonic frames with a long preamble 
sequence for frame recovery.

An example of photonic-based hybrid OPS/EPS datacenter architecture is 
illustrated in Fig.  9.1. It features N servers, M top-of-rack (TOR) switches, P 
aggregation nodes each enhanced by new functions, a PxP switch OPS, and a 
tandem EPS of the same size but lower capacity. The connectivity architecture 
shown is a three-tier hierarchy with N servers connected to a TOR, M TORs inter-
connected by an aggregation node, and P aggregation nodes interconnected by the 
core hybrid OPS/EPS. Assuming N = 48, M = 32, and P = 32, the total number of 
servers is approximately 50,000. A two-tier architecture is possible by including 
the enhanced functions of aggregation nodes into the TORs or edge switches.

The use of a hybrid switch core is feasible because the traffic can be segmented 
based on packet length. Traffic inside general-purpose datacenters is typically 
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bimodal, with 45% of packets less than 500B (bytes), 5% between 500 and 1400B, 
and 50% more than 1400B [8]. By defining a packet length splitting threshold K, in 
bytes, one can switch long packets using the OPS and the short packets using the 
EPS. Figure 9.2. shows the percentage of the total bandwidth as a function of the 
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packet length splitting threshold K. Clearly, the large majority of the bandwidth uses 
long packets. For a threshold of K = 1200B, 10% of the bandwidth is switched by 
the EPS, and 90% by the OPS, which is expected to deliver a huge saving in power 
and cost compared to using a very large EPS for all datacenter traffic. We observe 
that while the bandwidth of the EPS is capped, the number of packets handled by 
the EPS does increase. Thus, attention must be paid to the packet-rate handling 
capacity of the EPS.

9.2.1  �Photonic Functions of Hybrid OPS/EPS

Aside from packet contention scheduling, the photonic protocol functions, as shown 
in Fig.  9.3, are packet separation, photonic framing to allow label insertion and 
receiver clock synchronization as the packets are switched and light is discontinued. 
On the ingress side, the long packets are separated from the short packets. The short 
packets are forwarded to the EPS using conventional protocols. Long packets are 
prepared for photonic switching by resolving packet contention, then compressing, 
bitwise scrambling, adding a photonic destination label, and sending them out 
through an optical transmitter. By compressing the long packets, there is enough 
inter-packet gap for the insertion of the photonic label, but more importantly there 
is more time for photonic switch connection setup and for receiver synchronization 
at the destination aggregation switch. The packet compression is achieved by rais-
ing the clocking rate on the output physical layer. For egress, away from the core, 
the aggregation switch performs the inverse operations, receiving photonic long 
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packets from the OPS and conventional short packets from the EPS, reordering the 
packets, and forwarding all traffic as conventional IP/Ethernet packets toward des-
tination TORs.

Figure 9.4 shows a photonic frame structure containing an in-band inserted label, 
switch time window, and payload. The “preamble” section in both label and payload 
is used for clock recovery in the receiver. The “start delimiter” is a fixed pattern used 
for frame alignment and to locate the label and payload. The duration of the time 
window is set to allow enough time for photonic switch setup. The ID field in the 
photonic label refers to the output physical port number of the OPS, and it is 
obtained from a mapping table between the destination MAC addresses that are 
reachable via a given OPS port. Another enhancement is a scrambling suitable for 
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photonic frames (e.g., an OTN frame scrambling algorithm) that scramble each 
MAC frame independently before encapsulating it in a photonic frame.

9.2.2  �Experimental Setup of Hybrid OPS/EPS

An experimental setup of an OPS/EPS test-bed, using a 4 × 4 PLZT [9], also called 
lead lanthanum zirconate titanate, electro-optic switch with switching time of 10–20 ns 
is shown in Fig. 9.5. The servers transmit packets with lengths varying between 64B 
and 1510B. The links between TOR switches and ingress/egress card are 10 Gigabit 
Ethernet LAN PHY, although the architecture can work for higher rates with proper 
compression scheme. The ingress card receives server packets and determines their 
length. It retransmits each short packet as an Ethernet packet on a 1310 nm SFP+. 
It converts each long packet into a photonic frame of Fig. 9.4 by adding scrambling, 
label, and guard gap and sends it out the photonic interface using the transmit side of 
a commercial 1550 nm XFP, running 10% over-clocked (11.35Gb/s). Each ingress 
card concatenates a label followed by a scrambled MAC frame into a photonic frame. 
The scrambler is x16 type. The label is a short non-scrambled pattern at 11.35Gb/s. 
The photonic packet is sent through a fiber to the PLZT switch, which has 11–13 dB 
loss depending on the path, with an EDFA as preamplifier.

At the OPS, a fiber splitter taps 10% power to the OPS label reader, which sets the 
connectivity of the switch for each packet. Since the test-bed is a single-hop network, 
the label detector has zero lock time for each label. In the absence of packet labels, the 
photonic transmitter sends an idle pattern to maintain continuity at the label detector. 
All the electrical functions of the aggregation node and OPS are implemented in Xilinx 
Virtex-7 FPGAs [10]. The servers, TORs, and EPS are standard off-the-shelf products. 
A fiber delay line (FDL) between the tap and the PLZT switch delays the signal long 
enough for the switch controller to read the photonic label and set the switch con-
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nection. The relationship between threshold, K; processing time, p; compression rate, 
r1/r2; and propagation delay in the fiber delay line, DFDL, is governed by:

	
K

p D

r r
FDL>

-
-- -

1
1

2
1
,
	

(9.1)

where r1 = 10Gb/s and r2 = 11.35Gb/s are the pre- and post-encapsulation rates. 
With total processing time, p, measured to be 130 ns, the smallest possible packet 
splitting threshold K without fiber delay line is about 1370B, which results in the 
OPS handling of 86% of the bandwidth. Figure  9.6 shows the combined results 
obtained from (1), and Fig. 9.2., plots the percentage of bandwidth handled by the 
OPS as a function of packet splitting threshold K and the length of fiber delay line.

Figure 9.7 shows some of the experimental results for the test-bed. For simplic-
ity, in this implementation, contending long packets are silently dropped as there is 
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statistics of two video sessions through the test-bed
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no contention resolution. In Sect. 9.3, we discuss an upgrade for contention han-
dling and scheduling. One server, e.g., server 1, sends Ethernet packets with four 
different destination MAC addresses, each destined to a different photonic output 
port of the OPS. Figure 9.7a shows the waveforms captured at the four output ports 
of the PLZT switch. The photo-receiver voltage polarity is inverted, with horizontal 
lines as no light and the waveforms as the switched packets. The details of outputs 
1 and 2 are shown in Fig. 9.7b, where output 1 completes a photonic frame transmis-
sion and output 2 starts sending preamble and photonic label. The switch response 
time is t1 = 12 ns, residual preamble for receiver synchronization t2 = 15 ns, and 
start-frame-delimiter time t3 = 12 ns. The eye diagram at the receiver is shown 
in Fig. 9.7c. Since total processing time is measured to be 130 ns, the latency for 
control processing is approximately 130-t1-t2 = 103 ns. This delay can be compensated 
by the FDL with length of 21 m, resulting in the OPS handling a maximum of 96% 
of datacenter-type traffic with threshold setting of 275B (Fig. 9.6).

The test-bed was used to transmit UDP real-time traffic. Videos play smoothly at 
the receiver with no packet loss. Figure 9.7d shows statistics of the packets sent by 
the TOR that is attached to the server and the packets received by each TOR that is 
attached to a client. The data shows successful transmission of all packets through 
the OPS.

9.3  �Pure Photonic Packet Switching

In Sect. 9.2, we discussed off-load of large packets in a hybrid system comprising 
an electronic core switch which handled control, broadcast, and small data packets 
and a photonic core switch which handled large packets and photonic label recogni-
tion at an accelerated photonic line rate.

The main issue associated with the hybrid OPS/EPS solution is its limited appli-
cation due to the following reasons. First, splitting a packet stream to long and short 
packets is troublesome for TCP connections; second, there may be MAC learning 
confusion as there are two receive interfaces; third, packet reordering is required as 
there are different path delays for OPS and EPS.  A pure photonic switch could 
address these issues.

In this section, we discuss a synchronous photonic packet switch system that 
handles all packet types and offers two distinctive features. One is the separation of 
control path and data path, and the other is a photonic framing architecture that 
allows carrying of all packet sizes while addressing the challenges of switching 
speed and signal recovery. Separation of data path and control not only allows con-
ventional low-cost 40GE/100GE optics but also lays the groundwork for scalable 
datacenter architectures with the possibility of integrating control with software-
defined networking (SDN). By wrapping many packets destined to the same output 
into a single photonic frame, the efficiency of the photonic packet switch is 
improved. With out-of-band signaling for photonic labels and system synchroniza-
tion, the physical layer is simplified.
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Figure 9.8 shows a three-tier synchronous photonic packet switch datacenter 
architecture, a modified structure of Fig. 9.1. The aggregation switches are modi-
fied, to interface with the photonic switch. As mentioned previously, a two-tier 
architecture can be implemented by moving the modified functions inside the TORs 
and not using aggregation switches. The core switch comprises a buffer-less PxP 
silicon photonic time-slot space switch for packet switching and a controller for 
connection management, scheduling, and system synchronization. The control data 
for synchronization, scheduling, and routing uses a different wavelength than the 
data path. Using out-of-band labels simplifies the controller and simplifies the physical 
layer of the photonic switch.

9.3.1  �Photonic Functions of Pure Photonic Packet Switch

The network of Fig. 9.8 is a time-slot-based synchronous network, in which the 
length of a wrapped photonic frame is equal to the slot time, e.g., 1 microsecond. 
Each aggregation node adjusts its frame transmit boundary clock to ensure that the 
photonic frames arrive at the inputs of the photonic packet switch at the same time, 
despite diverse fiber lengths, using frame synchronization.

Figure 9.9a, b shows the flow of photonic frames at the output of the aggregation 
node and the input of the photonic packet switch, respectively. If the network is 
small, each aggregation node may have a fixed allocation of time slots to allow 
simpler scheduling and contention control, e.g., round robin. In a large network, a 
request-grant approach with efficient scheduling scheme can be applied [11].

Two functions are introduced to achieve the goal of handling unicast and broadcast 
packets of all lengths, for both data and control, at line rate using only the photonic 
switch. One is a photonic frame wrapping/unwrapping function, and the other is a 
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synchronization scheme. Figure 9.10 is a block diagram of the wrapping/unwrapping 
element, respectively, in the ingress/egress of the aggregation node.

In the ingress, native Ethernet/IP packets are placed into one of P virtual output 
queues based on their destination MAC address (or IP address). If the frame is a 
broadcast frame, it is copied into all virtual queues.
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The switch controller and scheduler determine which queue can wrap its packets 
into a photonic frame in the next time slot. The wrapping function includes de-queueing 
multiple MAC (or IP) packets from a given virtual queue, packaging them into one 
large photonic frame, followed by inserting the label, the preamble, and the start 
delimiter sequence. The inserted label is transmitted onto the control channel, e.g., 
at 1310 nm wavelength, while the wrapped payload is transmitted though the data 
channel with single or multiple wavelengths in the 1550 nm band in which the 
photonic switch operates.

The egress performs inverse operations. It receives photonic packets from the 
photonic packet switch (PPS), disassembles the packets, and forwards each conven-
tional Ethernet packet to the destination TOR using conventional routing or switch-
ing protocols. If the frame is a broadcast frame, it is sent to every attached TOR.

Figure 9.11 shows photonic frame wrapping structure and its out-of-band label. 
Packets for the same destination are concatenated in a wrapper with no inter-packet 
gap (IPG). The preamble is used for receiver recovery at the egress cards, and the 
start delimiter is a fixed pattern used for frame alignment.
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The offset time between label and payload allows label decoding. Switch setup 
is performed during the inter-frame gap (IFG). The ID field of the photonic label 
identifies the destination aggregation node. Bandwidth utilization is impacted by 
the number of packets in a wrapper. To achieve full utilization, it is required that

packets-per-wrapper inter-packet-gap preamble start delimit* > + eer inter-frame-gap+

Figure 9.12 shows bandwidth utilization versus wrapper size, for different line 
rates and preamble sizes. Assuming constant switching setup time and start delim-
iter duration, the two factors that impact bandwidth utilization are wrapper size and 
burst recovery time at the receiver.

To achieve time-slot synchronization among aggregation nodes, the time 
and frequency offset between the aggregation switches is adjusted continually. 
This function is performed by the photonic packet switch controller shown in 
Fig. 9.13. The controller extracts the labels to generate the signals that set up the 
photonic switch fabric and determines the time offset values between the incom-
ing labels. This offset is used to send synchronization signals to all aggregation 
switches through the control channel. Once an aggregation switch receives the 
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synchronization signal, it either delays or advances the photonic wrapper frame 
clock accordingly.

9.3.2  �Experimental Example and Results

Figure 9.14 shows an experimental setup of a pure photonic packet switch test-bed. 
It uses a 4 x 4 photonic switch that operates in the 1550 nm band and connects four 
aggregation nodes with 40Gb/s interfaces. Data path packets (unicast 64–1518B) 
and control/comms packets (both unicast and broadcast) are generated by four 
10GE test generators. When an aggregation node receives a packet from any of the 
four 10GE client lanes, it extracts the MAC destination address and enqueues it to 
the virtual queue of the destination egress card. It then wraps many MAC frames of 
the same queue into a fixed-length photonic frame and adds a label, preamble, and 
start of the payload sequence. The corresponding label is sent on a 1310  nm 
SFP+ with an offset time before the photonic data packet, to allow processing time 
in the photonic core node.

The wrapped photonic frame is sent at 40Gb/s. To mimic standard four-
wavelength 40GE and to overcome I/O rate limitations of the FPGA, the 40G signal 
in the demonstration is implemented using four commercial XFPs at four different 
10Gbp/s wavelengths. The 1550 nm light is preamplified by an EDFA before being 
sent to the photonic packet switch. Each aggregation node is connected to the pho-
tonic switch by a different length of fiber. The contention scheme is implemented by 
a simple round robin scheduler, as the test-bed switch size is small.
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When the photonic packet switch controller receives a label on the 1310  nm 
channel, it decodes the label and sets the connectivity of the switch for the photonic 
packet. To avoid label lock time at the controller, each ingress card sends an idle pat-
tern between the labels. The modifications of the aggregation node are implemented 
in external Xilinx Virtex-7 FPGAs [10] that share a common clock. This allowed 
simplification of clock synchronization as there is no frequency offset among the 
four aggregation nodes. As shown in Fig. 9.15, the controller sends a synchronization 
message to the ingress card first. Upon receipt, the ingress returns ACK to the 
controller. From the ACK arrival time, the controller determines the time that “start 
indicator” signal should be sent. When the egress card receives the start indicator 
signal, it wraps the phonic frame and sends it out. If there is no MAC frame to send, 
an idle photonic frame is sent.
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Control path

Data path
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Fig. 9.16  Photonic frame output by an ingress node
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Figure 9.16 shows the waveforms captured at the output port of the ingress cards, 
using a four-channel real-time oscilloscope that captures three lanes of data path 
and the control path. As seen in the magnified part, the payload follows the label 
with a 120 ns offset because the total controller processing time was previously 
measured to be 120 ns. Also, an idle pattern is sent between labels to ensure that the 
label detector sees a continuous signal at the physical layer. The magnified part of 
the data path shows the preamble for receiver recovery, followed by the start delim-
iter of the payload. Figure 9.17 shows the four captured labels at the input of the 
controller have been well aligned by the synchronization process.

Figure 9.18 shows the switched signal at output 1 of the photonic packet switch 
(four wavelengths) with received packets from aggregations nodes 1 and 3. The 
photo-receiver voltage polarity is inverted, with horizontal lines representing no 
light and the waveforms indicating the switched packets. For better illustration, 
nodes 2 and 4 are setup to have no packets to send. As seen in Fig. 9.18, the photonic 
switch physical response time is about 10 ns.

9.4  �Scalability of Photonic Packet Switch

In the previous section, we demonstrated how a single photonic packet switch can 
be implemented. One of the challenges for deployment of photonic switching is 
how to scale photonic switches. Scaling photonic packet switches can be achieved 
by using a set of fast photonic switch matrices, with less than 10 nanosecond 
switch time, implemented as carrier injection optical silicon photonic Mach-
Zehnder matrices (e.g., [12]) with a time-slot synchronous centralized control to 
perform scheduling of photonic frames through the stack of photonic switches, 

Fig. 9.18  Signal at the output 1 of the switch
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with no reordering of frames. With the use of M small N  ×  N photonic switch 
matrices, all controlled by a time-synchronous controller, the stack of switches can 
act as one switch with capacity of (M × N) × (M × N). In [13], it has been demon-
strated that two 4 × 4 photonic switches in parallel can be aggregated by such a 
control scheme to deliver eight-channel capacity. This stacking principle can be 
extended to larger networks.

9.5  �Discussion and Conclusion

In this chapter, we presented a single-hop photonic switching node for interconnecting 
aggregation nodes or edge switches of datacenters. In summary, while photonic 
switching of native Ethernet packets can be applied to any packet size, it is more 
efficient to be applied to large packets to allow enough time for photonic switching 
time and clock recovery due to light discontinuity. A hybrid photonic switch can use 
packet length discrimination, compression, and scrambling to off-load electrical 
packet switches. Results indicate that a hybrid photonic switch core can handle 96% 
of the native Ethernet traffic in a datacenter. Yet, the hybrid approach is deemed to 
be impractical due to requirement of packet re-ordering and the challenges posed 
for handling TCP traffic as a result of splitting the traffic flow stream. On the other 
hand, a pure photonic switching fabric based on fast carrier injection optical 
switches [12] that is buffer-less, wavelength agnostic and operates as time-space 
switch can address these challenges. The presented pure photonic switch fabric is 
characterized by: packets wrapped into a photonic frame, signaling waveband sepa-
rated from data path waveband, and a synchronization scheme for alignment of 
photonic frames from all aggregation switches at the input of the photonic core 
switch. An example of a 40GE system connected by a 4 × 4 photonic switch and 
synchronized by a photonic controller was presented.

The advantage of the proposed time-slot synchronous pure photonic space switch 
based on carrier injection is that it is rate agnostic, buffer-less, and scalable. It allows 
the buffering of packets to be performed in the electronic domain at the aggregation 
node or edge switches. Upon receipt of a grant by scheduler, packets are wrapped 
into photonic frames and sent through photonic fabric to their destinations.

As for the future research direction, special focus is required in two main areas. 
One is in the design of fast and scalable switch fabric building blocks with low inser-
tion loss. Lowering the insertion loss can be addressed by improving the design, 
manufacturing, and packaging process and by integrating on-chip semiconductor 
optical amplifier (SOA) to compensate for the optical loss. The other area is related 
to the control of a large-scale photonic switch fabric that interconnects many aggre-
gation nodes within 2 km in a next-generation datacenter. While this chapter dis-
cussed a centralized synchronous system for a single-hop core photonic switch, 
scaling the control scheme to a cluster of photonic switches, or multi-hop photonic 
switching, remains a challenge. In other words, while scaling the data path of a pho-
tonic fabric can be achieved by synchronizing an array of many smaller photonic 
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switches, e.g., [13], scaling the control architecture in terms of synchronization and 
scheduling scheme of photonic packet fabric constitute future areas of research. The 
research question that needs to be addressed is that what type of control architecture, 
i.e., centralized or distributed control architecture, would allow operation of a petabit 
photonic fabric. It is important to note that while a petabit photonic fabric offers 
energy efficiency (power and cooling) and small physical footprint, it is required that 
they offer, at a minimum, same quality of service (QoS) offered by today’s electronic 
packet switches. Given the desire to perform buffering in the electronic domain, such 
QoS performance metric includes packet end-to-end delay and jitters from one 
aggregation node to another one through the photonic fabric.
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Chapter 10
OPMDC: Optical Pyramid Data Center 
Network

Maria Yuang and Po-Lung Tien

10.1  �Introduction

Data center networks (DCNs) [1–3] have been designed and deployed to provide a 
reliable and efficient infrastructure for supporting a wide variety of emerging cloud 
and enterprise applications and services. Evidence shows that these applications and 
services not only involve much client-server (north-south) traffic flowing in and out 
of DCNs but also spawn a massive amount of east-west server-to-server traffic 
within DCNs. These applications and services are data rich by nature and demand 
high-bandwidth and low-latency transport of data. Besides, recent studies have fur-
ther shown an ever-growing trend toward the variety and complexity of new cloud 
and enterprise applications and services. Such a trend places a higher demand for 
large-scale DCNs [4–6] that can deliver substantially high bandwidth, low latency, 
and reduced power consumption. These facts altogether bring about an urgent need 
for the design and implementation of next-generation DCN architectures and tech-
nology that can meet the demand.

There has been an increasing tendency toward a modular [3] and incremental [4] 
design for large-scale DCNs. A modular data center is constructed from purpose-
engineered modules (e.g., pods, containers) that are flexibly expanded to the origi-
nal data center infrastructure in an architecture compliant manner. The incremental 
design allows small rollouts and seamless expansion, resulting in agile and eco-
nomical deployment and delivering resources on fully as-needed basis.
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Current state-of-the-art DCNs [2, 3] embrace optical transmissions but electrical 
switching of packets via electrical switches, such as top of rack (ToR), aggregation, 
and core switches. The electrical switches are interconnected based on two architec-
ture designs: scale-up and scale-out. The scale-up approach uses a hierarchical tree 
structure in which the switches toward higher level of the hierarchy demand higher 
capacity and port count. On the other hand, the scale-out approach, aka the leaf-
spine architecture, uses a large number of identical low-cost tier-1 ToR and tier-2 
aggregation switches to deliver full bisectional bandwidth with extensive path 
diversity between servers. Both approaches have different pros and cons, but result 
in high power consumption [7] due to using power-hungry electrical-to-optical 
(E/O) and optical-to-electrical (O/E) transceivers. By and large, the electrical 
switching-based approaches have been deemed to be incapable of meeting the 
aforementioned DCN demands. This fact, coupled with recent advances in semicon-
ductors and silicon photonics, becomes key driving forces for developing new opti-
cal architectures and technologies for next-generation DCNs.

Thanks to advances in silicon photonics and wavelength division multiplexing 
(WDM) technologies, optical WDM switching networks and systems have been 
proposed and widely deployed in long-haul and metro networks. Examples are opti-
cal wavelength cross-connects (OXCs/WXCs) [8] and reconfigurable optical add-
drop multiplexers (ROADMs) [9, 10]. Optical WDM switching possesses some 
attributes, such as high bandwidth, low latency, and low power consumption, which 
are proved advantageous to future DCNs. A number of optical WDM DCN architec-
tures that have been proposed [11–13] are based on various types of optical switch-
ing devices. Of these devices, the wavelength selective switch (WSS) has been 
considered the most promising candidate for building next-generation DCNs due to 
its flexible per-wavelength switching capability, besides being technologically 
mature and commercially available.

Being a key enabler for ROADMs, WSS is tailored to flexible per-wavelength 
provisioning. It is typical a 1 × N optical switch that flexibly routes each wavelength 
from the input port to any of the N multiwavelength output ports, independent of how 
other wavelength channels are routed. WSS features [14] simple electronic control, 
low cost, high reliability (low FIT rate), and low power consumption (e.g., <2 W for a 
typical 1x9 WSS), but at the expense of a reconfiguration delay of a few milliseconds. 
Such a delay poses a challenge of supporting dynamic packet-based transport that is 
of crucial importance for future DCNs. The major contribution of our work lies in the 
design of a unique DCN architecture that operates in conjunction with SDN-based 
resource management, with the result that, despite the high reconfiguration delay limi-
tation, the DCN efficiently achieves ultra-low-latency packet-based communications.

10.2  �OPMDC Architecture

The architecture of a full-scale optical pyramid modular data center network 
(OPMDC) [4] is shown in Fig. 10.1. It consists of three types of WSS-based optical 
switching nodes in three tiers: (tier-1) ROADM, tier-2 WXC, and tier-3 WXC. 
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While each ROADM node is directly connected to a ToR switch in tier 1, WXC 
nodes perform high-bandwidth optical per-wavelength switching in tiers 2 and 3. 
Further, OPMDC is controlled and managed by a software-defined networking 
(SDN) controller system in a centralized manner. The system consists of wave-
length allocation and traffic engineering modules as well as an SDN controller. The 
controller governs the operation/configuration of OPMDC switching nodes (optical 
nodes and ToR switches) based on the OpenFlow protocol via an in-band or out-of-
band control network. More details about the implementation of the SDN controller 
system are given in Sect. 10.4.

OPMDC is recursively built based on a pyramid construct that contains a polygo-
nal base with an odd number (B) of nodes that are mesh connected (not a ring). In 
the example shown in Fig. 10.1, B = 7. The mesh connection is made via ribbon 
fiber cables, as will be described in detail later. Accordingly, two types of building 
blocks in OPMDC can be constructed incrementally: pod and macro-pod. A pod is 
the basic building block that spans tiers 1 and 2. It consists of B ROADM nodes at 
the base of its pyramid, each of which is down connected to a ToR switch and up 
connected to the apex (a tier-2 WXC node) of its pyramid.

A macro-pod is the larger building block that spans three tiers. It consists of B 
tier-2 WXC nodes (that are mesh connected), each of which is down connected to a 
pod and up connected to the apex of its pyramid in tier 3. For example, the OPMDC 
shown in Fig. 10.1 delineates a complete macro-pod that contains B (=7) pods, or B2 

Fig. 10.1  The OPMDC architecture (B = 7)
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(=49) ROADM nodes. Further, a full-scale OPMDC contains B macro-pods that are 
connected through B tier-3 WXC nodes that are also mesh connected. As described, 
these building blocks can be deployed on an incremental basis. For example, to 
interconnect only a total of 3B server racks, OPMDC will contain three pyramids 
each of which has B ROADMs at the base (tier 1) and one tier-2 WXC at the apex, 
while the three tier-2 WXCs are mesh connected.

OPMDC boasts four unique features that are deemed crucially significant to sup-
port emerging cloud applications. First, due to the pyramid topology and horizontal 
mesh interconnection, OPMDC offers powerful broadcast capability without over-
loading the network. Second, OPMDC allows extensive wavelength reuse. For 
example, the same set of wavelengths can be reused for transporting traffic within 
different pods. Such a feature enables OPMDC to employ highly efficient static pre-
allocation of wavelengths, thereby accomplishing ultra-low-latency packet-based 
transport under a substantial portion of traffic patterns. This will further be described 
in Sect. 10.3. Third, OPMDC is highly fault tolerant [15]. Due to short distances 
within data centers, failures in optical links are generally disregarded. In addition, 
as was mentioned earlier, the key device in ROADM and WXC is WSS, which pos-
sesses an exceedingly low failure-in-time (FIT) rate [14]. Unlike E-switch-based 
nodes, each optical ROADM or WXC node contains individual active and passive 
devices that collaboratively support a number of parallel light paths. Any failure in 
a node occurs only on the basis of an individual device (also with low probability) 
rather than the entire node. Additionally, with the rich horizontal mesh connectivity, 
the occurrence of a few failures results in only minor throughput degradation instead 
of node disconnections from the rest of the network.

Finally, the pyramid topology allows OPMDC to adopt fairly simple routing 
under both normal and fault conditions. Under the normal condition, traffic from 
one ROADM to another ROADM within the same pod is routed through the mesh 
connection of the pod. For the traffic within a macro-pod but without a pod, packets 
are passed from the source ROADM to its tier-2 WXC, then through the mesh con-
nection to the destination pod’s tier-2 WXC, and finally down to the destination 
ROADM. By the same token, inter-macro-pod traffic is routed through two tier-3 
WXC nodes. Under the condition of a fault in a pyramid, alternative routes can 
simply be taken through other available horizontal mesh connections or the apex of 
the pyramid.

10.2.1  �Internal Design of ROADM and WXC Nodes

The tier-1 ROADM and tier-2/3 WXC nodes have been designed in such a way that 
they can be implemented using commercially available components that have 
already been widely deployed. Their key component is the N × 1 WSS module. Its 
distinctive features, including low cost, high port count, low power consumption, 
and high reliability, are ideally suited for data center switching.
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10.2.1.1  �Tier-1 ROADM Node

The tier-1 ROADM node was originally developed by CoAdna Photonics [16] and 
then revised to tailor for the OPMDC project. As shown in Fig. 10.2a for B = 7, each 
ROADM node contains an optical multiplexer (MUX) and demultiplexer (DEMUX), 
a B × 1 WSS, an erbium-doped fiber amplifier (EDFA), ribbon cables, and a series 
of passive splitters (a 3-way splitter and a number of tap couplers). Each ROADM 
is horizontally connected to (B−1)/2 peer ROADM nodes in the east via (B−1)/2 
pairs of fibers, and likewise for the west.

For B = 7 as shown in Fig. 10.2, among the 3 pairs of fibers for either direction, 
2 fiber pairs are for pass-through traffic and 1 fiber pair for add and drop of traffic 
to the local node. While travelling along the fibers, packets are tapped into the WSS 
of each of the three ROADM nodes through tap couplers for broadcasting.

Each ROADM node is directly connected to a ToR switch. There are W uplink 
ports in the ToR switch that are populated with W wavelength-specific DWDM 
transceivers, respectively, where W is the total number of wavelength channels. For 
transmissions, the W channels of optical signals are combined via MUX and passed 
to EDFA that boosts the peak signal power to ensure sufficient power budget. With 
a 1 × 3 splitter, the multiplexed traffic is 3-way broadcast to east and west ROADM 
nodes and the tier-2 WXC node. For receiving, a B × 1 WSS is used to select W 
signals from the B input ports of WSS (i.e., (B−1)/2 ports from the east, (B−1)/2 
ports from the west, and 1 from the tier-2 WXC). After DEMUX, W channel signals 
are passed to the corresponding ports of the ToR switch.

Figure 10.2b depicts how the B (=7) nodes of a pod are horizontally intercon-
nected. Notice that, for any traffic within a pod, packets from the same source node 
to different destination nodes share the same fiber link. Thus, it requires distinct 
wavelengths to carry traffic to different destination nodes. On the other hand, 

Fig. 10.2  (a) Design block diagram of tier-1 ROADM node (B = 7), (b) Horizontal interconnec-
tion of ROADM nodes in a pod
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packets from different source nodes are carried by different fiber links, thus causing 
no wavelength contention. For example, node R1 can send packets to node R3 via a 
wavelength, while R2 can send packets to node R4 via the same wavelength without 
contention. As a result, as shown in Fig. 10.2b, both nodes R1 and R4 can send pack-
ets independently to six other nodes via λ1 to λ6. Thus, it takes a total of six (i.e., 
B−1) wavelengths to facilitate all-to-all independent communications within a pod. 
Importantly, such wavelength reuse can be applied to all other pods. Namely, the 
same six wavelengths can be fully and independently reused within the B2 pods to 
provide parallel intra-pod transport.

10.2.1.2  �Tier-2 WXC Node

The tier-2 switching is performed via a 4-way WXC node, as shown in Fig. 10.3, for 
the case of B = 7. As shown in Fig. 10.3a, the WXC node is south connected to seven 
ROADM nodes of its pod and north connected to a tier-3 WXC node. The node is 
also connected to 3 peer east/west WXC nodes via 3 pairs of fibers, in which 2 pairs 
are for pass-through traffic and 1 pair for traffic being switched to other ports. The 
key switching element of the WXC node is the 17 × 13 WSS module that can be 
implemented via commercially available WSS devices, ranging from size 10 × 1 to 
17 × 1 (see Fig. 10.3b).

Notice that there are four pairs of parallel fibers for the northbound transport. 
This is because each edge between the tier-2 and tier-3 WXC node requires a capac-
ity of nearly 4 W to assure the DCN of being congestion free (described in Sect. 
10.2.2). Accordingly, for B = 7, a WXC node is equipped with a WSS that has 17 
input ports (3 + 3 + 7 + 4) and 13 output ports (two east and two west ports are  
for pass-through traffic only). For the ease of illustration, we delineate in the figure 

Fig. 10.3  (a) Design block diagram of tier-2 WXC node, (b) Design block diagram of WSS in 
tier-2 WXC
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the exact number of ports of each splitter and WSS while omitting several direct 
connections between some splitters to WSSs. For example, it requires a 17 × 1 WSS 
for switching traffic “to east” from any of the 17 input ports.

10.2.1.3  �Tier-3 WXC Node

The tier-3 switching for traffic that crosses macro-pods is performed via a 3-way 
(east, west, and south) WXC node. Since its overall structure is similar to that of a 
tier-2 WXC node, the designed block diagram is omitted here, and interested read-
ers can refer to [4]. It is worth mentioning that there is a new feature that has been 
designed at tier 3 for achieving better scalability and fault tolerance purposes. 
Specifically, recall that each of 7 tier-2 WXCs is connected to a tier-3 WXC via 4 
pairs of fiber links. Rather than feeding all 7 × 4 = 28 links from the tier-2 pyramid 
base into one tier-3 WXC node, the tier-3 WXC node is functionally divided into 
four smaller-size independent WXC nodes, to which each pair of fiber links is con-
nected. As a result of the division, there are four switching planes at tier 3 (each of 
which consists of 7 smaller-size WXC nodes) that operate in parallel, thereby offer-
ing higher fault tolerance. Further, each main WSS module at each WXC node is 
reduced in port size to 25 × 13, achieving better scalability.

10.2.2  �Edge Capacity and Structure

In this subsection, we are to answer the next design question: how many fiber links 
are required between any two adjacent optical switching nodes? First, let the edge 
between two adjacent nodes be defined as the inclusion of all parallel fiber links 
connecting the two nodes. Let W denote the total number of wavelength channels on 
each fiber link. The edge capacity of an edge between two adjacent nodes is defined 
as the total number of required wavelengths, satisfying an oversubscription ratio of 
one (i.e., the total output link rate of the first switching node is equal to its total input 
link rate). Here, we first derive the edge capacities, followed by determining the 
edge structure, i.e., the number of parallel fiber links on each edge.

It is clear that the determination of all edge capacities depends on the traffic dis-
tribution within and outside of pods and macro-pods. Let PTL denote the traffic 
locality probability, which defines the traffic distribution within and outside of a 
module- pod and macro-pod alike. Specifically, given a source (ROADM) node of a 
flow that belongs to a macro-pod, PTL is defined as the probability that its destination 
node falls within the same macro-pod, and 1 − PTL the probability outside of the 
macro-pod. Further, conditional to a given macro-pod, given a source node in a pod 
within the macro-pod, PTL is defined as the probability that the destination node falls 
within the same pod, and 1 − PTL the probability outside of the pod but within the 
same macro-pod. Accordingly, a flow is destined to a node within the same pod with 
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probability, (PTL)2; is destined to a node in a different pod but within the same 
macro-pod with probability, (1 − PTL)PTL; and is destined to a node in a different 
macro-pod with probability, 1 − PTL. Once the locality is determined, the destinations 
are assumed uniformly distributed. Notice that it is highly expected that the normal-
ized traffic destined to any node within the pod/macro-pod is greater than any node 
outside of it. For the OPMDC prototyping system, we use B = 7, and its edge capacity 
and structure design is based on a modest locality probability, PTL = 0.5.

Let CH(B, T) denote the edge capacity between two adjacent horizontal nodes in 
tier T, where B is the number of base nodes in a pyramid. Let CV(B, T) denote the 
edge capacity between two adjacent vertical nodes at tiers T and T + 1, respectively. 
First, we are to compute CH(B, T), where T = 1, 2, and 3, and CV(B, T), where T = 1 
and 2.

Assume that each traffic flow requires a bandwidth of one wavelength channel, 
and the total number of flows emitting from any ToR switch (or ROADM) is W. Let 
F(B, k) denote the mean total number of flows from source ROADM node s to des-
tination node d, where k = 1, 2, 3 correspond to three cases for the locality of nodes 
s and d, as stated in Eq. (10.1). For any given source node (s) in a pod, for case I 
(k = 1), there are B − 1 possible destination nodes (d) in the same pod; for case II 
(k = 2), there are B(B − 1) destination nodes in different pods of the same macro-
pod; and for case III (k = 3), there are B2(B − 1) nodes in different macro-pods. So, 
F(B, k) can be given as
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(10.1)

Recall that all traffic emitted from a ROADM node is broadcast via a 1 × 3 split-
ter (see Fig. 10.2a) to horizontal ROADM nodes and tier-2 WXC node. Thus, we 
can directly get CH(B, 1) = W and CV(B, 1) = W. Next, the capacity CH(B, 2) needs 
to accommodate all the traffic from one whole pod to its adjacent pod. Moreover, 
the capacity is shared for transporting traffic from a tier-2 WXC to (B−1)/2 peer 
WXC nodes. Accordingly, we have
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(10.2)

By the same token, CH(B, 3) at tier 3 needs to accommodate all the traffic from 
one whole macro-pod to its adjacent macro-pod, and the capacity is also shared for 
transmitting (B−1)/2 sets of traffic. We thus get
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Finally, CV(B, 2) for a tier-2 WXC is to interconnect its entire pod to any node out-
side of the macro-pod it belongs to, with a probability of 1 − PTL. This implies

	
C B B W PV TL,2 1( ) = × × -( )

	
(10.4)

Given PTL = 0.5 and B = 7, we get from Eqs. (10.2, 10.3, and 10.4) that CH(7, 2) 
= 0.875W, CV(7, 2) = 3.5W, and CH(7, 3) = 12.25W in OPMDC. This explains the 
requirements of 4 pairs of parallel fiber links to connect a tier-2 WXC to its tier-3 
WXC and 12 pairs of parallel fiber connections to connect two adjacent tier-3 WXC 
nodes before the division into four switching planes is applied.

10.3  �Wavelength Allocation Strategies

OPMDC strives for flexible optical packet-based and circuit-based transport based 
on three innovative wavelength allocation strategies. They are (1) static pre-
allocation, (2) relay-based allocation, and (3) dynamic allocation. While strategies 
1 and 2 require no further WSS reconfiguration and thus are best suited for support-
ing packet-based transport, strategy 3 provides efficient dynamic establishment of 
new optical paths for circuit-based transport. They are described in the following.

10.3.1  �Strategy 1: Static Wavelength Pre-allocation

The first strategy caters to all intra-pod and intra-macro-pod transport, based on 
static wavelength pre-allocation. Significantly, as will be shown, the static pre-
allocation allows all intra-pod and intra-macro-pod transport to be facilitated fully 
in parallel using only a total of 2(B−1) wavelengths. Due to the avoidance of WSS 
reconfiguration, this strategy is capable of meeting the demand of ultra-low latency 
for supporting packet-based transport.

In the case of intra-pod communications, as was illustrated in Fig. 10.2b, a small 
fixed number (= B−1) of wavelengths can be pre-allocated and reused to simultane-
ously support all intra-pod transport for all B2 pods in OPMDC. Due to incurring no 
WSS reconfiguration and any other delays, this class of the packet-based transport 
receives near-zero latency.

For intra-macro-pod communications, since the horizontal mesh connection at 
tier 2 is the same as that at tier 1, the same wavelength reuse principle (illustrated in 
Fig. 10.2b) can be applied to tier 2. That is, for OPMDC with B = 7, it takes only a 
total of six (i.e., B−1) wavelengths to facilitate all pod-to-pod communications 
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independently within any macro-pod in OPMDC. For example, assume a wavelength 
is designated for the communications from s-pod to d-pod. Since there are seven 
ROADM nodes in any pod, the designated wavelength can be used to connect one 
random ROADM node (say R1) in s-pod to another random ROADM node (say R3) 
in d-pod. Then, all other communications between two different pairs of ROADM 
nodes from s-pod to d-pod can be established by means of packet relays at nodes R1 
and R3 (and their ToR switches). Such a relay operation is employed in Strategy 2, 
which is described in detail in the next subsection.

Further, such wavelength reuse can be applied to all other macro-pods. Therefore, 
it takes only a total of B−1 wavelengths to establish all intra-macro-pod packet-
based transport fully in parallel for all B macro-pods in OPMDC. Without any WSS 
reconfiguration, this class of packet-based transport experiences an ultra-low delay 
resulting from two (or less) relays at the ToR E-switches (described next).

10.3.2  �Strategy 2: Relay-Based Wavelength Allocation

The relay-based wavelength allocation aims to facilitate intra-macro-pod and inter-
macro-pod transport using existing optical paths between the source and destination 
pods located at different pods and macro-pods, respectively. Notice that such exist-
ing optical paths for intra-macro-pod transport are to be statically pre-allocated 
based on Strategy 1. Basically, this relay-based strategy employs a combined relay 
and aggregation operation at the source and/or destination pods, referred to as 
SDRA.  The SDRA mechanism allows new flows to be transited using existing 
optical paths by means of flow relay and aggregation through the horizontal mesh 
connections in tier 1 at the source and/or destination pods.

The SDRA mechanism can be best explained via an example illustrated in 
Fig. 10.4. Suppose there is a new traffic flow from node S in s-pod to node D in 

Fig. 10.4  Relay-based wavelength allocation for low-latency packet-based transport
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d-pod, and there exists an available optical path, λ15, for the traffic flow between 
nodes X and Y in s-pod and d-pod, respectively. S-to-D packets are first sent to X 
through the horizontal pre-allocated path (λ2) and then relayed at X’s ToR switch. 
These packets are optical-to-electrical (OE) converted, aggregated with X-to-Y 
packets, and together delivered through available optical path λ15. Upon having 
arrived at node Y in d-pod, S-to-D packets are OE-converted again and transported 
together with Y-to-D packets through horizontal pre-allocated path λ4. The S-to-D 
packets are finally dropped after reaching node D. Notice that if node S = X, the 
relay/aggregation operation is not invoked in the source pod. Likewise, if node 
D = Y, the operation is avoided in the destination pod.

The SDRA mechanism results in high utilization due to packet aggregation. In 
addition, the mechanism offers low-latency transport owing to the avoidance of 
WSS reconfiguration. The price paid is only no more than two additional hops of 
E-switch processing delay. Simulation results [4] show that employing the SDRA 
mechanism yields a substantial throughput improvement from 42.5 to 87.9%, due to 
taking advantage of available optical paths.

10.3.3  �Strategy 3: Dynamic Wavelength Allocation

The third strategy aims to establish new optical paths for inter-macro-pod transport, 
based on dynamic wavelength allocation. Due to the need for WSS reconfiguration 
that causes a few millisecond delay, this strategy is best suited for supporting circuit-
based transport.

The dynamic wavelength allocation problem can be formally defined as: given a 
set of available wavelengths and circuit flows to be served, the problem is to assign 
the wavelengths to a maximum number of circuit flows, subject to being free from 
wavelength contention at any fiber link. To maximize the throughput, the wave-
length allocation problem boils down to the proper determination of the order by 
which the circuit flows are assigned wavelengths. Specifically, the flow that contends 
with a higher number of flows should be served first in order to reduce the conten-
tion probability. Accordingly, we have proposed a heuristic algorithm, called the 
most contentious first (MCF) [4]. The algorithm first ranks each flow according to 
the total number of all other flows in its most congested link of the path the flow 
travels through. The MCF algorithm then assigns wavelengths to the flows sequen-
tially in descending order of the flow ranks.

The performance of the MCF algorithm was evaluated via experimental testbed 
results (see Sect. 10.4) as well as simulation results [4]. In particular, the simulation 
results show that OPMDC achieves 95.8% throughput under PTL = 0.5 and 80% 
throughput even under poor traffic locality, PTL = 0.3.
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10.4  �Prototype and Performance Assessment

In this section, we present our OPMDC prototype system and give an assessment of 
its performance with respect to scalability, power consumption, wiring complexity, 
fault tolerance, and mean packet latency.

10.4.1  �OPMDC Prototyping System

We have built a prototyping system of OPMDC with B = 7 using seven ROADM 
nodes, in which the WSS module is based on the CoAdna’s LightFlow™ digital LC 
platform [14]. Each ROADM node is directly connected to a Pica8 P-3295 ToR 
switch that is compliant with the OpenFlow software-defined networking (SDN) 
[17] standard interface. Each ToR switch provides 48 10-Gb/s ports. Among them, 
16 ports are populated with 16 10-Gb/s DWDM transceivers associated with 16 
wavelength channels, respectively. We have implemented an OpenFlow-1.3 [18] 
SDN controller based on a Ryu 3.9 open source system. The SDN controller system 
runs the wavelength allocation algorithms and, in turn, performs the reconfiguration 
and control of ROADM nodes and ToR SDN switches.

Each ROADM node is equipped with a Raspberry Pi [19] embedded firmware 
system that operates with a ROADM controller, developed under a Debian 7.2 
Linux kernel-based operating system. The controller is primarily responsible for the 
real-time reconfiguring and monitoring and periodic reporting of the health of the 
hardware devices, e.g., WSS and EDFA.  Specifically, the controller performs 
the configuration of its optical WSS whenever it receives a control message from the 
SDN controller after making new wavelength allocation decisions. The control mes-
sage includes information such as wavelength channel IDs and WSS ports. For the 
time being, the communication between the SDN controller and ROADM controller 
is facilitated through a TCP socket interface.

10.4.2  �Performance Assessment

An overall performance assessment of OPMDC is made in the following:

Scalability: OPMDC supports up to B3 ROADM nodes. Each ROADM provides 
dynamic switching of up to 96 (W) wavelengths under the 50-GHz channel spac-
ing. Each wavelength channel can currently accommodate a capacity (C) of 100 
Gb/s. Thus, OPMDC can support a maximal capacity of B3WC, which is 3.3 Pb/s 
with B = 7, or 7 Pb/s with B = 9. As such, OPMDC provides high and scalable 
bandwidth for both cloud and enterprise DCNs.

Power Consumption: Power consumption is often estimated on a per port basis. For 
E-switch-based DCNs, ARISTA has claimed to provide industry leading power 
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efficiency, achieving a typical power consumption of 5 watts per 40-GbE port in 
its 7050X Series of products. For the OPMDC that supports 48 wavelengths 
under the 100-GHz channel spacing, the typical power consumptions of a 
ROADM and a tier-2/tier-3 WXC node, dominated by the EDFA module, are 
around 15 watts and 12 watts, respectively. With B  =  7, there are 73  =  343 
ROADM nodes, 49 tier-2 WXC, and 7 × 4 = 28 tier-3 WXC nodes; and each 
WXC node is populated with 13 pairs of WSS/EDFA modules. The total power 
consumption becomes (343 × 15w) + (49 × 13 × 12w) + (28 × 13 × 12w) = 17,
157 watts. For OPMDC with 343 48-port ROADM nodes, i.e., 16,464 ports alto-
gether, the typical power consumption is around 1 watt per port. Thus, OPMDC 
currently achieves five times as power efficient as E-switch DCNs. In our future 
work, we aim at designing an optical DCN architecture using fewer EDFAs, for 
achieving more power saving.

Wiring Complexity: The wiring complexity and overall cost of DCNs are directly 
proportional to the total number of distinctive optical fibers interconnecting all 
switching nodes. We now draw a comparison of the total number of fibers 
required between OPMDC and a typical DCN, populated with the same port 
number. We consider B = 7  in this comparison. Recall that OPMDC supports 
73 = 343 ROADM nodes, and each ROADM connects to the 6 40-Gb/s ports of a 
ToR switch. To support the same number of 40-Gb/s ports, i.e., 343 × 6 = 2058 
ports, a typical leaf-and-spine DCN demands 2058 fibers altogether. Due to the 
use of ribbon fibers for all the horizontal connections, for example, each tier-1 
pyramid pod needs 7 horizontal and 7 vertical fibers. Therefore, OPMDC requires 
a total of 959 fibers, including (7 + 7) × 49 fibers for 49 tier-1 pods, [7 + (4 × 7)] × 7 
fibers for 7 tier-2 macro-pods, and 7  ×  4 fibers for 4 planes of tier-3 nodes. 
Compared to a typical spine-and-leaf DCN, OPMDC achieves a reduction of 
more than half in wiring complexity.

Fault Tolerance: Existing DCNs achieve fault tolerance and high availability by 
means of switch redundancy and path diversity. However, the price paid is high 
wiring complexity and poor resource efficiencies. For designing large-scale but 
manageable cost DCNs, we incorporate additional resiliency means. OPMDC 
achieves fault tolerance especially for two lower tiers solely by using highly reli-
able WSS-based switching modules and periodic monitoring and fast recovery of 
hardware devices. For tier 3, as explained in Sect. 10.2.1, OPMDC additionally 
employs the segregation of the tier-3 WXC backbone into four identical but 
scale-down switching planes. The division results in path diversity, thus offering 
an additional level of reliability.

Cost: Due to not yet being prevalent on the market, the costs of the major compo-
nents (purchased in small quantity) are currently high. For example, a 1 × 4 WSS 
costs around US$3000, and a DWDM 10G transceiver with a channel spacing of 
100 GHz costs around a range of US$300–$400. Nevertheless, the costs can be 
greatly reduced if the optical components are produced in large quantity. 
Furthermore, with the advances in emerging photonic integrated circuit (PIC) 
technology, these optical switching nodes can be PIC-based designed and imple-
mented, resulting in significant cost reduction.

10  OPMDC: Optical Pyramid Data Center Network
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10.4.3  �Packet Latency Performance

We take the direct measurements of packet latency from experiments on the proto-
type system. In the experiments, we send a large video file via python-based TCP 
socket, from the source server (S) (socket client) to the destination server (D) (socket 
server). The buffer size of the socket is set to be 60 Kbytes. To measure the latency 
for both circuit- and packet-based transport, we adopt two types of flows: c-flow 
(2000 S-to-D transmissions of 60-Kbyte packets) and p-flow (50 S-to-D transmis-
sions of 60-Kbyte packets). In particular, the c-flow requires the setup of a new 
optical path based on the MCF algorithm (allocation Strategy 3). The p-flow is 
transported via existing optical paths based on the SDRA algorithm (Strategy 2). 
Moreover, to measure the one-way S-to-D packet delay, we implement a simple 
ACK program at the D-node, sending an acknowledgment packet to the S-node as 
soon as a 60-Kbyte packet has been received from its TCP socket. The round-trip 
time is measured at the S-node upon having received the ACK packet. Since the 
ACK packet undertakes the same overhead as that of its video packet, the S-to-D 
packet latency is calculated as half of the round-trip time. The measurement of 
mean latency performance is summarized in Table 10.1.

For c-flow, the ROADM reconfiguration delay consists of two parts: firmware 
response time and WSS response time. The firmware response time, including 
Ethernet delay, is 10 ~ 12 ms. The single-channel (sc) and multichannel (mc) WSS 
response time, including WSS switching time and universal asynchronous receiver/
transmitter (UART) delay, are 3 ms and 35 ms, respectively. Therefore, the total 
reconfiguration delay is 13 ~ 15 ms for a single wavelength and 45 ~ 47 ms for 

Table 10.1  Mean packet latency performance of the OPMDC prototyping system

Task Description Time

c-flow: Circuit-based transport (requiring new optical paths using Strategy 3)

A. ROADM 
reconfiguration

Firmware response time (12 ms) 15 ms(sc); 
47 ms(mc)WSS response time (single-channel/multichannel) 

(3 ms/35 ms)
B. Run time MCF algorithm (48 × 7 flows) 0.184 ms
C. ToR switch 
configuration

Packet-in/packet-out (max. two times) 6.47 ms
Flow entry setup in 2 switches

D. Packet transmission Packet size = 60 Kbytes 2410 ms
Flow duration = 2000 packets

Mean S-to-D packet latency = (A + B + C + D)/2000 1.232 ms
p-flow: Packet-based transport (using existing optical paths based on Strategy 2)

E. Run time SDRA algorithm (48 × 7 flows) 0.07 ms
F. ToR switch 
configuration

Packet-in/packet-out (max. two times) 6.54 ms
Flow entry setup in 4 switches

G. Packet transmission Packet size = 60 Kbytes 79.2 ms
Flow duration = 50 packets

Mean S-to-D packet latency = (E + F + G)/50 1.716 ms
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multiple wavelengths. For p-flow, the configuration of four SDN-enabled ToR 
switches takes place in parallel, with the result that it takes no more than two times 
of packet-in/packet-out as that for transporting c-flow. With the SDRA mechanism 
employed, the bottleneck of latency lies in populating the flow tables in the ToR 
switches.

10.5  �Conclusions and Research Directions

In this chapter, we have presented a novel optical pyramid DCN architecture and its 
prototype, OPMDC, including the design and implementation of its three types of 
WSS-based optical switching nodes. After introducing a traffic locality parameter, PTL, 
we derived the edge capacities and determined the edge structure that satisfies the need 
of OPMDC for being bottleneck free. Owing to the pyramid architecture, OPMDC 
enables powerful wavelength reuse and broadcast capability. Specifically, we proposed 
three wavelength allocation strategies, boasting flexible ultra-low-latency optical 
packet-based transport and high-throughput circuit-based transport. We demonstrated 
experimental testbed results to justify that OPMDC achieves high and scalable band-
width, low latency, high fault tolerance, and reduced power consumption and wiring 
complexity.

We are currently undertaking a number of research work related to OPMDC. First, 
recall that one of the distinguishing features of OPMDC is its modular and incre-
mental design of the architecture. As a result, such a design makes OPMDC highly 
flexible to serve the needs for providing different-scale data centers at different 
locations of networks. Thus, one of our current research tasks is to design  
micro/mini-data centers that are constructed based on a few pods or macro-pods of 
OPMDC.  These smaller-scale data centers are targeted at facilitating near-zero-
latency mobile computing at the edge of 5G mobile networks. The second research 
task is to design broadcast-based traffic control mechanisms that cater for support-
ing parallel-processing cloud applications, such as Big Data computing. Last but 
not least, we have continually been refining the OPMDC architecture and the inter-
nal designs of optical switching nodes in an effort to reduce the number of power-
hungry EDFA devices for achieving greater power efficiency.
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Chapter 11
Commercial Optical Switches

Qirui Huang

11.1  �Introduction

The consistent increase in data traffic of various services such as social networking, 
online gaming, e-commerce, and CDN (content delivery network) in the Internet 
demands even higher interconnect bandwidth in telecommunication network and 
higher switching capacities for intra-datacenter network. This trend brings new 
challenges to legacy switching and routing devices of the networks. Although opti-
cal fiber links have been widely deployed to increase the transmission capacity 
between switching nodes in datacenters, the switching/routing functions are per-
formed by electrical packet switches that require a large number of optical/elec-
tronic/optical (O/E/O) conversions. Another major concern is the power consumption 
of these devices. For instance, a 25-Tbit/s core router (like Juniper TX Matrix Plus) 
with 128 40-Gb/s I/O ports needs 768 O/E/O converters and consumes over 12,000 
Watts power [1]. Using a large number of electronic packet switches not only causes 
severe power consumption issues but also increases cabling complexity and operat-
ing cost for a modern datacenter. In order to mitigate the pressure brought by electri-
cal switching, many optical switching techniques have been proposed, developed, 
and gradually deployed in telecommunication network and datacenters [2–4].

Optical switching exhibits many potential advantages in terms of throughput 
capacity, power consumption, flexibility, and so on. With optical switch devices, a 
source signal can be maintained in the optical domain for high-speed transmission 
and routing until it reaches destination. This process does not need any expensive 
and energy-intensive O/E/O convertors. Although a wide range deployment of opti-
cal switches is still in immaturity, with the progress in material science and fabrica-
tion, more and more advanced optical switch devices will become commercially 
available in future.

Q. Huang (*) 
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Optical switch technologies can be categorized in different ways [5]. Based on 
switching dimension, there are optical space, time, and wavelength domain switches; 
according to switching granularity, there are optical circuit, burst, and packet 
switches; depending on the fabrication material and physical effect, there are 
polymer-based, semiconductor-based, fiber-based, liquid crystal-based, electro-
optic, thermo-optic, and opto-mechanical switch devices. In this chapter, we cover 
the following optical switches that have been widely developed for commercializa-
tion and deployment in telecom and datacom networks, with focuses on their prin-
ciple, structure, performance, and applications:

•	 Microelectromechanical system optical switch
•	 Beam-steering-based optical switch
•	 Liquid crystal optical switch
•	 Electro-optic optical switch
•	 Semiconductor optical amplifier-based switch
•	 Thermo-optic optical switch

11.2  �Microelectromechanical System-Based Optical Switch

Microelectromechanical system (MEMS) technology has been widely used in vari-
ous areas including biochemistry, aeronautics, manufacturing, display, sensors, and 
telecommunications. Even though used for different applications, MEMS devices 
have common features such as small volume, easy integration, and low power con-
sumption. MEMS-based optical switches are the most common and mature com-
mercial opto-mechanical free-space devices [6].

There are many designs of MEMS-based optical switches, which can mainly be 
classified into two categories according to their working principles. The first is 
based on the manipulation of the propagation direction of the light by reflecting 
structures. Typically, such MEMS optical switches consist of an array of tiny micro-
mirrors and moving parts arranged on special substrate material with CMOS-
integrated circuits. Figure  11.1 (left) illustrates the structure of a micro-mirror 
fabricated by MEMS technology, which uses a two-axis tilting structure [7]. The 
micro-mirror is usually fabricated by depositing dielectric layers on a substrate, 
which is typically a single crystal or polycrystalline silicon substrate, and then etch-
ing selected material using photolithographic technology. The reflector surface of 
the mirror is often made of thin metal coating such as aluminum or gold. By apply-
ing current on the moving parts, the mirror and the surrounding ring can rotate by a 
certain angle and reflect the beam of light from an input port to a specified output 
port. This structure can easily be batch-fabricated in the form of arrays of hundreds 
of mirror elements in a single chip of a few centimeter square as shown in Fig. 11.1 
(right) [8]. The second category is based on the adjusting of the phase of light 
through mechanical motion in MEMS to achieve switching function due to diffrac-
tive or interference effects. Examples of this are the mechanical anti-reflection 
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switch [9] and the tunable grating structure-based switch [10]. Both categories 
make use of motion of micro-mirrors to realize switching and share the common 
features of MEMS devices, while the first category is more widespread for com-
mercialization due to its advantage in batch fabrication.

A commercial MEMS optical switch consists of MEMS arrays integrated on a 
single chip, driving circuits, control software, and input/output ports. MEMS arrays 
are usually built in two-dimensional (2D) and three-dimensional (3D) configura-
tions [5]. In 2D MEMS, shown in Fig. 11.2 [11], light beams from the input ports 
are steered to the desired output ports by the corresponding switching elements 
within a single plane. Although a MEMS switch with a 2D structure is easy to con-
trol, a N × N configuration requires N2 micro-mirrors, and the switch size is limited 
by the number of light paths and achievable area of micro-mirrors. 256 × 256 2D 
MEMS-based switch fabric has been reported in research [8]. For commercializa-
tion, 16 × 16 2D MEMS has early been built and used as optical add/drop multi-
plexer (OADM) for optical transmission networks [12].

In order to support large-scale switching, MEMS optical switches with 3D struc-
ture have been proposed [13, 14]. The architecture of a N × N 3D MEMS optical 

Fig. 11.1  Micro-mirror structure (left) and mirror array (right) of MEMS

Fig. 11.2  2D MEMS 
switch used for OADM
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switch, which consists of a pair of two-axis (2D) tilting mirror arrays and optical 
fiber collimator arrays, is illustrated in Fig. 11.3 [13]. The light beams from the 
input ports are collimated by input collimators onto the first tilting micro-mirror 
array, which then reflects the light beams to the second micro-mirror array that redi-
rects the beams to the corresponding output ports through the output collimators. 
Since the tilting range of each micro-mirror in the first array can continuously cover 
all the micro-mirrors of the second array, the light beams from each input port can 
reach any output port by precisely adjusting the tilting angles of micro-mirrors in 
two arrays, yielding a non-blocking switching in this structure. Compared with 2D 
structure, the 3D structure allows the switch to achieve even larger scalability. One 
of the challenges of 3D MEMS optical switch is the fact that the system requires 
complex control software to coordinate operations of thousands of micro-mirrors.

Three-dimensional MEMS optical switches have been commercialized by sev-
eral vendors and deployed for circuit-switched networks in datacenters by service 
providers. An example of 320 × 320 optical circuit switch is shown in Fig. 11.4 [15]. 
The switch includes eight mirror drivers controlled by FPGA processors to provide 
appropriate voltages to each MEMS mirror. It is capable of monitoring status of 
existing input-output connections by tapped light from input and output ports and 

Fig. 11.3  3D MEMS optical switch structure

Fig. 11.4  320 × 320 
optical circuit switch by 
Calient
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optimizing the connections by adjusting the voltage to each MEMS mirror. The 
switch can achieve less than 3.5 dB (typical) insertion loss and 50 milliseconds (ms) 
switching speed in a wavelength range of 1260–1630 nm with only 45 Watts power 
consumption.

11.3  �Beam-Steering Optical Switch

Unlike 3D MEMS-based optical switch, the DirectLight beam-steering technology 
patented by Polatis is another 3D-based solution for scalable optical switches. The 
principle of beam-steering technology is illustrated in Fig. 11.5 [16], where two 2D 
standard fiber collimator arrays are faced. The light beams from the left fiber colli-
mator array are directly coupled into the fiber collimators of the right array. The left 
fiber collimators are controlled by individual 2D piezoelectric actuators such that 
the beams can be steered in two angular dimensions for covering all the fiber colli-
mator on the right array. Position sensors are used to monitor the pointing angles of 
the actuator and to provide feedbacks to the digital position control loop to obtain 
optimum target positions.

Figure 11.6 shows a 384 × 384 optical circuit switch based on beam-steering 
technology by Polatis [17]. The switch features 25 ms switching time with 2.5 dB 

Fig. 11.5  DirectLight beam-steering switching technology by Polatis

Fig. 11.6  384 × 384 
SDN-enabled optical 
circuit switch based on 
beam-steering technology
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insertion loss and 70 dB optical crosstalk isolation between channels. In the control 
plane, it provides SDN (software-defined networking)-based management interfaces 
that can work with any SDN controllers to enable flexible service provision and 
fiber layer connectivity.

11.4  �Liquid Crystal Optical Switch

Liquid crystal (LC), which has been widely used in displays, is another promising 
technique of optical switching [18–21]. In LC materials, molecules have a certain 
average relative orientation. By applying modest voltage across the LC material, the 
molecular alignment of the LC will be changed accordingly. This leads to variation 
in the optical properties such as polarization or refractive index of the LC material.

There are many designs of LC optical switches, which can mainly be classified 
into two types: polarization based and refractive index based [5]. An example of 
1 × 2 polarization-based switch is shown in Fig. 11.7, where a light beam at the 
input is divided into two polarization beams by a polarization beam splitter and each 
beam is then redirected to a LC-based polarization rotator. When there is no voltage 
applied on the LC cells, these two components will recombine at one output via a 
second polarization beam splitter; when the LC cells are biased with appropriate 
voltages, the polarizations of the two beams will be rotated orthogonally and cou-
pled to another output via a second polarization beam splitter. Although this kind of 
switch is polarization independent, since the two beams of incoming light may 
experience different paths through the switch, there will be difference in optical loss 
for the two polarization components. This can result in polarization-dependent loss 
(PDL). The crosstalk is another challenge of this kind of switch. Thus polarization-
based LC switches usually have small sizes. Although a large switching size could 
be implemented by interconnecting a number of switch units, this is only available 
at the research level.

Fig. 11.7  Structure (left) and sample (right) of 1 × 2 LC optical switch
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The birefringence of LC crystal can also be used to realize another switching 
function, which is referred to as refractive index-type LC switch. The refractive 
index of an LC crystal can be varied by controlling the alignment of the LC mole-
cules relative to the propagating direction of the light [18]. As shown in Fig. 11.8, 
by a careful design, the change of refractive index could facilitate transmission or 
total internal reflection (TIR) of the light on the LC crystal surface to achieve a 
switching function in free space [5].

The optical properties in reflection of LC can be further explored with silicon 
technology to implement wavelength selective switches (WSS) for larger scalabil-
ity. Liquid crystal on silicon (LCoS) technology is another application of LC in 
optical switching [22]. As shown in Fig. 11.9, this technology makes use of 2D pixel 
array on LCoS plane to control the reflection of light beams by producing a linear 
optical phase retardation in the intended deflection direction [23].

A schematic design of LCoS-based WSS is shown in Fig. 11.10. Input WDM 
light of random polarizations is first converted into linearly polarized light by 
polarization diversity optical components and then reflected to conventional grat-
ing for wavelength diffraction by a cylindrical mirror. The beams of different wave-
lengths are fed to corresponding pixel areas on the LCoS plane that will reflect the 
beams back to the intended output ports through the cylindrical mirror and imaging 
optics. Since each beam is steered independently, the switch can obtain any combi-
nation of these beams at any output. Based on the LCoS switching technology, 
several wavelength selective switches have been proposed [24–27]. An example of 

Fig. 11.8  Principle of refractive index-based LC switch

blue
channel
pixels

green
channel
pixels

ph
as

e

λ

Fig. 11.9  Principle of LCoS technology [23]
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LCoS-based 1  ×  20 WSS from Finisar is show in Fig.  11.11, which features 
dynamic channel width control with 6.25  GHz center resolution and 12.5  GHz 
width resolution [28].

11.5  �Electro-optic Switch

Electro-optic (EO) switch is based on the electro-optic effect in which physical 
properties such as the refractive index of the waveguide material are changed when 
an electric field is applied. These switches can be implemented using liquid crystals, 
semiconductor optical amplifiers, waveguide Bragg grating, and lithium niobate 
(LiNbO3) [29]. We focus on the LiNbO3 optical switches in that they are widely 
commercialized, thanks to its ultrafast electro-optic effect response time (a few 
nanoseconds), good optical performance, and low power consumption. Besides 
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Fig. 11.10  Configuration of LCoS-based WSS [23]

Fig. 11.11  1 × 20 
wavelength selective 
switch based on LCoS by 
Finisar
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optical switches, LiNbO3 has been used for implementing various optical modula-
tors for high-speed long-haul transmission [30].

LiNbO3 optical switches are based on the phase modulation and interference 
phenomena in waveguide structure when external electric field is applied. There are 
many structural designs of LiNbO3 optical switches [31–33], which can be mainly 
categorized into interferometric and digital types based on their switching 
characteristics. Figure 11.12 depicts some examples of interferometric structures, 
where the curve of their output optical power versus voltage applied is like a peri-
odic sinusoid. The switch operates at optimum state when the output optical power 
reaches a peak point by a certain voltage value. For digital type, as shown in 
Fig. 11.13, the output optical power can be maintained at the peak point in a certain 
voltage range. This characteristic is desirable as the switches can operate at the 
optimum state without being affected by drive voltage variations.

EO-based LiNbO3 optical switches work on the basis of phase modulation of the 
light in waveguides. They are capable of 100 ns switching speed. The extinction 
ratio (ER) of the output signal is not quite good, and it can become even worse as 
the switch size increases. In addition, the insertion loss is another factor limiting the 
scalability. As shown in Fig. 11.14, the insertion loss of a 2 × 2 LiNbO3 optical 
switch is about 3 dB, while the insertion loss of the 8 × 8 configuration increases to 
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10 dB. To date, commercial EO-based LiNbO3 switches can reach a maximum size 
of 16 outputs for the 1 × N configuration and 8 outputs for the N × N configuration, 
respectively. Another material such as lead lanthanum zirconate titanate (PLZT) can 
be used for fast optical switching due to its higher EO effect compared to LiNbO3. 
Figure 11.15 shows a 1 × 16 PLZT EO-based switch by EpiPhotonics. The switch 
can achieve 10 ns switching speed driven by FPGA controller.

11.6  �Semiconductor Optical Amplifier-Based Switch

Research in semiconductor optical amplifier (SOA) has been active for a long time. 
SOA-based devices have a wide range of applications such as signal amplification/
regeneration, all-optical wavelength conversion, and switching in optical networks 
[34–37].

A conventional SOA has a double hetero-structure design where an active region 
is sandwiched by an n-type and p-type cladding layers. An SOA works based on the 
stimulated emission of the incident light when it passes through the active region 
which is driven into the positive gain regime by the injected current. As discrete 
components, SOAs are often used to amplify optical signal in their linear operation 

Fig. 11.14  2 × 2 (left) and 8 × 8 (right) non-blocking LiNbO3 optical switch by EOSPACE

Fig. 11.15  1 × 16 PLZT 
optical switch by 
EpiPhotonics
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mode. Figure 11.16 shows an SOA component manufactured by Kamelian, which 
has 10 dB fiber-to-fiber gain and 25 ps (picoseconds) gain recovery time. When no 
electrical current is present, incident light is blocked by the SOA; when sufficient 
electrical current is applied, incident light passes through the SOA with gain. Thus, 
SOAs are also good on/off gates and have been extensively researched for fabricat-
ing many large-size matrices for optical switching and routing [38–40].

The broadcast-and-select architecture is a typical optical switching matrix based 
on SOA gates shown in Fig. 11.17. The switch architecture consists of N inputs and 
N outputs. Each input and output is connected to a 1 × N splitter and N × 1 combiner, 
respectively. The input optical signals are first split into N copies, each of which is 
fed to an array of SOA-based gates, but only one copy from different inputs will be 
selected by an array and transmitted to the desired output. This architecture is easy 
to be implemented with discrete optical components, and several variants have been 

Fig. 11.16  An SOA 
component for on/off 
optical switching by 
Kamelian
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Fig. 11.17  Broadcast-and-select optical switching matrix based on SOA gates
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proposed to address issues such as insertion loss, OSNR, and scalability for large-
scale optical packet switching [41–44]. Figure 11.18 shows a 16 × 16 monolithi-
cally integrated switch matrix constructed by multistage 2 × 2 SOA-based switching 
units [45]. However, the main concern for commercialization is the cost due to the 
large number (N2) of SOA required.

11.7  �Thermo-optic Switch

Thermo-optic (TO) switches are based on the thermo-optic effect in optical wave-
guide material that utilizes the temperature dependence of the refractive index to 
achieve switching functionality [46]. These switches are generally fabricated on 
silicon and polymer materials where a waveguide structure is produced by either 
chemical vapor deposition (CVD) or flame hydrolysis deposition (FHD) technique 
and, then, is cladded by metal films that are used as heating electrodes. By applying 
suitable current to the heating electrodes, the refractive index of the waveguide is 
varied, leading to the coupling of light from one waveguide branch to the other.

Similar to electro-optic switches, thermo-optics switches can be also classified 
into interferometric and digital devices according to their implementation principles 
[47]. The interferometric thermo-optic switches usually adopt interferometric struc-
tures such as directional coupler and Mach-Zehnder interferometer [48–50]. 
Figure 11.19 shows a 2 × 2 interferometric switch based on Mach-Zehnder interfer-
ometer. Input optical signal is split by a 3 dB coupler into two components that are 
coupled into two parallel waveguide arms. A heating electrode is mounted in one of 
the arms to introduce a phase difference between the two components by thermo-
optic effect. When phase conditions are matched, either constructive or destructive 
interference will occur, and the optical signal will be directed to either of the out-
puts. As such, thermo-optic devices are based on interference of the light; precise 
phase control and thermal tolerance are essential in fabrication. Interferometric 
structure is usually applied to build small scale switch, typically 1 × 2, 1 × 4, or 
2 × 2. Large-size switch matrix can be implemented by planar lightwave circuit 
(PLC) technology to integrate small switching units in a single chip. To date, 16 × 16 
switch fabric has been built by NTT Electronics Corporation [51].

Fig. 11.18  16 × 16 monolithically integrated switch matrix-based cascaded SOA arrays
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Unlike interferometric thermo-optic switch, digital thermo-optic switches use 
mode coupling in waveguides. An example of 1 × 2 Y-branch switch is shown in 
Fig. 11.20, where the structure has a very small angle α (usually 0.1° < α < 0.15°) 
between the two waveguide branches. Both branches are equipped with heaters to 
change their refractive index. When one waveguide branch is heated, its effective 
refractive index becomes lower than that of the other waveguide branch that is 
unheated. This will result in coupling of fundamental mode from the branch of 
lower index to the one of higher index [52]. Although digital thermo-optic switches 
require more thermal power than interferometric switching to achieve switching 
function, they can maintain switching status within a larger temperature window 
without precise thermal power control, and they are wavelength and polarization 
independent. Figure 11.21 shows a 4 × 4 thermo-optic switch by ChemOptics [53]. 
The switch can achieve around 5 ms response time and 40 dB crosstalk.

Thermo-optic switches have good stability and robustness as they have no mov-
ing parts and their electrical driving circuitry for heating the waveguides is simple. 
They are suitable for small size switching and routing requirements such as ROADM 
and optical network protection. Due to high thermal power required, thermo-optic 
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Fig. 11.20  1 × 2 digital 
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Fig. 11.21  4 × 4 
thermo-optic switch by 
ChemOptics

11  Commercial Optical Switches



216

switches are usually built on materials like polymers that have high thermo-optic 
coefficients and low thermal conductivity.

11.8  �Comparisons and Discussions

As discussed above, each switch technology has its own characteristics and applica-
tion scenarios. In summary, Table 11.1 compares these switch technologies from the 
perspectives of performance, power efficiency, cost, and application. Specifically, 
MEMS- and beam-steering-based optical switches have large scalability, but rela-
tively slow switching speed (10–20  ms) and low reliability; thus, they usually 
require complex driving circuitry to control their moving parts, which could increase 
the implementation cost. These optical switches are suitable for circuit switching of 
“elephant” traffic that includes long-lived and stable data flows in hybrid electronic/
optical switch networks. Liquid crystal-based optical switches have high reliability, 
low power consumption, good wavelength selectivity and low packing cost, but 
medium scalability. These features make liquid crystal-based switches desirable for 
ROADM, WSS (for LCoS), and failure protection switching in WDM transmission 
networks or interconnection of inter-datacenters. Electro-optic and SOA-based 
optical switches are capable of fast switching speeds in nanoseconds, which make 
them suitable for OPS, various high-speed optical modulators as well as waveguide 
converters, but due to the complex manufacturing processes, they have much high 
implementation cost that limits their deployment in small- or medium-scale system. 
Compared with other types of optical switch technologies, thermo-optic-based 
switches require more power in operation, but they have good reliability and low 

Table 11.1  Comparison of different commercial optical switch technologies

Characteristics

Technologies

MEMS 
based

Beam-
Steering

Liquid 
crystal 
(LCoS)

Electro-
optic

SOA 
based

Thermo-
optic

Switching speed 10–20 ms 25 ms 100 ms ~ ns ~ ns 5–10 ms
Insertion loss Medium Low High High Low Low
Power efficiency Medium Low High High Low Low
Scalability Large Large Medium Medium Medium Small

320 × 320 384 × 384 1 × 20 32 × 32 16 × 16 8 × 8
Reliability Low Low High High Medium High
Implementation 
cost

Medium Medium Low High High Low

Application OCS, 
WSS

OCS ROADM, 
protection 
switching, 
and WSS

OPS, 
optical 
modulators

OPS, 
WSS

Protection 
switching
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implementation cost, which are suitable for batch production. Thermo-optic-based 
switches are usually used for protection switching in optical transport networks.
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Chapter 12
Silicon Photonics Switch Matrices: 
Technologies and Architectures

Francesco Testa, Alberto Bianchi, and Marco Romagnoli

12.1  �Introduction

Optical switching in intra-data center networking is gaining momentum, thanks to 
the unique advantages that it offers in terms of energy efficiency, low latency, cost 
reduction, wide bandwidth and transparency to bit rate and protocol with respect to 
electronic switching [1–3].

Key parameters for the introduction of optical switching in data centers are cost, 
integration level, port count, and footprint of the optical switching matrices. Recent 
achievements in silicon photonics integrated technologies for high-speed optical 
interconnects boost the advancement in the realization of new highly integrated 
optical switching devices.

The integrated optical switch matrices considered here are monolithically 
integrated photonic chips in which the signals to be processed propagate through 
optical waveguides.

Silicon integration will allow to exploit the highly developed silicon manufactur-
ing infrastructure and the materials used for electronic integrated circuits. This 
ensures low cost and mass manufacturability, while the high refractive index con-
trast of silicon photonics allows to implement highly miniaturized optical circuits. 
Low power consumption is ensured by the energy-efficient physical mechanisms 
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used to switch the light, by the small dimensions of the photonic integrated circuits, 
and by the tight integration of photonic and control electronic circuits made possible 
by the use of the same production technologies. There are also some limitations to 
cope with using silicon photonics such as the need to generate light by heterogeneously 
integrating blocks taken from InP-based technology, a more complex handling of 
signal polarization and coupling with single-mode fibers with respect to conven-
tional optical technologies.

Optical switch matrices for data centers should allow to connect any idle input 
port to an arbitrary idle output port (non-blocking characteristic), in order to fully 
utilize the switch internal bandwidth. Moreover, they should have port count as 
large as possible (larger than 64 × 64) to allow building up of a larger multistage 
optical switching fabric ensuring networking of thousands of servers. They should 
have small size to be included in a module of few squared centimeters in order to 
utilize effectively the data center footprint and low loss, low differential loss among 
the different paths, and low crosstalk in order to realize scalable matrices. The char-
acteristics of low polarization sensitivity are also crucial due the use of a single-
mode fiber as interconnect infrastructure.

However, integrated optical switches, different from integrated electrical switch 
counterparts, are purely analog devices. While in digital electrical switches signal regen-
eration occurs in the internal CMOS gates, inside the optical switches, loss and crosstalk 
are experienced during processing through the many traversed switching cells. Loss and 
crosstalk increase with the switch matrix port count and complexity and eventually limit 
the scalability. Different prototypes of silicon-integrated optical switching matrices are 
presented, explained, and discussed in this chapter, with non-blocking characteristics, 
having potential high port count, low loss, and low crosstalk.

The chapter is organized as follows: the physical effects used to switch optical 
signals in silicon-integrated matrices are presented in Sect. 12.2, and the relevant 
switching cell types are discussed in Sect. 12.3. In Sect. 12.4, the optical switch 
matrix architectures for optical circuit switching are explained, and the relative inte-
grated devices proposed and demonstrated so far are reported. Section 12.5 is dedi-
cated to the presentation of optical switching matrices used in optical packet 
switching. Section 12.6 reports on a silicon photonics wavelength selective switch 
implementation, and in Sect. 12.7, a comparison table among the switching fabrics 
is presented. Finally, in Sect. 12.8, the perspectives and future research directions 
are briefly discussed.

12.2  �Physical Effects and Mechanisms for Optical Switching 
in Silicon

In a first category of photonics integrated switch matrices, the mechanisms used for 
optical switching are associated to a change in the index of refraction of optical 
waveguides in interferometric- or resonant circuit-based switching cells. In such 
integrated switching cells, this index variation causes a change of the signal path 
from one input port to another output port.
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In such silicon photonics switches, two physical effects are used: the plasma 
dispersion effect and the thermo-optic effect with quite different response times. 
With the plasma dispersion effect, the switch can be reconfigured in a nanosecond 
scale, while with the thermo-optic effect, the reconfiguration time is in the order of 
microseconds.

A completely different mechanism used for switching in silicon monolithic inte-
grated optical devices is the physical movement of optical waveguides driven by 
electrostatic actuators. They have become attractive due to the widely developed 
micro-electromechanical system (MEMS) process technology in which micrometric-
scale switching cells are created combining mechanical and electrical components. 
This technology leverages on silicon wafer-scale fabrication processing to achieve 
low cost and high repeatability, and it is already widely adopted in consumer elec-
tronics accelerometers and gyroscopes for mobile phones. These types of optical 
switches have reconfiguration times very much dependent on the mechanical design 
of the MEMS switching cell; typically, they are spanning from 1 to 100 μs.

12.2.1  �Plasma Dispersion Effect

Plasma dispersion effect, also named free carrier dispersion effect, has been inves-
tigated and numerically analyzed for the first time in 30 years [4]. From that time, 
many progresses have been made, and today optical modulator in silicon photonics 
using this physical effect has become commercially available in optical intercon-
nects [5]. The optical switches utilize the same effect of modulators consisting of 
the variation of the refractive index in an optical waveguide induced by the variation 
in the concentration of free carriers.

Unfortunately, it is not possible to change the waveguide refractive index without 
affecting the optical loss generated by the free carrier absorption since the two 
effects are coupled by the Kramers-Kronig dispersion equation:
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in which P indicates the principal part of the integral due to the singularity at ω= ω', 
∆n is the refractive index change, ∆α is the absorption coefficient change, c is the 
light velocity, and ω is the angular frequency of the light.

The refractive index and absorption coefficient change with respect to the change 
in the carrier density have been quantified in [6]:
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in which ∆Ne and ∆Nh are relevant with the concentration of electrons and holes, 
respectively.

The coefficients have been empirically found in [6] for crystalline silicon for 
wavelength from 1 up to 14 μm.

At the wavelengths of interest in optical fiber communication systems at 1.3 μm 
and 1.5 μm, the coefficients are:

for λ = 1.3 μm
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and for λ = 1.55 μm
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From the above values, it results that at 1.3 and 1.55 μm, it is possible to find a 
region of the carrier density around 1018 cm−3 in which the optical phase shift com-
ponent in the waveguide is dominant with respect to the optical absorption compo-
nent. It is therefore possible to obtain an optical phase shift of about π radians, as 
needed for optical switching in a Mach-Zehnder interferometer-based switching 
cell (see Sect. 12.3.1), at low loss and with a reasonably short length.

As an example, the characteristics of a phase shifter working at 1.3 μm wavelength 
with a carrier concentration (both holes and electrons) of 1018 cm−3 are calculated.

From the coefficients reported above, it is obtained for the change of the refrac-
tive index:
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The waveguide length for a π radian phase shift, Lπ, can be obtained by the fol-
lowing formula:
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and by imposing ∆θ = −π, it is found: Lπ = 340 μm.
The absorption coefficient variation is given by:
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(12.8)

Optical loss for a phase shifter with 340 μm length is given by:

	 ∆α πL = 0 29. 	 (12.9)

and it corresponds to an optical loss <1.5 dB.
It has to be noticed that holes have a much stronger effect (about 10×) than elec-

trons on the change of refractive index.
In some optical switching cells based on Mach-Zehnder interferometers (see 

Sect. 12.3.1) electrically driven in push-pull configuration, the phase shift required 
on both arms is π/2, and the phase shifter length can be halved [7].

 Plasma dispersion-based switches are implemented as p-i-n junctions operating 
in forward mode. In such structures, higly doped p- and n-regions are separated by 
an intrinsic region where the waveguide is formed [8]. By forward-biasing the p-i-n 
junction, free carriers are injected in the intrinsic waveguide region, as depicted in 
Fig. 12.1, changing its refractive index. The doped region of the silicon waveguide 
constitutes therefore a phase shifter, and the phase change depends on both the 
injection current and the length of the phase shifter. This phase shifter can be 
inserted in a waveguide-based switching cell, for instance, Mach-Zehnder interfer-
ometers or micro-ring resonators, for tuning or switching. The time response of the 
plasma dispersion effect in a forward biased p-i-n junction is limited by the carrier 
diffusion time in the injection region and is in the order of nanoseconds: this value 
complies with most optical packet switching requirements [9, 10]. Alternatively, the 
forward bias can be substituted by a carrier accumulation mechanism. Carrier accu-
mulation occurs around a thin oxide region in the p-oxide-n structure. The thickness 
of the insulator region is a trade-off between bandwidth and driving voltage. The 
thinner the oxide region, the higher is the value of the capacitance and consequently 
the lower is the driving voltage but also the bandwidth would be limited. This solu-
tion is quite interesting because based on charge and discharge of the capacitor 
formed by the insulator and its interfaces. The index change depends therefore on 
the charge accumulation only, i.e., the charge of the capacitor, and may be of the 
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order of 10−3. In this condition, there is no current flow, and the power consumption 
can be extremely reduced. In the forward biased p-i-n junction instead, the current 
flow is continuous. Presently this solution has been adopted for modulators only 
[11], and it is affected by a nonnegligible loss that in optical switching matrices 
eventually limits the scalability.

12.2.2  �Thermo-optic Effect

A second physical effect used in silicon photonics optical switching devices is the 
thermo-optic effect.

Bulk silicon has a quite large thermo-optic coefficient defined as the change in 
refractive index n with temperature T:
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and thermal conductivity:

	
kSi W mK= ( )148 /

	
(12.11)

These parameters, together with the high index contrast (between waveguide 
core and cladding) of silicon photonics, allow the realization of highly miniaturized 
optical waveguide phase shifters with micrometric size and low switching power  
(in the mW range) made by placing micro-heaters in the vicinity of the optical 
waveguide in order to change its local temperature and consequently the refractive 
index. These thermally actuated phase shifters, placed in one or both arms of a 
Mach-Zehnder interferometer (MZI) or along a micro-ring resonator, could act as 
active elements in a switching cell of a big integrated optical switch matrix.

Two types of micro-heaters have been developed so far: silicon doped [12] and 
metallic [13].

Fig. 12.1  Plasma 
dispersion effect in a 
silicon-on-insulator (SOI) 
rib waveguide
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A phase shifter with silicon-doped micro-heater is depicted in Fig. 12.2a. At one 
side of the silicon optical waveguide, surrounded by the buried oxide (BOX) layer 
and cladding material, a micro-heater made by N-doped silicon is implemented. A 
silicon slab of width h could be inserted, in some designs, between the waveguide 
and the doped heater to increase the thermal conductivity, the slab being low enough 
to avoid optical leakage through it. To activate the phase shifter, a current is injected 
into the heater that works as a resistor, increasing the temperature of the adjacent 
optical waveguide and changing its refractive index.

In Fig. 12.2b, a phase shifter is made of a metal line with a suitable width and 
thickness to ensure the expected value of resistivity, and it is placed at a certain 
distance h (less than 1 μm) above the silicon optical waveguide. The metal line is, 
for instance, made by Ti/TiN, and the current flows through the metal resistor caus-
ing the increase of temperature and the generation of the heat necessary to change 
the refractive index of the silicon waveguide core. In both heater configurations, the 
heat transport by conduction is defined by the following equation [13]:
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∂
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where k is the thermal conductivity of the used materials, c is the heat capacity, 
ρ is the material density, qs is the heat flux density, and T is the temperature. Since 
ρ is fixed and it depends on the materials, the design parameters that have to be 
optimized to achieve a fast time response, a high power efficiency, and a low optical 
loss of a waveguide phase shifter are mainly k and c. They depend mostly on the 
thickness of the BOX and the cladding layers. Thinner BOX and cladding layers 
give a faster response time and a better power efficiency, but a minimum thickness 
of about 1 μm has to be set for both BOX layer and cladding to avoid loss increase 

Fig. 12.2  Thermo-optic effect in a silicon-on-insulator (SOI) optical waveguide. (a) Silicon doped 
micro-heaters, (b) metallic micro-heater
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due to leakages of the optical field into the underneath silicon substrate and optical 
absorption by the metal line of the heaters.

The thermo-optic effect, differently from the plasma dispersion effect, is inher-
ently low loss and can be utilized in optical waveguide-based switching cells for 
tuning and switching photonic devices with negligible insertion loss. However, the 
response time of such thermally actuated switches is slower than the plasma 
dispersion-based counterparts, and it is usually of few microseconds limited by the 
heat diffusion process.

Power consumption of thermal heaters is a function of the current needed to 
reach the wanted temperature, and it depends on the thermal impedance of the insu-
lator between the heater and the waveguide and on the distance between the silicon 
core and the heat sink that usually is the silicon substrate. The insulator thickness on 
top of the silicon core is designed to avoid loss due to optical mode overlap with the 
heater. Typically, metal heaters are placed at 0.7–1 μm above the silicon core. When 
the time response of the heater is not critical, an underetch of the buried oxide below 
the silicon core can help in reducing power consumption, i.e., the underetch serves 
to thermally insulate the waveguide, and the reduced heat exchange serves to main-
tain the steady-state temperature of the waveguide core. A comparison between 
thermo-optic- and p-i-n junction-based phase shifters used for a N = 64 port switch 
is reported in [14]. The time response is in favor of p-i-n junctions, but the insertion 
loss is much lower in thermo-optic-based switches. For N = 64, 8.5 dB of insertion 
loss for the current-driven thermo-optic switch and 17 dB [15] or 29 dB [16] for the 
carrier-injection switches have been reported.

12.3  �Integrated Switching Cell Technologies

The key building block in an integrated optical switching matrix is the switching cell, 
that is, the single switching element (normally a 2 × 2 switch or in some cases a 1 × 2 
switch) interconnected to many other switching elements of the same type in a two-
dimensional matrix. The switching cell characteristics of bandwidth, loss, and extinc-
tion ratio are crucial to realize a scalable, high-performance, integrated switching 
matrix. The switching cell states can be identified either with bar and cross (if related 
to the optical path through the switching cell) or alternatively with on and off 
(if related to the state of the electrical control signal), as depicted in Fig. 12.3. The cell 
characteristics in the two alternative states are generally different.

Loss of a switching cell is defined as the reduction in the signal power from input 
(Pi) to output (Po) port of the wanted channel (see Fig. 12.3).

Extinction ratio of a switching cell is the ratio of the signal power level at the output 
port of interest (Po) to the signal power level at the unwanted port (Px) (see Fig. 12.4).

Crosstalk is the ratio of total power in the disturbing signals to that in the wanted 
signal.

While the extinction ratio is a property of the switching cells, “crosstalk” is reserved 
for the description of system effects of a complete switching matrix and may 
comprise many unwanted signals interfering with the wanted signal.
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Crosstalk is the ratio of total power in the disturbing signals to that in the wanted 
signal.

In the following, the most relevant switching cells are presented and discussed.

12.3.1  �Mach-Zehnder Interferometer (MZI) Switching Cell

The switching cell based on Mach-Zehnder interferometers (MZI) is shown in 
Fig. 12.5. It consists of an optical interferometer with an input 3 dB coupler, two 
arms equipped with phase shifter sections, and an output 3 dB coupler. The cell 
works with the following principle: the optical power of the input signal is split by 
the first coupler into two equal portions that interfere at the output coupler depend-
ing on the relative phase shift. If the phase difference among the two arms is 0 
radians, as depicted in Fig. 12.6, a constructive interference occurs at the crossover 
port, and the signal entering at I1 goes out at O2, and similarly the signal at I2 port 
goes out at O1 port: in this condition, the switch is defined to be set on cross state. 
When the phase difference among the arms is changed to π radians, activated by an 
electrical control signal, the constructive interference occurs at the through port, and 
the signal entering at I1 goes out at O1 (see Fig. 12.6), while the signal entering  
at port I2 goes out at O2: in this condition, the switch is defined to be in bar state. 
This switch cell can be activated by using either the thermo-optic effect or the 
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plasma dispersion effect (see Sect. 12.2) or both to change the refractive index in the 
waveguides of the phase shifter sections: the selection of the switching mechanism 
depends on the switching speed requirements that should be in the microsecond 
range for the thermo-optic effect and nanosecond range for the plasma dispersion 
effect. In some high-speed switch designs, both types of phase shifter can be used 
to improve the extinction ratio performances with the plasma dispersion-based 
phase shifters activated for fast switching and the thermo-optic phase shifters tuned 
to compensate interferometer unbalances due to production imperfections without 
introducing significant excess losses.

 The switching cells  working with plasma dispersion effect are normally 
designed to be in cross state with no activation signal (off state), and for that reason, 
they have, in general, better loss and extinction ratio performance in cross than in 
bar state that needs current injection with the relative increase of loss and decrease 
of extinction ratio.

In most of the integrated switch design, the π relative phase shift between the two 
arms of the MZI, needed to set the switch in bar state, is actuated by two phase shift-
ers, one per each arm driven in push-pull manner. In this condition, only π/2 phase 

3 dB 3 dB3 dB

∆j
I1

I2

O1

O2
Electro-optical
phase shifter

Thermo-optical
phase shifter

∆j

∆j∆j

Fig. 12.5  Mach-Zehnder interferometer switching cell

Fig. 12.6  Electrical field amplitude vs phase shift between the two arms at output ports O1 and O2 
of the MZI when the input signal is injected at port I1
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shift is needed per phase shifter, and this results in a lower loss with respect to the 
MZI configuration with only one shifter in one arm. In this configuration, the carrier 
density can be halved with consequent improvement of loss and extinction ratio due 
to a better power balance between the two interfering signals at the MZI output.

12.3.2  �Resonant Switching Cell

A second type of monolithically integrated silicon photonics switching cell is the 
one based on waveguide-coupled micro-ring resonators (MRR) [17]. This is a reso-
nant structure consisting of two bus waveguides (W1 and W2) and one or more equal 
MRRs coupled to each other (see Fig.  12.7). The MRR has periodic frequency 
response repeating itself each free spectral range (FSR). If the wavelenght of the 
signal going into port I1 is aligned with the resonance of the MRR (on-resonance) 
(see Fig. 12.7a), then that signal from W1 couples into the first ring, couples subse-
quently to the other intermediate rings and finally couples out from the last ring into 
W2 and exits the device at the drop port O1. If the input signal instead is off-resonance 
with the rings (see Fig. 12.7b), it remains in W1 and exits at port O2 (through port) 
nearly unperturbed. At the same time, in off-resonance state, a signal going into port 
I2 remains in W2 and exits port O1 unperturbed.

The resonance condition is according with the following equation:

	 2π λRn meff = 	 (12.13)

in which R is the ring radius, neff is the effective refractive index of the waveguide, 
λ is the signal wavelength, and m is an integer number.

The switching principle of the MRR is shown in Fig. 12.8a.
Micro-ring resonator switching cell is narrowband, and if a single micro-ring is 

used, it has Lorentzian shape with slow roll-off of the resonance passband resulting 
in a relatively low switch extinction ratio.

Fig. 12.7  Resonant switching cell states: cell set (a) on-resonance with the signal, (b) off-
resonance with the signal
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Higher-order MRR-based filters are required to improve both the passband width 
and the extinction ratio. In this case, a filter with high-order-coupled micro-rings 
can be suitably synthesized [18]. The frequency response of a two-coupled micro-
ring switching cell is shown in Fig. 12.8b, and it is compared with that of a single 
micro-ring.

This switching cell can be activated by an electrical control signal to change the 
effective refractive index neff of the ring waveguides in order to match the resonance 
condition (see formula 12.13). This is achievable using either the plasma dispersion 
effect or the thermal effect, as discussed in Sect. 12.2. With the former, electrical 
carriers are injected into the ring waveguides, and the switch time response is very 
fast in the nanosecond range, while with the latter, the local temperature of the ring 
waveguide is changed using a micro-heater, and in this case, the response time is in 
the microsecond range. Generally, this type of switching cells is set as on-resonance 
when activated (on-state) and off-resonance when deactivated (off-state), and they 
have better loss and extinction ratio in this switch’s last state since the optical path 
is shorter.

12.3.3  �Micro-electromechanical System (MEMS) 
Switching Cell

The key building block in silicon MEMS-based optical switching cells is the comb 
electrostatic actuator. It has been widely used in MEMS devices because of easy 
fabrication and mass manufacturability, and it has the function of translating mov-
able micrometric parts with high precision level [19].
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Fig. 12.8  (a) Transmitted intensity at ports O1 and O2 with the MRR on-resonance  and off-
resonance; (b) MRR frequency response of a single micro-ring (red curve) and two-coupled 
micro-rings (blue curve)
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It consists of two plates each with a number of fine interdigitated fingers, the fix 
comb and the movable comb (see Fig. 12.9)—by applying a voltage between them, 
the fixed comb attracts the movable comb with a force given by:
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(12.14)

where C is the capacitance between the plates and V is the applied voltage and x is 
the axis of translation.

Since
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dr=∈ ∈0

	
(12.15)

where ϵ0  is the permittivity of the free space, ϵr  is the relative permittivity of the 
material between plates, A is the overlapping plates area, and d is the plate separa-
tion, the more numerous are the fingers, the larger is the capacitance surface and 
hence the higher is the force. An interesting advantage of this type of actuator is the 
fact that the electric circuit is capacitive, and hence the driving current needed to 
load the capacity is very low even if the voltage is high.

In the electrostatic actuator shown in Fig. 12.9, the fixed comb that is totally 
anchored to the substrate is indicated in green, while the movable comb, supported 
by a spring, is indicated in orange, and it translates to left when a driving voltage is 
applied between the conductive plates. The movable comb is free to move except at 
the right end where it is also anchored to the substrate, so that the actuator can come 
back to its initial position with no applied voltage, thanks to the spring force.

Optical switching cells based on silicon MEMS consist of a fixed waveguide sec-
tion and a movable waveguide section, and the light coming from the fixed wave-
guide is coupled to two alternative movable optical waveguides under the comb 
actuator control. This type of switching cell based on moving waveguides can easily 
achieve high extintion ratio by providing enough separation between the alternative 
waveguides to which the output signals are to be coupled.

Fig. 12.9  Comb electrostatic MEMS actuator: (a) actuator in on, (b) actuator in off
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12.4  �Integrated Matrices with μs Response Time for Optical 
Circuit Switching

Optical circuit switching has been researched as an attractive technology to increase 
the bandwidth and reduce latency and power consumption in intra-data center net-
working. Optical switching matrices have unsurpassed capability in routing high-
capacity dataflows of 100 Gbps, 400 Gbps, or more with high energy efficiency and 
bit rate and protocol transparency, but, differently from electrical switch matrix 
counterparts, they cannot process a data stream bit by bit in the optical domain. 
Hence, hybrid switching architectures have been proposed in [1, 20] in which bursty 
and latency-sensitive traffic (mice flows) is switched by electrical packet switches, 
while long-lasting dataflows (elephant flows) are routed by optical circuit switches 
(OCS). It has been found that the addition of an optical switching layer working in 
cooperation with the electrical packet switching (EPS) layer improves the data cen-
ter networking performances. However, in such hybrid networks, the data through-
put is affected by the optical switch response time, and optical switches with speed 
in the order of microseconds are needed. If the switch response time is fast enough, 
they could also be used in optical burst switching (OBS) [21]: according to this 
technique, optical packets with the same destination, before switching, are wrapped 
into longer burst frame lasting for many microseconds to reduce the impact of the 
switch reconfiguration time on the bandwidth utilization efficiency and latency. In 
the following, the architectures and technologies for integrated circuit switches are 
presented and discussed.

12.4.1  �Crossbar Switch Architecture

An N × M integrated optical crossbar switch matrix is a photonic network with N 
horizontal optical waveguides and M vertical optical waveguides containing N × M 
optical switching cells (crosspoint switch elements), each one placed at the crossing 
point between a vertical waveguide and a horizontal waveguide, as depicted in 
Fig. 12.10. The input signals traverse a number of cascaded switching cells until 
they arrive at the output ports. Along this path, only one crosspoint cell is activated, 
and it is the one deviating the signals from the horizontal waveguide to the vertical 
waveguide. In Fig. 12.10, the internal switch connection from I2 to O3 is indicated 
by the orange line, and it is obtained by activating the crosspoint cell S23.

The schematic block diagram of the 2 × 2 crosspoint switching cell is shown in 
Fig. 12.11. It has two input ports I1 and I2 and two output ports O1 and O2, and if the 
switch cell state is in off (switching cell deactivated), the input signals entering from 
I1 and/or I2 proceed straight on its direction toward O1 and O2, respectively. When 
the switch cell is set on, the signal from I1 is deviated to the output port O2, while 
the ports I2 and O1 remain unconnected.

F. Testa et al.



235

Optical crossbar switches have been realized with the same architecture of elec-
trical CMOS counterparts that are commercially available with 160 × 160 ports at 
12 Gbps gigabit rates [22] and 16 × 16 ports at 28 Gbps rate [23]. In these electrical 
crossbar matrices, CMOS gates are placed at the crossing points to interconnect two 
electrical lines.

In a crossbar matrix architecture, each switching cell is dedicated to a specific input 
to output connection, and hence it is always possible to connect idle inputs to arbitrary 
idle outputs independently of the already established input to output connections: this 
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results in a strictly non-blocking (SNB) characteristic and low power consumption 
since only one switching cell is activated for each input signal.

Crossbar switching matrices have different insertion loss experienced by the 
input signals travelling through the matrix due to different optical paths and differ-
ent number of switching cells traversed. In Fig. 12.10, the lowest loss is for the 
signal that enters at IN and gets out at port O1, while the highest loss is for the signals 
I1−OM (see red dashed lines). To develop scalable crossbar matrices, the loss of the 
waveguide crossing circuits and that of the switching cell when set in off must be 
very low (few hundredths of a dB for waveguide crossing and few tenths of a dB for 
the cell set in off in a 64 × 64 matrix); this is because all the cells traversed by the 
signals are set in off but one.

In crossbar switch, the extinction ratio requirement of the switching cell must 
also be high to keep the crosstalk low. This is because the various signals travelling 
through the horizontal lines of the matrix leak a portion of power at each of the 
switched off traversed cells, due to non-ideal extinction ratio. These unwanted leak-
ages propagate along the vertical lines together with the wanted signal and disturb 
it as unwanted crosstalk.

In a N × M switch matrix, the number of switching cells is equal to N × M, while 
the maximum number of activated switching cells is equal to N.

Two types of silicon-integrated optical crossbar switch matrices have been inves-
tigated and demonstrated recently: the 64  ×  64 digital silicon photonics MEMS 
switch and the 8 × 7 switch matrix based on resonant switching cells. They are 
presented and discussed in the following.

12.4.1.1  �64 × 64 Digital Silicon Photonics MEMS Switch Matrix

A new type of monolithically integrated MEMS switch matrix in silicon photonics 
has been demonstrated and reported in [24–27]. The switching cell is based on verti-
cal adiabatic couplers actuated by MEMS (see Fig. 12.12a).

The 64 × 64 optical crossbar switch matrix [27] was fabricated on two stacked 
silicon optical layers: a first 220 nm thick crystalline silicon layer on top of a 3 μm 
thick buried oxide (BOX) layer in a SOI wafer and a second deposited polysilicon 
layer.

The matrix of passive rib optical waveguides with 60 nm ridge height and 600 nm 
width is patterned in the crystalline silicon layer, and a multimode interference 
(MMI) waveguide crossing is placed at each matrix crossing point in order to 
achieve low loss and high isolation.

In the top polysilicon layer, a MEMS electrostatic actuator is patterned together 
with a vertical adiabatic coupler made by a ridge waveguide with core thickness of 
300 nm and ridge height of 200 nm.

When the switching cell is in off (see Fig. 12.12b), the adiabatic coupler is posi-
tioned 1 μm above the passive waveguide crossing, and no coupling occurs in the 
top polysilicon circuit layer: the light entering in the switch cell at the “input” port 
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proceeds propagating in the passive waveguide layer toward the “through” port with 
very low disturbances. When the switch cell is set in on (see Fig. 12.12c) by impos-
ing a control voltage at the electrodes of the electrostatic actuator, the adiabatic 
coupler is moved by the MEMS actuator toward the waveguide crossing, and the 
light in the bottom layer entering at the “input” port is coupled into the waveguide 
in the top layer by a first adiabatic coupler. After a rotation of 90°, obtained inside a 
curved waveguide, the light is coupled back in the bottom layer by a second adia-
batic coupler and goes out at the “drop” port.

To digitally control the switch operations, mechanical stoppers are used to fix the 
vertical gap between the top waveguide and the bottom waveguide (at about 125 nm) 
when the switch is in on, while micro-springs are used to move waveguides away 
when the switch is in off.

Off-chip connection to optical fiber arrays is provided by integrated grating cou-
pler at input and output ports.

This matrix comprises of 4096 MEMS-actuated switching cells with 110 × 110 
μm2 size. The switching cells have high extinction ratio of > 60 dB in off state.

The loss of the switch cell is 0.47 and 0.026 dB in on and off, respectively, while 
the loss of the waveguide crossing is 0.017 dB, and the chip propagation loss is 
1.1 dB/cm. With these values, the on-chip loss, not including input and output fiber 
coupling losses, is path dependent spanning from about 0.47 dB for the shortest path 
(corresponding to one switch cell set in on) to 3.7 dB for the longest path (corre-
sponding to 63 switch cell set in off with 0.026 dB/cell loss plus 1 cell set in on). The 
on and off switching time response is 0.91 and 0.28  μs, respectively. The total 
64 × 64 matrix chip area, including grating couplers, is 8.6 mm × 8.6 mm. The 
switch cells are voltage controlled with a driving voltage of about 42 V, and the driv-
ing current needed to load the electrostatic MEMS actuator is very small due to the 
fact that electric circuit is purely capacitive. The operating wavelength range is as 
broad as 300 nm spanning from 1400 to 1700 nm.

MEMS-Actuated
Adiabatic Coupler

Adiabatic 
Coupler

Vertical
Gap

Through

In

In

Bus Waveguide

ON State

OFF State

Drop

a

c

b

Fig. 12.12  Silicon photonics MEMS switching cell [27]: (a) overview of the cell, (b) cell set in 
off, (c) cell set in on 
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This matrix is polarization dependent since it works correctly only with input 
signals having TE polarization, while for a practical system utilization, the improve-
ment to a polarization-insensitive device is essential.

12.4.1.2  �8 × 7 Switch Matrix Based on Resonant Switching Cells

An 8 × 7 crossbar switch matrix based on resonant switching cells has been demon-
strated in [28]. The chip was fabricated in a SOI wafer having a 220 thick silicon 
layer over a 2 μm thick BOX layer. The waveguide dimensions are 220 nm × 500 nm, 
and the cladding layer on top of it is 1.2 μm thick.

The switching cell consists of a fifth-order ring resonator as shown in Fig. 12.13a. 
The five rings have a racetrack shape (to increase the coupling length and ensure a 
phase shift of π) with 5 μm bend radius and a free spectral range (FSR) of about 
350 GHz. In Fig. 12.13b, the layout of the switching cell is shown including the opti-
cal waveguides and waveguide crossing (indicated in black) and the heaters (indicated 
in orange). Each ring is coupled with its neighbor by directional couplers. The cross-
ing elements needed in each switching cell of the crossbar matrix are made by MMI 
waveguide crossing. The size of each switching cell is 100 × 115 μm2.

Grating couplers are used for off-chip connection to optical fibers at input and 
output ports.

The physical effect used for switching is the thermo-optic effect with the rings 
heated by metal Ti/Pt micro-heaters placed on top of the ring waveguides and sepa-
rated by a 1.2 μm silica cladding layer.

The switching cells have a passband of 100  GHz centered at wavelength 
1551.35 nm, the loss is about 0.9 dB in off state and about 2 dB in on state, and each 
switching cell needs to be calibrated both for on and off operation by setting the bias 
voltage. The switch matrix extinction ratio is >19  dB, and the total loss is path 

Fig. 12.13  Switching cell based on five-coupled micro-ring-resonators: (a) coupled rings, (b) 
layout of the complete switching cell (Courtesy of COBRA Research Institute)
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dependent spanning from 14 dB for the shortest path to 25 dB in the longest path 
(including input and output coupling losses that count 12  dB). The on and off 
response time is 17 μs and 4 μs, respectively.

The drawback of this switch matrix comes from the fact that the switching cell 
has a limited bandwidth corresponding to the bandwidth of the micro-ring reso-
nance. To work properly this matrix requires either a complex resonance calibration 
procedure at the start-up, a tuning range wide enough to comprise the system wave-
length range and resonance locking to the channel wavelength during operation, or 
the use of fixed wavelength transmitter.  This makes the matrix less attractive 
unless its characteristic is advantageously exploited for wavelength selective switch-
ing. The demonstrated matrix must operate with TE polarized input signals while 
polarization independent characteristics are necessary since the interconnect infra-
structure in data center is based on single mode fibers.

12.4.2  �PILOSS Switch Architecture

In crossbar switch matrices, as described above, the different signals experience 
different insertion losses depending on their internal path through the matrix. This 
aspect limits the scalability unless very low loss of few hundredths of a dB is 
achieved for the switching cells set in off. That is because a high differential loss 
between the signals at the matrix output results in a crosstalk increase especially in 
multistage optical switching fabric systems. To avoid this detrimental effect, chan-
nel power equalization has to be implemented with consequent increase in loss and 
device complexity. Alternatively, a path-independent insertion loss (PILOSS) matrix 
architecture may be adopted. It was proposed originally in [29] and is schematically 
presented in Fig. 12.14. Each cell in the matrix is connected to the four similar cells 
at the corners of the square surrounding that cell, and only the cells in the first and 
last rows are connected to the adjacent cells in the same row. The switching cell (see 
Fig. 12.15) is a 2 × 2 switch in which, in off state, signals at inputs I1 and I2 follow 
the diagonal paths to O2 and O1, respectively, while with the switch cell set in on, 
the signal at I1 is transferred to O1 and that at I2 to O2.

In a N × N PILOSS switch matrix, the number of cells the signals traverse is 
always constant, is independent to the path, and is equal to N. Similar to the cross-
bar architecture, for each path, only one switching cell is set in on. As an example, 
three path setups, namely, I1–O3, I3–O7, and I5–O4, are shown in Fig. 12.16 for an 
8 × 8 PILOSS matrix.

PILOSS matrix, like the crossbar counterpart, is strictly non-blocking, and the 
number of switching cells in a N × N matrix is equal to N2. The same considerations 
made above for the scalability of crossbar matrices are valid here, concerning the 
requirements of very low loss and high extinction ratio of the switching cells and 
waveguide crossing.
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Fig. 12.16  Example of three optical path setups (red lines), I1–O3, I3–O7, and I5–O4, in an 8 × 8 
PILOSS matrix: switching cells in on are indicated with dark boxes
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Two types of silicon-integrated PILOSS switch matrices have been investigated 
and proposed recently: the 32 × 32 Si-wire switch [30, 31] and the micro-opto-
electro-mechanical system (MOEMS) [32].

12.4.2.1  �32 × 32 Si-Wire Switch Matrix

The 32 × 32 PILOSS matrix [30, 31] is based on the 2 × 2 MZI switching cell type 
described above. It was fabricated on 300 mm SOI wafer using a CMOS-compatible 
process. The chip integrates 1024 MZI cells (see Sect. 12.3.1), each thermally con-
trolled by a TiN micro-heater on both arms of the interferometer and 961 waveguide 
crossings. The chip area is 11 × 25 mm2 (see Fig. 12.17). In the MZI cells, the 3 dB 
couplers are directional couplers working with the TM mode. The waveguides are 
430 nm wide and 220 nm high, buried in a 1.5 μm thick SiO2 cladding. The wave-
guide crossings are made by 0 dB directional couplers (in which all the power is 
transferred to the adjacent waveguide) with simulated loss and isolation of 0.1 dB 
and 45 dB, respectively. The estimated loss of the switching cell (including one 
waveguide crossing) is 0.44 dB, and the extinction ratio is <35 dB but in a band-
width of only 2.3 nm centered at wavelength 1545 nm, due to the use of wavelength-
sensitive directional couplers. The complete device has an on-chip insertion loss of 
about 15  dB (not including fiber coupling loss), and the worst case crosstalk is 
estimated to be about –20 dB in a band of 1.8 nm. The switch response time is of 
about 30 μs, and the electrical power to set the switch cell in on is 45 mW, while the 
power to keep it in off is 1.5 mW (that is the power to trim the MZI).

This matrix is polarization sensitive since the directional couplers have been 
designed for TM polarization. Future efforts should be dedicated to widen the oper-
ating bandwidth of the device (due to the directional couplers), to reduce the on-
chip loss, and to provide polarization insensitivity. A very recent work has been 
published in [60] reporting on a smaller size 8 × 8 Si-wire switch matrix with 
improved bandwidth and polarization diversity architecture.

Inputs

32

1 1

32
100µm

Outputs Heater

MZ element SW Intersection

3-dB DC

11mm

25mm

Fig. 12.17  32 × 32 Si-wire switch chip images [31]
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Fig. 12.18  MOEMS switching cell, (a) details of the waveguide coupling, (b) SEM picture of the 
switching cell (Courtesy of Aeponyx)

12.4.2.2  � Micro-Opto-Electro-Mechanical Switch (MOEMS) Matrix

A new type of silicon-integrated switching cell for use in a PILOSS matrix has been 
proposed in [32]. It is based on a micro-opto-electro-mechanical system (MOEMS) 
in which comb electrostatic actuators are used to move optical waveguide ends 
causing light coupling into two alternative paths: the one with the straight wave-
guide or the one with the curved waveguide (see Fig. 12.18a). The cell consists of a 
suspended element including the crossing waveguide segments 1 and 4 together 
with a curved waveguide segment 5 and a fixed part that includes the waveguide 
segments 2 and 3 (see Fig. 12.18b). When the switch cell is in off (cross state), the 
ends of waveguides 1 and 4 in the suspended part are aligned to the ends of wave-
guides 2 and 3 of the fixed part, respectively, and the two input signals (e.g., at 
waveguides 2 and 3) cross the cell with very low coupling loss (going out through 
waveguides 1 and 4). With the switch cell in on (bar state), the ends of the wave-
guides 2 and 3 in the fixed parts are aligned to the left and right ends of the curved 
waveguide 5 in the suspended part, and the input signal at waveguide 2 is redirected 
to output waveguide 3 with low coupling loss. The waveguide alignment occurs 
through a thin air gap of about 50 nm or less.

The alignment procedure works as follows, and it applies for setting either on or 
off state: firstly, the left and right actuators at the bottom of Fig. 12.16a rotate the 
waveguides in the fixed part to open the two air gaps. Secondly, the suspended part 
with the crossing and curved waveguides translates up or down. Finally, the wave-
guides in the fixed part rotate back to close the air gaps.

The waveguides are composed of a Si3N4 core and a SiO2 cladding to ensure low 
propagation losses and polarization-independent operation. The expected cell loss 
is about 0.2 dB (including the cell internal waveguide crossing loss and the loss in 
the thin air gap between fixed and movable waveguides) in off (corresponding to 
cross state) and 0.5 dB in on (corresponding to bar state) with a slight increase with 
respect to the cross state due to the propagation in the curved waveguide [58].
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The waveguide crossing loss is estimated to be about 0.01 dB, and the propagation 
loss in the waveguide is estimated to be 0.6 dB/cm.

A high cell extinction ratio (>60 dB) can be easily achieved by separating the 
curved and straight waveguides in the suspended part by few μm.

The cell dimensions are 350 × 350 μm2, and the cell response time is <200 μs.
The switch is controlled by analog voltage signals of about 150 V for the gap closer 

actuator (once optimized could be reduced to 100V) and about 200 V for the actuator 
that translates the suspended part. A 48 × 48 switch matrix based on the MOEMS 
switch elements described above is under development and the total estimated insertion 
loss is about 12 dB including 0.6 dB of input and output edge coupling loss. The operat-
ing bandwidth is in principle very wide, limited only by the Si3N4 transparency.

This matrix is slightly larger and has a longer response time with respect to the 
matrices presented above based on Si nanowires, but it has the relevant advantage of 
being polarization insensitive.

12.4.3  �Switch and Select Architecture

The N × M switch and select matrix architecture is depicted in Fig. 12.19. It com-
prises of an array of N 1 × M input switches, a large passive interconnect network, 
and an array of M 1 × N output switches.

1xM
SW

1xM
SW

1xM
SW

1xN
SW

1xN
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1xN
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I1

I2

IN

O1 O2 OM

Fig. 12.19  N × M switch and select architecture
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The input to output connections are established by appropriate selection of the 
paths at both the input switch array and the output switch array as indicated in the 
Fig. 12.19 in which the connection between I1 and OM is shown.

The switching elements here, instead of being distributed across the two-
dimensional matrix, like in crossbar and PILOSS architectures, are concentrated in 
two linear switch arrays. In this switch and select architecture, each couple of 
switches (in the input and output arrays) is dedicated to a specific input to output 
connection, and hence, like the crossbar and PILOSS, it is strictly non-blocking 
(SNB) as it is always possible to connect idle inputs to arbitrary idle outputs inde-
pendently of the already established input to output connections.

Considering a N × N switch matrix, the 1 × N switches in the two arrays could 
be made by cascading a number of 1 × 2 MZI-based switching cells, similar to the 
ones shown in Fig. 12.5 but with only one input port. The number of 1 × 2 cells in 
the matrix scales with the number of ports as 2  N*(N −  1). All input to output 
connections traverse a constant number of 1  ×  2 switching stages (switching  
cells), like in PILOSS architecture, but here this number is lower being equal to 
2*log2N instead of N. This is obtained by increasing the complexity of the passive 
interconnect network between the two switch arrays that must interconnect N2 input 
waveguides to N2 output waveguides. This represents the fundamental limitation to 
the scalability of this architecture as long as it is implemented in single optical layer 
photonic chips. In such an architecture, some signals, in the worst case, must tra-
verse up to (N − 1)2 waveguide crossing points resulting in a big insertion loss and 
in high differential loss between those unfortunate signals and the lucky signals that 
do not traverse any crossing. In a 64 × 64 switch matrix, the number of waveguide 
crossing traversed by the signals in the worst case is up to 3969, and even using 
waveguide crossings with very low loss of about 0.01 dB, the insertion loss and dif-
ferential loss experienced by the signals could easily reach up to 40 dB that is an 
unacceptable value for an optical switch.

However, this architecture could be attractive in the future if multilayer photonic 
chip will be developed. 3D heterogeneous photonic integrated circuits have been 
presented in [33], and multilayer photonic chips compatible with CMOS fabrication 
processes and based on a Si3N4-SOI platform have been investigated in [34]. With a 
two-photonic-layer chip, the large passive interconnect network of Fig. 12.19 could 
be realized with the vertical connection laid out in one layer and the horizontal con-
nections on the other layer in such a way that waveguide crossings are completely 
avoided and the signals could exchange layer by means of low-loss optical vias.

12.4.3.1  �8 × 8 Switch and Select Optical Matrix

An 8 × 8 switch and select matrix has been implemented and reported in [35]. The 
1 × 8 switch in the arrays is implemented with three stages of 1 × 2 MZI-based 
switching cells, each one using thermally tuned phase shifters on both arms and two 
adiabatic power splitters having a bandwidth wider than directional coupler-based 
3 dB power splitters and a loss lower than MMI-based 3 dB power splitters. The 
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phase shifters have etched trench and partially removed silicon to reduce power 
consumption and thermal crosstalk, and they are controlled by 224 heaters made by 
a thin TiN layer. The passive interconnecting network is implemented on a single 
layer, and the waveguides are joined by the use of low-loss tight bends. The wave-
guide crossings are the most critical circuit in this architecture, and they have a 
simulated loss of 0.015 dB and a crosstalk of about −40 dB at 1550 nm wavelength. 
The on-chip loss, not including the fiber coupling loss, was estimated as 4 dB for the 
longest path, and it includes losses of 3 + 3 stages of MZI, waveguide bend, and 
propagation in a 1.6 cm long waveguide.

The extinction ratio of the switching cell is >16 dB in an 80 nm bandwidth from 
1500 to 1580 nm. Due to the fact that for establishing an input to output connection, 
the path selection is made by cascading an input and an output switch, the port to 
port isolation of this switch matrix is  increased to >30 db. The chip footprint is 
8 mm × 8 mm, and the power needed by the 1 × 2 MZI switching cell is as low as 
1.5 mW, while the power consumption of the matrix when all the eight connections 
are established is about 70 mW. The high energy efficiency is due to the isolation 
trenches and substrate removal in the phase shifters, but the thermal isolation affects 
also the response time that increased to 250 μs.

This switch, as most of the other types of demonstrated silicon photonics switch-
ing matrices presented above, works with the fundamental TE mode only, and for a 
practical use, it needs to be enhanced with polarization-independent characteristics. 
High port count in this matrix can be achieved with a photonic chip having two lay-
ers of waveguide (one for vertical and one for horizontal waveguides) in order to 
avoid waveguide crossings with the related losses.

12.5  �Integrated Matrices with ns Response Time for Optical 
Packet Switching

Integrated switching matrices with very fast response time of the order of nanosec-
onds have recently captured high interest since, by leveraging on silicon photonics 
integration, they allow the implementation of optical packet switching (OPS). In 
OPS short data packets are exchanged between servers in a performance optimized 
data center (POD) entirely in the optical domain. For this application, a short recon-
figuration time of the switch is needed [36, 37]. OPS enables a high energy effi-
ciency intra-data center networking since there is no need of electro-optical and 
optical-electrical conversion prior to an electrical packet switch (EPS), and it also 
permits to obtain a lower latency. With respect to optical circuit switching (OCS), 
OPS has a more efficient bandwidth utilization, and it could become, in the future, 
the ultimate and sole switching technology replacing the electrical packet switching 
for intra-data center networking.

In the following, the architectures and technologies for silicon-integrated optical 
packet switch matrices are presented and discussed.
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12.5.1  �Benes Switch Architecture

The optical switch matrix architectures presented in Sect. 12.4, used for optical 
circuit switching, are all strictly non-blocking. In these architectures, the number of 
traversed switching cells is equal to N for PILOSS, 2N − 1 for the worst case in 
crossbar. To obtain a good scalability in such architectures characterized by a large 
number of traversed cells, the cell loss must be very low, as already discussed in the 
above sections. Switching cells based on MEMS and micro-ring resonators have 
loss as low as few tenths of a dB in through port (off  state), while the loss in cross 
is less critical due to the fact that only one cell is activated for each input to output 
connection.

Switching cells based on MZI have been proposed in PILOSS architectures in 
conjunction with micro-heaters as active element since the loss introduced by the 
presence of the heaters on top of the waveguides is quite low. But in high-speed 
switching matrices, the plasma dispersion effect has to be exploited to activate the 
switching cells, and the total losses become too high and limit the matrix scalability 
to few ports (8 × 8 or 16 × 16). This is due to the fact that by injecting carriers in the 
phase shifters of the MZI switching cells, not only the refractive index is changed 
but, as non-wanted effect, the optical loss is increased due to free carrier absorption 
(see Sect. 12.2).

For this reason, the fast optical switching matrices proposed and experimentally 
demonstrated so far, instead of being SNB, adopt rearrangeable non-blocking archi-
tectures (RNB) because of a reduced number of traversed switching cells and wave-
guide crossings, resulting in a lower loss and lower crosstalk. However, the drawback 
is that, even if it is always possible to connect an idle input port to an arbitrary out-
put port, in some cases, it may be necessary to apply an internal rearrangement of 
the connections already established. This drawback implies the implementation of 
complex switching control algorithms and it does not affect the switch performances 
only in switching matrices operating in synchronous time slotted mode. In such 
matrices all the connections are set up and torn down periodically at the same time 
as in the system architecture presented in [37]: only in this condition an RNB matrix 
becomes SNB [40].

RNB matrix architectures adopted in silicon photonics switches are the Benes 
architecture [38–40]. They are attractive for the low-cost index (number of switch-
ing cells in a matrix) that increases asymptotically as O[N log2N], to be compared 
with the cost index of crossbar and PILOSS that increases as O[N2].

The Benes silicon photonics switch matrix is constructed starting from the 2 × 2 
MZI switching cell, already presented in Sect. 12.3.1 and shown in Fig. 12.5. A 
Benes matrix with an arbitrary size of N × N is recursively constructed starting from 
a top Benes sub-matrix of size N/2 × N/2 and an equal bottom Benes sub-matrix of 
equal size. The two sub-matrices are interconnected by N/2 2 × 2 MZI switching 
cells included in two extra-symmetrical stages, named Banyan stages. In the Banyan 
stages, one port of each 2 × 2 switching cell is connected to the top sub-matrix and 
the other to the bottom sub-matrix, as depicted in Fig. 12.20.
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A N × N Benes switch matrix has a number of stages equal to:

	
S NN = −( )2 12log

	
(12.16)

The number of switching cells in each stage is:

	 CS
N= −( )2 2 1log

	 (12.17)

An example of the Benes matrix scaling is depicted in Fig. 12.21 starting with 
the 2 × 2 MZI-based switching cell and then showing the 4 × 4 matrix and the 8 × 8 
matrix.

Two Benes switch matrices have been demonstrated recently and are reported in 
the following.

12.5.1.1  �16 × 16 Benes Switching Matrix

A 16 × 16 integrated silicon photonics switching matrix based on MZI cells with 
Benes architecture has been presented in [41]. It comprises seven stages and eight 
switching cells on each stage and it was fabricated on a SOI wafer with a thin 
220 nm silicon layer on top of a 2 μm thick BOX layer. The MZI switching cells 
were similar to the type shown in Fig. 12.5 with two broadband MMI-based 3 dB 
couplers and two arms of equal length: one arm is equipped with both a high-
speed p-i-n phase shifter and a thermo-optic phase tuner, while the other arm is 
equipped with the thermo-optic phase tuner only. The thermo-optic tuner sections 
are used for compensating phase error due to fabrication and to set cross state at the 
initialization. They are made by TiN micro-heaters with 300 μm length placed on 
top of the waveguides. Air trenches surrounding the waveguides are used to improve 
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Fig. 12.20  Construction of an arbitrary size Benes switching matrix
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Fig. 12.21  Scaling a Benes matrix: (a) 2 × 2 MZI switching cell, (b) 4 × 4 Benes matrix, (c) 8 × 8 
Benes matrix

energy efficiency of the phase tuner. The p-i-n diode phase shifter, used for fast 
switching, has a length of 380 μm and heavily doped p+ and n+ regions with carrier 
concentration of about 1020 cm−3.

The switching cell average loss when the state is in cross is about 0.4 dB in the 
wavelength range of 1530–1590 nm, and the extinction ratio is >30 dB in a 30 nm 
wavelength band. When the switching cell is in bar state, the loss increases to 1 dB, 
and the extinction ratio decreases to 18 dB due to free carrier absorption in the p-i-n 
phase shifter. The on-chip insertion loss (not including input and output coupling 
loss) is 6.7 dB for a path of all cross states and 14 dB for a path of all bar state. The 
chip crosstalk is −20  dB for all cross states and −10  dB for all bar states. The 
response time is about 3 ns and the chip area is 10.7 x 4.4 mm2. The worst case 
power consumption of the thermo-optic tuners is 881 mW and that of the plasma 
dispersion-based phase shifters is 289 mW. This device works with TE polarized 
input signals.
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12.5.1.2  �32 × 32 Benes Switching Matrix

A higher-radix, high-speed monolithically integrated silicon photonics matrix has 
been demonstrated in [42]. Similar to the previous matrix, it also has Benes archi-
tecture and MZI-based switching cells. The matrix is composed of 9 stages with 16 
switching cells at each stage. The chip was fabricated with a 180 nm CMOS produc-
tion process and comprised of 144 switching cells and 416 waveguide crossing with 
a chip area as small as 12.1 × 5.2 mm2. The cells are made by two MMI 3 dB cou-
plers and two p-i-n-based phase shifter at both arms of the interferometer having 
200 μm length and 450 nm width, driven in push-pull configuration.

The matrix insertion loss was 12.8 dB, and the crosstalk was in the range from 
−19.2 to −25.1 dB in a 50 nm wavelength bandwidth from 1525 to 1575 nm.

This device to operate correctly needs TE polarized input signals and the response 
time of the MZI switching cells is 1 ns.

In [42] together with this 32 × 32 fast switching matrix, a 64 × 64 Benes matrix 
based on MZI cells is presented using the thermo-optic effect as switching mecha-
nism. It has lower loss (12.8 dB) and lower crosstalk (<30 dB) in the 50 nm wave-
length bandwidth from 1525 to 1575 nm and a slower response time.

12.6  �Silicon Photonics Wavelength-Selective Switch Matrix

In many of the optical switching network architectures proposed so far for data 
center networking [43–46], wavelength division multiplexing has been introduced 
in order to increase the link capacity of each single fiber connection. In such archi-
tectures, wavelength selective switches (WSS) work in conjunction with optical 
space switches to provide connectivity among data center equipments (compute and 
storage nodes).

Similarly, to the space switch matrices presented and discussed in the above sec-
tions, also for wavelength selective switching, high-capacity, highly integrated, and 
low-cost devices are needed.

A promising technology for the realization of large-scale integration silicon pho-
tonics WSS is the one based on micro-ring resonator (MRR) switch elements and 
researched in the EU FP7 project IRIS1 (Integrated Reconfigurable silicon photonic-
based optical Switch) [47]. The IRIS switch device has been implemented as 4 × 8 
transponder aggregator (TPA) block of a colorless-directionless-contentionless 
reconfigurable optical add drop multiplexer (CDC ROADM), but a similar switch 
architecture can be used for a NxN WSS device for data center applications.

The schematic block diagram of the IRIS WSS switch is depicted in Fig. 12.22.

1 The research leading to these results has received funding from the European Union’s Seventh 
Framework Programme (FP7/2007–2013) under grant agreement n° 619194.
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It has four input line ports and eight output local ports. At each input line port, it 
receives a comb of 12 multiplexed wavelengths, 200 GHz spaced. Single polariza-
tion grating couplers (SPGC) are used to couple the optical signals from the input 
fiber array to the chip silicon waveguides. Interleaver circuits separate the input 
channels into odd and even in order to double the channel spacing and relax the 
channel isolation requirement of the following arrayed waveguide grating (AWG)-
based demuxes and that of the switch matrix. Two AWG demux circuits, the odd one 
and the even one, are used to separate the various channels in the wavelength combs 
received at the device input. At the demux output, the individual signals are sent to 
the switching matrix constituted by a crossbar of optical waveguides equipped with 
micro-ring resonator (MRR) switch elements at each crosspoint. The matrix has 
4 × 12 rows (each row dedicated to a certain wavelength) and 8 × 2 columns (one 
column for odd wavelengths and one for even wavelengths). In the switching matrix, 
the channels travel along the row corresponding to the wavelength until they inter-
sect the column connected to the wanted local output port to which the channel has 
to be dropped. At this crossing point, by thermally tuning the corresponding MRR 
in resonance with the signal wavelength, the signal is transferred to the correspond-
ing drop column (see Fig. 12.23). Note that an interleaver recombines the odd and 
even wavelengths coming from two distinct columns before the drop port. SPGCs 
are used at the drop ports coupling the output signals to the optical fibers. The same 
device described above can be used in the reverse direction to add wavelengths from 
local ports to line ports.

Fig. 12.22  IRIS switch architecture
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In a TPA device, only one wavelength is dropped on each column due to the fact 
that a TPA connects the line switch to the transponders, while in a NxN wavelength 
selective switch for data center, more than one wavelength can be dropped on each 
column.

The IRIS switch has been implemented on a 8” SOI wafer with 220 nm thin sili-
con layer on a 2 μm BOX layer. The main waveguides of the circuits are 480 nm 
width strip waveguides.

High ER of the switching cell in off state is achieved by shifting the MRR far 
enough from the channel wavelength. In order to achieve a wide-enough  1-dB 
bandwidth of about 50 GHz and a high-enough ER > 35 dB, the MRR-based switch 
elements are made with two-coupled micro-rings as shown in Fig.  12.24a. In 
Fig.  12.24b, the spectral response of the MRR switching cell is shown for both 
single ring (blue curve) and two-coupled rings (red curve) .

Fig. 12.23  Working principle of the IRIS wavelength selective switch matrix
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Details of one section of the chip including the optical circuits are shown in 
Fig. 12.25.

The chip size is 8.4 mm × 7.8 mm (see Fig. 12.26a). A large portion of the chip 
area is dedicated to fiber coupling and electrical pads, while a smaller portion com-
prises photonic circuits.

The two-coupled ring loss with the switch element in off is <0.02 dB, while the 
loss when the switching cell is in on is <1 dB. MRR ER at 1000 GHz shift is >40 dB, 
and the tuning efficiency is 23 mW/FSR (with an FSR of about 20 nm). Crossing 
loss is <0.03 dB.

AWG demux

Interleaver

Crossbar matrix

Monitor photodiodes

Fig. 12.25  IRIS circuit layout details
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Fig. 12.26  (a) IRIS chip layout, (b) 3D integration with the control electronic chip (Courtesy of 
LETI fab)
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The interleavers are infinite impulse response (IIR) filters consisting of a MZI 
and a ring resonator on one arm [48]. Interleaver channel isolation is >20 dB, while 
the loss is <1 dB [49]. The AWG channel separation is 400 GHz, the insertion loss 
is <3 dB, and the channel isolation is >25 dB.

3D integration of the photonic chip with its control electronic chip is shown in 
Fig. 12.26b: it has been realized by the use of micro-pillar interconnect arrays.

Like most of the silicon photonics switching matrices demonstrated so far, also 
IRIS switch works with input signals having TE polarization, and further develop-
ments are needed for a polarization-insensitive device.

12.7  �Switch Matrices Comparison Table

 The characteristics of the various switch matrices discussed in the above sections 
are summarized in Table 12.1.

All matrices are polarization sensitive but one, and they need a further develop-
ment step to implement polarization-insensitive devices.

For optical circuit switching, the 64 × 64 digital MEMS switch has the lowest on-
chip loss and fastest switching time with good performances in terms of extinction 
ratio and crosstalk but it is polarization sensitive. The MOEMS switch has promising 
performances in terms of loss, extintion ratio and polarization insensitivity even if it 
has a larger size and slower response time but a high radix switch matrix is still under 
development. The 8 × 7 resonant cell matrix is fundamentally narrowband, and it is 
more suitable for wavelength selective switching, while the 32 × 32 Si-wire switch 
has a limited spectral response and it is polarization sensitive but very promising 
improvements in terms of bandwidth and polarization insensitivity have been 
achieved very recently on a 8 × 8 matrix. The 8 × 8 switch and select matrix has scal-
ability issue, but it could be an interesting option in case of implementation in a 
multilayer photonic chip. Fast 16 × 16 and 32 × 32 Benes matrices are interesting 
candidates for optical packet switching applications provided that they become 
polarization insensitive. The same is valid for IRIS switch that is an attractive tech-
nology for integrated wavelength selective switching devices.

12.8  �Perspectives and Research Directions

The advancements reported above in the implementation of scalable, highly inte-
grated optical switching matrices in silicon photonics are encouraging for the future 
realization of commercial products that could enable a pervasive use of optical 
switching in data centers. These optical matrices will have a high port count (64x64 
or more), low power consumption in the order of few watts, high speed either in the 
order of microseconds for optical circuit switching or of nanoseconds for optical 
packet switching, low chip area of about tens of squared mm, low cost, wide 
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transmission band supporting switching of high-speed signals of >100 Gbps, and 
wide wavelength operating range (>30 nm).

However, some technical challenges have to be met for the realization of com-
mercial devices in the near future.

The switch matrix loss should be further reduced by improving the loss charac-
teristics of the switching cells and reducing the fiber coupling loss. Heterogeneous 
integration of optical gain blocks in the switch matrix to compensate for internal 
losses has been proposed. Demonstration of semiconductor optical amplifier (SOA) 
array integration and packaging for a scalable silicon photonics switching matrix 
has been presented in [50]. The integration of SOAs in a high radix switching matrix 
has the drawback of increasing significantly the power dissipation in the chip and it 
requires an appropriate packaging for the heat removal that impacts the device form 
factor. However, it could allow not only the use of simpler optical transceivers with 
relaxed power budget but also the realization of higher radix strictly non-blocking 
matrix architectures since a higher number of cascaded switching cells are permit-
ted by the loss compensation. The impacts on the optical signal integrity caused by 
ASE noise accumulation in the cascaded SOA, especially in a large multi-stage 
optical switch fabric, should be investigated. 

In some of the presented switching cell types, the extinction ratio, the bandwidth, 
and the operating wavelength range must be improved to become really attractive. 
Since the switch matrix performances are determined not only by the characteristics 
of the switching cells but also by the matrix topology, new matrix architectures able to 
reduce crosstalk without increasing too much the loss and complexity needs to be 
investigated. In [59] a 32 × 32 silicon photonics matrix of  thermally controlled MZI 
switching cells has been realized by modifying a dilated Benes architecture. It has low 
crosstalk but it is reconfigurable non blocking and for use in optical circuit switching 
blocking could occur and has to be minimized to avoid limitations in the full utiliza-
tion of the switch capacity.

Most of the integrated switching matrices demonstrated so far are polarization 
sensitive, while polarization insensitivity is an absolute characteristic for use in data 
centers since the optical fiber infrastructure is made by single-mode fibers: future 
efforts should be dedicated to realize large-scale integration devices with polarization-
insensitive characteristics. This can be achieved either by implementing polarization 
diversity schemes [51, 52] or, when possible, by designing the waveguide circuits 
and the switching cell structures [53] with low polarization sensitivity.2

An effective integration between the optical chip and its control electronic com-
plement is fundamental. Due to the very high interconnection density required, two 
different approaches have been investigated, the monolithic integration of control 
electronics with the photonics [54–56] and the 3D hybrid integration with the elec-
tronic chip on top of the optical chip, interconnected to each other by micro-solder 
bumps [47]. Both approaches need further development to reach the maturity 
required for commercial deployment.

2 After the preparation of the manuscript an interesting paper has been published presenting a work 
on a polarization insensitive silicon photonics 50 × 50 switch matrix [53].
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The manufacturing processes should be improved to reduce the fabrication 
imperfections of the integrated optical circuits that require fine tuning to compen-
sate with the consequent increase in power consumption and calibration complex-
ity. Moving the silicon photonics fabrication to more advanced CMOS nodes  
and the use of silicon wafer with a better thickness uniformity are strongly 
recommended.

Last but not the least is the packaging issue. Due to the high impact of packaging 
on the device cost and since the number of input and output fiber interfaces is high, 
new technological advances are definitely needed. Two packaging aspects should be 
researched: the realization of a high-density I/O connection of silicon photonic chip 
with optical fibers and the realization of low-cost, removable, low-loss, and mass-
manufacturable optical connectors. Experiments on a high-dense optical packaging 
for a high-radix silicon photonic switch are reported in [57] using a hexagonal 
pitch-reducing optical fiber array (PROFA).

The implementation of silicon photonics high-radix switching matrices is a 
research area in a rapid evolution, and it may be envisaged that completely new 
types of switching cells based on new technologies and with low loss and low cross-
talk, suitable for large-scale integration, will be invented in the near future.

Acknowledgments  The authors are grateful to the partners of FP7-IRIS project and they wish to 
thank Philippe Babin and Francois Menard from Aeponyx Inc. for sharing the information on the 
MOEMS switch matrix.
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Chapter 13
Trends in High-Speed Interconnects 
for Datacenter Networking: Multidimensional 
Formats and Their Enabling DSP

David V. Plant, Mohamed H. Morsy-Osman, Mathieu Chagnon, 
and Stephane Lessard

13.1  �Introduction

The role of Internet in every facet of nowadays society is indisputable. Growing 
Internet traffic due to fast-expanding bandwidth intensive applications across all 
sectors (e.g., social networking, cloud computing and storage, e-commerce, etc.) is 
creating a spurring capacity demand in DCs. Driven by the persistent growth of 
cloud-based business and consumer services, the datacenter (DC) traffic is growing 
incessantly. Its global estimate is forecasted to reach more than 15 zettabytes (1 
zetta  =  1021) by 2020 representing more than threefold increase from its 2015 
value [1]. Nowadays, the majority of Internet traffic, which used to be dominated by 
peer-to-peer traffic, originates or terminates at a DC. Approximately 77% of traffic 
originating from a DC is predicted to stay within the DC in 2020 [1]. Also, hyper-
scale data centers, which already account for 34% of total DC traffic, will account 
for 53% by 2020 [1]. This relentless growth of intra-DC traffic and DC sizes is driv-
ing the need for fast inexpensive short-reach optics that provides the desired capac-
ity over growing intra-DC reaches (<10 km). Inside these mega warehouse-sized 
DCs (see Fig. 13.1), several hundreds of thousands of servers that store and process 
massive amounts of cloud data reside in large racks (see Fig. 13.2). Typically, serv-
ers within each rack are interconnected using a top-of-rack (ToR) switch, and several 
ToRs are connected through aggregate switches [2]. According to [3], current gen-
eration top-of-rack (ToR) switches have a switching capacity of 3.2 Tbps that is 
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usually provided across 32 ports, each port hosting an optical transceiver that is 
typically a Quad Small Form-Factor Pluggable 28 (QSFP28) attached to the switch 
faceplate. Each QSFP28 provides a net throughput of 100 Gb/s using 4 × 25 Gb/s 
lanes. Next-generation ToR switch capacities are expected to be 6.4 and 12.8 Tb/s. 
In order for switches to provide the desired throughput while maintaining a reason-
able port density in 1 rack unit (RU) form factor, the number of lanes per transceiver 
needs to increase by utilizing more wavelengths or fiber lanes in a wavelength 
division multiplexing (WDM) or space division multiplexing (SDM) scheme, 

Fig. 13.1  Google’s large DC facility in Council Bluffs, Iowa

Fig. 13.2  Racks containing hundreds of thousands of servers inside a Google DC

D.V. Plant et al.



263

respectively. However, this is not a scalable solution due to packaging difficulties 
that exacerbate upgrade to higher capacities using multiplexing approaches. A more 
promising approach is to employ advanced modulation formats to increase the bit 
rate per wavelength (per carrier) and hence reduce the required wavelengths or fiber 
lanes to achieve the target aggregate throughput. Modulating multiple dimensions 
of a lightwave over numerous levels allows increasing binary throughputs of single-
channel short-reach transceivers while maintaining a cost-effective self-beating DD 
scheme. The abovementioned trend can be also observed by the adoption of pulse 
amplitude modulation over four levels (PAM4) as the modulation format to use in 
the upcoming 400G Ethernet standard over intra-DC reach replacing legacy on-off 
keying (OOK) that operated over two levels in past standards [4]. Compared to 
coherent detection, direct detection (1) employs a simpler front-end that does not 
have a local oscillator (LO), (2) requires simpler DSP since there is no need for laser 
phase noise and frequency offset compensation, and (3) can operate without ther-
moelectric coolers (TECs), all of which resulting in a receiver that is inexpensive, 
compact, and less power hungry.

In this chapter, we present a review of the recent literature of multidimensional 
modulation and direct detection systems that deliver large bit rates (>100 Gb/s) per 
wavelength over short reach for intra-DC interconnects. We begin by reviewing the 
mathematical representation of a lightwave and polarization rotation in Stokes 
space. Then, we present the evolution of the multidimensional modulation formats 
depicting the architectures of their respective transmitters and receivers. Next, digi-
tal signal processing (DSP) functions that enable using direct-detection receivers 
for such formats are presented. Then, the key results that have been recently reported 
are summarized. Finally, we conclude and give potential future research 
directions.

13.2  �Representation of a Lightwave and Polarization 
Rotation in Jones and Stokes Spaces

In this section we introduce different notations to represent an optical field in single 
mode fiber (SMF). SMF are cylindrical waveguides that can support the propagation 
of two orthogonal complex fields. There are two principal ways to vectorially repre-
sent the whole optical field in SMF: the Jones and Stokes representations [5]. Both 
are based on a reference polarization coordinate system. The Jones space is a two-
dimensional complex space where each dimension represents an orthogonal state of 
polarization (SOP) of the light and where the argument of each dimension is the 
complex optical field in said dimension, providing in total 4 degrees of freedom 
(DOF). These complex two-dimensional Jones vectors are more concisely expressed 
using “bra-ket notation,” where the “ket” is written as |E〉 = [Ex, Ey]T and the “bra” 

is E E E Ex y= = éë ùû
* *†
, , where * represents complex conjugation, † the conjugate 

transpose, and T the transpose. The fields Ex and Ey are the complex fields on the x

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and y


 polarizations, respectively. The same field can be equivalently represented in 
Stokes space using a three-dimensional (3D) real-valued vector S =  [S1, S2, S3]T, 

where S E E E Ex x y y1 = -* * , S E Ex y2 2= { }*Re , and S Im E Ex y3 2= - { }* . By definition, 

Stokes vectors bear the property that S S S E E E Ex x y y1 2 3

1 22 2 2

+ +( ) = +* *
/

, being the 

total power. Stokes vectors have only 3 degrees of freedom, being the power on x


, 
the power on y



, and phase difference between the two polarizations Ex and Ey. In 
order to have a direct access to the total power in the vector representation, the latter 
can be added to the Stokes vector S as S′ = [S0, S1, S2, S3]T, where S0 is the total 
power. The vector S′ is called the Mueller vector [6]. For direct access to the first 
two degrees of freedom, it is also common to cast the four-component Mueller vec-
tor in the form V = [ E Ex x

* , E Ey y
* , S2, S3]T, where the first two components of S′ and 

V are related as E E S Sx x
* = +( )0 1 2/  and E E S Sy y

* = -( )0 1 2/ . From the representa-

tion of the first two components, we will call this modified Mueller vector V the 
power vector. We will use this vector representation in the remaining sections of 
this manuscript as the reference field representation. It is noteworthy to mention that 
the presence of complex conjugation in all four Stokes components S0 to S3 cancels 
any absolute phase information in Stokes space, hence the loss of a DOF from four 
in Jones to three in all variants of Stokes representations.

In single-mode fibers being non-polarization-maintaining fibers, the field inside 
the latter undergoes polarization rotations due to inherent random birefringence [5]. 
The following Eqs. (13.1–13.2) present the impact of polarization rotation in SMF 
on both Jones and modified Mueller representations. In complex Jones space, a rota-
tion is a complex unitary matrix U applied to the Jones vector |E⟩ as

	
E E

a b

b a
Erot = =

-é

ë
ê

ù

û
ú* *U

	
(13.1)

where unitary matrices have the property that U†U = I, the identity matrix. In the 
power vector representation, the equivalent rotation on V is cast as Vrot = MV [6] 
where the rotation matrix M is given by

	

M =

- { } - { }
{ } - { }

{ } - { }

* *

* *

a b ab Im ab

b a ab Im ab

ab ab

2 2

2 2

2 2

Re

Re

Re Re Re aa b Im a Im b

Im ab Im ab Im b Im a a

2 2 2 2

2 2 22 2
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(13.2)

Because power vectors V are always real valued, 4-by-4 rotation matrix M is also 
real valued.
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13.3  �Evolution of Multidimensional Modulation Formats 
and Their Transceiver Architectures

Figure 13.3 summarizes the evolution of the dimensionality (Ndim) of modulation 
formats and their underlying transmitter and receiver architectures for self-beating 
direct detect optical communication systems for 1D, 2D, 3D, and 4D modulation, 
i.e., for Ndim = {1, 2, 3, 4}. The figure is complemented with example formats and 
their corresponding field representation in the optical domain.

Increasing the bit rate of single carriers employing 1D modulation formats 
(Ndim = 1) requires either (1) increasing the symbol rate or (2) increasing the modu-
lation complexity imprinted on this dimension. Faster signaling requires electronics 
of larger bandwidth, while increased modulation complexity improves the spectral 
efficiency at the expense of requiring a more complex electrical drive signal. The 
laser drive signal, and therefore the signal obtained after direct detection, can be 
simple binary signals or more complex waveforms. The most flexible way to gener-
ate complex waveforms is to employ a digital-to-analog converter (DAC) of large 
bit resolution. Several different modulation formats have recently been demon-
strated to increase the spectral efficiency, such as discrete multitone modulation 
(DMT) [7], half-cycle 16-QAM Nyquist-subcarrier-modulation [8], multiband 
carrier-less amplitude phase modulation (CAP) [9], and multilevel intensity modu-
lation, also known as pulse amplitude modulation (PAM) [10]. All these formats are 
greatly leveraged by digital signal processing (DSP) from a DAC, while some (e.g., 
DMT) inherently require a DAC and DSP. Electrical multilevel signaling, on the 
other hand, can be generated in a simpler way without a DAC by power combining 
NRZ two-level tributaries of different amplitudes.

Intensity modulation of a laser can be done using direct modulated lasers (DML), 
electroabsorption-integrated modulated lasers (EML), or via a Mach-Zehnder mod-
ulator (MZM) [11]. The receiver for 1D formats is a simple photodiode, converting 
the total optical power ⟨E|E⟩ into photocurrent. For some 1D IM formats employing 
higher-order modulation like DMT, the receiver also has to comprise an ADC and a 
DSP block [7], while any format can benefit from digital signal equalization. The 
“1D” line of Fig. 13.3 depicts the transmitter and receiver architectures for 1D for-
mats, where dashed boxes represent a DAC- or ADC-based transceiver with DSP.

The current technology for optical Ethernet pluggables in datacenters relies on 
1D OOK intensity modulation on a single polarization (SP-OOK). Such format 
provides 1 bit per symbol. To increase the binary throughput of these pluggables, 
multiple carriers are independently modulated and multiplexed on either different 
wavelengths in a fiber or on different fibers representing either wavelength division 
multiplexing (WDM) or space division multiplexing (SDM), respectively. The 
transceiver requires as many parallel transmitters (RF signals, amplifiers, electro-
optic transducers) and parallel receivers (optoelectronic transducers, amplifiers, 
detectors) as the multiplexing order. Though these multiplexing solutions are 
currently adopted, they are not scalable toward future larger aggregate bit rates.
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Although increasing the modulation order of electrical 1D formats improves the 
bit rate delivered by improving the spectral efficiency, it comes with an increase of 
the BER because the SNR remains unchanged [10]. Higher order intensity modu
lation provides a good example to express this phenomenon. The BER of multilevel 
formats is function of the SNR and the number of levels M as expressed in  
Eq. (13.3):

	

BER ,SNR SNR
PAM M 

M
M

M M
erfc

M
( ) = -

( ) -( )
æ

è

ç
ç

ö

ø

÷
÷

1 3

2 12
2log

	

(13.3)

where erfc is the complementary error function.
If a two-level intensity modulated signal providing 1 bit/symbol has a SNR of 

16.94 dB, increasing the number of levels to four or eight to double or triple the bit 
rate worsens the BER from 1  ×  10−12 to 6.2  ×  10−4 or 3.6  ×  10−2, respectively. 
Conversely, to maintain the BER at four- and eight-level intensity signaling, 
the SNR has to increase to 23.88 and 30.07 dB, respectively. In the “1D” line of 
Fig. 13.3, we depict the symbols in the optical field of both two- and four-level 1D 
intensity modulation, where both formats have the same mean “DC” and “AC” sig-
nal power. By visual inspection, one can observe that the symbol spacings are much 
closer at four levels, explaining the increase of the BER. Symbols in the optical field 
are spaced in a square-root fashion such to generate equally spaced levels after 
square-law direct detection.

Binary throughputs from a single carrier direct detect systems can be further 
increased by modulating more dimensions of a lightwave, i.e., Ndim > 1. In the fol-
lowing, with visual inspections from Fig. 13.3, we present transceiver architectures 
and corresponding optical fields of 2D, 3D, and 4D format compliant to self-beating 
direct detection.

One variant of 2D formats is to modulate independently the intensity on each 
orthogonal polarization. Such format is called dual-polarization intensity modula-
tion (DP-IM) and allows to double the bitrate of 1D IM format while maintaining 
the signaling rate and without affecting the SNR per orthogonal polarization [12]. 
The transmitter architecture for such 2D format requires two driving signals and 
intensity modulators, branched off of the same laser source and combined on 
orthogonal polarizations, thanks to an inline polarization rotator (Pol. Rot.), as 
depicted in the “2D” line of Fig. 13.3. Other variants of 2D transmitters employ 
complex IQ modulation on one polarization while sending a copy of the CW trans-
mit laser on the orthogonal polarization [13–15]. For these 2D formats, two differ-
ent types of receiver can recover the two intensities which are differentiated by the 
method employed to cancel polarization rotation: optically or digitally.

The first receiver performs polarization derotation in the optical domain and con-
sists of an active polarization controller followed by a polarization beam splitter 
(PBS) serving as a polarization demultiplexer, where the two outputs are subse-
quently detected by a photodiode. The two resulting RF photocurrents can be input 

13  Trends in High-Speed Interconnects for Datacenter Networking…



268

to ADCs for subsequent DSP for IM formats having complex modulation schemes, 
like DMT, or where digital filtering is applied to enhance BER performance, like in 
the case of 1D formats. Other simpler IM formats relying on multilevel modulation 
can be detected without DSP, although digital filtering tends to improve the BER 
performance. As polarization slowly wanders inside single-mode fiber (see Eqs. 
(13.1) and (13.2)), it needs to be tracked such to maintain the two optical outputs of 
the PBS using a control signal from one of the two photocurrents. The control signal 
minimizes the inter-polarization crosstalk on said RF output. Such receiver archi-
tecture is depicted at the end of the “2D” line of Fig. 13.3.

The other type of receiver for 2D formats is called a Stokes vector receiver (SVR) 
and uses digital signal processing to perform polarization derotation [12]. The 
receiver architecture, also depicted at the end of the “2D” line of Fig. 13.3, is com-
prised of a PBS where each output is further split in two using couplers. The cou-
plers’ outputs from orthogonal polarizations are combined together on the same 
polarization through a 90° optical hybrid, and the four hybrid outputs are detected 
in pairs using balanced photodetectors. The other couplers’ outputs of each 
polarization are directed to photodetectors. The four photocurrents generated are 
real time sampled using four analog-to-digital converters (ADC) and are input to 

subsequent DSP.  The four waveforms w1 to w4 are E
x Rx,


2

, 2Re
, ,

E E
x Rx y Rx
 

*{ } , 

2Im E E
x Rx y Rx
 

, ,

*{ } , and Ey Rxˆ ,

2
, respectively, and represent the four components of 

the rotated modified Mueller power vector introduced in Sect. 2. The DSP algorithm 
employed to recover the two intensity tributaries is that for 2D formats presented in 
Sect. 4 and performs polarization derotation and allows for mitigation of intersym-
bol interference (ISI). It is noteworthy to mention that the active optical polarization 
tracking of the first 2D receiver is now replaced by active digital polarization track-
ing and the optical receiver front-end of SVR is a passive structure serving to beat 
the incoming signal with itself.

The “3D” line of Fig. 13.3 presents the transmitter architecture allowing to mod-
ulate a third orthogonal degree of freedom while maintaining a direct detection 
scheme, therefore permitting to triple the bit rate of 1D formats, while the signaling 
rate stays the same [16]. The transmitter architecture is similar to that of 2D formats, 
with an additional phase modulator in one of the two IM branches. This phase mod-
ulator allows modulating the inter-polarization phase: the phase of one polarization 
with respect to the other orthogonal polarization. When all three driving signals are 
of four-level modulation, the optical signal carries 6 bits per symbol. The optical 
field of such format, called dual polarization PAM4 with four inter-polarization 
phases (DP-PAM4 + 4 PM), is also depicted in Fig. 13.3. The same SVR receiver 
for 2D formats can be used to recover all three degrees of freedom via the received 
modified Mueller power vector using the DSP presented in Sect. 4 for “3D” for-
mats, where now all four components of V4D need to be derotated and recovered 
digitally.
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Finally, it is possible to modulate a fourth dimension of the optical field and 
recover the latter in a direct detect fashion [17]. Similar to differential phase shift 
keying (DPSK) modulation, the phase jumps from one Jones vector symbol to the 
next can be modulated and demodulated using self-beating. Unlike DPSK, there are 
three possible intersymbol phase jumps that can be modulated: phase jumps from 

E
x


n[ ]  to E
x


n +[ ]1 , from E
y


n[ ]  to E
y


n +[ ]1 , or from E
x


n[ ]  to E
y


n +[ ]1 , where 

n is the discrete time index at time t = nT and where T is the symbol duration. The 
transmitter architecture to generate the format differs from that of the previous 2D 
and 3D formats. Instead of employing intensity and phase modulators, the transmit-
ter uses in-phase-quad-phase (IQ) modulators, also known as dual-parallel Mach-
Zehnder modulator (MZM), where each MZM is biased at null. The transmitter 
comprises two IQs modulating independently, in a complex fashion, the same laser 
source where the polarization of one IQ output is rotated such to combine the two 
tributaries on orthogonal polarizations. This transmitter architecture is the same as 
that for polarization-multiplexed coherent transmission, serving as a full four-
dimensional field modulator, as depicted in “4D” line of Fig. 13.3. Only specific 
complex modulation formats relying on multi-ring/multiphase can be employed in 
order to be recoverable by a self-beating receiver [17]. To demodulate the intersym-
bol, inter-polarization phase jumps in a self-beating fashion, the SVR used for 2D 
and 3D formats has to be modified as depicted in the receiver architecture column 
of the “4D” line of Fig. 13.3, where the received field E

x Rx


,
 beats with a one symbol 

delayed version of E
Rxy



,
 through a second 90° optical hybrid. Waveforms w1 to w4 

are the same as that of the SVR for 2D and 3D formats, and w5 and w6 are 

2 1Re
, ,

E n E n
x Rx y Rx
 

[ ] -[ ]{ }  and - [ ] -[ ]{ }2 1Im E n E n
x Rx y Rx
 

, ,
, respectively.

13.4  �Enabling DSP for Multidimensional Formats

All modulation formats outlined in the previous section benefit from applying DSP 
at the transmitter and receiver sides; some of these DSP tasks are mandatory since 
they, for example, enable polarization demultiplexing in a multidimensional format 
(Ndim > 1) or compensate for a significant amount of ISI due to limited bandwidth of 
electronics. Figure 13.4a shows a high-level block diagram of the DSP stack of pos-
sible functions carried out at the transmitter for a Ndim-D format. We assume each 
dimension of the lightwave carries one symbol that is drawn from a symbol alphabet 
with size K. This leads to having Ndimlog2K bits that get modulated per symbol 
across all dimensions of the lightwave. Subsequent DSP blocks at the transmitter 
include: (1) resampling to the sampling rate of the digital-to-analog converter 
(DAC) if used, (2) pulse shaping using a band-limiting spectral shaping filter, (3) 
compensation of the nonlinear (NL) transfer characteristics of a Mach-Zehnder 
modulator (MZM) if used, (4) pre-compensation of ISI using a finite impulse 
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response (FIR) filter, and (5) clipping and quantizing the resulting samples in 
preparation of feeding them to a DAC having a finite number of bits to represent 
each quantized level. The chain of the abovementioned DSP functions is applied to 
all Ndim signals that will modulate each of the Ndim dimensions of the lightwave. 
However, some the above functions may not be used for all dimensions. For exam-
ple, the driving signal that gets imprinted onto the inter-polarization phase does not 
require any compensation of the NL characteristics of a MZM since it drives a linear 
phase modulator (PM), not a MZM (refer to the 3D transmitter architecture in 
Fig. 13.3). Next, Fig. 13.4b shows a high-level block diagram of the DSP stack of 
possible functions carried out at the receiver for a Ndim-D format. Depending on 
Ndim, we assume the input signal to the receiver DSP chain comprises Nch waveforms 
provided by the ADCs that sample each of the output photocurrents from one the 
corresponding receiver front-ends in Fig. 13.3. After resampling from the sampling 
rate of the ADC to twice the symbol rate, the key DSP block at the receiver is a 
multiple-input, multiple-output (MIMO) bank of FIR filters each having a temporal 
length Ntaps. The task of the bank of FIR filters is twofold: (1) it achieves polarization 
demultiplexing by inverting the polarization rotation that occurs along the fiber 
(refer to Eqs. 13.1 and 13.2 in Sect. 2) which results in a misalignment between the 

transmitter’s and receiver’s principle axes, denoted by ( x


, y


)Tx and ( x


, y


)Rx, and 
(2) it post-compensates any residual ISI that may have resulted from bandwidth-
limited electronic components in the system (e.g., electric amplifiers, ADCs, DACs, 
etc.). The final two blocks in the receiver DSP chain include clock recovery and 
hard decision of the received symbols on each of the Ndim dimensions. Clearly, the 
key enabling DSP block in the chains of Fig. 13.4 is the MIMO filtering. This block 
accepts Nch incoming signals from the receiver front-end and provides Ndim signals 
ready for the retiming and final decision. Henceforth, we explain in detail the con-
tents of the MIMO filtering block for each of the multidimensional formats, i.e., for 
Ndim = {2, 3, 4}.

K-level Symbol
Generation

{−K+1 : 2 : K−1}
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Fig. 13.4  High-level block diagrams of possible DSP functions at (a) transmitter and (b) receiver, 
for a Ndim-D modulation format. The transmitter DSP stack generates Ndim signal streams that 
drive Ndim DAC channels each running at RDAC Sa/s. The receiver DSP chain accepts Nch wave-
forms from Nch ADC channels each running at RADC Sa/s from the Stokes receiver front-end 
depicted earlier in Fig. 13.3
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Since 1D formats are detected via a single photodetector which is agnostic to the 
received state of polarization (SOP), the DSP at the receiver side (if used at all) is 
useful to post-compensate any residual ISI. Hence the MIMO block in Fig. 13.4b 
reduces to a single-input, single-output (SISO) FIR filter that post-compensates ISI 
[18]. On the other hand, 2D, 3D, and 4D formats are severely impacted by the cross-
talk resulting from the misalignment of the transmitter’s and receiver’s principle 
axes due to random polarization rotation. Hence, MIMO DSP is mandatory to undo 
the polarization rotation and recover the transmitted data. Figure  13.5a shows a 
block diagram of the MIMO DSP required for the 2D DP-IM format as was detailed 

Fig. 13.5  Structural block 
diagrams of MIMO DSP 
that follows the Stokes 
receiver front-end for (a) 
2D DP-IM, (b) 3D 
DP-IM-PM, and (c) 4D 
DP-IM-PM-DPM 
modulation formats
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in [19]. The block comprises a combination of one SISO FIR filter and a 3 × 1 
multiple-input, single-output (MISO) bank of FIR filters that accepts four wave-
forms w1 to w4 from the front-end in the 2D line of Fig. 13.3 giving the transmitted 

intensities Ex Txˆ ,

2
 and E Txˆ ,y

2
. In such case, the 3 × 1 MISO block (a) provides the 

inversion of the polarization rotation, and the temporal length of all the filters is to 
mitigate the ISI.  In case of 3D DP-IM-PM format, the MIMO block required 
becomes the one in Fig. 13.5b which accepts the same four waveforms w1 to w4 from 

the respective front-end in Fig. 13.3 and recovers Ex Txˆ ,

2
 and Ey Txˆ ,

2
 as well as the 

inter-polarization phase arg , ,E Ex Tx y Txˆ ˆ
*{ }  [6] − arg {S2Tx+iS3Tx}. In such case, the 

4 × 4 MIMO is adapted so that it inverts the polarization rotation besides the tempo-
ral length of each FIR filter to remove residual ISI. Finally, the 4D DP-IM-PM-
DPM format in [17] requires processing the two additional waveforms w5 and w6 
from the front-end in the last line of Fig. 13.3. For such 4D format, the MIMO block 
becomes the one in Fig. 13.5c where the first four waveforms w1 to w4 are processed 
in exactly the same manner as in Fig. 13.5b for the 3D format. As clearly explained 

in [20], recovering the fourth dimension from w5 and w6 is only possible if x y
Tx

 

,æ
è
ç

ö
ø
÷  

and x y
Rx

 

,æ
è
ç

ö
ø
÷  are aligned. In order to align the transmitter’s and receiver’s axes, we 

make use of the knowledge of the derotation matrix that is obtained from 4 × 4 
MIMO operating on the first three dimensions. This matrix is sent back to the trans-
mitter where the DP-IQ modulator can pre-rotate the transmitted waveforms, ensur-
ing aligned axes at the receiver. In such case, w5 and w6 can be processed separately 
by a 2 × 2 MIMO block that recovers the fourth dimension: the inter-polarization 

differential phase arg n nx y,E ,Tx Txˆ ˆ
*[ ] [ ]{ }-E 1 .

13.5  �State-of-the-Art Experimental Results Using 
Transceivers Realized by Discrete Components

This section summarizes the key results achieved using the modulation formats 
whose details and transceiver architectures were presented in Sect. 3 and are enabled 
using the DSP presented in Sect. 4. Table 13.1 presents the summary of the key 
results achieved using 1D, 2D, 3D, and 4D formats; each is listed in a separate row. 
Specifics of the experimental testbeds used for each experiment can be found in the 
publications cited in the table. All these record-breaking results were generated at 
the labs of the Photonics Systems Group (PSG) at McGill University. Figure 13.6 
shows photos of the testbed used to demonstrate the 2D DP-PAM4 format that gen-
erated the results in [19]. Key modulation parameters for each experiment are listed 
including the symbol rate (or baud rate), the resulting number of bits per symbol, 
the maximum transmission distance or reach, and the operating wavelength.
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Also, Table 13.1 lists the maximum bit rate we were able to achieve using each 
format, while the bit error rate (BER) stays below the hard decision forward error 
correction (HD-FEC) threshold of 3.8 × 10−3. If the BER stays below HD-FEC, the 
FEC decoder that follows the receiver DSP chain in Fig.  13.4b is guaranteed to 
produce error-free decoded bits with post-FEC BER in the range of 10−12 to 10−15 
depending on the type of FEC used.

Examining Table 13.1 carefully, we notice that going from one row to the next, 
the number of modulated dimensions increases meaning more bits per symbol are 
modulated; hence, the resulting capacity (bit rate) per carrier goes up. Also, we 
notice that the first two experiments in [18, 19] for 1D and 2D formats were per-
formed in the O band (1310 nm) near the zero dispersion wavelength of standard 
single-mode fiber (SMF), and hence the only factor that limited the maximum trans-
mission distance is the received power budget. For the following experiment in [6] 
for the 3D format which was done in the C band (1550 nm) due to availability of 
parts, the interplay between dispersion and phase modulation limited the transmis-
sion distance severely, and we were only able to demonstrate the feasibility of the 
format in back to back. However, the same experiment could be repeated in the O 
band where the interplay between dispersion and phase modulation is minimized 

Fig. 13.6  Photos captured at the Photonics Systems Group Lab at McGill University for the 
experimental setup to demonstrate the 2D DP-PAM4 format in [19]. Left photo is the Stokes vector 
receiver front-end realized using discrete components followed by real-time scopes, and right 
photo is the DP-PAM4 transmitter
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and reach could be extended. The last experiment in [20] for the 4D format was also 
performed in the C band, but dispersion pre-compensation using DSP was used at 
the transmitter prior to driving the DP-IQ modulator in the last line of Fig. 13.3. One 
final comment on Table 13.1, we should notice that the increase in bit rate from 300 
to 320 Gb/s by going from 3D to 4D modulation format seems marginal; however, 
this increase was realized at a reduced symbol rate (40 instead of 50 Gsym/s) due to 
the more spectrally efficient 4D format. This means all the electronic, the electro-
optic, and the optoelectronic components required can have smaller bandwidths 
since they will run at a slower signaling rate.

Finally, we should also note that the results in Table 13.1 were achieved using 
transceivers realized from discrete optical components (e.g., notice the fiber-based 
couplers, polarization controllers, and optical delay lines in Fig. 13.6). However, all 
these transceivers depicted in Fig. 13.3 can be potentially integrated on photonic 
ICs. Refs. [21–23] give examples from the literature of Stokes transmitters and 
receivers demonstrated experimentally as silicon photonic integrated circuits.

13.6  �Conclusion and Future Research Avenues

In this chapter, we presented a review of multidimensional modulation formats 
which can be direct-detected without a local oscillator laser. These formats are 
capable of modulation up to four dimensions of a single laser being the intensity on 
orthogonal polarization states, the inter-polarization phase, and the inter-polarization 
differential phase. Due to their ability to deliver much larger bit rates at similar 
symbol rates compared to legacy one-dimensional formats such as OOK, these mul-
tidimensional formats are candidates to be deployed in next-generation intra-DC 
optical interconnects. Using these formats, the number of wavelengths or fiber lanes 
required to be multiplexed to achieve a target aggregate capacity can be greatly 
reduced by pushing the per-channel bit rate. The transceiver architectures are 
depicted together with the enabling digital signal processing required to invert the 
polarization rotation along the fiber and detect all dimensions carrying modulated 
data. Experimental results obtained using benchtop discrete components to realize 
the transceivers as well as offline DSP were also highlighted.

Moving forward, potential research avenues include exploring alternative imple-
mentations of multidimensional transceivers that are less complex than the ones 
already presented. In particular, improvements in receiver sensitivity are highly 
desirable which can be achieved by using different optical front-ends. Also, fully 
integrated transceivers should be realized which requires, in addition to PIC fabrica-
tion, extensive optical and electrical packaging endeavors. Finally, a more in-depth 
study of the power consumption of the transceivers including the DACs, ADCs, 
drivers, and real-time DSPs implemented as application-specific ICs (ASICs) 
should be performed. Such power consumption study will solidify the likelihood of 
implementing multidimensional formats in future optical interconnects over intra-
DC reaches (<10 km).
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Chapter 14
Trends in High Speed Interconnects:  
InP Monolithic Integration

Kevin Williams and Boudewijn Docter

14.1  �Introduction

Performance has proved to be the primary driver for integrated circuit technology. 
Wafer scale integration is instrumental in removing assembly complexity and vari-
ability and enables sustained increases in the functionality, performance and circuit 
reliability while at the same time reducing size, power and cost [1, 2]. PIC-enabled 
products now outperform equivalent combinations of discrete components at the 
functional level for telecom systems. Digital coherent transceivers are a striking 
example of circuits which could not be produced cost-effectively in any other 
way  [3]. Wavelength-multiplexed transceivers [4] and potentially optical packet 
switching circuits [5] may be expected to follow.

Yield has been improved through sustained technology development for 
InP-based epitaxial growth, fabrication processes and device design innovations. 
Killer defect densities have been driven down to levels comparable with silicon 
CMOS in the early 1990s [4] with Infinera reporting random killer defect densities 
in the range 0.5–1.25 cm−2 and functional yields as high as 70% for 440 element 
circuits [2]. Improved reliability becomes a key advantage for InP-integrated 
photonics technology as the performance-yield envelope is dominated by packaging 
and assembly. Strict design methodologies and tightly controlled, standardized 
processes have been essential. Vertically integrated corporations such as Infinera [4] 
and open access platforms such as JePPIX [6] have adopted methodologies for 
InP-based PICs which exhibit similarities to the CMOS electronic IC approach.
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Scaling laws for InP-integrated photonics are similar to other thin film fabrication 
technologies like CMOS electronics and silicon photonics. Cost is defined by the 
market volumes, so an increased wafer size and fab throughput leads to a decreasing 
price-per-square-millimetre price [7]. Current volumes of photonic product are 
addressed with wafer sizes of 3″ and 4″, but as volumes increase, the cost advan-
tages of moving to larger wafer sizes, increasing wafer batch sizes and levels of 
automation will appear. Integration becomes increasingly important as the volumes 
scale. Much as in electronics, costs will be dominated by test and assembly rather 
than wafer production providing the driver for further integration.

In this chapter, we review the InP integration techniques most relevant to current 
and future data interconnection. The InP building blocks are first reviewed, before 
integration methods, and compared. State-of-the-art devices and circuits are over-
viewed for direct detection and coherent communications. Components for trans-
parent optical networking are addressed before considering trends in technology 
integration and wafer-scale assembly.

14.2  �The Building Blocks

The rich diversity of InP components can be concisely described in terms of basic 
building blocks [6] which may be visualized through waveguide cross-sections. 
Figure  14.1 shows examples of basic building blocks from an open access InP-
integrated photonics platform. The five different types of waveguide cross-sections 
are shown from left to right: (i) optical amplification and absorption, (ii) electro-
optic phase modulation, (iii) shallow-ridge optical waveguiding, (iv) deep-ridge 
optical waveguiding and (v) polarization rotation. Enhanced performance is enabled 
through adjustments to the precise cross-section and process flow used. The power 
of monolithic integration is to create these building blocks in the same plane, on the 
same wafer and in the same process flow, making optical losses and reflections 
between components negligible.

Amplifiers are implemented through the simultaneous confinement of optical 
field and charge carriers within a separate confinement heterostructure. Figure 14.1 
shows confinement of the optical field (white) in the SCH region (green) and with 
an additional active layer (red). Here a shallow-ridge waveguide is shown, but 
deep-ridge and buried heterostructures are also feasible. The function is imple-
mented in a p-i-n diode structure with electronic contacting layers optimized for low 
electrical resistance and low optical losses. Operating in forward bias enables 
amplification, while reverse bias enables detector, electro-absorption modulators or 
a saturable absorber functions. The precise active layer structure can be optimized 
depending on the precise performance requirements and function. Both multi-quan-
tum well (MQW) and bulk quaternary layer stacks consisting of either InGaAsP or 
InAlGaAs materials are possible, where the InAlGaAs materials generally provide 
better high-temperature operation properties.
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Phase modulators also use a p-i-n diode waveguide structure, but now the band 
gap is detuned from the signal wavelength. An increasing reverse bias applied across 
the junction induces a refractive index perturbation and an increasing phase shift. 
While bulk waveguide layers can be used, MQW InP modulators offer the most 
energy-efficient electro-optic conversion. Here the quantum-confined Stark effect 
(QCSE) is exploited. MQW layers within a PIN structure are designed with exciton 
absorption at a wavelength well below the desired operation wavelength. InP phase 
modulators require a larger detuning between signal and band gap wavelength than 
used for electro-absorption [8], and therefore Mach-Zehnder modulators that are 
built from these phase modulators have lower insertion loss. Phase modulators can 
also be operated in forward bias current injection mode. In this case the detuning 
needs to be smaller, and therefore the insertion loss is higher, but the phase tuning 
efficiency is very much increased. Typical values are 5 mA to tune 180 degrees in a 
100 μm phase section. These phase shifters are commonly used inside laser cavities 
and distributed Bragg reflector (DBR) gratings to tune the lasing wavelength.

Shallow-ridge optical waveguides provide a means to connect active devices and 
create interferometric devices without the need to etch through the waveguide core. 
The removal of the contacting layers provides isolation between active components. 
Shallow etches may offer advantages in terms of reduced optical losses which arise 
from finite levels of surface roughness. As processing is increasingly well con-
trolled, it is the dopants which dominate losses. In the absence of p-dopants, losses 
of below 0.5 dB/cm become feasible [9].

Deep-ridge optical waveguides provide a higher optical confinement and more 
compact optical bends. Bends with radii of order 20 μm have been reported [10, 11]. 
Deep-ridge structures are commonly used for multimode couplers, filters and 
arrayed waveguide grating de/multiplexers [12]. Distributed Bragg reflectors can 
also be implemented within the waveguides through a variation in the waveguide 
width, although it is more common to implement these in a separate epitaxial 
growth step.

Substrate

Cladding

Confinement layer

Cladding
p-contact layer

Electrode
Ridge waveguide

Quantum
wells in
active stack 

Optical
amplifier

Phase
modulator

Shallow and deep
etch waveguides

Polarization 
rotation

Fig. 14.1  Basic building blocks in InP photonic integration. From left to right, an amplifier or 
absorber, phase modulator, shallow-etch waveguide, deep-etch waveguides and polarization rotator
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Polarization rotators may be anticipated to provide the workhorse for a broad 
range of polarization-processing devices. Controlling the polarization within inte-
grated circuits both accommodates variations in the input state of polarization and 
also allows an extra dimension for capacity scaling. Slanted side-wall waveguides 
have been long proposed to rotate the polarization [13]. So far, however, integrated 
polarization rotation devices have suffered from tight fabrication tolerances [14]. 
Recently a double-section polarization converter structure has been proposed and 
validated which has been able to correct for critical dimension variation [15, 16]. 
Combinations of phase modulators and polarization rotators may be implemented for 
conversion, splitting and combining, through to modulation [17] and analysis [18].

14.3  �Monolithic Technology

Photonic-integrated circuits can be considered as multiple, interconnected, basic 
building blocks with varying epitaxial layers and waveguide cross-sections. 
Figure 14.2 shows an example schematic view for a WDM transmitter circuit imple-
mented with a high number of different devices and band edges. Four methods stand 
out in the development of integrate devices with different band edges: vertically 
coupled epitaxial layers, quantum well intermixing, selective area growth and butt-
joint integration. These methods are described below.

Vertically coupled layers have been used to enable the separate growth of active 
and passive integrated circuits, with notable examples in optical packet switch 
matrices [20], transceivers [21] and mode-matching elements [22]. The techniques 
have been extended most recently to enable the inclusion of InP devices on silicon 
photonic waveguides and facilitate efficient end-fire fibre coupling from PICs in 
general. The reliance on precision epitaxy and lithography impacts the yield-
performance envelope, but this may be expected to improve with new generations 
of tooling in photonic circuit production. The physical size of tapers between ele-
ments will impact footprint and density. For some variants of silicon-based photon-
ics where some of the active photonic building blocks originate from InP wafers, 
laser and amplifier integration becomes part of the assembly methodology.

Quantum well intermixing is typical of a broad range of post-growth techniques 
which allows the post-growth re-engineering of the band gap at the building block 

Fig. 14.2  The ability to 
create devices with 
different band edges 
(shown here in terms of 
wavelength) within the 
same high-density 
PIC. Concept for a 
wavelength-multiplexed 
transmitter [19]
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level across the wafer [23–25]. The use of masked capping layers in combination 
with an annealing process allows a change in the composition and definition of the 
quantum wells and an associated change in emission wavelength. This enables the 
wavelength of the laser to be tuned relative to passive and absorber structures. 
Tunable lasers with electro-absorption modulators have been created with such an 
approach [26].

Selective area growth engineers the band edge during the epitaxial growth. 
Masking is used to locally enhance the growth rate. The dimensions of the mask 
define the thickness of the grown quantum wells and therefore the emission wave-
length for quantum well lasers and band edge for modulators and detectors [27, 28]. 
Multiple band gaps can be defined across the same wafer to create combinations of 
building blocks with a higher level of functionality within one circuit. Lasers are 
readily incorporated with electro-absorption modulators [29, 30], and lasers can be 
integrated with passive components [31, 32]. Most recently, eight-channel distrib-
uted feedback laser arrays have been created with wavelength coverage from 
1447 nm to 1602 nm. Threshold currents of 20 mA and output powers of up to 
18 mW at 150 mA indicate efficient operation [33].

Butt-joint integration involves the etching and regrowth of different layer stacks 
across the wafer. The process can be repeated multiple times with the advantage that 
the epitaxial layer stack can be optimized at the building block level. For instance, 
the laser active regions require relatively few QWs for low threshold and high effi-
ciency compared to the modulator where a high optical confinement factor is para-
mount [3]. This is also the most compact scheme with no inherent distance between 
the active and passive elements in the circuit [34] and very low reflections from the 
interfaces [35].

14.4  �Transmitters

The techniques and building blocks used for converting electronic signals into the 
optical domain are increasingly diverse, reflecting a broad range of needs from 
today’s links and networks. The most high-profile techniques in terms of research, 
development and deployment currently include:

•	 Directly modulated lasers (DML)
•	 Integrated laser modulators (ILM)
•	 Reflective semiconductor optical amplifiers (RSOA)
•	 Mach-Zehnder modulators (MZMs) and vector modulators

The functionality can be derived from a relatively small set of high-performance 
building blocks to enable optical gain, wavelength selection and phase modulation. 
The sophistication in integration technology scales as the module level performance 
increases to meet continued scaling demands in bandwidth, footprint and power 
consumption.
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Directly modulated laser (DML) has been demonstrated for short, high grating 
strength distributed feedback lasers with high confinement factor InGaAlAs quan-
tum wells. The cavity length directly influences modulation speed, with 25Gb/s 
demonstrated for 200 μm length devices and 40 Gb/s for 100 μm length devices [36]. 
High numbers of high-confinement wells ensure the high differential gain required 
for the modulation bandwidth, and a high grating strength ensures the low-threshold 
operation necessary. A current practical consideration for die handling necessitates 
the butt-joint connection of a passive waveguide for very short devices. Direct 
modulation bandwidths of 29GHz (3 dB) have been achieved, with a modulation 
efficiency of 4.85 GHz/mA1/2, enabling 40-Gb/s transmission over 40-km-long sin-
gle-mode fibre. The approach has most recently been extended to incorporate high 
electronic confinement 1.3-μm InGaAlAs active layers and the low-leakage ridge-
shaped-buried heterostructures for a low threshold current of 5.6 mA at 85 °C. Clear 
eye openings and 10-km signal transmission have been claimed with 50Gb/s data 
transfer [37]. This already indicates suitability as a cost-effective light source in 400 
GbE and OTU5 applications, and the integration with a passive section opens up 
possibilities for further functional integration. Passive feedback lasers offer an 
enhanced modulation bandwidth through the interaction with the feedback field. 
Integration is key in enabling precise phase control in a stable cavity. 40 Gb/s opera-
tion was demonstrated [38, 39] with a two-section device comprising a DFB laser 
and an integrated passive cavity.

Integrated laser modulators are most compactly implemented with the combi-
nation of DFB lasers and electro-absorption modulators. The initial challenge had 
been to control chirp and laser frequency in the presence of spurious back reflec-
tions [40], but significant progress has been made in terms of reflection suppression 
and modulation bandwidth. An InGaAlAs-based electro-absorption-modulated 
DFB laser has been operated with up to 56 Gb/s with low chirp and high output 
power. Lanes operate with extinction ratios of >9  dB at peak-to-peak voltages 
below 2 V and milliWatt mean modulated power levels in fibre. Such technology 
can be readily applied for O-band, C-band and L-band transmitters [41–43]. PAM4 
coding has also been demonstrated with 56 GBaud/s symbol rates [44]. Beyond 
100Gb/s becomes feasible with PAM8 coding at the 28 GBaud/s symbol rate [45] 
on a single wavelength.

Reflective SOAs have received renewed attention for access networking where 
the prospect of colourless operation enables enhanced network flexibility with 
simplified hardware. The amplified spontaneous emission (ASE) may be spectrum 
sliced, self-seeded or externally seeded by a remote transmitter. The limited modu-
lation bandwidth can be accommodated with bit- and power-loaded discrete mul-
titone (DMT) modulation to achieve data rates of order 30.7 Gbit/s with an 
externally seeded scheme [46]. Data rates of 28 Gb/s are independently achieved 
over 20 km with a directly modulated RSOA with the polar return-to-zero (RZ) 
N-ary pulse-amplitude modulation (PAM) format [47]. Leveraging advanced digi-
tal signal processing and digital to analogue conversion has enabled up to 40 Gb/s 
transmission [48].
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Dense wavelength division multiplexing (DWDM) is exploited in the highest 
capacity PICs. Considerable progress has been made at Infinera, with 1700 compo-
nents per chip and chip capacity exceeding 2 Tb/s in 2014 [49]. A high proportion 
of these devices are either energy-efficient InP modulators or lasers, ensuring an 
inherently scalable and complete chip-scale solution to ever-rising data rate require-
ments. Figure 14.3 shows the constituent parts in a WDM chip created using open 
access generic technology (jeppix.eu). From right to left, for the lower part of the 
die, there is a column of single-frequency distributed Bragg reflector lasers which 
connect to Mach-Zehnder modulators, an arrayed waveguide grating multiplexer, 
and then one single fibre-optic connection at the bottom left of the image. In this 
case, the device is designed according to a generic integration concept, using stan-
dardized building blocks, and is fabricated in a multiproject wafer run. The device 
delivers up to 4 dBm of optical power into the fibre with a modulation data rate of 
12.5 Gbps per transmission channel [50].

Mach-Zehnder modulators (MZMs) in their simplest implementation enable 
on-off-keyed amplitude modulation. Lithium niobate modulators continue to set the 
standard in terms of modulation linearity and bandwidth, but the efficient quantum-
confined Stark effect in InP MQW MZMs provides significantly smaller, submilli-
metre, interaction lengths compared to devices based on the Pockels effect [3]. 
InP offers the smallest and most energy-efficient, commercially produced modula-
tors and already enables direct integration with the laser source [51, 52]. By detun-
ing of the material band edge energy by 120  nm from the laser wavelength, 
InP Mach-Zehnder modulators are sufficiently broadband to allow operation over 
ninety 50-GHz-spaced DWDM channels [8]. The V2π modulation efficiencies are 
less than 5 V with an extinction ratio of more than 25 dB [53]. Enhanced optical 
confinement is able to improve efficiency further with the very high optical overlap 
achieved in substrate-removed devices: Values as low as 0.6 Vπ mm have now been 
reported under push-pull drive [54, 55], and the longer devices have enabled 
bandwidth demonstrations to 67 GHz.

Fig. 14.3  Wavelength 
division multiplexed 
transmitter [50]
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Vector modulators, also known as I&Q (in-phase and quadrature) modulators 
and nested MZMs, enable the simultaneous modulation of phase and amplitude. For 
higher data rates, the adoption of more complex modulation formats has contributed 
to the industry achievement of increasing capacity while satisfying the same link 
design rules as developed for 10 Gb/s transmission. The adoption of coherent tech-
nology, incorporating a local oscillator laser with a polarization and phase-diversity 
receiver, in combination with powerful CMOS digital signal processing (DSP), has 
further extended the achievable line rate and spectral efficiency. A dual-polarization 
(DP) I&Q modulator consisting of four MZMs can be employed to transmit 
16-QAM modulation at 32 GBaud/s for a data rate of 200 Gb/s using a single wave-
length [13]. Increased optical modulation complexity and loss can be compensated 
by the integration of optimally located SOA elements to achieve efficient optical 
gain, low noise figure and high saturation power. This is confirmed by operation 
within a CFP2 pluggable module [56]. An integrated tunable laser and vector modu-
lator used with external polarization division multiplexing (PDM) emulation and 
digital coherent detection enabled data rates of 256 Gb/s per wavelength with PDM-
16-QAM [57] and power dissipation as low as 3.2 W achievable [58]. The need for 
even greater capacity and spectral efficiency drives higher cardinality modulation 
formats such as PM-64QAM [59]. Further energy and footprint reductions are con-
ceivable through, e.g. the integration of polarization optics, and innovative photonic 
design enables DAC-free operation, integrating traditionally electronic functionality 
within the PIC itself [60].

Integrated tuneable lasers leveraging sampled grating technologies have been an 
important enabler for telecom networking. The primary motivation was for inven-
tory reduction, but considerable research interest has explored the potential for fast 
wavelength reconfigurability [61, 62]. For network reconfiguration, tunable laser 
products have been wavelength retuned within several nanoseconds with appropri-
ate electronic control planes for the compensation of thermal crosstalk [63]. A pro-
grammable wavelength is an enabler for flex-grid and grid-less architectures, and 
the use of lasers with coherent systems enables optical filter-free detection. 
Integrating the lasers and modulators has the important manufacturability advan-
tage of enabling full photonic testing at the wafer scale, to ensure the packaging of 
known good die. Performance parameters such as laser power, threshold and wave-
length tuning characteristics as well as modulator switching voltage can be deter-
mined with wafer probe testing, before single dies are separated and packaged. Test 
components that have no function in the final application, such as test laser sources 
on WDM receiver chips, are now being designed into devices to get as much test 
and yield data before chips are committed to the packaging and assembly process.

Scaling to higher information densities requires a mitigation and suppression of 
thermal, optical and electronic crosstalk. The thermal crosstalk between active and 
passive components can limit the performance of integrated Mach-Zehnder (MZ) 
modulators operating at high radio frequencies and has been quantified by measur-
ing the effects on the electro-optical response of neighbouring MZ modulators [64]. 
The role of substrate thickness is similarly important as this defines the relative 
proximity of the heat sink [65]. Thermal crosstalk can be reduced through the 
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incorporation of deep trenches [66]. Electrical crosstalk is also observed between 
interconnect lines and electro-optical phase shifters in photonic-integrated circuits. 
Crosstalk originates from radiative and substrate coupling between lines and from 
shared ground connections [67].

14.5  �Receivers

The photodiodes at the heart of an optical receiver convert optical amplitude-
modulated signals to analogue electronic waveform. The range of detectors which 
have been developed reflects the optimizations which can be made in terms of sen-
sitivity, power handling and electrical energy use. The early emphasis in direct-
detection, long-haul fibre optic links has driven ever more sensitive receivers, 
although more recently, short-reach and digital coherent links have required high 
operating optical powers. The shorter-reach links have focussed on energy reduc-
tion at the link level, and higher received optical powers can lead to energy savings 
through reduced electronic amplification in the receiver. The main classes of 
detector include:

•	 Waveguide P-I-N detectors
•	 Avalanche photodiodes (APD)
•	 Optically amplified receivers
•	 Unitravelling carrier detectors (UTC)
•	 Coherent detection

Waveguide P-I-N detectors provide a highly efficient, wide-band means to con-
vert amplitude-modulated data into the electronic domain, but the sensitivity is ulti-
mately limited by the thermal noise in the receiver and any dark current. Early 
experimental evidence indicated that high-speed response with bandwidths of 
110 GHz [68] was feasible with waveguide integration, and theoretical estimates 
indicated that 200 GHz should be feasible with appropriate levels of fabrication 
control. The waveguide approach enables the simultaneous optimization of detec-
tion efficiency and bandwidth efficiency [69]. A 40Gbit/s PIN diode integrated with 
a transimpedance amplifier can achieve a sensitivity of −10.5 dBm at a BER of 
10−9  [70]. Side-illuminated photodetectors show an improved high-power behav-
iour, as the absorption is distributed laterally into a larger length of a thinner absorp-
tion layer in a controlled manner, compared to perpendicular illuminated detectors. 
Line rates of 85Gb/s and bandwidths of 110GHz have been achieved on semi-insu-
lating substrates [71]. Ultimately PIN photodiodes will show saturation due to large 
densities of carriers generated in the depletion region [72].

Avalanche photodiodes are implemented with waveguides to achieve both 
high-speed performance and high responsivity through the exploitation of inter-
nal gain [72, 73]. A typical improvement of the photoreceiver sensitivity would 
be 5–10  dB compared with PIN photodiodes [71, 74]. Waveguide-integrated 
devices with sensitivity of -19 dBm at 40 Gb/s have been demonstrated [75, 76]. 
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Waveguide integration also enables the further integration with other photonic 
components. Progress in epitaxial growth and specifically techniques with low 
residual doping and precise control of heterostructure interfaces have been instru-
mental in optimizing detectors, and this is particularly true for APDs where par-
ticularly high electric fields are required for avalanche gain. APD performances 
are related to electron and hole ionization coefficients in the multiplication 
region. Very low-noise APDs were demonstrated using a wide range of very thin 
avalanche layers, including InP, Alx In1-xAs, GaAs and AlxGa1-xAs.

Optically preamplified receivers with an SOA-PIN combination can enhance the 
sensitivity of a PIN detector to −17.5 dBm at 40 Gb/s [77]. The combination of 
optimized SOA preamplification and TIA design enables a large responsivity of 44 
A/W, a polarization dependence below 2 dB, a low noise figure of 8.5 dB and a 3-dB 
bandwidth of 35 GHz [78]. Recently a 40-Gb/s photoreceiver module with differen-
tial outputs designed for short-reach applications such as access network and data 
centre interconnect was reported [79]. It consists of an InP semiconductor optical 
amplifier monolithically integrated with a p-i-n (SOA-PIN) photodiode, co-
packaged with an InP linear transimpedance amplifier (TIA) and a matching circuit 
between the SOA-PIN and the TIA in order to increase the cutoff frequency. The 
module exhibits a − 3 dB bandwidth of 43 GHz, a single-ended optoelectrical con-
version gain of 10,000 V/W for an optical input power of −25 dBm and a record 
sensitivity of −22.5 dBm at a bit error rate of 10−9 at 40 Gb/s in non-return-to-zero 
on/off -keying operation (Fig. 14.4).

Unitravelling carrier photodiodes (UTC) offer a means to scale in power and 
bandwidth. Unipolar photodiodes offer a particularly powerful structure to reduce 
space charge effect limitations since they use only electrons as active carriers [71]. 
High-speed unitravelling carrier photodiode has been demonstrated for 100 Gbit/s 
applications with a 3 dB bandwidth exceeding 110 GHz, a dark current of 1 nA and 
a peak saturation current of about 30 mA at −2 V [80]. When monolithically inte-
grated with a semiconductor optical amplifier (SOA), a 95 GHz 3 dB bandwidth is 
still feasible with 8 dB noise figure and a polarization-dependent loss of 1–2 dB. The 
SOA integration enables a 95 A/W peak responsivity corresponding to record gain-
bandwidth product of 6.1 THz [81]. UTC technology has also been extended to 

Fig. 14.4  UTC detector 
with >67 GHz bandwidth 
using InP membrane on 
silicon (IMOS) 
technology [83]
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continuous-wave terahertz (THz) signal generation at 1.25 THz [82]. Integration of 
high-speed UTC devices with the substrate-free IMOS InP-membrane-on-silicon 
platform also enables integration with surface grating couplers and a route to high-
density integration [83]. The higher optical confinement ensures a smaller cross-
section, smaller bend radii, the possibility to use high-contrast reflectors for cavities 
and a route to smaller and denser packed devices. For the case of the photodiodes, a 
150 nm thin p-type doped InGaAs layer is used both as the absorption layer and as 
the p-contact layer. The photogenerated holes are collected directly by the p-contact, 
while the electrons travel to the non-intentionally doped depletion region. The 
thickness of the p-layer is chosen as a trade-off between the optical absorption coef-
ficient for efficiency and the electron transit time for bandwidth.

Coherent detection requires further integration, implementing the mixers with 
near-identical, ground-isolated, photodiodes to enable phase-sensitive detection 
and a richer range of bandwidth-efficient modulation formats. InP-based MMI 
(multimode interferometer)-mixer chip has been integrated with photodiodes by the 
butt-joint process to achieve high responsivity in a chip size of 2.0 mm × 5.1 mm. 
The 3 dB bandwidth is more than 20 GHz, and uniform characteristics of over four 
PDs have been achieved to enable 100Gb/s operation [84]. InP coherent receiver 
chip with the highest reported responsivity (0.15A/W) together with excellent RF 
bandwidth (32GHz) and 4 × 4 MMI width fabrication control (< ±60 nm 90% popu-
lation) provides a highly manufacturable receiver for pluggable CFP2 modules 
[85]. InP offers an attractive and manufacturable platform for size and cost reduc-
tion as well as a common platform for full transceiver (laser, transmitter and 
receiver) integration.

14.6  �Optical Switching

The energy and latency cost converting signals back and forth between the electrical 
and optical domain has long motivated R&D into optical switching technologies. 
While wavelength-selective switches, photonic switches and reconfigurable optical 
add-drop multiplexers are now an established part of the network, the technologies 
so far deployed have been operated as circuit switches. This is primarily a technol-
ogy limitation. Microelectro-mechanical systems are widely used to provide high 
connectivity switching fabrics with hundreds of fibre connections. These approaches 
use free-space imaging of fibre arrays onto two-dimensional arrays of voltage-
actuated micromechanical switch elements. This approach can be energy efficient 
as the low switch actuation power and optical power loss are both loss, and the 
devices can be transparent to bandwidth, enabling the routing of many tens of high 
bandwidth channels. However the actuation times, the requirement for power level-
ling and physical size continue to pose system implementation challenges. A rich 
vein of InP PIC research has sort to exploit nanosecond switch actuation, on-chip 
levelling and chip-scale implementation to enable reduced latency networking [86]. 
Switch architectures are primarily aligned to photonic switches with broadband 

14  Trends in High Speed Interconnects: InP Monolithic Integration



290

any-port-to-any-port routing and wavelength-selective switches. Multi-degree 
ROADMs may be implemented with combinations of the two architectures.

Photonic switches have been implemented at the chip scale using InP PICs with 
connectivities ranging 1 × 100 and 16 × 16. Single-input-port, integrated, phased-
array optical switches offer a high port-count scalability and broad spectral cover-
age and can be used as building blocks of large-scale optical routers. Single stages 
of a 1 × 16 switch feature wavelength-independent nanosecond switching character-
istics [87]. Scaling to 1 × 100 is demonstrated with an active-passive integration 
technology and a two-stage phase array interferometric switch. The inclusion of 
active SOA gates on the output enables an enhanced switch extinction [88] and the 
possibility for gain compensation. Such circuits have even been used to enable opti-
cal buffering experiments [89]. The implementation of multiple arrayed waveguides 
with shared free-space regions has also been explored with the creation of a strictly 
nonblocking 8 × 8 switch for high-speed, WDM optical interconnection [90]. The 
circuit consists of over 200 functional devices such as star couplers, phase shifters 
and avoided waveguide crossings. C-band operation with extinction ratio perfor-
mance of more than 20 dB was achieved with nanosecond reconfiguration times. 
N × N switching matrices have also been implemented with combinations of Mach-
Zehnder interferometers and SOA gates for 8 × 8 switch fabrics [91]. Broadcast and 
select architectures have been implemented in multiple stages to enable higher lev-
els of connectivity in 16 × 16 fabrics [11, 92].

Reconfigurable optical packet switches enable per wavelength routing between 
multiple ports. InP PICs have been created using filter elements such as chained 
Mach-Zehnder interferometers [93], cross-point matrix implementations of third-
order ring resonators [94] and arrayed waveguide grating-based wavelength 
selectors [95]. Wavelength selector circuits have also been implemented in parallel 
on the same die [96]. The demonstrated nanosecond switching of high line-rate 
data using such switches has provided a powerful means of enabling packet level 
routing at the chip level. Many-to-many connectivity with wavelength granularity 
becomes feasible with the combination of shuffle networks and parallel wave-
length selectors. An example circuit is shown in Fig.  14.5 with eight-input to 

Fig. 14.5  Reconfigurable optical packet switch operating on eight input fibres (left), eight 
wavelength channels and eight output fibres (right) [5]
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eight-output connectivity with cyclic arrayed waveguide grating routers operating 
on eight individual wavelengths or combs of wavelengths [5]. Dynamic routing 
has been demonstrated with real-time path reallocation with 16 channels with 
microsecond time slots [97].

14.7  �Outlook

InP-integrated photonics scales along the same trajectory as other wafer-scale 
technologies. An increased production volume can be expected to lead to further 
yield improvements and cost reductions. The low-energy requirement from 
quantum-well-based building blocks enables shorter components with enhanced 
packing density for a given thermal load and chip area. This provides an important 
route to very high-density integration for terabit-class transmitters, receivers and 
routing circuits. Progress over the last decades has already led to the observation 
of a Moore’s Law in photonic integration [98]. Indium phosphide membrane on 
silicon technology [99] may be expected to lead to a further step in miniaturization 
through high-confinement, ultradense InP optoelectronics for further footprint and 
energy reductions.

The package for PICs currently requires optomechanical connections, electronic 
connections and thermal management, each of which adds losses and cost. In tele-
communications, the achievable data rate for a given link outweighs cost. For the 
data centre interconnect, data rate, cost and energy use are all critically important. 
Packages will become smaller with increasing levels of electronics co-packaged 
with the PIC. New methods to enable relaxed precision assembly will be critical. 
New techniques for automated optical alignment [100, 101] and reduced complex-
ity electronic connection [100] become areas of active research.

Systems integration will become critical. Matching electronic and photonic 
design – co-design – and designing for uncooled (high temperature) operation are 
expected to have a major impact on both energy use and also assembly cost. As with 
electronic ICs, costs are initially dominated by auxiliary components, package and 
test, rather than the enabling chip itself. Here InP has a striking advantage. The 
monolithically integrated light sources already enable wafer-scale self-test. 
Uniquely, the lasers and amplifiers are created within one chip with high-
performance multi-quantum well modulators, detectors and passives without intro-
ducing assembly steps between photonic devices. The epitaxial growth of 
energy-efficient multi-quantum wells and the use of thermally conductive wave-
guide cladding layers offer important energy efficiency advantages. Butt-joint inte-
gration allows component packing at the density limit, without the use of adiabatic 
tapers or extra-thick cladding layers. Other platforms offer subsets of devices and 
therefore may be assembled with other platforms in the packaged part, but the 
monolithic approach feasible for InP PICs ensures a chip-scale solution for sustained 
year-on-year scaling.
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Chapter 15
The Future of Switching in Data Centers

Slavisa Aleksic and Matteo Fiorani

15.1  �Introduction

The internal interconnection network of a data center is usually limited by the 
maximum data rate per link and per cable, the required number of links, and 
the maximum length of a single interconnection link. This is due to the fact that 
current intra-data center interconnects mostly use a mix of electronic backplanes, 
copper cables, and optical fibers, the latter mainly based on multimode fibers inter-
connecting modules placed in different chassis and racks. In fact, very high data 
rates over long electronic backplane traces are hardly achievable due to the associ-
ated high signal losses and inter-symbol interference (ISI). The maximum switching 
capacity and the number of switches additionally limit the achievable performance 
of switched interconnects.

On the other hand, processing electronics show continuous advance in computa-
tional bandwidth as well as in reduction of its feature size, thus providing more 
functionality and higher speed on cards within modules, i.e., system boards. This 
implies the need for more point-to-point interconnects on boards and between 
boards, in which denser packing is, however, limited by the crosstalk. Since data 
centers have been experiencing a heavy increase in the amount of traffic to store and 
process, optical cables have already found their application in interconnecting racks 
of equipment within data centers and high-performance computer clusters. Due to 
the fact that both optical transmission and switching technologies are generally able 
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to provide higher data rates over longer transmission distances and faster switching 
operation than electrical transmission and switching systems, a natural answer to 
the scalability problem could be to use optical transmission and switching technolo-
gies, i.e., optically switched interconnects, in order to relax the limitations and 
improve the scalability of internal interconnecting system.

Figure 15.1 represents some recent trends in performance and power consumption 
of high-performance computers (HPCs) [1]. It is evident that already today, large 
HPC systems consume almost up to 20  MW of electricity. In the figure, two 
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Fig. 15.1  Trends and projections in performance and power consumption of high-performance 
computers according to the data taken from [2]: (a) energy efficiency vs. performance efficiency 
and (b) power consumption vs. computing performance
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examples of recent high-performance computers are indicated. One of them is the 
current most powerful HPC system Sunway TaihuLight, which reaches the maxi-
mum computing performance of 93 PFLOPS while consuming more than 15.3 MW 
of power. This leads to an energy efficiency of 6.05 GFLOPS/s/W.  The second 
example is the most energy-efficient system called DGX SATURNV, providing 
about 9.46 GFLOPS/s/W and a maximum computing performance of 3.3 PFLOPs.

Even though a lot of effort has been made in the last years to increase the energy 
efficiency of computing and networking equipment, a further growth of HPC sys-
tems and data centers will require additional technological development steps to 
further increase both the processing speed and the number of cores/servers/nodes, 
which will unavoidably lead to a higher system complexity and an increased power 
consumption. Thus, future Exascale computer systems will probably reach a very 
high level of complexity and are expected to consume even more energy than the 
current systems, which will set very high requirements on the internal interconnec-
tion network as well as power supply and cooling. Therefore, a large attention has 
to be paid to the research and development of more scalable and energy-efficient 
structures and technologies to make possible further scaling in both capacity and 
performance.

15.2  �Design Considerations for Advanced Optical 
Interconnects

Several studies have shown strong potential for relaxing the energy and volume 
issues through replacing electrical lines by optical interconnects. Above a certain 
length, the break-even length, optical interconnects consume less energy than elec-
trical ones. The break-even length differs from case to case and has been estimated 
to be between 43 cm [2] and 50 μm [3]. Other potential benefits of optical intercon-
nections lie in the achievable high interconnection density and signal integrity. 
Thus, deeper penetration of optics into data centers could provide benefits regarding 
scalability and power consumption. Additionally, the future viability of optical 
interconnects also depends on a reduction of costs per input/output port as well as 
on the achievable performance of the interconnection network. It is thus important 
to consider all the different factors when examining new concepts for highly scal-
able and efficient optical interconnects.

Distance- and frequency-dependent attenuation as well as high crosstalk set 
limits on achievable data rates over copper-based cables and PCB traces. This is 
the main reason, while recent data centers, supercomputers, and high-capacity 
routers are increasingly relying on optical point-to-point interconnection links. 
Standard optical point-to-point links are usually based on directly modulated verti-
cal cavity surface emitting lasers (VCSEL) and multimode fibers (MMFs). 
However, the capacity of such interconnects is limited by both modulation band-
width of the laser and the intermodal dispersion in MMFs. Recently, various 
methods to enable transmission at higher data rates have been proposed and 
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investigated, such as (1) to increase the modulation rate of the laser [4], (2) to use 
multiple fibers and transceivers in a parallel manner [5], and (3) to employ 
advanced modulation formats and multiplexing techniques such as optical orthog-
onal frequency-division multiplexing (OOFDM) and high-order modulation [6].

When considering future requirements, an architecture based on point-to-point, 
single-channel links will not only lead to poor scalability and large latency but will 
also cause low power efficiency and high implementation costs. On the other 
hand, optically switched interconnects that make use of optical switches and 
wavelength-division multiplexing (WDM) technology can benefit from inherent 
parallelism and optical transparency. Several realizations of optically switched 
interconnects based on different interconnecting arrangements and optical switch-
ing devices have been already proposed and analyzed in the literature [7–10]. The 
optically switched interconnects proposed in recent technical literature can be cat-
egorized according to the utilized switching technology in hybrid optical/electronic 
interconnects, optical circuit-switched interconnects, and optical packet-switched 
interconnects. It has been shown that optically switched interconnects have the 
potential to achieve high performance and high energy efficiency [11]. However, 
their future viability also depends on further improvements in scalability and a 
reduction of the cost per input/output port.

It is crucial to recognize that large internal interconnection systems are much 
more than point-to-point transmission links. Indeed, additional to the large number 
of transceivers and links, they also comprise elements that implement different 
other functions such as synchronization, switching, switch control, scheduling, 
arbitration, signaling, as well as managing and routing of data units through the 
internal interconnection network. All these additional elements contribute to an 
increased complexity and higher energy consumption of the interconnection sys-
tem. For example, while a single point-to-point, fiber-based interconnection link 
comprising an optical transmitter and an optical receiver can be realized using the 
state-of-the-art technology to consume as low as several pJ/bit, the entire internal 
interconnection network implementing all the above-listed functions usually con-
sumes about two orders of magnitude more energy per bit, thus reaching the level of 
nJ/bit. Also the topology of the interconnection network influences the achievable 
performance and efficiency of the entire system. Therefore, new concepts for inter-
connection systems should be examined by considering, additional to the transmis-
sion properties of point-to-point links, also various other technological aspects and 
interconnection arrangements under all performance metrics, namely, scalability/
feasibility, traffic-related performance, power consumption, and techno-economics, 
as depicted in Fig. 15.2.

The internal interconnections within large data centers, supercomputers, or rout-
ers are usually classified into the following four groups, which can be seen as 
different hierarchical system levels.

–– The highest hierarchical level represents the rack-to-rack interconnection 
network, whose link lengths can range from a few meters to several hundreds 
of meters.
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–– Within a rack of equipment, various realizations of backplanes are possible. 
The length of intra-rack links are typically between 15 cm and a few meters.

–– The chip-to-chip interconnects are providing connections between chips in a 
single module, i.e., on a board, which are typically shorter than 25 cm.

–– Finally, on-chip interconnects have usually a length below two centimeters.

Interconnects at various scales can make use of different architectures and tech-
nologies since system parameters and design goals can differ significantly. 
Additional to the transmission distance, also the number of nodes and the number 
of hops, data rates, and transmission characteristics depend on the hierarchical level 
and the location within the system. However, even though the hierarchical system 
levels are often designed and analyzed separately, there is a need for an analysis and 
optimization at the system level since the overall performance depends not only on 
the performance level of the individual subsystems but also on the intensity of the 
interaction between different hierarchical levels.

15.3  �Switch Architecture and Network Topology

There are various interconnecting arrangements and thus various architectures of 
internal switching fabrics that have been used to implement interconnection 
networks in large-scale systems. Table  15.1 summarizes the most important 
architecture types and shows their blocking characteristics.

Complexity Traffic
Performance

Energy 
Efficiency

Techno-
economics

Scalability

Concept for Highly Efficient Optical Interconnects

Design and Analysis Tools

Interconnection Network
(Technology and Architecture)

Rack-to-Rack 
Interconnects

Chip-to-Chip 
Interconnects

Board-to-Board 
Interconnects

On-Chip 
Interconnects

Fig. 15.2  Conception and evaluation of highly efficient and scalable optical interconnects for 
large-scale systems
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Table 15.1  Some often used 
architectures for optical 
switching elements

Switch 
architectures Blocking type

Classical logN Blocking
Benes Rearrangeably non-blocking
Crossbar Wide-sense non-blocking
Spanke Strict-sense non-blocking
Cantor Strict-sense non-blocking
Banyan Blocking

Table 15.2  Selected network topologies for internal interconnection networks in large data 
processing and switching systems

Network topologies Blocking type

Clos (fat-tree, multistage) Strict-sense, non-blocking if p ≥ 2n-1
d-dim symmetric mesh Rearrangeable, blocking if p > 2
d-dim symmetric torus Rearrangeable, blocking if p > 2
d-dim hypercube Rearrangeable

p is the number of edge switches
n is the number of ports of a single switching element

All architectures have several important characteristics such as the number of 
stages, the number of feasible connections, and the type of switching elements used 
to construct a large fabric. Multistage interconnection network is an important class 
of interconnection arrangements that consists of multiple stages with a number of 
switching units in each stage. Some selected topologies of multistage interconnec-
tion networks that have been often used to implement internal interconnection net-
works in large data processing and switching systems are listed in Table 15.2. The 
topologies can be divided into generally blocking, wide-sense non-blocking, rear-
rangeably non-blocking, and strict-sense non-blocking networks. The interconnect-
ing arrangements can be classified in different ways, e.g., regarding its blocking 
probability, packet loss probability, the number of stages, or with respect to number 
of possible paths through the switching fabric. The selection of the topology of the 
internal interconnection network can have a significant impact on the overall perfor-
mance of the system. However, it is not possible to design a single interconnection 
topology that provides best performance for all applications. For example, the fat-
tree topology (the Clos network) can be strictly non-blocking if the number of edge 
switches is about two times larger than the number of ports of a single switching 
element, i.e., if p ≥ 2n – 1. Even though this architecture is able to provide a very 
good performance with respect to bandwidth and latency and has already been used 
in many internal interconnection networks, the relatively high cost of the entire 
network due to the large number of high-speed ports limits its scalability [12]. On 
the other hand, the multidimensional mesh and torus topologies are typically not 
able to provide strict-sense non-blocking operation, but usually lead to cost-effective 
implementation at large scales. Especially in applications with locality, which is 
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often the case with applications running on high-performance computers, these 
topologies can provide better performance than the Clos network. Therefore, 
d-dimensional mesh and torus networks have been often used in recent implementa-
tion of supercomputers. An example is the TOFU interconnect, which has been 
developed for the K computer [13] and is the Cartesian product of three-dimensional 
mesh and three-dimensional mesh/torus networks resulting in an overall topology 
of a six-dimensional mesh/torus.

An important issue that limits both the scalability and the manageability of large-
scale systems is the very large number of required interconnection links, which 
results in a large number of cables. This problem is often referred to as the wiring 
problem. Thus, the number of required links is an important parameter for the 
selection of a suitable network topology. Figure 15.3 shows a comparison of several 
network topologies such as full mesh, Clos, two-dimensional and three-dimensional 
torus, and TOFU with regard to the required number of interconnection links. 
As expected, the fully mesh topology is not scalable at all since it would require 
billions of links to connect several tens of thousands of nodes. The multistage and 
multidimensional topologies provide much better scalability. Even though the 
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required number of links in a full mesh topology can be reduced by several orders 
of magnitude when using a more scalable network topology, the wiring still remains 
important. For example, the TOFU interconnect provides a very good scalability, 
but still requires about 960,000 links in total to support 80,000 nodes. A further 
reduction of the total number of cables can be achieved through transmitting several 
wavelength channels over the same optical fiber by utilizing the wavelength-division 
multiplexing (WDM) technique [10].

15.4  �Technology Trends

This section briefly reviews recent trends in research and development of 
technologies for optical interconnects at different hierarchical system levels.

15.4.1  �On-Chip Optical Interconnects

As the number of cores in a single processor chip continuously increases, the 
requirements on the on-chip interconnection network increase, too. Already today, 
consumer CPUs comprise up to ten cores, and novel architectures for high-end pro-
cessors having more than1000 cores have already been designed [14, 15]. It is well 
known that the transistor performance improves with geometric scaling, which can-
not be said for interconnects. This fact will play an important role in the future 
generations of processors because on-chip interconnects will become an important 
limiting factor in increasing the overall performance and energy efficiency. The 
International Technology Roadmap for Semiconductors (ITRS) has indicated in its 
recent report that this trend may enforce Cu extensions, replacements, and native 
interconnects [16]. The options for Cu replacements include nanowires, carbon 
nanotubes, graphene nanoribbons, and optical intra- and inter-chip interconnects.

Most of the recent proposals for optical on-chip communication systems use sili-
con photonics in combination with silicon nitride and silicon oxide. Silicon photon-
ics has the potential of enabling implementation of cost-effective and high-speed 
communication links and optical networks on chip (NoC). Different implementa-
tion options have been investigated, such as the monolithic integration using either 
the front-end-of-line (FEOL) or back-end-of-line (BEOL) process [17] or three-
dimensional chip stacking [18]. The systems proposed so far include both single 
and multiwavelength operation and make use of different network topologies. The 
network topology significantly influences both the performance and reliability of 
the network-on-chip (NoC)  and determines its footprint. The topologies proposed 
and used so far for optical network-on-chip (NoC) include regular and irregular 
ones. Regular topologies such as mesh, ring, crossbar, torus, cube, and tree have 
been extensively investigated for its appropriateness to optical on-chip intercon-
nects [19, 20]. As we have already seen in the previous section, the direct regular 
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topologies such as torus and mesh offer superior scalability. The tree topology, 
which is an indirect regular network, offers better hardware efficiency than the 
direct topologies. Irregular topologies are asymmetric and scales nonlinearly, lead-
ing to higher requirements on areas and energy budget [21]. The irregularity makes 
this type of networks better suitable for heterogeneous applications with asymmet-
ric traffic and varying communication requirements between the nodes.

While the advantages of optical interconnects when compared to electrical inter-
connects are clearly obvious at the system level, i.e., between modules, shelves, and 
racks, it is not yet sure whether optical technology will be able to provide significant 
benefits at the chip level. Even though power-hungry trans-impedance amplifiers 
can be avoided in the 22-nm technology node due to the small enough transistor 
capacitance and the possibility to drive transistors directly by photodiodes, it is still 
not obvious whether the advantages of optical interconnects are strong enough to 
enable a fast penetration of optical technologies on the chip level, especially when 
considering the additional power needed for thermal tuning and laser drivers. In 
fact, research on electrical interconnects has also made great progress in the last 
years, and looking along the technology road map, optical interconnects are 
expected to outperform their electrical counterparts first at the 8-nm technology 
node [22]. However, in the long term, it is broadly agreed that nanoscale photonics 
will play a significant role in enabling further scaling of multiprocessor architec-
tures by offering an improvement of the performance-per-watt metric in next-
generation high-performance chips [16, 23].

15.4.2  �On-Board Optical Interconnects

The processing power of integrated circuits has been constantly increasing during 
the last three decades. The requirements on interconnects between chips and mod-
ules have increased, too. According to the recent projections of the International 
Roadmap for Semiconductors (ITRS), single-processor chips with 100 TFLOPS 
can be expected in 2020. The interconnections between processing nodes should be 
able to provide capacities of more than 200 Tbit/s and an energy efficiency signifi-
cantly below 1 pJ per bit. All these requirements can hardly be met by electrical 
interconnection technologies, while optical interconnects have the potential to pro-
vide both high bandwidth density and high energy efficiency. Electrical intercon-
nects suffer from distance- and frequency-dependent attenuation due to two kinds of 
losses coupled with high frequencies: (i) dielectric loss in PCB substrates and (ii) 
skin effect in coaxial cables. Optical interconnects exhibit no frequency-dependent 
loss. Thus, optical interconnects are capable of overcoming most of the physical 
limitations associated with electronic interconnects regarding interconnection den-
sity, timing, signal integrity, crosstalk, and energy consumption. In the following, 
we present and discuss optical interconnects on PCB boards on the example of an 
innovative method based on two-photon absorption (TPA). This method can be used 
to rapidly write multi-core optical waveguides within a polymer material, which can 
be coated on any standard printed circuit board.
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Optical interconnects on printed circuit boards (PCBs)  allow denser waveguides 
with potentially lower energy consumption per transmitted bit compared to pure 
electrical interconnects [3]. Further advantages of optical PCBs such as the robust-
ness against electromagnetic interference and the galvanic isolation make them a 
promising alternative to microstrip lines [24]. In supercomputers and data centers, 
reliability becomes an important requirement as the number of interconnection links 
increases. However, environmental stresses on PCB influence the structural integ-
rity and functional parameters of embedded polymer waveguides, which, in turn, 
impair their reliability. Stress factors influence mostly the refractive index and opti-
cal transmissivity. For example, isothermal annealing can reduce the refractive 
index of optical waveguides [25]. Thus, it is important to develop optical intercon-
nects that satisfy the requirement on high reliability [26].

There have been a number of fabrication processes proposed and used to inte-
grate optical waveguides on printed circuit boards (PCBs). Table 15.3 provides a 
comparison between four fabrication processes. Most of recently demonstrated 
optical PCBs are produced using the well-known photolithographic methods for 
waveguide production [27], but also embossing technologies are used for structur-
ing the optical waveguides [28]. In the hybrid approach, optical waveguides (mostly 
fibers) are integrated directly on PCB, which allows achieving a high waveguide 
quality. This fabrication method relies on mature technology and has already 

Table 15.3  Fabrication methods for optical interconnects on PCBs

Embossing Photolithography (UV)

Pros Pros
 � Well-known processes  � Well-known processes
 � High refractive index difference realizable  � High refractive index difference realizable
Cons Cons
 � Require many different cost-intensive 

steps
 � Require many different cost-intensive steps

 � Low precision  � Alignment difficult
 � Expensive  � Wet chemical process

 � Expensive

Hybrid approach Two-photon absorption (TPA)

Pros Pros
 � Optical fibers (or waveguides) are 

integrated on PCB
 � A few production steps

 � Commercially available  � Rapid prototyping possible
 � High waveguide quality  � Optoelectronic components directly mounted 

on PCB
 � Simplified alignment

Cons Cons
 � Alignment difficult  � Low refractive index difference
 � Complex procedures  � New technology
 � Expensive
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reached a certain level of commercialization. However, the process for fabricating 
the hybrid optical PCBs is relatively complex and the alignment is difficult, which 
increases the end product price and limits its practicability. Two-photon absorption 
(TPA) is a relatively new, promising method for rapid prototyping of optical PCBs. 
It makes possible mounting of optoelectronic components directly on PCB and 
enables a simplified alignment. Waveguide fabrication using the two-photon absorp-
tion (TPA) process allows direct writing of optical waveguides on PCB boards 
within a few fabrication steps [29–31]. The main advantage of TPA is that it allows 
both production of waveguides with arbitrary shapes and alignment in one single 
fabrication step. On the other hand, no industrial TPA waveguide writing site is 
available so far, which hinders a fast development and fabrication as well as a quick 
market penetration.

15.4.3  �System-Level Interconnection Network

More functionality and processing power on boards lead to a need for high-capacity 
and high-performance interconnects between boards. Electrical interconnects are 
more vulnerable to crosstalk, and the need for higher bandwidth is usually obstructed 
by increased dielectric losses. In order to overcome this electronic bottleneck and 
meet the growing demand for both low latencies and high bandwidth, various inter-
est groups and standardization bodies have developed enhanced technologies for 
printed circuit boards as well as standards and protocols with improved signal integ-
rity specifications, line coding formats, and design techniques such as preemphasis 
and equalization. High-speed electrical signaling has also experienced considerable 
enhancements. These technologies are either already in use or in the process of 
being adopted by system and chip vendors.

This section gives an overview on technologies and architectures for system-
level interconnects (rack-to-rack) and addresses their scalability limitations and 
energy consumption.

15.5  �Point-to-Point Interconnects

Each interconnection technology is upper bounded regarding its transmission 
distance, channel data rate, and number of assigned channels [32]. Some of the tech-
nologies such as CEI-6G, CEI-11G, and sRIO (Serial Rapid I/O) are only intended for 
electrical backplane applications, while others such as those based on Ethernet and 
InfiniBand (IB) also support board-to-board and rack-to-rack applications through 
using optical point-to-point interconnects. A lot of effort has been made by standard-
ization bodies such as IEEE 802.3ba Ethernet Task Force, Optical Internetworking 
Forum (OIF), Fiber Channel (FC), InfiniBand (IB), Rapid IO Trade Association, and 
PCI Express to achieve an improvement of existing interconnecting technologies 
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regarding data rate and efficiency. The IEEE 802.3ba Ethernet Task Force has 
already standardized 40 Gbit/s (40GbE) and 100 Gbit/s Ethernet (100GbE). The 
IEEE 802.3bs is also working on the definition of a standard for 200 Gbit/s (200GbE) 
and 400 Gbit/s Ethernet (400GbE) that is expected to be ready in 2018 [33]. The 
Physical and Link Layer (PLL) Working Group of the OIF has developed the physical 
specifications CEI-25G and CEI-28G for achieving lane signaling rate of up to 28 
Gbaud/s. They are intended for next-generation chip-to-chip and chip-to-module 
interconnects as well as for backplane applications that support transmission up to 
100 Gbit/s. InfiniBand has introduced additionally to single, double, and quadruple 
data rate (SDR, DDR, and QDR) and also enhanced data rate (EDR) systems with 20 
Gbit/s per lane. In addition, a 200 Gbit/s InfiniBand hardware has been recently 
introduced [34], which claims to be the first 200 Gbit/s data center interconnect. This 
solution includes ConnectX-6 adaptors with 200 Gbit/s, Quantum 200 Gbit/s HDR 
InfiniBand switch, as well as copper and optical cables capable of supporting the data 
rate up to 200 Gbit/s. The switches support up to 40 or 80 ports with 90 ns of latency. 
Similarly, PCI Express 3.0 supports row data transfer rates of 8 Gbit/s/lane and up to 
32 lanes. The PCI-SIG group is currently working on the specifications for PCI 
Express 4.0 with improved data rates of up to 16 Gbit/s/lane and a maximum of 265 
Gbit/s over 16 lanes. Rapid IO focuses on higher data rates, which reached 25 
Gbit/s/lane and 100 Gbit/s per port in the Rapid IO 4.0 specification. Although a lot 
of progress in signal processing and modulation formats has been made to realize 
and standardize high-data-rate electrical and optical interconnects, the most of the 
effort has been put into design and characterization of simple point-to-point links, 
while switching is done electronically. On the other hand, optically switched intercon-
nects are able to provide both transmission and switching functionalities directly in 
the optical domain. In the following section, we will discuss the technologies for 
optically switched interconnects from both device and system perspective.

15.6  �Optically Switched Interconnects

Combining optical transmission and optical switching in an optimal way to realize 
high-capacity optically switched interconnects is a promising approach for 
high-performance systems. In the following subsection, we very briefly review 
different optical switching devices that can be used as an alternative to widely used 
electronic switches.

Optical switching technologies can be classified based upon the underlying 
physical effect used for the switching process into: electro-optic (EO), acousto-optic 
(AO), thermo-optic (TO), and opto-mechanical (OM) switching. The EO, AO, and 
TO effects rely on refractive index changes of the matter through application of an 
external physical field or action, while in OM switches, optical beams are reflected 
by electromechanical means.

In the switches utilizing the EO effect, an applied electrical field induces the 
change in the index of refraction, which then channels the light to the appropriate port. 
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Lithium niobate (LiNbO3) is a unique crystal that shows large EO effect, AO effect, 
TO effect, and nonlinear effects. EO devices based on this substrate have very fast 
response and small dielectric constant. Another EO switch group comprises switches 
based on liquid crystals, which exhibit high extinction ratio, high reliability, and low 
power consumption. Also semiconductor optical amplifiers (SOAs) can be used as an 
ON-OFF switch by varying its bias current. By applying a reduced bias voltage, no 
population inversion is achieved, and the device rather absorbs the input signal, 
thereby building the off-state. In contrary, if a sufficiently high bias voltage is applied, 
the input signal will be amplified, and, thus, the on-state is achieved. In general, EO 
switches suffer from high insertion loss and polarization-dependent loss (PDL) . PDL 
can be combat at the cost of higher driving voltage, and consequently lower switching 
speed, which is not desirable. The switching speed of EO switches usually lies in the 
order of several nanoseconds or even hundreds of picoseconds, which is sufficiently 
fast for most applications including optical packet switching.

The changes of refractive index due to the interaction between acoustic and optical 
waves in the crystal are utilized in the AO switches. The switching speed of AO 
switches is in the order of hundreds of nanoseconds and is limited by the propagation 
speed of acoustic waves. AO switches can also be implemented on lithium niobate.

The TO effect utilizes the temperature dependence of the refractive index. The 
advantage of thermo-optical switches is its generally small size, but the high driving 
voltage and high power dissipation make such switches highly impractical. Crosstalk 
and insertion loss values are also not very satisfactory. Mostly used materials for 
implementing TO switching elements are silica and polymers. Switching time of 
TO switches lies in the order of milliseconds, thereby making this type of switches 
less suitable for applications requiring dynamic switching.

Opto-mechanical (OM)  switches are based on mechanics and free-space optics. 
Switching is performed by electromechanical means such as by moving mirrors or 
directional couplers. Regarding its optical performance parameters, OM switches 
provide low insertion loss, low polarization-dependent loss (PDL), and low cross-
talk. However, drawbacks of this type of switches are their relatively low switching 
speed in the order of a few milliseconds, which could be unacceptable for some 
applications requiring fast optical switching. The micro-electromechanical system 
(MEMS) switches form a subcategory of the OM switches. In particular, 3-D 
MEMS is the most promising option for applications that do not require fast switch-
ing, but instead large port counts. 3-D MEMS switches with more than 1000 ports 
have already been demonstrated [35]. MEMS devices are scalable and cascadable 
and consume low power. Challenges regarding MEMS are packaging and time-
consuming fabrication.

Arrayed waveguide grating (AWG)-based switches have gained a particular 
attention for implementation in large-scale switching fabrics. There are several 
architectures that base upon these particular elements. Since they are passive ele-
ments, they can potentially provide low-power operation. However, additional 
active elements such as wavelength converters (WCs) are needed to implement 
switching operation. Switching time of AWG-based switches is determined by the 
tuning speed of the wavelength converter.
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According to its switching time, insertion loss, crosstalk, and PDL, a specific 
device type can be more or less suitable for a particular application. For example, 
the switching time required for fast packet-switching applications should be 
small in comparison to the average length of data packets. For a more complete 
overview of different options for implementing optical switches, the reader is 
referred to [31, 32].

15.7  �Enabling Technologies for Next-Generation System-
Level Optical Interconnection Networks

Recent experience and practices in designing and managing large-scale data centers 
and the growing need for more capacity and higher performance of internal inter-
connection networks have led to an increased interest in adopting advanced optical 
technologies to internal data center networks. Similarly, the methods and technolo-
gies that have been successfully used in large data centers such as virtualization and 
consolidation have started to influence the communication network. On the one 
hand, the optical technologies that have been designed for core and access networks 
have the potential to significantly improve the performance and scalability of data 
center interconnects, while on the other, advanced cloud applications and services 
set high requirements on communication networks, which have to respond with a 
more dynamic and flexible operation. Some of examples of these trends are the 
increased use of advanced optical technologies within data centers and recent efforts 
in improving the flexibility of communication networks by developing, standardiz-
ing, and implementing network function virtualization (NFV) and software-defined 
networking (SDN). In this context, scalability, adaptability, and energy efficiency 
play an important role for both data centers and communication networks. In the 
following, we will address the recent research efforts that have been put into the 
development of new components, methods, and systems for increasing capacity and 
performance of optical networks, while making the optical infrastructure more flex-
ible and energy efficient [36–46]. These advanced technologies have the potential to 
revolutionize both the intra- and inter-data center networks and to enable an optimal 
support of future cloud applications and services.

15.7.1  �High-Capacity Optical Links

The capacity limit of optical transmission systems has already approached close to 
the nonlinear Shannon limit thanks to using and optimally combining different mul-
tiplexing formats such as wavelength-division (WDM), optical time-division 
(OTDM), and polarization-division (PDM) multiplexing together with advanced 
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multilevel modulation formats that exploit intensity and phase modulation of the 
optical carrier [38, 39]. The spatial-division multiplexing (SDM) technology with 
optical fibers supporting multiple spatial elements (e.g., multimode, multicore, or 
multielement fibers) has been recently proposed as a solution to overcome the non-
linear Shannon limit and to increase the traffic that can be carried over a single fiber 
[40]. Recently, transmission of 101.7 Tbit/s with a spectral efficiency as high as 11 
bit/sec/Hz over 3x35 km of standard single-mode fiber (SSMF) has been success-
fully demonstrated [43]. Aggregate data rates in the range of Pbit/s are possible by 
exploiting SDM in specially designed multicore fibers [44] as shown in Fig. 15.4, 
which summarizes recent experimental demonstrations of optical high-capacity 
transmission systems.

Although the presented achievements are really impressive and could theoreti-
cally solve some issues regarding the capacity shortage in intra- and inter-data cen-
ter networks, it is unrealistic to expect that these technologies can soon be adopted 
for data centers because they are still too complex and expensive. However, multi-
level modulation and wavelength-division multiplexing are practical enough to be 
used for implementing the next-generation data center interconnection networks. 
Indeed, different options for combining flex-grid WDM and SDM have been 
recently studied and utilized to design efficient optical switching solutions for large 
data center interconnects [41, 42].
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Fig. 15.4  Increase of optical link capacity. SDM, spatial-division multiplexing; SSMF standard 
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15.7.2  �Bandwidth-Variable and Software-Controllable  
Optical Transceivers

Bandwidth-variable and software-controllable optical transceivers (BVSCT) are 
considered to be a key enabling component for future optical transport networks, 
but can also be used in data center interconnects. It is very probable that BVSCTs 
will operate on flexible-wavelength grid with 12.5 GHz spectral separation and 
6.25 GHz granularity for center frequencies. They will allow optimally accom-
modating traffic needs by flexibly varying bit rate, reach, and spectral efficiency. 
New-generation optical coherent transceivers with digital signal processing 
already provide a high level of adaptability to support trade-offs between bit rate, 
spectral efficiency, and reach. They can provide different modulation formats 
such as binary phase-shift keying (BPSK), quadrature phase-shift keying (QPSK), 
and quadrature amplitude modulation (QAM) together with forward error correc-
tion (FEC) [45]. The migration scenarios toward fully flexible and elastic optical 
data center networks will be influenced by the capabilities and the cost of 
BVSCTs, which in turn largely depends on the choice of architecture and required 
features. In addition, there are still challenges for defining efficient techniques 
for performing traffic grooming and spectral resource allocation in flex-grid 
WDM optical networks.

15.7.3  �Dynamic and Flexible Optical Switching Nodes

It could be very beneficial, if switching nodes for the next-generation optical data 
center networks would be capable of providing a high level of flexibility in various 
domains such as wavelength, space, and time as well as to support elastic switching 
over a flexible wavelength grid. Other important requisites are adaptability, scal-
ability, and resilience. Thus, there is a need for node architectures that allow flexi-
bility and adaptability through a reconfigurable and on-demand structure [46]. 
Various components such as flex-grid (FG) wavelength selective switches (WSSs) , 
multiplexers/demultiplexers, optical amplifiers, fast optical and/or electronic 
switches, and transponders can be a part of such a flexible architecture that allow 
different configurations to be created by interconnecting functional components to 
best cope with changing traffic demands (see Fig. 15.5). Additionally, such a modu-
lar architecture will enable scalability and an easy extension of the node functional-
ity through adding new functional modules or replacing the old ones in order to 
optimally support future services. Also redundancy and protection switching can 
easily be used for critical functions, leading to improved resilience. Inactive mod-
ules can be switched off, thereby reducing the energy consumption and increasing 
energy efficiency.
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15.7.4  �Energy-Efficient Communication Systems 
and Networks

Energy efficiency considerations have gained in importance in recent years due to 
the ever-increasing energy consumption of data centers. Even if the contribution of 
the networking equipment to the total energy consumption of a data center has been 
estimated to about 8–10% [47, 48], it is still a large amount of energy consumed, 
especially when taking into account the growing energy consumption of data cen-
ters and communication networks. Therefore, it is important to carefully address 
technologies and methods for increasing energy efficiency of the interconnection 
network within the data center.

15.7.5  �Multilayer Software-Defined Networking

Software-defined networking (SDN) is a framework to support the programmability 
and an efficient control of network functions and protocols over several layers as 
well as to decouple the data plane from the control plane. SDN allows an abstraction 
of the underlying infrastructure, which could then be used by applications and net-
work services as virtual entities. It makes possible to define and manipulate multiple 
coexisting virtual network slices in a way that is independent of the underlying 
transport technology and network protocols. SDN can help in achieving an efficient 
multilayer and multi-domain transport, reducing provisioning latencies and imple-
menting real-time constraint-based routing. Through SDN and elastic optical net-
working, application aware and on-demand resource provisioning could become 
reality, which could help cloud service providers to better utilize their infrastructure 
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and customize it in a dynamic manner and according to the needs of applications 
and users. Additionally, it could enable a consolidation of different switching tech-
nologies in a single dynamic and flexible data center network.

Already for many years now, multilayer integration has been a wish of network-
ing industry. Since multilayer SDN provides centralized network intelligence, it 
makes possible to inspect all network layers concurrently to determine a path and 
transport technology best suited to carry traffic. Even on a single path, a data flow 
can be transported using different technologies and over several layers. Additionally, 
multilayer SDN could monitor and evaluate the performance at each layer and 
across several network areas and dynamically reroute traffic or add some bandwidth 
from a lower layer to avoid congestions and find an optimal solution in millisec-
onds. This can avoid the need for hold-down timers, which are provisioned waiting 
periods defined and used by upper layers to provide enough time for lower layers to 
react to failures. Multilayer SDN can open the way for dynamic network optimiza-
tion as well as for automated congestion control and cost management. The SDN 
network control plane can also be connected to a higher layer orchestrator that har-
monizes and optimizes the allocation of heterogeneous types of resources in the 
data center (i.e., network, cloud, and storage). The orchestrator allows to rapidly set 
up, configure, and manage services that span across different technology domains.

Current SDN implementations focus mainly on Ethernet networks. It is essential 
to extend and apply the SDN concept to optical interconnection networks on layer 
0/1, where there is currently a lack of standards and products providing automated 
provisioning across these layers. Modern optical network elements are already 
capable of providing a relatively high level of flexibility and controllable attributes. 
Some of the attributes can be controlled by software, so a SDN controller can con-
trol them. Topology management and virtual routing modules are also available. 
However, additional standardization is required to allow the SDN controllers to 
directly manage optical transmission components such as variable bandwidth trans-
ceivers (VBTs) and reconfigurable add/drop multiplexers (ROADMs). Within the 
network, the available spectrum can be flexibly handled by allocating one, two, or 
more spectral slices to a data flow. Some realizations of ROADMs are very flexible 
and allow the control of the wavelength (color), ingress/egress direction, and wave-
length reuse without restrictions [49–52]. Such ROADMs are called colorless, 
directionless, and contentionless (CDC) add/drop multiplexers. Figure 15.6 shows a 
few examples of components that could be used to implement software-defined 
optical interconnection networks for data centers. Several parameters that could 
potentially be controlled by software are also indicated in the figure.

15.8  �Conclusions and Future Research Directions

Cloud computing is still evolving, and new cloud services with increasing require-
ments on the data transmission and processing infrastructure are being introduced 
on a daily basis. This trend generates the need for more capacity, flexibility, and 
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efficiency of data centers and communication networks, in order to provide a seam-
less end-to-end network infrastructure that is able to optimally support a wide range 
of different current and future applications and services. To respond to this trend, 
optical disruptive technologies are expected to penetrate into data centers. Since 
optical point-to-point interconnects have already been used for years to directly 
interconnect servers and switches, optically switched interconnects are still in the 
research phase. Optically switched interconnects basing on either passive [53, 54], 
active [55, 56], or hybrid [57, 58] architecture and making use of various switching 
technologies such as optical micro-electromechanical system (MEMS) switches 
[59], arrayed waveguide routers (AWGRs) [60], electro-optic switches [55, 61], and 
thermo-optic switches [62] have recently been proposed and demonstrated. The 
switching time ranges from relatively slow in the order of milliseconds, suitable for 
a circuit-switched operation, to fast switching in the picosecond range as needed for 
dynamic optical packet switching. Several data channels can be transmitted over a 
single fiber by using either time-division multiplexing (TDM) or wavelength-
division multiplexing (WDM) or spatial-division multiplexing (SDM), which can 
contribute to a reduction of the required number of cables. Various multilevel modu-
lation formats can be used to increase the spectral efficiency and, when using 
bandwidth-variable software-controllable transceivers (BVSCT) and flex-grid opti-
cal switches, to increase the flexibility by providing a dynamic routing and spec-
trum assignment in an elastic manner.
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Fig. 15.6  Examples of parameters and network elements that could potentially be software con-
trolled in optical software-defined networking (SDN). FG flex-grid, CDC colorless, directionless, 
and contentionless, ROADM reconfigurable optical add/drop multiplexer, BVT bandwidth-variable 
transceiver, WSS wavelength selective switch
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As for on-chip interconnects, various network topologies and switch realiza-
tions can be considered along with the possibility to integrate lasers directly on 
a two-dimensional chip or a three-dimensional chip stack using the hybrid sili-
con technology. The main target will be to design chip-level interconnects that 
satisfy the high requirements on bandwidth density, latency, and energy effi-
ciency in order to support future developments in high-performance multicore 
processors. The chance for optics to become the dominant technology for on-
chip interconnects depends also on the future development of other disruptive 
technologies such as carbon nanotubes [63]. At the board and module level, one 
of the most promising options from the packaging perspective might be to inte-
grate low-loss optical waveguides on standard PCB materials such as FR4 [29, 
30]. Using this method, additional optical layers with polymer waveguides can 
be embedded into the board that remains compatible with the existing and widely 
used PCB technology. One of the most important challenges in fabricating board-
level optical interconnects is to achieve a precise mounting of active components 
and an efficient and reliable coupling between the active components and the 
optical waveguide [31].

Thus, according to the above discussion, one can identify future research direc-
tions such as: (i) optimizing the internal network architecture, cross-layer, and 
cross-level performance analysis; (ii) introducing elastic and software-defined net-
working, scalable routing, and optimal load balancing; as well as (iii) implementing 
low-latency and energy- and cost-efficient optical networks on chip (NoC). These 
research topics are briefly summarized in the following.

15.8.1  �Optimizing the Architecture of Optically Switched 
Interconnects

A lot of recent research work has concentrated on defining and analyzing new and 
promising architectures for system-level optical interconnects in data centers. Most 
of the technologies and architectures proposed so far have been initially developed 
for the application in access and core networks and slightly adapted to match the 
needs of data centers. The architectures are mostly based on indirect regular net-
works such as tree, e.g., [57], Clos, e.g., [64], and ring topologies, e.g., [65]. In 
some recent works, direct regular networks such as n-dimensional cube [66] and 
n-dimensional torus [67] have been assumed.

Hybrid architectures usually rely on a combination of commercial electronic 
switches for dynamic packet switching and simple yet energy-efficient optical 
switches providing circuit switching capabilities. While hybrid architectures are 
rather flexible and able to adapt to varying traffic situations as well as cost-efficient 
because they use the commercial state-of-the-art technology, the need for commod-
ity electronic switches makes them less viable long-term solution for future data 
center networks.

S. Aleksic and M. Fiorani



321

Optically switched interconnects can be seen as a promising candidate for future 
data centers because they offer the highest capacity and bandwidth density as well 
as the potential for lowest latency among all interconnection options. When imple-
mented in a pure circuit-switched manner by using large slow optical switches such 
as optical MEMS switches, the system can be built to provide high scalability, low 
energy consumption, and a relatively low cost. However, the applications requiring 
dynamic switching cannot be optimally supported because of the large reconfigura-
tion overhead of circuit switching, which leads to a low transmission efficiency. On 
the other hand, architectures providing fast all-optical packet switching are usually 
more complex and expensive and typically less scalable. Additionally, the lack of 
practical optical buffering technologies limits the achievable performance of large 
all-optical packet-switched networks. Thus, the architecture of choice needs to pro-
vide very good scalability as well as high efficiency and reliability. The term effi-
ciency is to be broadly construed and includes transmission, energy, and cost 
efficiency. Most probably, there will be not only a single architecture that fits all 
needs, but rather a number of selected architectures that are designed to best meet 
the requirements of specific applications.

15.8.2  �Cross-Layer and Cross-Level Performance Analysis

In order to identify the most suitable architecture for a specific data center imple-
mentation and target applications, one needs first to evaluate its performance. The 
performance should be evaluated by taking into consideration various technologi-
cal, architectural, and economic parameters at different hierarchical levels along 
with realistic traffic scenarios. Since the internal interconnection network in large-
scale data centers is usually very complex and there are interdependencies between 
different hierarchical levels, there is a need for a powerful and efficient holistic 
toolbox that is able to take into account all the design parameters in order to esti-
mate the most important performance metrics at the level of the entire system.

15.8.3  �Elastic and Software-Defined Optical Interconnects

The deployment of elastic network elements such as flex-grid wavelength selective 
switches (WSS) and reconfigurable add/drop multiplexers (ROADM) in a combina-
tion with variable bandwidth transceivers (VBT) can potentially lead to a more flex-
ible operation, a higher utilization of available sources, higher energy efficiency, 
and better restoration capabilities. Thus, an elastic data center network would make 
possible to dynamically adapt the allocation of available resources according to 
application needs. With regard to multiplexing and modulation formats, the elastic 
optical infrastructure based on optical orthogonal frequency-division multiplexing 
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(OOFDM) has recently gained particular attention [68]. The advantage of OOFDM 
is the possibility to achieve an agile optical spectrum management and a seamless 
integration of the physical transmission layer with upper layers [69].

Various data center applications such as replication, backup, and service migra-
tion require guaranteed quality of service (QoS) levels that usually specify short 
delays, high availability, and high data rate. To be able to provide QoS guaranties in 
a flexible and efficient manner, software-defined networking (SDN), and particu-
larly the OpenFlow protocol [70], has recently gained popularity [71]. When com-
bining SDN with the network function virtualization (NFV) paradigm and using 
elastic and software-controlled optical network elements, an efficient, scalable, cus-
tomizable, and application-aware optical data center network could become reality.

Since flexible and software-controllable optical network technologies have ini-
tially been developed for the application in core networks, one could ask whether 
it makes sense to adopt these technologies in data centers. This question arises 
especially because core networks have traditionally been designed and operated 
according to different requirements than data centers. For example, while in core 
networks, a limited number of fiber cables are used to transmit highly aggregated 
traffic between several high-capacity nodes, a huge number of transmission links 
between a large number of servers and switches are typically needed in data cen-
ters to transmit individual data flows with a much lower granularity. Additionally, 
the requirements on cost and energy efficiency of data transmission and process-
ing systems are much more restrictive in data centers than in core networks. 
However, even though traditional planning and design processes for data centers 
and core networks follow different goals and the currently relatively high cost of 
flexible and software-controllable optical systems make their use in data centers 
less attractive, one can argue that this technology might become one of the most 
suitable options for future data centers because of its high efficiency, flexibility, 
and adaptability.

Indeed, both network carriers and cloud infrastructure providers are currently on 
the verge of a paradigm shift. Current trends in network function virtualization and 
software-defined networking (SDN) Switching in data center: are significantly 
changing the core network landscape and require rethinking the traditional 
approaches for network planning and operation. Actually, virtualization techniques 
and SDN have primarily been developed for the use in data center environments. On 
the other hand, optical technologies that have been used for decades in core networks 
are currently penetrating into data centers. Thus, it seems logical that flexible and 
efficient optical systems that are capable of providing high data rates in a flexible 
manner along with software controllability and virtualization capability can be 
excellent candidates for implementing future high-performance data center intercon-
nection networks, provided the technology becomes less expensive in the future. An 
additional benefit of using elastic and software-defined optical technologies within 
data centers is their potential compatibility with future optical core networks, in 
which the same technology will probably be used to cope with the high requirements 
set by advanced applications and services in the areas of mobile communications, 
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cloud computing, and cyber-physical systems. The compatibility of inter- and 
intra-data center network technologies could be proved advantageous in providing, 
in an energy-efficient way, high data rate and low-latency connections within data 
centers, between two data centers as well as between data centers and users [72].

15.8.4  �Efficient Optical Interconnects

Currently, electronic packet-switched architectures are efficient and relatively cheap 
when compared with optical WDM solutions. However, this can change in the 
medium-/long-term future. According to the latest Cisco forecast, the data center 
traffic is increasing at the very high compound annual growth rate of 25%, and the 
majority of this traffic is exchanged among servers within the same data center [73]. 
Moreover, while today most of the servers are equipped with 10 Gbit/s network 
interface cards (NICs), in the future, more advanced NICs operating at 40 Gbit/s 
and 100 Gbit/s are expected to be introduced [74]. Consequently, electronic packet 
switches with huge capacities and equipped with high-speed ports will be needed 
inside the data center network to keep up with these trends. However, electronic line 
cards operating at high data rates, e.g., 100 Gbit/s and higher, are still very expen-
sive and consume a large amount of power [75]. In addition, electronic switches are 
not very scalable because both cost and power consumption increase almost linearly 
with the aggregate data rate [76]. For this reason, there has been recently significant 
research effort to define scalable optical switching architectures for data centers 
[77]. In the short/medium term, hybrid solutions could be adopted, where optical 
circuit switches are used in parallel to conventional electronic packet switches to 
transmit elephant flows [78]. However, in the medium-/long-term future, more 
advanced optical technologies are expected to be gradually introduced in order to 
meet the very high data center traffic demand [77]. This could be made possible by 
new, more efficient, and less expensive optical devices, e.g., based on silicon pho-
tonics technologies [79].

The comparison between optical and electronic packet-switching technologies 
for data centers has already been performed several times in recent technical litera-
ture, e.g., in [59, 80, 81]. The main conclusion from these studies is that, although 
electronic packet-switching technologies are still less expensive than their optical 
counterparts considering current traffic levels, when considering the expected traffic 
increase in the future, optical switching architectures will become more cost-
efficient. This is mostly due to the fact that the cost of optical switches is not very 
sensitive to an increase in transmission data rate, while the cost of electronic packet 
switches increases almost linearly with the transmission rate. Based on these results, 
electronic packet-switching architectures supporting very high-speed connections 
(e.g., 1 Tb/s) would probably be more expensive and power consuming comparing 
to optical switching architectures. Another important issue in current data centers is 
the cabling complexity, which derives from the large number of required fiber links 
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[82], also referred to as the wiring problem. The wiring problem makes the data 
center network planning, operation, and maintenance more complex and expensive. 
To solve this problem, advance optical transmission technologies such flex-grid and 
spatial-division multiplexing (SDM) can be seen as promising solutions, as they 
allow transmitting larger amounts of data over a reduced number of optical cables.

15.8.5  �Scalable Routing and Load Balancing

It is expected that wavelength-division multiplexing (WDM) will be used at all 
interconnection levels, i.e., from rack-to-rack to on-chip interconnects, because it 
can provide high increase in capacity and a reduction of the required number of 
cables, thereby relaxing the wiring problem. An additional increase of spectral effi-
ciency and better bandwidth granularity can be achieved by combining WDM with 
other multiplexing and modulation formats and using a flexible wavelength grid. 
Due to the high diversity of data center traffic and a large number of coexisting con-
nections that need to be set up and maintained in a dynamic manner, it is not a trivial 
issue to design and implement a dynamic, scalable, and efficient routing and 
resource provisioning within the internal data center network. Similarly, it is chal-
lenging to implement an efficient load balancing method in the optical domain. 
Therefore, new approaches for efficient and dynamic routing and wavelength 
assignment as well as for implementing load balancing will be needed.

15.8.6  �Low-Latency and Efficient Optical Networks on Chip 
(NoC)

As with other hierarchical interconnection system levels, future optical networks on 
chip (NoC) will need to outperform electrical interconnects with respect to all the 
important metrics such as bandwidth density, latency, and power consumption to 
become the technology of choice for next-generation processor chips. While the 
advantages of optical interconnects in comparison with their electrical counterparts 
are obvious at the rack-to-rack level, it is still not clear, if optical interconnects 
within the chip are a viable option. The recent developments and the remarkable 
capabilities of nanoscale silicon photonic technology promise a practical integra-
tion of photonic waveguides and components within the commercial CMOS chip 
manufacturing processes. However, the additional power consumption and latency 
induced by the electrical-to-optical conversion as well as the losses occurring while 
coupling the light from external sources into internal waveguides must be further 
reduced. A possible solution of this problem could be to integrate sources on the 
processor chip, either by packaging or by bonding, which would eliminate the need 
for the fiber-to-chip coupling and increase the energy proportionality [83].
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