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Preface

This volume contains the papers presented at the 25th International Conference on
Case-Based Reasoning (ICCBR), held during June 26–28, 2017, in Trondheim,
Norway. ICCBR is the premier annual meeting of the CBR research community.
The theme of ICCBR 2017, “Analogy for Reuse,” was highlighted in several events.

Prior events related to ICCBR also include the European Workshops and Confer-
ences on CBR, which we also list here for completeness. These include: Kaiserslautern,
Germany (1993); Chantilly, France (1994); Sesimbra, Portugal (1995); Lausanne,
Switzerland (1996); Providence, USA (1997); Dublin, Ireland (1998); Seeon
Monastery, Germany (1999); Trento, Italy (2000); Vancouver, Canada (2001);
Aberdeen, UK (2002); Trondheim, Norway (2003); Madrid, Spain (2004); Chicago,
USA (2005); Fethiye, Turkey (2006); Belfast, UK (2007); Trier, Germany (2008);
Seattle, USA (2009); Alessandria, Italy (2010); Greenwich, UK (2011); Lyon, France
(2012); Saratoga Springs, USA (2013); Cork, Ireland (2014); Frankfurt, Germany
(2015); and Atlanta, Georgia (2016).

Each day of the conference began with an outstanding keynote presentation. Henri
Prade described recent advances on analogical reasoning, Agnar Aamodt and Enric
Plaza gave a joint presentation on the past, present, and future of CBR along with the
history of artificial intelligence, and Mary Lou Maher talked about models of novelty
and surprise in the context of their integration with CBR and recommender systems to
encourage user curiosity. These proceedings contain an abstract of each of these pre-
sentations and an extended paper for two of them.

In addition to the first keynote talk, the conference’s first day included workshops, a
doctoral consortium, the Computer Cooking Contest (CCC), and ICCBR’s first video
competition. The themes of the three workshops were “CBR and Deep Learning” (the
first of its kind), “Computational Analogy” and “Process-Oriented CBR.”We thank the
leaders of these workshops for their devotion to pursuing and encouraging further
contributions to these topics.

During the following two days of the conference, 27 papers were presented as
plenary oral or poster presentations; they were selected among 43 submissions. These
papers, which are included in the proceedings, address many themes related to the
theory and application of case-based reasoning. The authors of these papers represent
12 countries in Asia, Australasia, Europe, and North America.

It is our great pleasure to acknowledge the help of many people for their help in
organizing this conference. First, Odd Erik Gunderson did a wonderful job bringing
this conference to life and also managed the conference budget. Kerstin Bach per-
formed the difficult tasks of publicity chair and sponsorship chair; we are thankful for
what she has done, which included the development and maintenance of the conference
website. Anders Kofod-Peterson and Antonio A. Sánchez Ruiz Granados were in
charge of the workshops, from the call for workshop proposals to their organization at
the conference. Stefania Montani and Jonathan Rubin organized the doctoral



consortium, an event that is critical for passing the relay from one generation of
researchers to the next. The CCC was organized by Nadia Najjar and David Wilson,
following a tradition in this conference series since 2008. Amélie Cordier and Michael
Floyd organized the Video Competition, which we hope is the first of many!

We are also grateful to the members of the Advisory Committee, who provided
invaluable guidance when called upon, and to the members of the Program Committee
(and additional reviewers), who thoughtfully assessed the submissions and did an
excellent job in providing constructive feedback to the authors. Thanks also to the local
support group at NTNU, led by Odd Erik Gundersen, for their help throughout the
conference.

We also wish to thank Alexandra Coman for her great help during the submission
phase with EasyChair and during the editing process.

We are very grateful for the support of our sponsors, including NTNU’s Department
of Computer and Information Science, the Research Council of Norway, and the new
Telenor-NTNU AI Laboratory.

Last, but not least, we would like to thank all the authors who submitted papers to
the conference and contributed to its high quality, as well as the conference attendees,
who made this such an enjoyable event for everyone involved. Finally, it was a
pleasure to return to Trondheim in 2017, the first example of location reuse in ICCBR’s
storied history.

June 2017 David W. Aha
Jean Lieber
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Case-Based Reasoning and the Upswing of AI
(Extended Abstract)

Agnar Aamodt1 and Enric Plaza2

1 Department of Computer Science, NTNU, Trondheim, Norway
agnar@ntnu.no

2 IIIA – CSIC, Campus U.A.B., Bellaterra, Catalonia
enric@iiia.csic.es

The history and evolution of AI has shaped Case-Based Reasoning (CBR) research and
applications. We are currently living in an upswing of AI. To what degree does that
mean an upswing of CBR as well? And what buttons should we push in order to
increase the influence of CBR within the current AI summer, and beyond?

Artificial Intelligence as a scientific field was established at a Dartmouth College
seminar in 1956, but ever since ancient times the idea of thinking as a formal and
mechanistic process has occupied people’s minds. After the firing of the starting shot in
56, the field has experienced both summers and winters, including two serious AI
winters up to now. The causes behind these shifts in seasons have been subject to
substantial discussion, and a compelling question of course is what to learn from this.

Case-Based Reasoning has had its own development history within the broader AI
field. The grouping of AI methods into data-driven AI and knowledge-based AI [1] is
also a familiar distinction in CBR. Recent trends in AI has clearly favoured the
data-driven methods, and the well-known successes of Deep Neural Networks is a
justification for that. But in order to widen the scope of AI methods, and be able to
address a wider range of problems and applications, there are reasons to believe that a
stronger knowledge-based influence will be needed in the years to come. Several
authors have claimed we should look beyond the current upswing of AI, some have
argued for methods inspired by human cognition, and others for a need to revitalize
symbol-processing based on explicit knowledge representation. Pat Langley started the
Cognitive Systems Movement [5], aimed at getting AI back to its roots of studying
artefacts that explore the full range of human intelligence. The Artificial General
Intelligence initiative addresses thinking machines with full human capabilities and
beyond [3]. A focus on symbolic AI and knowledge representation issues has been
strongly advocated by Hector Levesque [6], who also warns us to not to be blinded by
short-term successes of particular methods.

Initiatives such as these are important to be aware of when we discuss future paths
for CBR, and AI more generally. Moreover, the upswing of AI has created in the
public, media, and decision makers a great confusion as to what AI is, where numerous
concepts — AI, robots, ML, deep learning, and big data, together with the “smart”
adjective before almost anything — are conflated and used interchangeably.

So, where is CBR in the overall AI landscape today? Does it live its own life
alongside other main subareas, or are there sufficient similarities at the foundational



level to group CBR with other methods? With a focus on machine learning, a division
of the ML field into five “tribes” has been suggested [2], within which one such tribe is
the “Analogizers”, united by their reliance on similarity assessment as the basis for
learning. It is a diverse tribe covering analogical reasoning, instance-based methods,
and support vector machines. For each of the five tribes a unifying ‘master algorithm’ is
proposed, and some people may fall off their chairs when kernel machines is assigned
as the unifying method for this tribe. Anyway, views like this may trigger discussions
that will lead to a better understanding of CBR in relation to other AI methods.

Given the growing interest in cognitive foundations of AI, we recall the notions of
System 1 and System 2 in human cognition presented by Kahneman [4]. System 1 is a
model of human memory capable of ‘fast thinking’, basically performing recognition of
new inputs and responding intuitively, while System 2 models the deliberate, explicit
reasoning performed by humans. An important issue to discuss is how they could be
related to an integrated view of CBR encompassing both data-driven and
knowledge-intensive processes.

All these considerations open up some important future challenges and opportu-
nities for CBR, including: How to interpret the revitalized cognitive turn in the para-
digm of CBR? How can data-driven CBR be competitive with current ML
developments? Can CBR offer a new kind of synergy of data-driven and
knowledge-intensive approaches for AI?

References
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Encouraging Curiosity in Case-Based
Reasoning and Recommender Systems

Mary Lou Maher and Kazjon Grace

University of North Carolina at Charlotte, Charlotte NC 28202, USA
{m.maher,k.grace}@uncc.edu

Abstract. A key benefit of case-based reasoning (CBR) and recommender
systems is the use of past experience to guide the synthesis or selection of the
best solution for a specific context or user. Typically, the solution presented to
the user is based on a value system that privileges the closest match in a query
and the solution that performs best when evaluated according to predefined
requirements. In domains in which creativity is desirable or the user is engaged
in a learning activity, there is a benefit to moving beyond the expected or “best
match” and include results based on computational models of novelty and
surprise. In our invited paper, we will describe models of novelty and surprise
that are integrated with both CBR and Recommender Systems to encourage user
curiosity.



Analogical Proportions and Analogical
Reasoning – An Introduction

Henri Prade1,2 and Gilles Richard1

1 IRIT, Toulouse University, Toulouse, France
2 QCIS, University of Technology, Sydney, Australia

{prade, richard}@irit.fr

Abstract. Analogical proportions are statements of the form “a is to b as c is to
d”. For more than a decade now, their formalization and use have been the focus
of many researchers. In this talk we shall primarily focus on their modeling in
logical settings, both in the Boolean and in the multiple-valued cases. This
logical view makes clear that analogy is as much a matter of dissimilarity as a
matter of similarity. Moreover analogical proportions emerge as being especially
remarkable in the framework of logical proportions. The analogical proportion
and seven other code independent logical proportions can be shown as being of
particular interest. Besides, analogical proportions are at the basis of an infer-
ence mechanism that enables us to complete or create a fourth item from three
other items. The relation with case-based reasoning and case-based decision
making is emphasized. Potential applications and current developments are also
discussed.
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Encouraging Curiosity in Case-Based
Reasoning and Recommender Systems

Mary Lou Maher(&) and Kazjon Grace

University of North Carolina at Charlotte, Charlotte, NC 28202, USA
{m.maher,k.grace}@uncc.edu

Abstract. A key benefit of case-based reasoning (CBR) and recommender
systems is the use of past experience to guide the synthesis or selection of the
best solution for a specific context or user. Typically, the solution presented to
the user is based on a value system that privileges the closest match in a query
and the solution that performs best when evaluated according to predefined
requirements. In domains in which creativity is desirable or the user is engaged
in a learning activity, there is a benefit to moving beyond the expected or “best
match” and include results based on computational models of novelty and
surprise. In this paper, models of novelty and surprise are integrated with both
CBR and Recommender Systems to encourage user curiosity.

Keywords: Curiosity � Case-based reasoning � Recommender systems

1 Why Encourage Curiosity?

Curiosity is a desire to learn or know something. With the increasing reliance on
information available online and the use of AI to guide the user in both problem solving
and their quest for information, there arises the potential to deliberately trigger the
user’s curiosity. Guiding our natural tendency to be curious is increasingly important as
we are exposed to vast amounts of information and we often cope by paying attention
to information that is familiar or matches our expectations and belief systems. In
problem solving scenarios that reward creativity, encouraging curiosity can guide the
user towards a broader range of potential solutions. In learning contexts, guiding the
user towards material that expands their knowledge incrementally can assist in defining
a personalized path through a vast amount of relevant material. In information retrieval
and social media, encouraging curiosity will assist in broadening our exposure and
reduce the information bubble effect. This paper focuses on encouraging curiosity in
case-based reasoning and recommender systems with the exploration and application of
computational models of novelty, value, expectation, and surprise.

While we claim that creativity and learning are areas of human reasoning that favor
or reward the person in a curious state, typically problem solving and search has placed
more emphasis on producing a result that is deemed correct rather than being creative.
The significance of developing a computational model for encouraging specific
curiosity raises the question of a reason for directing search or synthesis towards
novelty. In some areas of problem solving, such as design and planning, creative
solutions are more highly valued than solutions that are derivative. Studies of creativity
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in design have produced many explanations and models of human cognition during
design. Schon’s “reflective practitioner” account of design [1] suggests that specific
curiosity is a key component of problem-framing. Suwa et al. identified unexpected
discoveries as precursors to creative design [2], and found that unexpected discoveries
lead to reflective reinterpretation of the current problem, which in turn leads to further
unexpected discoveries. This reflective behavior suggests that surprise is one possible
trigger for specific curiosity, and that it can lead users to reformulate their goals and
their approach to a problem. In this paper we posit that computational approaches to
triggering curiosity is important in areas related to user experience design, including
encouraging curiosity towards diversity in diet and triggering curiosity in human
learning experiences. More generally, by understanding how computational systems
can encourage human curiosity, we can begin to address the broader issue of the role of
computational systems in co-creation and innovation.

Case-based reasoning systems present or synthesize solutions to problems based on
previous experiences that are most likely to satisfy the user’s specified requirements.
There are numerous alternatives to indexing, retrieving, and adapting cases, with a
focus on responding to the user’s predefined goals and evaluating results based on best
fit. Incorporating computational models of expectation, novelty, and surprise in
case-based reasoning systems allows the system to deliberately retrieve or synthesize
alternatives that would stimulate curiosity and lead to creative solutions.

Recommender systems use various algorithms to filter the vast number of possible
results to a query in order to increase the potential that the user will select one of the
alternatives presented. A recommender system ranks the results of the information
presented to the user according to a value system (e.g., according to the preferences of
similar users). Incorporating computational models of expectation, novelty and surprise
in recommender systems enables the system to deliberately present alternatives that
stimulate the user’s curiosity.

2 What Is Curiosity?

The concept of curiosity has been used to refer both to a trait and a state [3].
Curiosity-as-trait refers to an innate ability of a person, and individuals differ in how
much curiosity they have. Curiosity-as-state refers to a motivational state of a person
that causes the person to seek novel stimuli, and it varies within each person according to
their context. Curiosity-as-state is malleable – a person is not restricted by their innate
ability to be curious, and curiosity can be encouraged by external events or contexts. In
this paper, we adopt the curiosity-as-state concept and consider ways in which cognitive
systems can be extended to encourage curiosity. These proposed curiosity-stimulating
systems would seek out and present novel stimuli during search, and support people in
seeking novel solutions during problem solving and synthesis. Curiosity-as-state has
been integrated into cognitive systems in the past, such as Saunders and Gero’s com-
putational model of curiosity in agents to guide creative behavior [4] and Merrick and
Maher’s model of curiosity in agents expressing motivational states as a guide to
learning [5]. Our work extends this concept by proposing that a system emulates what
would make its user curious, in order to encourage their curiosity [6–8].
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To explore the role of computational systems in encouraging the state of curiosity
we consider different ways in which curiosity can be experienced. Berlyne proposed
that state curiosity can be considered along two dimensions [3]:

1. epistemic vs perceptual curiosity and
2. diversive vs specific curiosity.

In the first dimension, perceptual curiosity is the drive towards novel sensory
stimuli and epistemic curiosity is the drive to acquire new knowledge. Along the
second dimension, Berlyne describes diversive curiosity as unguided search for any
new information or stimuli and specific curiosity is search for a novel solution to a
specific problem or goal. Diversive curiosity is a good descriptor for the computational
models in Saunders and Gero’s agents [4] as well as Merrick and Maher’s agents [5].
Diversive curiosity is an explanation of Schmidhuber’s theory of creativity and
intrinsic motivation [9]. Specific curiosity is the basis for reformulation of design goals
and for stimulating the curiosity of a user in selecting surprising recipes in the Q-Chef
system [8]. In this paper we explore specific curiosity and how it can be achieved with
models of expectation, novelty and surprise in the context of CBR and recommender
systems.

3 Computational Models of Novelty and Surprise

In this section we describe the basic principles for building computational models of
novelty and surprise, as the key ingredients for encouraging curiosity in human search
and problem solving. We also identify subtle differences between novelty and surprise.
In most applications that employ novelty detectors, novelty is not a good thing. Outliers
are either ignored in many data science applications, or they are an indication of error.
In many applications, such as cybersecurity, control systems, or fraud monitoring,
anomaly detection is an indicator that something bad has happened. In contrast, we are
interested in novelty detection as a good thing.

Curiosity as a state can be triggered by novel stimuli. How something is novel
depends on familiarity. An adaptation of the Wundt curve, shown in Fig. 1, illustrates
how we can move from a state of boredom to curiosity when we experience something
that has a certain threshold of novelty, but too much novelty can cause a negative
response and fear. This suggests that novelty can be experienced along a spectrum of
newness, and curiosity-as-state has a lower bound and upper bound in that spectrum.

While novelty as a concept is simply about the quality of something being new, the
measurement of novelty relies on a representation of the events or experiences, and a
metric for the degree of novelty. A generalized process for determining novelty has
three stages:

1. Identify the source data as a set or series of data points or experiences.
2. Represent the source data in a common structure.
3. Measure novelty of a new data item within the structured representation.

Pimentel et al. provide a classification of novelty detection techniques in the fol-
lowing categories: distance-based, probabilistic, reconstruction-based, domain-based,
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and information theoretic [10]. Distance-based novelty uses concepts of nearest
neighbour and clustering analysis. Probabilistic methods of novelty consider density
and likelihood of occurrence. Reconstruction-based novelty involves training a
regression model and recognizing abnormal data. Domain-based creates a representa-
tion of the domain by defining a boundary around the normal class. Information
theoretic models of novelty use concepts such as entropy to measure the amount of new
information.

The distance-based principle provides a range of values that measure the distance
between the new event and previous experiences. This measurement assumes a
structured representation on which distance can be measured. Grace et al. describe a
process for measuring the novelty of mobile devices [11]: (1) each device is repre-
sented as a feature vector, (2) all existing device feature vectors are placed into clusters
in order of their appearance on the market using a K-means algorithm, and (3) the
novelty of a new device is represented by its distance to the mean value of the nearest
cluster. By clustering the feature vectors of the designs, we can build a representation
of how designs vary in a conceptual space, and then compare a new design to others of
the same kind. Novelty (or similarity) is measured by the cluster distance and then
normalized by the average similarity of designs within that cluster, reflecting that some
clusters are tightly defined while others are broad. Our concept of average similarity of
designs in a cluster is similar to the “Silhouette Score” introduced by Rousseeuw [13],
which is a measure of how tightly grouped the data in the cluster are. In contrast to the
Silhouette Score, we are interested in the distance between an individual data point and
an existing cluster to identify designs that are not close to a cluster.

Novelty can capture how different a new event is from previous events, but it does
not necessarily capture how surprising a new event is based on our experience of
previous events. If a new event is following a trend, then the novelty is not unexpected.
We claim that curiosity is triggered when our expectations are not met, not merely
because something is novel. We define surprise as the degree to which the properties of
a new event or experience violate expectations about those properties. With this def-
inition, a surprising event is always novel, but a novel event is not always surprising.

The experience of surprise is mediated by how knowledgeable a person is about the
new event or experience. If a person is not familiar with the space of possibilities, then
everything is novel but nothing is surprising. We have modelled this with a confidence

Fig. 1. An adaptation of the Wundt curve
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value based on the density of the data points in the clusters nearest the novel data point
[14]. Expectations (and therefore surprise) are guided by temporal relationships as well:
the experience of an event today that would be common in the past, for example a
person wearing bell-bottom jeans, would be surprising.

Measuring surprise extends the notion of novelty by including a model of expec-
tation. We decompose the process for measuring surprise into four canonical steps.

1. Collection of data as a series of events or experiences
2. Representation of source data in a common structure
3. Construction of a representation of expectation
4. Measure of unexpectedness of a new event or experience

The selection of a representation of the source data determines what properties play
a role in setting expectations. This can be defined based on predictive models, or based
on descriptive and performance requirements in a search or design process. Expecta-
tions are temporally and experientially contextualized, in that they are made in the
context of a conceptual space and a set of past experiences.

Surprise can be measured as the inverse of the prior expected probability of
observing a data item. This approach is also used by Macedo et al. [15] and Itti and
Baldi [16]. When a design is observed, the degree of expectedness of each observed
attribute of a design given its other attributes is calculated. Maher et al. use regression
modelling to create expectations about future designs, and exclusively constructed
expectations as a function of product release date [17]. Grace et al. extend the
temporally-based expectation to consider the unexpectedness of an object to be the
maximum of the unexpectedness of any of its parts in the given context [14]. The
unexpectedness is calculated as the maximum value, not the mean, based on results
from Reisenzein that the intensity of surprise increases directly with the unexpected-
ness of an event [18]. This is based on the intuition that a single highly unexpected
aspect of the object is sufficient to elicit surprise, and that such unexpectedness would
not be affected by the number of other surprising features.

4 PQE: A Model for Personalized Curiosity

We have developed PQE (pronounced pēk) for stimulating specific curiosity in design
based on a process that has three components: a model of the user’s preferences, a
model of curiosity based on user behaviour and preferences, and a model that syn-
thesises designs for the user, shown in Fig. 2. The PQE cycle iteratively models a
user’s curiosity in order to stimulate it. The user’s feedback on designs refines the
system’s model of their preferences and familiarities, which are used to update a model
of what will encourage the user towards the state of specific curiosity. The user model
and the curiosity model are then used as a resource in a computational design system,
providing the basis for evaluating designs for value (satisfies the user’s requirements)
and surprise (satisfies the user’s specific curiosity). The resulting design is presented to
the user, who can then refine the design and then give feedback on it to the system,
starting the cycle anew. The system is capable of guiding the user towards surprising
and preferred designs such that future generated designs share those traits. This is a
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form of meta-reasoning [19] common to designers: (re)formulation of design goals as a
result of surprise [4]. Curiosity-triggered goals limit the search for new solutions in a
space of possibilities to focus on what the system finds surprising, influencing the
direction of synthesis [12, 20]. The PQE architecture is elaborated on in our other
papers [6–8]. Here we describe it briefly and then focus on how it might be useful in
CBR and recommender systems.

5 Encouraging Curiosity in Case-Based Reasoning

We adapted the PQE model for encouraging diversity in a user’s diet in a system we
call Q-Chef. We hypothesize that users will be motivated to increase the diversity of
their diet if they are presented with recipe suggestions designed to stimulate their
curiosity. Changing food-related behavior is particularly challenging, requiring edu-
cation, motivation, and regular supervision [21]. Nutritional knowledge has been called
“necessary but not sufficient” [22] for changing food behavior, as much relevant
information is poorly accessible, conflicting, or too abstract to be applicable directly to
household food purchasing. Sustaining participant motivation has been suggested as a
critical requirement of effective intervention in eating behavior [23], as motivation to
eat healthy is a strong predictor of actual health eating behavior. These findings support
the benefit of behavior change technologies that explicitly model and encourage the
intrinsic curiosity motivations of users. The Q-Chef system is an interactive recipe
generator that models user curiosity in response to their preferences, and then rec-
ommends recipes that will stimulate their interest in a more diverse diet.

Q-Chef builds on the PQE concepts of user model, curiosity model, and synthesis
model. The user model incorporates feedback from the user about both their familiarity
with recipes as well as their preference for those recipes. The preferences and famil-
iarity are recorded separately in order to accurately model curiosity, as someone can be
highly familiar with things that they greatly dislike, or vice versa. Familiarity ratings
provide the basis for personalizing the curiosity model, in the same way that a pref-
erence rating provides the basis for personalizing the preference function. Familiarity is
the system’s estimate of which recipes the user has seen. Preference ratings are used for
determining the value of a design and familiarity ratings are used to determine the
novelty of the design.

Fig. 2. PQE: a process for synthesis based on user preference and curiosity models [7].

8 M.L. Maher and K. Grace



The curiosity model uses the preference and familiarity functions to generate a
model of user expectations based on novelty and to create exploratory goals. Curiosity
is based on the Wundt curve model shown in Fig. 1, in which there is a peak level of
novelty after which the stimulus becomes progressively more undesirable. What we
learn from the Wundt curve is that the amount of difference from our knowledge and
expectations is the relevant measure and this measure is not dependent on the content
being measured. PQE’s curiosity model builds on prior approaches to modeling
diversive curiosity [3] and on related systems that model user knowledge in order to
recommend things that lie just beyond it [24].

In Q-Chef the measure of surprise of a set of ingredients in a recipe is based on a
probabilistic deep neural network, trained with a data set of existing recipes, which
captures the expected likelihood for different ingredient combinations, coupled with
algorithms for determining surprise and curiosity from those likelihoods. We model
recipes as being composed of a set of features, where each feature is an ingredient in the
recipe. The curiosity model evaluates recipes for surprising combinations, which
consist of a surprising feature that is of low expected likelihood given the simultaneous
presence in the recipe of a surprise context, a set of other features. Surprise can then be
measured as the ratio of the rarity of the surprising feature in context to its rarity overall
[16]. This is expressed as the ratio of the conditional probability of ingredient B given
the context of ingredients A to the unconditional probability of the context A:

Surprise ¼ log2
PðA \BÞ
PðBÞ � log2 PðAÞ

The recipe synthesis model uses value (the user’s preference) and surprise (specific
curiosity) functions as exploratory goals for generating recipe suggestions that are
presented to the user. The synthesis model uses a case adaptation process. Cases are
selected based on the surprising combinations identified by the curiosity model and
they are completed using rules for extending the surprising combination to a complete
set of ingredients. The objective of synthesis is to produce recipes that are in the user’s
novelty sweet spot, (i.e. are close to the user’s preferred level of novelty, a parameter
we will establish by experimentation). We use d to refer to the user’s preferred level of
novelty, and it will be initially hand-tuned. When the synthesis model generates a
recipe that has a combination of ingredients that is highly preferable and surprising, it is
presented to the user as a suggested recipe.

Q-Chef has been framed as a case-based reasoner that integrates a model of surprise
to encourage curiosity. Case retrieval is a process of selecting one or more cases that
are close matches for the current problem. To encourage curiosity, we reconsider the
retrieval process to search for ingredient combinations based on value (closest match)
and surprise (unexpectedness). Case adaptation uses these ingredient combinations to
search for and adapt cases to generate new recipes that will encourage curiosity.

The Q-chef CBR process consists of two complementary CBR cycles: problem
framing and problem solving, as shown in Fig. 3. Both CBR cycles employ the same
case base: the first cycle uses the case base to generate a new set of requirements that
are surprising and the second cycle selects and adapts cases that match the surprising
requirements. The model of surprise and similarity is based on the latent ingredient
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association in the case base generated using a deep learning network trained over the
case base of ingredient combinations.

Our implementation of specific curiosity generates a new set of ingredients as the
output of problem framing, serving as a goal to generate recipes similar to the trig-
gering surprise during problem solving. The set of ingredients selected as the goals for
problem solving is based on a threshold for novelty and value.

We have implemented a sampling-based method to generate recipes from the
probability distribution over ingredient combinations captured by the neural network
used in expectation. As a stochastic generative deep network, the variational autoen-
coder learns a hidden vector of random variables that, when sampled, can be trans-
formed into vectors of ingredients. These sampled vectors are drawn from the same
distribution used by the model of curiosity, and can therefore be considered “plausible”
recipes.

To simulate personalized curiosity we separated the dataset of *100 k recipes into
two mutually exclusive sets, as an extreme example of two users with highly different
familiarity within the design space of recipes. The split was made based on the pres-
ence of sugar (brown, plain, or icing/confectioner’s) in the recipe, yielding *60,000
recipes without sugar (test user #1) and *40,000 recipes with sugar (test user #2). We
compare these two users with a control: a hypothetical omniscient user who has
knowledge of all recipes in the database (test user #3). We produce such exaggerated
simulations of user profiles as a proof-of-concept of the Q-Chef model’s ability to
personalize. Specifically, that it is able to produce different expectations, construct
different exploratory goals, and synthesize different recipes based on the user model.

We compared the most surprising recipes for each user, noting the level of surprise
elicited in all conditions in each case. Among the most surprising recipes identified
were “whisky bread pudding”, “beef in a barrel” (which was served in a pineapple),
and “bacon and onion muffins”. Full results, including comparisons between what the
sugar-only and no-sugar test cases found surprising, can be seen in Grace et al. (2016).

Fig. 3. Q-chef: a CBR system with problem framing to encourage curiosity [8].
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6 Encouraging Curiosity in Recommender Systems

We are adapting the PQE model for recommending a sequence of resources for
open-ended learning tasks in a system we are calling Queue. We define an open-ended
task as one in which the structure and pedagogical purpose is specified, but the
sequence of the learning materials is up to the learner. Examples of open-ended
learning tasks include literature reviews and research tasks, assuming that in each case
the learner is given a broad theme or question and they define the exact scope of the
work themselves. Queue models curiosity in the learner based on its representation of
their preferences and knowledge, and then recommends a sequence of resources that
will encourage curiosity. This kind of curiosity-based recommender system helps direct
the learner’s exploration of the learning materials towards resources that are sufficiently
surprising as to stimulate curiosity, and yet sufficiently familiar to be approachable.

The four processes of the Queue system are shown in Fig. 4. The Learner Model is
constructed from a combination of direct questions and feedback on suggested resources
to generate a representation of the learner’s familiarity with concepts (a vector function
over the set of concepts describing the student’s competence in each) and of their
interests (another vector function over the set of concepts describing the student’s
preference for each). This model of the learner provides a basis for a cyclical interaction
between expectation, composition and reflection. The expectation model is constructed
as a probabilistic model of the content in the resources. The curiosity model measures
the surprising content in each of the resources. Sequence composition is based on the
surprising content and the learner’s interests and familiarity, leading to reflection that
updates the expectation model.

In the sequence composition process, candidate sequences of resources are com-
posed based on value and surprise. The measurement of value is determined using the
learner model and the results of a typical recommender system. The measurement of
surprise is based on the learner’s expectations. We represent expectation with a
probabilistic model constructed from the student’s familiarities and interests with ref-
erence to the corpus of resources. This model captures what the learner expects to see
in resources and is combined with curiosity-triggered exploratory goals. In the

Fig. 4. Queue: a system for encouraging curiosity in learners.
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reflection process resources that are discovered to be highly unexpected according to
the expectation model cause the formation of new goals that influence future search.

As a preliminary study of Queue we focus on combining a measure of surprise with
existing algorithms for recommender systems for identifying resources that will be both
familiar and surprising. Recommender systems are a core part of web search engines,
e-commerce and social networks to help users find relevant information based on their
preferences and interests [25]. Recommender systems address the problem of infor-
mation overload by providing personalized information to the user. There are two
primary algorithmic concepts used in current recommender systems: Content Based
Filtering (CBF) [26] which utilizes the content of items in order to recommend new
items with similar descriptions and Collaborative Filtering (CF) [27] which recommend
items that other users with the same taste have rated positively. Due to limitations of
lack of enough content in CBF and sparsity of data in CF, the use of hybrid techniques
[28] is common.

We have gathered a dataset of research paper abstracts from the ACM Digital
Library (ACMDL), and are exploring different models of expectation that capture what
learners find surprising about academic literature. In this preliminary study we start
with a model of expectation based on the unlikely co-occurrence of pairs of words,
either adjacent words or any pair of words present in the abstract. This is similar to our
model of expectation in Q-Chef in which we model expectations on the co-occurrence
of ingredients. Our identification of surprising research papers is still in progress, but
several interesting things can be seen in our preliminary results in Table 1, which were
generated using an expectation model derived from the GloVe model of co-occurrence
based word embeddings [29]. The most surprising abstract in the ACMDL is one that,
through an apparent OCR error, contains the entire paper’s body text. The third paper is
rated as highly surprising due to our closed world assumption: the expectation model

Table 1. Surprising abstracts in the ACM Digital Library

Title URL Highly
surprising
word pairs

“XPL: an expert systems framework in APL” http://dl.acm.org/
citation.cfm?id=
255364

(emotion,
voltage)
(emotion,
microprocessor)
(fun, voltage)

“Biomedical electronics serving as physical
environmental and emotional watchdogs”

http://dl.acm.org/
citation.cfm?id=
2228362

(emotion,
CMOS)
(information,
CMOS)

“EarSketch: a web-based environment for
teaching introductory computer science through
music remixing”

http://dl.acm.org/
citation.cfm?id=
2691869

(hop,
curriculum)
(hop,
introductory)
(hop, educator)
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only knows the ACMDL, where the word “hop” is near-exclusively used in the context
of routing and network infrastructure. That context does not overlap with papers on
education, and thus the expectation model confidently predicts those words will not
co-occur. The model is surprised by the existence of hip hop, much less that it might be
used in CS education. We are in the process of developing models for personalizing
and extending these results for application to educational recommendation.

7 Discussion and Future Work

Encouraging curiosity has enormous potential in our digital lives in which much of the
information that is available to us is filtered in some way. We have developed a reliance
on search engines, recommender systems, and AI-enabled problem solving because in
addition to filtering, but they are also successful in providing focus to open ended tasks
in a vast digital resource. The development of more capable recommender systems and
case-based reasoning is measured by how well the results match the users’ expectations
and lead to the adoption of the recommendation. We challenge this assumed mea-
surement and claim that in some circumstances it is appropriate to introduce surprising
results to the user and go beyond their expectations.

In this paper we present basic principles of curiosity, novelty, and surprise and show
how these can be incorporated as computational models in case-based reasoning and
recommender systems. Our current application areas, encouraging dietary diversity and
recommending sequences of learning materials, are a starting point for exploring
computational models of curiosity. Our future work is to develop our models of
expectation and surprise in both structured (e.g., recipes) and unstructured (e.g., research
papers) representations and to pursue studies of how people recognize surprising con-
tent. The development of our computational models of surprise will be calibrated with
studies of how and why people find research papers and recipes surprising.
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Abstract. Analogical proportions are statements of the form “a is to
b as c is to d”. For more than a decade now, their formalization and
use have raised the interest of a number of researchers. In this talk we
shall primarily focus on their modeling in logical settings, both in the
Boolean and in the multiple-valued cases. This logical view makes clear
that analogy is as much a matter of dissimilarity as a matter of similarity.
Moreover analogical proportions emerge as being especially remarkable
in the framework of logical proportions. The analogical proportion and
seven other code independent logical proportions can be shown as being
of particular interest. Besides, analogical proportions are at the basis of
an inference mechanism which enables us to complete or create a fourth
item from three other items. The relation with case-based reasoning and
case-based decision is emphasized. Potential applications and current
developments are also discussed.

1 Introduction

Analogical reasoning has been regarded for a long time as a fruitful, creative way
of drawing conclusions, or of explaining states of fact, even if this form of reason-
ing does not present the guarantees of validity offered by deductive reasoning.
As such, it has been extensively studied in particular by philosophers, psychol-
ogists and computer scientists. We can cite for instance [12,14,15,34] where the
power of analogical reasoning is emphasized. See also [28] for a computationally
oriented survey of current trends.

Roughly speaking, the idea of analogy is to establish a parallel between two
situations [11,36] on the basis of which, one tentatively concludes that what is
true in the first situation may also be true in the second one. When the two
situations refer to apparently unrelated domains, the parallel may be especially
rich. Just think of the well known example of the Bohr’s model of atom where
electrons circle around the kernel, which is analogically linked to the model of
planets running around the sun.

Closely related to analogical reasoning is the idea of analogical proportions,
i.e., statements of the form “a is to b as c is to d”, which dates back to Aristotle (in
Western world). This establishes a parallel, here between the pair (a, b) and the
pair (c, d) [13]. Case-based reasoning seems also to obey a reasoning pattern of
c© Springer International Publishing AG 2017
D.W. Aha and J. Lieber (Eds.): ICCBR 2017, LNAI 10339, pp. 16–32, 2017.
DOI: 10.1007/978-3-319-61030-6 2



Analogical Proportions and Analogical Reasoning - An Introduction 17

the same kind. Indeed it establishes a collection of parallels between known cases
referring to a pair (< problemi >, < solutioni >) and a new < problem0 >,
for which one may think of a < solution0 > that is all the more similar to
< solutioni > as < problem0 > is similar to < problemi >. This suggests that
case-based reasoning is a particular instance of analogical reasoning. Still we
shall see that analogical proportion-based inference significantly departs from
case-based reasoning.

This survey paper is structured as follows. First the notion of logical pro-
portion is recalled in Sect. 2 before focusing on analogical proportion in Sect. 3
and other homogeneous proportions in Sect. 4, in a Boolean setting. The exten-
sion of analogical proportions to multiple-valued settings is briefly presented in
Sect. 5. The analogical inference machinery is discussed in Sect. 6, applications
are reviewed in Sect. 7; relations and differences with case-based reasoning are
addressed in Sect. 8.

2 Boolean Logical Proportions

Proportions in mathematics state the identity of relations between two ordered
pairs of entities, say (a, b) and (c, d). Thus, the geometric proportion corresponds
to the equality of two ratios, i.e., a/b = c/d, while the arithmetic proportion
compares two pairs of numbers in terms of their differences, i.e., a − b = c − d.
In these equalities, which emphasize the symmetric role of the pairs (a, b) and
(c, d), geometric or arithmetic ratios have an implicit comparative flavor, and the
proportions express the invariance of the ratios. Note that by cross-product for
geometric proportion, or by addition for the arithmetic one, the two proportions
are respectively equivalent to ad = bc and to a+d = b+c, which makes clear that
b and c, or a and d, can be permuted without changing the validity of the pro-
portion. Moreover, mathematical proportions are at the basis of reasoning proce-
dures that enable us to “extrapolate” the fourth value knowing three of the four
quantities. Indeed, assuming that d is unknown, one can deduce d = c×b/a in the
first case, which corresponds to the well-known “rule of three”, or d = c+(b−a)
in the second case. Besides, continuous proportions where b = c are directly
related to the idea of averaging, since taking b = c as the unknown respectively
yields the geometric mean (ad)1/2 and the arithmetic mean (a + d)/2.

Generally speaking, the idea of proportion is a matter of comparison of com-
parisons, as suggested by the statement “a is to b as c is to d”. In the Boolean
setting there are four comparison indicators. On the one hand there are two sim-
ilarity indicators, namely a positive one a∧ b and a negative one ¬a∧¬b, and on
the other hand two dissimilarity indicators ¬a∧b and a∧¬b. Logical proportions
[27,29] connect four Boolean variables through a conjunction of two equivalences
between similarity or dissimilarity indicators pertaining respectively to two pairs
(a, b) and (c, d). More formally

Definition 1. A logical proportion T (a, b, c, d) is the conjunction of two equiv-
alences between indicators for (a, b) on one side and indicators for (c, d) on the
other side.
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For instance, ((a ∧ ¬b) ≡ (c ∧ ¬d)) ∧ ((a ∧ b) ≡ (c ∧ d)) is a logical proportion,
expressing that “a differs from b as c differs from d” and that “a is similar to b
as c is similar to d”. It has been established that there are 120 syntactically and
semantically distinct logical equivalences. All these proportions share a remark-
able property: they are true for exactly 6 patterns of values of abcd among 24

possible values. Thus, the above example is true for 0000, 1111, 1010, 0101, 0001,
and 0100. The interested reader is referred to [27,29] for thorough studies of the
different types of logical proportions. In the following, we only consider those sat-
isfying the code independent property. This property expresses that there should
be no distinction when encoding information positively or negatively. In other
words, encoding truth (resp. falsity) with 1 or with 0 (resp. with 0 and 1) is just
a matter of convention, and should not impact the final result. Thus we should
have the following entailment between the two logical expressions T (a, b, c, d)
and T (¬a,¬b,¬c,¬d), i.e., T (a, b, c, d) ⇒ T (¬a,¬b,¬c,¬d).

It has been established [27] that there only exist eight logical proportions
that satisfy the above property. Indeed from a structural viewpoint, note that
a proportion is built up with a pair of equivalences between indicators chosen
among 4 × 4 = 16 equivalences. So, to ensure code independency, the only way
to proceed is to first choose an equivalence then to pair it with its counterpart
where every literal is negated: for instance a ∧ b ≡ ¬c ∧ d should be paired with
¬a ∧ ¬b ≡ c ∧ ¬d in order to get a code independent proportion. This simple
reasoning shows that we have indeed 16/2 = 8 possibilities.

The 8 code independent proportions split into 4 homogeneous proportions
that are symmetrical (one can exchange (a, b) with (c, d)) and 4 heterogeneous
ones that are not symmetrical. Homogeneity here refers to the fact that in the
expression of the proportions, both equivalences link indicators of the same kind
(similarity or dissimilarity), while in the case of heterogeneous proportions they
link indicators of opposite kinds. This explains why there are four homogeneous
and four heterogeneous logical proportions. In the following section, we focus
our attention on one especially remarkable code independent logical proportion,
the analogical proportion, reviewing the 7 others in the next section. Note also
that the first example of logical proportion given above after Definition 1 is
symmetrical, but not code independent.

3 Boolean Analogical Proportion

The analogical proportion “a is to b as c is to d” more formally states that a
differs from b as c differs from d and b differs from a as d differs from c”. This is
logically expressed as [24] by the quaternary connective Ana:

Ana(a, b, c, d) � ((a ∧ ¬b) ≡ (c ∧ ¬d)) ∧ ((¬a ∧ b) ≡ (¬c ∧ d)) (1)

Note that this logical expression of an analogical proportion only uses dissim-
ilarity indicators, and does not mix a dissimilarity indicator and a similarity
indicator as in the first example of logical expression we gave. In some sense
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Table 1. Boolean patterns making Analogy true

a b c d

0 0 0 0

1 1 1 1

0 0 1 1

1 1 0 0

0 1 0 1

1 0 1 0

Analogy is first a matter of (controlled) dissimilarity. Table 1 exhibits the 6 pat-
terns for which Ana(a, b, c, d), also traditionally denoted a : b :: c : d, is true.
It can be easily checked on this table that the analogical proportion is indeed
independent with respect to the positive or negative encoding of properties.
Moreover, one can also see that the logical expression of a : b :: c : d satisfies
the key properties of an analogical proportion, namely

– reflexivity: a : b :: a : b
– symmetry: a : b :: c : d ⇒ c : d :: a : b
– central permutation: a : b :: c : d ⇒ a : c :: b : d

Consequently it also satisfies a : a :: b : b, and the external permutation a :
b :: c : d ⇒ d : b :: c : a. Note also that these properties clearly hold for
numerical proportions (ab = a

b ; a
b = c

d ⇒ c
d = a

b , and a
b = c

d ⇒ a
c = b

d ). Table 1
is not the only Boolean model satisfying the three above postulates, but it is
the minimal one. See [32] for this result and also for the justification of the
6 patterns in Table 1 in terms of (minimal) Kolmogorov complexity. Moreover,
with this definition, the analogical proportion is transitive in the following sense:

(a : b :: c : d) ∧ (c : d :: e : f) ⇒ a : b :: e : f

Besides, note also that analogical proportion holds for the three following
generic patterns: s : s :: s : s, s : s :: t : t and s : t :: s : t where s and
t are distinct values, which is the basis for the extension of the definition of
the analogical proportion to nominal values. The above Boolean logic view of
analogical proportion agrees with other previous proposals aiming at formalizing
the idea of analogical proportion in various algebraic settings (including set-
theoretic definitions of analogical proportions) [19,22,35]; see [24,27] for details.
Moreover, it is also worth noticing that the constraint a − b = c − d defining
arithmetic proportions, when restricted to {0, 1}, validates the same 6 patterns
as in Table 1, although a−b ∈ {−1, 0, 1} in this case. This arithmetic proportion
view of analogical proportion is the one advocated by [33] between numerical
vectors representing words in high-dimensional spaces.

Representing objects with a single Boolean value is not generally sufficient
and we have to consider situations where items are represented by vectors of
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Table 2. Pairing pairs (a, b) and (c, d)

A1 ... Ai−1 Ai ... Aj−1 Aj ... Ak−1 Ak ... Ar−1 Ar ... As−1 As ... An

a 1 ... 1 0 ... 0 1 ... 1 0 ... 0 1 ... 1 0 ... 0

b 1 ... 1 0 ... 0 1 ... 1 0 ... 0 0 ... 0 1 ... 1

c 1 ... 1 0 ... 0 0 ... 0 1 ... 1 1 ... 1 0 ... 0

d 1 ... 1 0 ... 0 0 ... 0 1 ... 1 0 ... 0 1 ... 1

Boolean values, each component being the value of a binary attribute. A simple
extension of the previous definition to Boolean vectors in B

n of the form a =
(a1, ..., an) can be done as follows:

a : b :: c : d iff ∀i ∈ [1, n], ai : bi :: ci : di

Obviously, all the basic properties (symmetry, central permutation) still hold
for vectors. In that respect it is important to notice that the four vectors are of
the same nature, since they refer to the same set of features. Then symmetry
just means that comparing the results of the comparisons of the two vectors
inside each pair of vectors (a, b) and (c,d) does not depend on the ordering of
the two pairs. Thus the repeated applications of symmetry followed by central
permutation yield 8 equivalent forms of the analogical proportion: (a : b :: c :
d) = (c : d :: a : b) = (c : a :: d : b) = (d : b :: c : a) = (d : cvb : a) = (b :
a :: d : c) = (b : d :: a : c) = (a : c :: b : d). Table 2 pictures the situation,
where the components of the vectors have been suitably reordered in such a way
that the attributes for which one of the 6 patterns characterizing the analogical
proportion is observed, have been gathered, e.g., attributes A1 to Ai−1 exhibits
the pattern 1111. In the general case, some of the patterns may be absent.

This table shows that building the analogical proportion a : b :: c : d is a
matter of pairing the pair (a, b) with the pair (c,d). More precisely, on attributes
A1 to Aj−1, the four vectors are equal; on attributes Aj to Ar−1, a = b and
c = d, but (a, b) �= (c,d). In other words, on attributes A1 to Ar−1 a and b
agree and c and d agree as well. This contrasts with attributes Ar to An, for
which we can see that a differs from b as c differs from d (and vice-versa). We
recognize the meaning of the formal definition of the analogical proportion.

Table 3. Pairing (a, d) and (b, c)

A1 ... Ai−1 Ai ... Aj−1 Aj ... Ak−1 Ak ... Ar−1 Ar ... As−1 As ... An

a 1 ... 1 0 ... 0 1 ... 1 0 ... 0 1 ... 1 0 ... 0

d 1 ... 1 0 ... 0 0 ... 0 1 ... 1 0 ... 0 1 ... 1

b 1 ... 1 0 ... 0 1 ... 1 0 ... 0 0 ... 0 1 ... 1

c 1 ... 1 0 ... 0 0 ... 0 1 ... 1 1 ... 1 0 ... 0
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Let us now pair the vectors differently, namely considering pair (a,d) and
pair (b, c), as in Table 3. First, we can see that a : d :: b : c does not hold
due to attributes As to An. Obviously, we continue to have a = b = c = d for
attributes A1 to Aj−1, while on the rest of the attributes the values inside each
pair differ (in four different ways). Then the following definition of the analogical
proportion [24], logically equivalent to Eq. 1, should not come as a surprise:

a : b :: c : d = ((a ∧ d) ≡ (b ∧ c)) ∧ ((¬a ∧ ¬d) ≡ (¬b ∧ ¬c)) (2)

or equivalently

a : b :: c : d = ((a ∧ d) ≡ (b ∧ c)) ∧ ((a ∨ d) ≡ (b ∨ c)) (3)

Expression (3) can be viewed as the logical counterpart of a well-known property
of geometrical proportions: the product of the means is equal to the product of
the extremes. Interestingly enough, Piaget [25] pp. 35–37) named logical pro-
portion any logical expression between four propositional formulas a, b, c, d for
which (3) is true. Apparently, and strangely enough, Piaget never related this
expression to the idea of analogy.

4 Seven Other Remarkable Logical Proportions

As said in Sect. 2, there are 7 other code independent logical proportions. We
start with two of them that are closely related to analogical proportion, before
considering the last of the 4 homogeneous proportions, and finally the four het-
erogeneous proportions.

4.1 Two Proportions Associated with Analogy

2 other homogeneous logical proportions are closely related to analogical
proportion:

– reverse analogy : Rev(a, b, c, d) � ((¬a ∧ b) ≡ (c ∧ ¬d)) ∧ ((a ∧ ¬b) ≡ (¬c ∧ d))
It reverses analogy into “b is to a as c is to d”. In fact Rev(a, b, c, d) ⇔
Ana(b, a, c, d).

– paralogy : Par(a, b, c, d) � ((a ∧ b) ≡ (c ∧ d)) ∧ ((¬a ∧ ¬b) ≡ (¬c ∧ ¬d))
It expresses that what a and b have in common (positively or negatively),
c and d have it also, and conversely. Up to a permutation, we recognize an
expression similar to the expression (2) of a : b :: c : d. It can be checked
that Par(a, b, c, d)) ⇔ Ana(c, b, a, d).

In columns 2 and 3 of Table 4, we give the 6 patterns that make true Rev
and Par, together with Ana in column 1.

A geometric illustration of the three proportions Ana, Par, Rev can be given.
Indeed given 3 points a, b, c of the real plan R

2, one can always find a point d
such that abdc is a parallelogram (see Fig. 1). In fact, from 3 non aligned points,
one can build 3 distinct parallelograms. See Fig. 1 where the index of d refers to
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Table 4. Boolean patterns making true Analogy, Reverse analogy, Paralogy, Inverse
paralogy

Ana Rev Par Inv

0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0

1 1 1 1 1 1 1 1 1 1 1 1 0 0 1 1

0 0 1 1 0 0 1 1 1 0 0 1 1 0 0 1

1 1 0 0 1 1 0 0 0 1 1 0 0 1 1 0

0 1 0 1 0 1 1 0 0 1 0 1 0 1 0 1

1 0 1 0 1 0 0 1 1 0 1 0 1 0 1 0

Fig. 1. Three parallelograms

the proportion that generates it from (a, b, c). In Fig. 1, we have used different
types of lines (with different width, dotted or not, arrows or not) to try to help
visualizing the 3 parallelograms. Indeed if (a, b, c are respectively represented by
coordinates (0, 0), (0, 1), and (1, 0), dA is (1, 1) and (0, 0) : (0, 1) :: (1, 0) : (1, 1)
holds componentwise. It can be seen that geometrically, in R

2, this corresponds
to the equality of vectors

−→
ab and

−−→
cdA. Applying the permutations linking Ana,

Par, and Rev, we observe that
−→
ab =

−−→
dRc and

−−→
adP =

−→
cb as expected since

a : bvdR : c iff a, b, c,dR make a reverse analogy, while a : dP :: c : b iff
a, b, c,dP make a paralogy. Moreover, if we remember that a : b :: c : dA

holds if and only if a − b = c − dA componentwise, which is equivalent in R to
dA = −a + b + c, we can easily deduce using permutations that dR = a − b + c
and dP = a + b − c. It yields dR = (1,−1) and dP = (−1, 1), which indeed
corresponds to the coordinates of dR and dP in R

2.

4.2 Inverse Paralogy

By switching the positive and the negative similarity indicators pertaining to
the pair (c, d) in the definition of the paralogy, we obtain a new homogeneous
logical proportion called inverse paralogy. Namely its expression is given by

Inv(a, b, c, d) � ((a ∧ b) ≡ (¬c ∧ ¬d)) ∧ ((¬a ∧ ¬b) ≡ (c ∧ d))
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Inv(a, b, c, d) states that “what a and b have in common, c and d do not have
it and conversely”. This expresses a kind of “orthogonality” between the pairs
(a, b) and (c, d). Inv(a, b, c, d) is clearly symmetrical and code independent. It
can be shown [27] that Inv is the unique logical proportion (among the 120’s!)
which remains unchanged under any permutation of two terms among the four.
Namely Inv(a, b, c, d) ⇔ Inv(b, a, c, d) ⇔ Inv(a, c, b, d) ⇔ Inv(c, b, a, d) (the other
permutations of two terms are obtained by symmetry). The patterns that make
true Inv are given in the column 4 of Table 4. As can be seen, it is true for the
patterns encountered in the truth tables of Ana, Par, Rev, except 0000 and 1111.

Note also in Table 4 that the 6 patterns that make the four proportions true
belong to a set of 8 patterns. This set of 8 patterns is characterized by the
logical formula (a ≡ b) ≡ (c ≡ d), which corresponds to an analogical-like con-
nective proposed by Klein [17], in relation with anthropological materials. Table 5
exhibits the pair of patterns that each proportion misses among the 8 patterns.
It also shows what may be called the “characteristic” patterns of a proportion,
namely the ones making one of the two involved indicators true for (a, b) and one
true for (c, d). Those latter patterns correspond to the reading of the proportion.

Table 5. Analogy, Reverse analogy, Paralogy, Inverse paralogy: Characteristic/missing
patterns

Characteristic patterns Missing patterns

Ana 1010 and 0101 1001 and 0110

Rev 1001 and 0110 1010 and 0101

Par 1111 and 0000 1100 and 0011

Inv 1100 and 0011 1111 and 0000

An illustration of the use of the inverse paralogy is provided by Bongard
problems [3] that are visual puzzles where we have two sets A and B of rela-
tively simple pictures. All the pictures in set A have a common feature, which
is lacking in all the ones in set B. The problem is to find the common feature.
This corresponds to one of the characteristic patterns of Inv [30].

4.3 The 4 Heterogeneous Proportions

The 4 heterogeneous proportions are obtained by putting the ≡ connectives
between indicators of different kinds for (a, b) and for (c, d). Their logical expres-
sions are given below:

-H1(a, b, c, d) = (¬a ∧ b ≡ ¬c ∧ ¬d) ∧ (a ∧ ¬b ≡ c ∧ d)
-H2(a, b, c, d) = (¬a ∧ b ≡ c ∧ d) ∧ (a ∧ ¬b ≡ ¬c ∧ ¬d)
-H3(a, b, c, d) = (¬a ∧ ¬b ≡ ¬c ∧ d) ∧ (a ∧ b ≡ c ∧ ¬d)
-H4(a, b, c, d) = (¬a ∧ ¬b ≡ c ∧ ¬d) ∧ (a ∧ b ≡ ¬c ∧ d)
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Table 6. H1, H2, H3, H4 Boolean truth tables

H1 H2 H3 H4

1 1 1 0 1 1 1 0 1 1 1 0 1 1 0 1

0 0 0 1 0 0 0 1 0 0 0 1 0 0 1 0

1 1 0 1 1 1 0 1 1 0 1 1 1 0 1 1

0 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0

1 0 1 1 0 1 1 1 0 1 1 1 0 1 1 1

0 1 0 0 1 0 0 0 1 0 0 0 1 0 0 0

They are clearly code independent. The six patterns that make them true are
given in Table 6. The four heterogeneous logical proportions have a quite different
semantics from the ones of homogeneous proportions. They express that there
is an intruder among {a, b, c, d}, which is not a (H1), which is not b (H2), which
is not c (H3), and which is not d (H4) respectively. The reader is referred to [29]
for the study of the properties of heterogeneous logical proportions. They have
been shown to be appropriate for solving puzzles of the type “Finding the odd
one out” [29]. Moreover they are at the basis of an “oddness” measure, which has
been shown to be of interest in classification, following the straightforward idea
of classifying a new item in the class where it appears to the least at odds [6].

5 Graded Analogical Proportion

Attributes or features are not necessarily Boolean, and graded extensions of
logical proportions are of interest. In the following we only focus on analogical
proportion. We assume that attributes are now valued in [0, 1] (possibly after
renormalization). There are potentially many ways of extending expressions such
as Eqs. (1) or (3). Still there are mainly two options that make sense [8].

The first one is obtained by replacing (i) the central ∧ in (1) by min, (ii)
the two ≡ symbols by min(s →�L t, t →�L s) = 1− | s − t |, where s →�L t =
min(1, 1− s+ t) is �Lukasiewicz implication, (iii) the four expressions of the form
s∧¬t by the bounded difference max(0, s−t) = 1−(s →�L t), which is associated
to �Lukasiewicz implication, using 1− (·) as negation. The resulting expression is
then

a : b ::�L c : d =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1− | (a − b) − (c − d) |,
if a ≥ b and c ≥ d, or a ≤ b and c ≤ d

1 − max(|a − b |,|c − d |),
if a ≤ b and c≥ d, or a ≥ b and c ≤ d

(4)

It coincides with a : b :: c : d on {0, 1}. As can be seen, this expression is
equal to 1 if and only if (a−b) = (c−d), while a : b ::�L c : d = 0 if and only if (i)
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a−b = 1 and c ≤ d, or if (ii) b−a = 1 and d ≤ c, or if (iii) a ≤ b and c−d = 1, or if
iv) b ≤ a and d−c = 1. Thus, a : b ::�L c : d = 0 when the change inside one of the
pairs (a, b) or (c, d) is maximal, while the other pair shows either no change or a
change in the opposite direction. It can be also checked that code independency
continue to hold under the form a : b ::�L c : d = 1 − a : 1 − b ::�L 1 − c : 1 − d.

We have pointed out that the algebraic difference between a and b equated
with the difference between c and d, namely a − b = c − d, provides a constraint
that is satisfied by the 6 patterns making true the analogical proportion a : b ::
c : d in the Boolean case, and by none of the 10 others. However, a − b may
not belong to {0, 1} when a, b ∈ {0, 1}. When considering the graded case, the
situation remains the same: a−b is not close either in [0, 1], but a : b ::�L c : d = 1
if and only if a − b = c − d; moreover, the modeling of the analogical proportion
by the constraint a − b = c − d does not provide a graded evaluation of how far
we are from satisfying it, as it is the case with the above extension.

There is another meaningful graded extension of the analogical proportion,
which is directly obtained from Eq. (3) by also taking ‘min’ for the internal
conjunction and ‘max’ for the internal disjunction. It yields the so-called “con-
servative” extension [8]:

a : b ::C c : d = min(1 − |max(a, d) − max(b, c)|, 1 − |min(a, d) − min(b, c)|) (5)

Note that a : b ::C c : d = 1 ⇔ min(a, d) = min(b, c) and max(a, d) =
max(b, c). This means that the patterns (s, s, t, t), and (s, t, s, t) (and (s, s, s, s))
are then the unique way to have the analogical proportion fully true (equal to
1). It can be checked that a : b ::�L c : d = 1 ⇒ a : b ::C c : d = 1. For instance,
0 : 0.5 ::�L 0.5 : 1 = 1, while 0 : 0.5 ::C 0.5 : 1 = 0.5. Besides, a : b :: c : d = 0 if
and only if |min(a, d)−min(b, c)| = 1 or |max(a, d)−max(b, c)| = 1, i.e. the only
patterns fully falsifying the analogical proportion are of the form 1 : 0 :: x : 1
or 0 : 1 :: x : 0 (and the other patterns obtained from these two by symmetry
and central permutation).

6 Analogical Inference

The equation a : b :: c : x in B has not always a solution. Indeed neither
0 : 1 :: 1 : x nor 1 : 0 :: 0 : x have a solution (since 0111, 0110, 1000, 1001 are
not valid patterns for an analogical proportion). The solution exists if and only
if (a ≡ b) ∨ (a ≡ c) holds. When the solution exists, it is unique and given by
solution x = c ≡ (a ≡ b). This corresponds to the original view advocated by
Klein [17] who applied even to the cases 0 : 1 :: 1 : x and 1 : 0 :: 0 : x, where
it yields x = 0 and x = 1 respectively; as already said S. Klein was making no
differences between Ana, Par and Rev.

This equation solving mechanism directly applies to Boolean vectors in B
n,

i.e., looking for x = (x1, · · · , xn) such as a : b :: c : x holds, amounts to
solving the n equations ai : bi :: ci : xi. When the n equations are solvable,
we can observe that the analogical proportion solving process may be creative
(an informal quality usually associated with the idea of analogy) in the sense
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Fig. 2. A simple analogical sequence of pictures

Fig. 3. A Boolean coding for Fig. 2

that it may be the case that x �= a, x �= b, and x �= c. For instance, we obtain
x = (x1, x2) = (0, 0), from a = (a1, a2) = (1, 1), b = (b1, b2) = (1, 0), and
c = (c1, c2) = (0, 1).

This can be applied to completion tests such as the example of Fig. 2.
The problem may be encoded using the 5 Boolean predicates hasSquare(hS),
hasBlack Dot(hBD), hasTriangle(hT ), hasCircle(hC), hasEllipse(hE) in
that order.

This leads to the code of Fig. 3. Applying componentwise the solving process,
we get x = (0, 1, 1, 1, 0) which is the code of the expected solution. The approach
is constructive since the missing picture x is obtained by computation from
a, b, c. This contrasts with the classical approaches to this problem, pioneered
by Th. Evans [9] where d is to be chosen among a set of candidate pictures which
contains a picture considered as being the right answer, and where the change
between a and b is compared with the change between c and x for each x, leading
to choose x as the one maximizing the similarity between the changes. Clearly,
we may imagine some sequence of pictures a, b, c which cannot be completed
by a fourth picture x in the sense of analogical proportion since the equation
a : b :: c : x = 1 is not always solvable. When there is no analogical solution,
we may think of using another homogeneous logical proportions. It should be
also clear that the approach may not be suitable for solving quizzes obeying to a
functional pattern of the form a : f(a) :: b : f(b), when the features considered
for defining the vectors do not account for the modeling of f ; then the function
f has to be guessed on the basis of some simplicity principle [1].

The equation solving process may be also restricted to a subpart of x. This is
the basic inference pattern underlying the analogical proportion-based inference,
which can be described as follows: if an analogical proportion holds between p
components of four vectors, then this proportion may hold for the last remain-
ing components as well. This inference principle [35] can be formally stated as
follows: ∀i ∈ {1, ..., p}, ai : bi :: ci : di holds

∀j ∈ {p + 1, ..., n}, aj : bj :: cj : dj holds
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This is a generalized form of analogical reasoning, where we transfer knowledge
from some components of our vectors to their remaining components, tacitly
assuming that the values of the p first components determine the values of the
others. Then analogical reasoning amounts to finding completely informed triples
(a, b, c) suitable for inferring the missing value(s) of an incompletely informed
item. In case of the existence of several possible triples leading to possibly distinct
plausible conclusions, a voting procedure may be used, as in case-based reasoning
where the inference is based on a collection of single cases (i.e., the nearest
neighbors) rather than on a collection of triples. This inference pattern can
be generalized when the p attributes include numerical ones, by computing an
average score of the qualities of the analogical proportions over the p components
(using one of the graded extensions of Sect. 5), and choosing the prediction such
that the sum of the average scores to which it is associated, is maximal.

7 Applications

We briefly survey some existing or potential applications of analogical
proportions.

Classification. Classification is an immediate application of the above inference
principle where one has to predict a class cl(x) (viewed as a nominal attribute)
for a new item x. Then one looks for triples (a, b, c) of items with a known class,
for which the class equation cl(a) : cl(b) :: cl(c) : cl(x) is solvable, and for which
analogical proportions hold with x on the attributes describing the items. It has
been first successively applied to Boolean attributes [4,21] and then extended
to nominal and to numerical ones [5]. Recent formal studies have shown that
analogical classifiers always give exact predictions in the special cases where the
classification process is governed by an affine Boolean function (which includes
x-or functions) and only in this case, which does not prevent to get good results
in other cases (as observed in practice), but which is still to be better understood
[7,16]. This suggests that analogical proportions enforces a form of linearity, just
as numerical proportions fit with linear interpolation.

Raven Tests. They are IQ tests, where one is faced with a 3 × 3 matrix with
8 cells containing pictures, where one has to guess what is the right contents of
the empty ninth cell, among 8 proposed solutions. An example1 is given with its
solution (a simple big square) in Fig. 4. The idea is to postulate that in a line
(and maybe in a column), the picture of the 3rd cell is to the pictures of the
first two pictures as the picture of the 3rd cell is to the pictures of the first two
pictures in the next line (or column). It amounts to dealing with proportions of
the form (cell1, cell2) : cell3 :: (cell′1, cell′2) : cell′3 (where the celli’s refer to

1 For copyright reasons and to protect the security of the test problems, the orig-
inal Raven test has been replaced by an isomorphic example (in terms of logical
encoding).
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Fig. 4. Modified Raven test 12 and its solution

feature-based vectors describing the feature. Then the application of the analog-
ical inference amounts to copying patterns observed in other lines or columns,
feature by feature. Again the solution is built, and not chosen. See [1] for details
and discussions.

Analogy-Based Decision. Let us just outline the idea using generic scenarii;
see [2] for details. Suppose that a decision δ was experienced in two different
situations sit1 and sit2 in the presence or not of special circumstances, leading
to good or bad results respectively depending on the absence or on the presence
of these special circumstances. Suppose we have in our repository the first three
lines of the following table (cases a, b, c), while we wonder if we should consider
applying decision δ or not in sit2 when no special circumstances are present (case
d). The analogical inference leads here to the prediction that the result should
be good.

case situation special circumstances decision result

a sit1 yes δ bad

b sit1 no δ good

c sit2 yes δ bad

d sit2 no δ good

Note that if we apply a case-based decision view, case d might be found quite
similar to case c, since they are identical on all the features used for describing
situation sit2, and differs only on the maybe unique feature describing the so-
called “special circumstances”; this would lead to favor the idea that decision
δ in case d would also lead to a bad result as in case c. Still, a more careful
examination of cases a, b, c may lead to an opposite conclusion. Indeed it is nat-
ural to implicitly assume here that the possibly many features gathered here
under the labels “situation” and “special circumstances” are enough for describ-
ing the cases and for determining the quality of the result of decisions applied
to the cases. Thus, the fact that in sit1, the quality of the result of decision δ is
bad (resp. good) is explained by the presence (resp. absence) of “special circum-
stances”. Then the analogical inference enforces here that we should have the
same behavior in sit2.

Rather than analogically predicting the evaluation of the output of a potential
decision in a new situation, one may suppose that we start with a repertory of
recommended actions in a variety of circumstances, and then one may also think
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of trying to take advantage of the creative capabilities of analogy for adapting
a decision to the new situation. This may be useful when the final decision has
diverse options. Such as Serve a tea with or without sugar, with or without
milk. Let us consider this example to illustrate the idea. As stored in the table
below, in situation sit1 with contraindication (c i), it is recommended to serve
tea only, in situation sit1 with no c i, tea with sugar, while in situation sit2
with c i one serves tea with milk. What to do in situation sit2 with no c i ?
Common sense suggests tea with sugar and milk, maybe. It is what analogical
proportion equations says: indeed δ : δ :: δ : x, 0 : 1 :: 0 : y and 0 : 0 :: 1 : z
yield xyz = δ11 as in the table below.

case situation contraindication decision option1 option2

a sit1 yes δ 0 0

b sit1 no δ 1 0

c sit2 yes δ 0 1

d sit2 no δ 1 1

Analogical Inequalities. An analogical proportion states that the results of
the comparisons of a and b on the one hand, and of c and d on the other hand,
in terms of dissimilarity indicators, are the same. Analogical inequalities [31]
weaken such statements of identity into statements of the form “a is to b at least
as much as c is to d”. Starting from the Boolean expression (1) of the analogical
proportion, we replace the two symbols ≡ expressing sameness by two → for
modeling the fact that the result of the comparison of c and d is larger or equal
to the result of the comparison of a and b. Namely, we obtain

a : b << c : d = ((a ∧ ¬b) → (c ∧ ¬d)) ∧ ((¬a ∧ b) → (¬c ∧ d)) (6)

It can be checked from the definition that the following expected properties hold:

– a : b << a : b
– a : b :: c : d ⇒ a : b << c : d
– a : b :: c : d ⇔ ((a : b << c : d) ∧ (c : d << a : b))
– (a : b << c : d) ⇔ (¬a : ¬b << ¬c : ¬d)
Indeed, a : b << c : d is weaker than a : b :: c : d. More precisely a : b << c : d
holds true for the 6 patterns that makes analogical proportion true, plus the
4 patterns 0001, 0010, 1110, 1101. These latter patterns correspond to the 4
situations where a ≡ b and c �≡ d. In these 4 situations a and b are indeed
strictly closer than c and d, and these are the only cases in {0, 1}. It can be
checked that a : b << c : d is true if and only if (a : b :: c : d) ∨ (a ≡ b) is true.

When extended to the multiple-valued case [31], we obtain graded analogical
inequalities that might be of interest in visual multiple-class categorization tasks
for the handling of pieces of knowledge about semantic relationships between
classes of the form “a is to b at least as much as c is to d” where a, b, c, d refer
to the value of a feature of interest in 4 different images [18].
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8 Conclusion: Link and Differences with Case-Based
Reasoning

As suggested in this overview, and already emphasized in [26], analogical
proportion-based inference departs from case-based reasoning since the former
takes advantage of triples for extrapolating plausible conclusions, while the lat-
ter exploits the similarity of the new case with a collection of stored cases
considered one by one. Indeed, although “< solution1 > is to < problem1 >
as < solution2 > is to < problem2 >” may be regarded as an analogi-
cal proportion, the view presented here assumes that the vectors represent-
ing the four items in the analogical proportion “a is to b as c is to d”
are all defined on the same set of features. As suggested when discussing
analogy-based decision, we would rather suggest to exploit analogical pro-
portions of the form (< problem1 >,< solution1 >) : (< problem2 >,
< solution2 >) :: (< problem3 >,< solution3 >) : (< problem0 >,
< solution0 >) for extrapolating < solution0 > from 3 known cases ({(<
problemi >,< solutioni >) | i = 1, 3}) by solving equation < solution1 >:<
solution2 > ::< solution3 >:< solution0 > (where < solution0 > is unknown),
provided that < problem1 >:< problem2 > :: < problem3 >:< problem0 >
holds.

The view advocated here is also in line with the use of the creative power
of analogical reasoning for, e.g., creating a new recipe from known ones, as
suggested by the following example where one knows about lemon pie (a), lemon
cream (b), and apple pie (c) (roughly described by obvious features here), leading
to the creation of the apple cream, in a spirit not so far of adaption methods in
case-based reasoning [10].

pastry cream lemon apple dessert fruit juice

lemon pie 1 0 1 0 1 1 1

lemon cream 0 1 1 0 1 1 1

apple pie. 1 0 0 1 1 1 1

apple cream 0 1 0 1 1 1 1

Moreover, the computation of the result of the inference may give birth to some
explanation: pies and creams are two desserts, both lemon and apple are juicy
fruits, lemon pie and lemon cream exist, apple pie exists, why not trying apple
cream ?

The handling of analogical proportions “a is to b as c is to d” where a and c do
no belong to the same conceptual universe as b and d, as in the sentence “Oslo is
to Norway as Paris is to France” is more tricky [20,23] and still under study.
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Abstract. Recommender systems is an important tool to help users find rele-
vant items to their interests in a variety of products and services including
entertainment, news, research articles, and others. Recommender systems gen-
erate lists of recommendations/suggestions based on information from past user
interactions, choices, demographic information as well as using machine
learning and data mining. The most popular techniques for generating recom-
mendations are through content-based and collaborative filtering with the latter
used to provide user to user recommendations. However, collaborative filtering
suffers from the long tail problem, i.e., it does not work correctly with items that
contain a small number of ratings over large item populations with respectively
large numbers of ratings. In this paper, we propose a novel approach towards
addressing the long tail recommendation problem by applying Case-based
Reasoning on “user history” to predict the rating of newly seen items which
seem to belong to the long tail. We present a hybrid approach and a framework
implemented with jCOLIBRI to evaluate it using the freely available Movielens
dataset [8]. Our results seem promising and they seem to improve the existing
prediction outcomes from the available literature.

1 Introduction

Recommender systems seem a key step in tackling the increasing difficulty users have
with handling large information volumes, cognitive overload and data sparsity while
attempting to find the right information at the right time [2]. Nowadays, recommender
systems are used by a continually increasing stream of applications in an attempt to
maximise the provision of successful user suggestions. Usually, these suggestions rely
heavily on profiling, user demographic information and user behaviour analysis by
applying data-mining and machine-learning techniques.
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At present, two recommendation strategies seem to be the most prominent, that of:
Content Based Filtering (CBF) or Content-based recommender systems; and the Col-
laborative Filtering (CLF) strategies. A content-based example may be an online image
gallery where users can provide suggestions either explicitly or implicitly. A user
profile can then be generated and gradually populated with the preferences of the user
and, as a consequence, to steadily be able to provide more accurate recommendations.
Such an approach relies not only on ongoing knowledge acquisition, but also on
maintenance from the designers of the system. This is due to the fact that the rec-
ommender system’s knowledge does not exist in the first place. Alternatively, col-
laborative filtering is dependent on the observation that item knowledge is not required,
since the possible availability of other user profiles may be able to “suggest” a number
of “right” items to a user whose profile is sufficiently similar to any profile available
within a pool of users. The degree of similarity can be calculated based on user ratings
of past events, item ratings, user opinions etc. which are related to the target user.

Several recommender systems seem to focus on the highest rating of popular or
long-standing items. This method works well when there are sufficient numbers of users
to rate such items. However, a challenge emerges when an item has not been rated
“enough”, i.e., when there are insufficient user-ratings available. This is the long-tail
problem in recommender systems which typically refers to less popular, or newly-added
items. Such items seem to belong to the distribution long-tail (long tail recommendation
problem - LTRP) [14]. They should not, therefore, be ignored since: a) they could
contribute to more specific recommender gain(s) and b) they could solve the cold start
problem where sparse-rating items exist. [14] has presented a solution to the LTRP by
splitting the recommendation into head and tail and by providing a clustering approach
for the tail items. In [15] this way, similar users have been clustered with similar clusters
in order to mitigate the CLF data-sparsity challenge. [14] Clustering was also employed
so as to improve the accurate prediction of CLF in which items are divided into similar
groups and where CLF is applied to each group separately.

Our work presents a new approach to the long-tail recommendation problem
(LTRP) by relying on past user experience to retrieve items of similar rating for a new
user. This is done by combining collaborative and content-based filtering in order to
mitigate the increased error rate of a recommender system while dealing with
low-ranked items in the tail. We have defined such low-ranked items as unpopular
items, and the high-ranked items as popular ones. We propose that presenting a user
history as a case base can help to reduce the LTRP as well as increasing the probability
of identifying similar items from a user’s past ratings of similar items. These cases can
be identified using case-based reasoning on top of a hybrid CBF-CLF recommender
system. Our proposed model and experiments on a freely-available dataset of more
than 100,000 cases, have shown promising results and, in a number of cases, compare
better to CBR and CLF baselines, respectively, as well as to the presented approaches
within the literature.

This paper is structured as follows: Sect. 2 presents work related to recommender
systems, the long tail recommendation problem and recommender systems, as well as
Case-based Reasoning. Section 3 details our hybrid recommender system approach and
defines our proposed model for mitigating the LTRP problem. Section 4 presents our
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experiment topology, our promising experiment results and the domain specific chal-
lenges using the publicly available Movielens dataset. Finally, Sect. 5 focuses on the
limitations of this work as well as several possible paths for future work.

2 Related Work

Recommender systems focus on tackling the problem of finding user relevant and/or
desirable products without the user having prior knowledge of, preference for, or
interaction with them. The literature presents substantial work in this field and focuses
largely on the (two) most popular recommender system methods: collaborative filtering
[12] and content-based filtering [19]. In collaborative filtering, recommender systems
rely on the “wisdom of the crowds” and is based on the assumption that similar users
should have the same preferences and as a result “rate the same” similar items. On the
other hand, content-based filtering is based on the item description in relation to users
as well as on their preferences as they relate to information retrieval and filtering
techniques, e.g., the TF-IDF (vector space) representation.

When a collaborative system uses available ratings from “similar users” it is called
User-User collaborative filtering [6]. Examples of User-User collaborative filtering can
be seen in [22] where mobile activities were recommended to users based on the other
locations. [3] also proposed a User- User approach as an appropriate method of pre-
dicting internet user trends based on user opinions.

Contrary to collaborative systems, in content-based systems, recommendations are
made using an “Item-User” similarity [16] were attributes of an item (e.g. for a book,
author, price, number of pages) may suggest another item of interest to a user. For
example, [17, 18] propose content-based approaches in order to recommend news
stories based on their users Twitter history.

In addition to the CLF and CBF techniques, the literature presents a number of
approaches using Hybrid recommender systems (HRSs) [13]. HRSs seem to solve CLF
and/or CBF deficiencies in several recommendation applications. It is for this reason
the literature shows an increased number of applications over the years. Furthermore,
there seems to be an optimisation standard in matching the shortcomings of the main
recommendation techniques [20].

Case-based reasoning appears to be a popular technique in creating both recom-
mender system algorithms applications. For example, [7] detailed how online stores
have used past information via case-based reasoning in order to increase sales of books,
movies, mobile phones and other devices. [9] proposed feature weighting case based
reasoning as recommender systems with neural networks to predict the customer
characteristics and thus market behaviour.

A major challenge in recommender system is how to recommend less popular
items, a problem also referred to as the long tail problem [1]. The literature presents a
number of ways of solving this problem, such as through the use of clusterings [14, 15]
techniques in order to boost item rating in the long tail. In addition, authors in [5] use
matrix factorization algorithms and neighbourhood method so as to evaluate the per-
formance of the recommendation of items in the long tail. Graph-based algorithms have
also been proposed [21] for the long tail recommendation by using user-item
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information along with undirected edge- weighted graphs for long tail item recom-
mendation. In [4] a CBR system, it is suggested that unknown artist and tracks are
recommended. The proposed system in that study could identify whether an item
resided in the long tail and if it were attempting to improve its provided meta-data
through the addition of tag knowledge.

As we have seen the literature suggests a number of approaches in collaborative,
content-based and hybrid recommendations. However, most of the existing recom-
mendations algorithms do not apply CBR techniques to solve the long tail problem in
the recommendations. The use of a CBR method has many advantages over the others.
Firstly, this method does not need any pre-calculation of the items. For example, in the
literature we find a number of methods that need pre-calculation before the recom-
mendation such as occurs in clustering. Another advantage is that this method does not
require the saving or creation of further information. If the system does not calculate the
rating based on other users, it uses the history of the user and this information is the
same information as in the CBF. And finally, in [21] it is explained that many algo-
rithms decrease the accuracy when recommending long tail items, but in our case, the
accuracy is increased using CBR system.

In the next section, we will present our suggested approach based on a hybrid
recommender system that solves the Long Tail recommendation problem using a CBR
framework and combined collaborative filtering and content-based methods.

3 Hybrid Recommender System

This section explains the hybrid system that is designed to resolve the long tail problem
using CBR. In Fig. 1 we can see that our proposed architecture has two (2) different
modules: a collaborative filtering component that calculates the predicted rating based
on other similar users and a content-based one. The content-based component calcu-
lates the predicted rating using other similar movies that the user has rated in the past.
Both modules have been developed using jCOLIBRI [10], a Java framework that
allows for the rapid prototyping of cases, information retrieval as well as continuous
integration to the CBR cycle.

The system receives a query (Q) that identifies the target user (u) and movie (m).
Ratings are in a scale from 1 to 5 and the goal is to compute the estimated rating for the
movie rðm; uÞ0

Q ¼ \u; m[ ð1Þ

The first step in the system is to decide which method is more effective in correctly
calculating the rating prediction. This decision is based on the number of ratings
received by the target movie. In order to make this decision, the system computes a
vector Rmð Þ that represents the ratings of a concrete movie m.

Rm ¼ m; rh im¼ m; rðm; u1Þh i; . . . m; rðm; ujÞ
� �� � ð2Þ
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In this first step, the system obtains the number Rmj j of ratings that the query movie
(m) has. Then, it compares this value with a threshold constant (d). If the number of
ratings of m is higher than d, then this movie is not in the long tail problem and the
collaborative filtering module can be used. On the other hand, if the number of ratings
is lower than d, the system can not search for similar users that rate this movie, due to
the fact that the system does not have a sufficient number of ratings and should,
therefore, use the content based module.

Next, we will explain each module in detail and set out how the rating prediction of
a movie is calculated.

3.1 Collaborative Filtering Module Based on Users

The first module used in the hybrid system is a collaborative filtering CBR system. The
main goal of this module is to calculate the rating prediction based on the ratings of
similar users u0. This module computes a list with all the movies previously rated by
any user Ruð Þ and compares the list in order to obtain the user similarity.

QCF ¼ \u;m;Ru [ ð3Þ

where

Ru ¼ m; rh iu¼ m1; rðm1; uÞh i; . . .; mn; rðmu; uÞh ið Þ ð4Þ

r 2 ½1::5� ð5Þ

This module uses the k Nearest-Neighbours (kNN) algorithm to calculate the rating
prediction. The users obtained by the kNN must contain a rating for the target movie

Fig. 1. Recommender system architecture.
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m. To calculate the similarity between two users, the collaborative filtering module
compares both lists of ratings:

simCFðQCF ;CCFÞ ¼ simðRu;Ru0 Þ ð6Þ

where

CCF ¼ \u0;m;R0
u [ ð7Þ

This module can be configured using any similarity function that calculates the
similarity between both vectors. In our experiments, this was configured with two
similarity functions. First, the Euclidean distance:

simEucðRu;Ru0 Þ ¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
XMj j

m¼0

rðm; uÞ � r m; u0ð Þð Þ2
vuut ð8Þ

where

M ¼ Ru \Ru0 ð9Þ

The other similarity function explored in the experimental evaluation is the Pearson
correlation [11]:

simPea Ru;Ru0ð Þ ¼
P Mj j

m¼0 r m; uð Þ � Ru
� �

r m; u0ð Þ � R0
u

� �
ruru0

ð10Þ

where

M ¼ Ru \Ru0 ð11Þ

When the system has retrieved the k most similar users that have rated the target
movie m, it calculates the rating prediction using the other rates derived from these
users. This prediction is calculated with the weighted average of the rating and the
similarity measure.

r m; uð Þ0 ¼
Pk

i¼0 ri m; u
0ð Þ � simi Ru;Ru0ð ÞPk

i¼0 simi Ru;Ru0ð Þ ð12Þ

Finally, r m; uð Þ0 is the result returned by this module as the rating prediction.
We will now explain the second method.

40 G. Alshammari et al.



3.2 Content Based Module Based on User Ratings History

The second CBR module is used in order to resolve the long tail problem, i.e., the
situation where the system lacks a sufficient number of ratings for the target movie
m from other users. This module calculates the rating with a content based similarity
function based on the description of the movie rated by the user. This system creates a
personal case base for the target user. Each case CCBð Þ contains a list of genres that
describes the movie.

CCB ¼ \u;m;Gm [ ð13Þ

Gm ¼ g1; . . .gi; . . .; gnf g ð14Þ

Now, given a query, movies are compared according to the number of common
genres.

sim m;m0ð Þ ¼ Gm \G0
m

Gm \G0
m

ð15Þ

Using the k most similar movies, the CBR module calculates the rating prediction
using Eq. 12.

The next section explains the experiments we designed to evaluate this system as
well as the corresponding results.

4 Experimental Evaluation

In this section, we explain the experiments realized to evaluate our CBR approach.
First, we detail all the steps in the experiment and, finally, we show the results and
explain them.

4.1 Experimental Setup

The dataset used in these experiments is the MovieLens dataset [8]. It is a common
dataset used to evaluate recommender systems. It contains the result of users interacting
with MovieLens recommender system from 19th of September 1997 to 22nd of April
1998. This dataset consists of 100,000 ratings in the range of 1 to 5 from 943 users
based on 1682 movies. The users who have fewer than 20 ratings were removed.

In these experiments, we evaluate the accuracy rate of the hybrid system. In
addition, we compare these results with an approach that only uses collaborative fil-
tering or content based methods. To evaluate the accuracy rate of each system, we
apply a Leave-One-Out evaluation. For each query, we calculate the difference between
the rating predicted by the system and the actual rating. This evaluation was executed
with the following conditions:
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Collaborative Filtering. In this test, we calculate the accuracy rate using only a
collaborative filtering method based on users.
Content Based. Next, we repeated the experiment with a content-based method
based on users. This method, uses the statistical average of ratings per genre defined
in each user description.
Combined Method. In this experiment, we combined both recommender systems
with a similarity function. In this case, the similarity between 2 users is the average
of the similarity calculated with the collaborative filtering method and the
content-based method.
CBR Approach. Finally, we have evaluated the system explained in this paper.

All tests were varied by systematically changing two elements: the similarity
function used (less in the content-based module based on items) and the k in the kNN
algorithm. The similarity functions used were the Euclidean similarity and the Pearson
similarity shown in Sect. 3 above. The values of the k were: 3, 5, 10, 15 and 25.

4.2 Results

In this section we present and explain the results obtained by these experiments.

Figure 2 shows the accuracy rate of each method using different similarity func-
tions, and different values of the k in the kNN algorithm. These results show that the
CBR method presented in this paper improves the general accuracy of the prediction.
The other methods have an accuracy of less than 70% with both similarity functions.
The system proposed improves the accuracy by between 6–10% depending on the
similarity function and the k selected in the kNN algorithm.

In addition, Fig. 3 shows the performance of our method. It also shows the Mean
Absolute Error (MAE) of each method. In addition to this, it demonstrates that the error
rate of the CBR system is lower than in the other approaches, i.e., the CBR system can
predict unknown ratings better in the Movielens dataset.

In Fig. 4, the Root Mean Square Error (RMSE) which demonstrates that the per-
formance of our system improves compared to the baseline.

Fig. 2. Accuracy rate for each algorithm based on the similarity function and kNN.
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To calculate the improvement rate of our system, we used the improvement
function described in [14]. This calculates the improvement rate based on comparing
the RMSE of our system with the others:

Improvement rate ¼ RMSEbase � RMSECBR

RMSEbase
ð16Þ

Figure 5 shows the comparison of the improvement rate of the CBR system versus the
baseline in the results obtained. This figure shows that our system improves the prediction

Fig. 3. Mean Absolute Error (MAE) for each algorithm based on the similarity function and
kNN.

Fig. 4. Root Mean Square Error (RMSE) for each algorithm based on the similarity function and
kNN.

Fig. 5. Improvement Rate of the CBR system with the baseline.
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by between 8% to 18% using the Euclidean similarity function. Also, using the Pearson
Similarity function the CBR system improves the rating by between 8% to 14%.

5 Conclusions and Future Work

In this paper, we present a new approach to solve the long tail problem using a CBR
system. When the system is asked for a new item, it will obtain the number of ratings
received by this movie. If the movie does not have a sufficient number of ratings, i.e.,
the movie has in the long tail problem, then it will use the CBR approach to calculate
the rating. In this case, the CBR system uses as cases movies that the user has rated in
the past. Then, this method retrieves the most similar movies based on the genres. Next,
the rating of the new movie is calculated by the most similar movies.

The method presented in this paper does not need to pre-process the data before
executing the recommendation. Furthermore, this method does not need to save more
information, because in both techniques we use the same information (the users rating
histories). And, finally we explain that our approach increases the accuracy of detecting
and applying a CBR method with items in the long tail.

However, this is the first version of this approach. In the future, we need to solve
several of the drawbacks to our system. For example, the method must be faster with a
large dataset. An approach of this type could be used to calculate representative cases
for each item, or divide all cases into groups of users with the same features. In
addition, another challenge is to identify” where do we have” a long tail problem. In
this paper, we define a constant in order to determine this. However, it may be that the
long tail problem is not defined by the number of ratings, although it is possible that
there may not be enough different types of users who rate an item.
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Abstract. This paper presents results of a user study into extending the
functionality of an existing case-based search engine for similar architec-
tural designs to a flexible process-oriented case-based support tool for
the architectural conceptualization phase. Based on a research examin-
ing the target group’s (architects) thinking and working processes during
the early conceptualization phase (especially during the search for simi-
lar architectural references), we identified common features for defining
retrieval strategies for a more flexible case-based search for similar build-
ing designs within our system. Furthermore, we were also able to infer
a definition for implementing these strategies into the early conceptu-
alization process in architecture, that is, to outline a definition for this
process as a wrapping structure for a user model. The study was con-
ducted among the target group representatives (architects, architecture
students and teaching personnel) by means of applying the paper proto-
typing method and Business Processing Model and Notation (BPMN).
The results of this work are intended as a foundation for our upcoming
research, but we also think it could be of wider interest for the case-based
design research area.

Keywords: CBR and creativity · Process-oriented CBR · Knowledge
modeling · Business process modeling · Case-based design

1 Introduction

In this paper, we address the early conceptual design phase in architecture, where
searching for helpful, inspirational, and similar previous designs and solutions
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can support the design and development process by offering insights and conclu-
sions from existing solutions. The ability to compare and evaluate relevant refer-
ence examples of already built or designed buildings helps designers assess their
own design explorations and informs the design process. Most computational
search methods available today rely on textual rather than graphical approaches
to representing information. However, textual descriptions are not sufficient to
adequately describe spatial configurations such as floor plans. To address these
shortcomings, a novel approach was introduced by Langenhan et al. [13] which
facilitates the automatic lookup of reference solutions from a repository using
graphical search keys. In the basic research project, Metis1, these issues were
examined further using methods of case-based reasoning (CBR), multi-agent
systems (MAS), and computer-aided architectural design (CAAD).

As part of the project activities, a distributed case-based retrieval engine
MetisCBR [2] was developed that retrieves similar building designs using case-
based agents that apply search methods implemented in the CBR framework
myCBR. In its general mode of operation, MetisCBR’s core functionality seeks
the most suitable strategy for each query from a set of such strategies. Cur-
rently, these strategies do not have a structural definition according to archi-
tectural requirements, that is, MetisCBR has only basic similarity assessment
strategies that were designed using an adapted bottom-up method based on the
basic elements of the domain model described in Ayzenshtadt et al. [1]. However,
as we are planning to extend MetisCBR to a process-oriented case-based design
support tool for the architectural conceptualization phase, such structural def-
initions are needed to provide a common interface for implementating different
high- and low-level processes. To address this issue, we conducted a process mod-
eling study among the target group representatives to examine their similarity
assessment processes (low-level) and the inclusion of the similarity assessment in
the whole conceptualization process (high-level). Our main aims for this research
were:

– Determine common features in a multitude of architects’ own strategies and
infer a methodology for defining such strategies in our system.

– Find a common structure for the conceptualization process (that we call a
user model) with inclusion of similarity assessment strategies for the further
design of user models for the system.

This paper is structured as follows: in Sect. 2, we describe our previous work
in the Metis project and other related research in this area. In Sect. 3, we show
which suggestions from previous research in this field led us to work on the
strategic and process-related aspects for the system. In Sect. 4, we describe in
detail the modeling study we conducted, presenting the background and short
descriptions of the main elements we used (POCBR, BPMN, paper prototyping)
and then describing the study’s main phases and summarized results. In Sect. 5,
1 Metis – Knowledge-based search and query methods for the development of seman-

tic information models for use in early design phases. Funded by DFG (German
Research Foundation).
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we provide definitions of the foundations (strategy and process) for user models
for our system. Finally, in the last section we conclude with a review of this
paper and an outlook on future work.

2 Related Work

The research area of case-based design (CBD) has a long history in the commu-
nities of both CBR and knowledge-based design research fields. As an impor-
tant part of early CBR research, CBD (and its application in architecture espe-
cially) has gained much interest from the beginning of the advanced domain-
bounded CBR research. Many projects have been initiated since then and sev-
eral approaches and applications have been developed for both basics as well
as advanced methodologies in this research domain. In this section, we review
research conducted our Metis project began and the work accomplished since
over the course of the project activities.

Research conducted prior to our project includes a number of essential
approaches and fundamental work, now well-known in the research commu-
nity. An example of such fundamental work is [14] and an overview of the prior
approaches can be found, for example, in [18]. FABEL [22], CaseBook [8], or DIM
[10] are examples of approaches that apply CBR to design problems. One of the
most comprehensive work in studies of the application of CBR to the architec-
tural design process is Richter’s work [17], and [19] contains a summary of this
research including an overview of suggestions for improving such applications.

In the Metis project, which was initiated to enhance architectural design by
providing knowledge-based retrieval methods to support the early conceptual-
ization phase, a number of different approaches to searching for similar architec-
tural design solutions were developed. MetisCBR, mentioned above, is one such
approach, while others include an adapted VF2 approach (described in [5]) for
(sub)graph matching, index-based retrieval with the Cypher language queries of
the graph database Neo4j, and the enhancement [23] of the original Messmer-
Bunke algorithm [15]. Comparative evaluations of MetisCBR and other retrieval
methods were undertaken, for example, in [3,20]. Retrieval support tools, such
as a web-based floor plan editor (Metis WebUI) [4] and a content management
system mediaTUM, were also developed.

The theoretical foundation underlying our systems is the paradigm of Seman-
tic Fingerprint [12] and AGraphML [11] (a representation format for graph-based
floor plans). For example, a case in MetisCBR is a semantic fingerprint of a floor
plan that is imported as an AGraphML from mediaTUM and represented in the
myCBR internal case format according to the domain model described in [1].

3 Problem Definition in the CBD Domain

Richter [19] presents the results of research conducted in the field of case-based
reasoning in architecture and makes a number of recommendations for further
research in this area. One of the main recommendations is that query strategies
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should be optimized in case-based design support systems. In our work, we tried
to find an initial solution to this problem. First, we try to obtain knowledge
for constructing such strategies from the actual knowledge carriers by means of
a modeling study. From an analysis of this study, we then infer and propose
a structural definition for query strategies and, more general, superstructural
definition of processes (user models) which we can then use for MetisCBR, but
this can also potentially serve as a foundation for other approaches.

Another suggestion made in [19] is that an unaddressed issue of quality assess-
ment in case-based design (especially in architecture) should be investigated. We
also address this in our study, but in addition to similarity assessment. Although,
the question of quality should be investigated in a separate context, our work
may provide a starting point or serve as inspiration for more detailed research
in this direction.

The last suggestion from [19] we deal with is the variability of the CBD
approaches. This is also a question that needs to be fully examined in a sepa-
rate context, for example to identify which degrees of variability are required in
which context of the conceptualization phase. We also address this suggestion
in our study, and initially investigate how this feature can be included (e.g., in
strategies).

4 The Process Modeling Study

4.1 Background and Main Aspects

As mentioned in Sects. 1 and 3, our process modeling study was conducted to
define the foundations for developing user models for enhancing our system from
a search engine to a design support tool. While developing ideas for solutions
to the questions mentioned in Sect. 3, i.e., how best to strategically improve the
system to provide the most suitable design recommendations at the right point
in time in the conceptualization process, the most logical and valuable source of
potential answers seemed to be expert knowledge from the target group (repre-
sentatives of the architectural design domain). Likewise, we expected that there
would be many commonalities in strategies among different representatives of
the target group. To gain this knowledge, to confirm or disprove our assump-
tions, and to conduct the study we developed a small methodology that consists
of a questionnaire, modeling, and cross-evaluation (see more in Sect. 4.2). During
the development of this methodology, we tried to consider how components of
thinking (such as categorization, comparison, and condition that are explained,
e.g., in [7]) could be combined to extract the most valuable aspects of knowledge
for our aims. In the next sections, we describe the main aspects and components
of our study and how we use (and/or are going to use) them in our research and
development.

Process-Oriented CBR. POCBR is an approach for applying case-based rea-
soning to process-oriented information systems (POIS). Today, the applications
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of POCBR extend beyond classical POIS domains, such as workflow manage-
ment, to include other domains, such as medical healthcare, e-science, or cooking
[16] and in recent years, POCBR has been the subject of research for major CBR
problem fields: retrieval is covered, for example, in [9], and adaptation in [16].

To enhance MetisCBR from a CBR-based retrieval system to a CBR-based
design support tool, we decided to extend it into a POIS with a number of
implemented processes (user models), where the most suitable user model is
activated when certain user behavior is detected (i.e., the user behavior will be
a case with actions as attributes that, when sufficiently matched, activate the
model).

BPMN. Business Process Model and Notation (BPMN) is a graph-oriented
process modeling language for the visualization of business workflows with pre-
defined elements and notations. It has become a very widely-used standard form
of notation for the analysis of processes on the corresponding domain’s high
level system design [6]. The current Version of BPMN is 2.0. BPMN consists of
a number of element groups, the most important of which are Flow Objects for
denoting tasks and events, and Connection Objects for denoting the connections
between the elements. A multitude of software tools is available for BPMN-based
process modeling.

For our post-study analysis, i.e., the transformation of processes modeled by
our participants into a digital form, we used Camunda Modeler2. In a compar-
ative evaluation of open source tools for building research prototypes, it was
determined that Camunda Modeler is a cross-platform application that provides
full BPMN 2.0 support [21].

Paper Prototyping. Paper Prototyping (or Rapid Paper Prototyping) is a
method for evaluating user interfaces in early stages of the software develop-
ment process. It is commonly-used by usability engineers for implementing user-
centered design and to test the functions of future software products among the
potential user group. The principle relies on the concept of a printed or sketched
version of the software’s user interface that prototypically represents its func-
tions. The user interacts with these to detect usability problems in early phases
of implementation of the software.

For our study, we adapted and modified the paper prototyping method to
allow our participants to model their similarity assessment and conceptualization
processes with several sketched elements of the BPMN. In contrast to a usability
study for a software prototype, our participants did not have a concrete proto-
type to test, but were instead asked to model a prototype of their processes using
the sketched BPMN elements.

4.2 Study Process and Results

Five representatives of different areas of the architecture domain agreed to
take part in the study, including architects, architecture PhD students, and
2 https://camunda.org/features/modeler/.

https://camunda.org/features/modeler/
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architecture teaching staff. On average, we spent approximately 2 hours per
interview for each of the participants. In the next sections, we describe the
methodology we developed and used, the questions and tasks we used when
working with the participants, as well as the corresponding results.

Methodology. Our methodology for conducting the study consisted of four
main phases described below (see also Fig. 1. Detailed descriptions of phases
and corresponding results are provided in the following sections):

1. Criteria Survey: the participants were asked to name the criteria for rating
the quality and similarity of architectural designs.

2. Similarity Assessment Modeling: the participants were asked to manually
select the most similar design(s) from a collection of designs for a given pre-
defined query. After the selection they were asked to model their process, i.e.,
to reconstruct their cognitive similarity assessment process using the sketched
BPMN element prototypes. This phase consisted of three sub-phases that cor-
respond to three complexity levels of a floor plan.

3. Conceptualization Process Modeling: the participants were asked to model
their entire (early) conceptualization process, including how they incorporate
similarity assessment.

4. Cross-Evaluation: the current participant was asked to evaluate the similarity
assessment process of one of the previous participants.

Fig. 1. The main steps of the methodology we applied during the process modeling
study. P[n] denotes a participant.

Preliminary Questionnaire. Before the main phases, we conducted a prelim-
inary questionnaire phase to ascertain the participants’ familiarity with CBR or
at least the term case-based reasoning, and also if they have applied or worked
with CBR applications during their job-related activities. This was essential for
the subsequent interview, especially with respect to the terms used in the inter-
view (e.g., CBR technical terms for participants who are familiar with CBR).

In general, most of our participants were familiar with the main concepts of
the CBR paradigm, but only 40% of the participants were aware of using CBR
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applications in their professional work. The non-academia participants were not
aware of CBR at all and told that architectural practices rarely apply CBR-
based or similar reasoning and/or retrieval applications in practice, confirming
results of Richter’s research in [19].

Phase 1 – Building Design (Floor Plan) as a Case: Criteria Survey.
The criteria survey was the first phase of the interview with a participant. In
this phase, we asked participants about the criteria they use to rate quality and
similarity of architectural designs. The theoretical background of this phase is
that a case in our CBR-based retrieval engine is a fingerprint of an architectural
building design (floor plan) as defined in [1]. The following questions were asked
in this phase (referred below as Q[n], e.g., Q1):

1. Which criteria do you use to assess the quality of an architectural design?
2. Consider this floor plan. (The participant is given a printed floor plan for

analysis.) How would you rate its quality using your quality criteria?
3. Which of the quality criteria do you consider to be the key criteria?
4. For more complex floor plans, would you change the priority distribution

of your criteria? Are there criteria that you would consider important only
for abstract floor plans? (The participant is shown an abstract and a more
complex floor plan for comparison. In Sect. 4.2 we show the difference between
abstract and complex floor plans.)

5. Which criteria do you use to assess the similarity of an architectural design?
6. Which terms would you use to/how would you describe the similarity between

two designs to another person? (Assuming this person has some basic famil-
iarity with architecture and its terms.)

The results of the quality assessment questions Q1–Q4 show that there are
many commonalities, but also some differences in the criteria used to deter-
mine the quality of a building design. For example, all participants mentioned
the relationship between rooms and general structure/layout as a criterion, but
location criteria were named only once. A criterion that was also named only
once, but was considered one of the key criteria by the corresponding participant
in Q3 is client requirements. In Q4, most participants mentioned that they would
accord different criteria a greater priority for floor plans of other complexity. For
example, the form/shape of the rooms on the abstract level could become more
important.

In Q5, most participants said they would use virtually the same criteria as
in Q1–Q4 to assess the similarity of two floor plans. However, some partici-
pants did introduce some new terms for similarity assessment only. For example,
the criterion of cost-economy (which surprisingly did not feature in the qual-
ity assessment questions). In Q6, participants said they would additionally use
examples and situations to explain the difference between two designs to another
person (the results of Q6 have been also preserved for our upcoming research
into explanation-aware systems in architecture).

For our analysis of the results of Q1–Q6, we categorized the criteria named
by the participants, as shown in Fig. 2.
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Fig. 2. Results of the categorization of Q1–Q6. The length of the lines indicates how
often they were mentioned as quality criteria (red) and as similarity criteria (blue).
[+] indicates the frequency of mention as the key criterion (Q3). [∗] indicates the
frequency of mention as criteria that changes its priority when it comes to the change
of complexity level of a floor plan (Q4). (Color figure online)

Phase 2 – Similarity Assessment Modeling. In the next step of our study,
our intention was to reconstruct and understand how our target user group
(architects) would manually select the most similar design from a collection of
architectural designs for a given predefined query. To accomplish this, we asked
the participants to assume the role of our CBR-based retrieval system, that is,
to imagine him- or herself as the system assigned with task of selecting the most
similar floor plan to the query drawn by a user.We undertook this phase in three
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sub-phases, each corresponding to a different level of complexity (referred to as
CL[n], e.g., CL1, the queries and examples of cases are shown in Fig. 3):3

1. Abstract – Connected bubbles or abstract rectangles as rooms
2. Simple – Complete floor plans with a simple structure and smaller size
3. Complex – Complete floor plans with a complex structure and bigger size.

Fig. 3. The queries and cases for manual similarity assessment. Each column consists
of the query (built with the Metis WebUI [4]) in the corresponding CL and a selection
of some cases from the corresponding CL case base. The case base of CL1 consisted of
10 cases (also built with the Metis WebUI), the case base of CL2 of 11 cases, and the
case base of CL3 of 10 cases.

After each manual selection process, we asked the participants to apply paper
prototyping and model their cognitive process of selection using the sketched
elements of the BPMN. Because the number of BPMN elements is quite large
and it can be time-consuming to explain all of them to a participant, we decided

3 The designs for CL2 and CL3 were taken from Flickr. In Fig. 3: 1391 Second Floor
Plan https://www.flickr.com/photos/philmanker/3516873511/ by Phil Manker,
CC-BY 2.0; Architecture and Building, 1922 https://www.flickr.com/photos/revival
ing/5549896664/ by Learn From. Build More., CC-BY-SA 2.0; A104: Level 2 Dimen-
sioned Floor Plan https://www.flickr.com/photos/therichardlife/5574176101/ by
Stefanie Richard, CC-BY-SA 2.0; 216 Brookwood floor plan - Main Floor https://
www.flickr.com/photos/homesbycharlotte/26899442344/ and 216 Brookwood floor
plan - 2nd Floor https://www.flickr.com/photos/homesbycharlotte/27409880812/
by Charlotte Turner, Public Domain/all scaled from original. All visited on 23.04.17.

https://www.flickr.com/photos/philmanker/3516873511/
https://creativecommons.org/licenses/by/2.0/
https://www.flickr.com/photos/revivaling/5549896664/
https://www.flickr.com/photos/revivaling/5549896664/
https://creativecommons.org/licenses/by-sa/2.0/
https://www.flickr.com/photos/therichardlife/5574176101/
https://creativecommons.org/licenses/by-sa/2.0/
https://www.flickr.com/photos/homesbycharlotte/26899442344/
https://www.flickr.com/photos/homesbycharlotte/26899442344/
https://www.flickr.com/photos/homesbycharlotte/27409880812/
https://creativecommons.org/publicdomain/mark/1.0/
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not to use all the BPMN elements, but to restrict the selection of elements
to the basic ones. Figure 4 shows the BPMN elements used for modeling, and
Fig. 5 a result of the process modeling by one of the participants. During the
selection and modeling process, we also asked the participants to think aloud to
give us more insights into their thinking process while selecting and modeling.
After each modeling process, we asked the participants if they applied their own
criteria (named in Q1–Q6) determining the similarity and quality of results. To
analyze this phase after the experiment, we reconstructed the paper-prototyped
processes with the Camunda Modeler software, mentioned in Sect. 4.1.

Fig. 4. The BPMN elements used for paper prototyping of the processes.

Fig. 5. Similarity assessment process by one of the participants modeled using the
sketched BPMN elements.

During the manual selection of the most similar floor plan, in 14 of the 15
comparison processes the criteria named in Q1–Q6 were applied. An analysis of
the results of the modeling phase shows that several tasks in all of the processes
have at least similar intentions. For example, a criteria-based comparison takes
place in each of the processes, but for some of the participants (minority) the set
of criteria is immutable, whereas others tend not to restrict this set of criteria.
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The main difference was mostly the method of application: sequential as well as
parallel comparison took place, mostly in a mix where some criteria were used
initially for pre-selection (e.g., topology and functionality, or room count and
functionality) followed by a parallel process of comparison with other criteria.
However, purely sequential processes were also modeled for each complexity level.
The flexibility of criteria played a role for participants who did not want to
restrict their comparison to a set of pre-defined criteria. It is also notable, that
some of the participants excluded some criteria when dealing with a greater
complexity level. Also, expert knowledge and meta information about the floor
plans were also drawn on for the comparison processes.

Phase 3 – Conceptualization Process Modeling. The aim of the next step
of our study was to examine how the similarity assessment process can be inte-
grated into the overall (early) conceptualization process. This step was initially
planned as part of the previous task, but was separated out to allow the partici-
pants more freedom during modeling, that is, not to restrict them to think of it
as an additional question. In the modeling, the only requirement was to reflect
on how the similarity assessment process fits into the conceptualization process.
Participants were free to choose whether to model this process using paper pro-
totyping or simply drawing on paper with or without the BMPN elements. The
majority of the participants chose to draw on paper, but most of them used
the BPMN notation to visualize their processes (these were also transferred to
digital form for later analysis).

An analysis of the models of (early) conceptualization processes reveals that,
generally speaking, the iterative nature of the process is obviously natural to all
the participants. We identified two general structural setups of the processes:

– The process is sequential with a number of subsequent sub-processes, where
some sub-processes are of iterative type.

– The process is an enclosing iteration that consists of sub-tasks, which can
also be iterative.

The similarity assessment was placed at different positions in the overall
conceptualization processes. For example, one of the participants positioned it
in the beginning of the conceptualization phase, applying it only once for abstract
floor plans with bubble-shaped (i.e., undefined shape) rooms. Another bias case is
the dynamic positioning of similarity assessment, that is conducted either during
the analysis of requirements or during the synthesis of possible solutions. The
normal case however, was to place the similarity assessment either in the middle
or in the final phases of the process after the determining client requirements
and identifying the key issues, and before the evaluation by the client (other
phases being, for example, cost calculation or 3D conceptualization).

Phase 4 – Cross-Evaluation. The final step of our study was to cross-evaluate
the participants’ similarity assessment processes. To accomplish this, we asked
the participants to compare their process against a random process from one of
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the previous participants. The current participant was asked to identify differ-
ences, commonalities, pros and cons, advantages and disadvantages, as well as
anything else that came to mind during the comparison. Using this evaluation
method, we tried to obtain a competent opinion on the similarity process mod-
els, to see how to improve if one process becomes an inspiration or a template
for a strategy in a user model in our system.

The participants mostly criticized the lack of different types of knowledge
that could help in the comparison process: for example, one of the processes
lacked the expert knowledge component (i.e., comprehensive professional knowl-
edge in the architectural domain), which the evaluating participant viewed as
being an essential part of such processes. Similarly, the lack of control of criteria
(e.g., when have enough criteria been compared to achieve a sufficient degree of
similarity) and the non-dynamic nature of criteria in some of the processes was
criticized. On the positive side, the flexibility of some of the processes was empha-
sized, for example, a flexible threshold for criteria match evaluation. Another
positive aspect was the application of a more systematic approach, than the
evaluating participant’s own process.

5 Definitions Inferred from the Results

To achieve our actual goal – the definitions of the foundations for user models –
we generalized the results of the questions and modeling phase to infer structures
for the foundations, as defined in the following sections.

5.1 Strategy

Strategy is a basic element of the user model. Strategy will be used as a control-
ling structure for the actual algorithm for searching for similar floor plans. That
is, the algorithm should satisfy all the requirements of the definition to become
a strategy in our system. We define strategy as follows:

Definition 1. Strategy is a quadruple S = (C,K, µ, F ), where C is criteria, K
is knowledge, µ is similarity measure, and F is flexibility. C = Cs ∪Cd (criteria
can be of dynamic and static type), where Cs ∨ Cd �= ∅. K = Km ∪ Ke (meta
knowledge about the cases in the case base and expert knowledge in the domain,
e.g., in architecture), where Km ∨ Ke �= ∅. µ = µs ∪ µp (similarity measures
can be of parallel or sequential type), where µs ∨ µp �= ∅. F = (fc, fµ), where fc
is the value of the strategy’s flexibility that corresponds to the criteria and fµ is
the value for the conditional variability of µ, i.e., the variability of the similarity
value’s conditional values (such as weight or degree4) under certain constraints
(e.g., different complexity levels of the floor plan).

To explain the application of this definition, we defined an exemplary strategy
that satisfies all the requirements of the definition (see Fig. 6).

4 In our research, we use the following classification of degrees of similarity since [1]:
very similar, similar, sufficiently similar, and unsimilar.



58 V. Ayzenshtadt et al.

Fig. 6. An exemplary strategy that satisfies all of the requirements named in Definition
1. Here, C1 and C3–C5 are the static criteria that are always applied as comparison
criteria. C2, however, is a dynamic criteria that depends on the availability of room
labels, i.e., functions. Expert and meta knowledge help to resolve the comparison of C3
and C4. C1 and C2 are resolved with sequential similarity measures, i.e., C2 follows C1.
In contrast, C3–C5 are resolved with a parallel type of similarity measure (e.g., with
agents that work concurrently and then apply weights and calculate an amalgamated
similarity value out of these three). Assuming, we have applied fc = 0.6, we get a
flexibility that 3 of 5 criteria should be at least sufficiently similar for a floor plan to
be considered for inclusion in retrieval results, where the weight of similarity value of
C5 depends on the complexity of the floor plan (alternatively, C5 can be defined as a
dynamic criterion with complexity of floor plan as its condition).

5.2 Process

Process is a wrapper for the user model and is intended to represent the (early)
conceptualization phase as a template that will be activated when user’s actions
and behavior indicate a sufficiently similar match in the set of processes imple-
mented in the system (what we will consider an action and a behavior, is one of
the subjects of our upcoming research, see also Sect. 6).

Definition 2. Process is a triple P = (S, t, A), where S is a set of strategies
as defined in Definition 1, t is the type of the process (e.g., sequential, semi-
sequential, enclosing iteration), and A is the set of actions. A = As ∪ Ai ∪ Ae

(actions can be of starting, ending, and intermediate type), where As ∧Ae �= ∅.
Strategies are linked to actions with a surjective mapping S � A, i.e., ∀a ∈
A∃s ∈ S (for each of the strategies at least one action exists that this strategy is
mapped to).
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6 Conclusion and Future Work

In this paper, we presented a study that investigates the search for similar archi-
tectural references during the early conceptualization process in architecture,
and from this inferred definitions for strategic foundations for structures for user
models in our system MetisCBR. We conducted this study with various repre-
sentatives of the architectural domain. The study surveyed quality and similarity
criteria, similarity assessment modeling and conceptualization phase modeling
(both with BPMN elements), and then undertook a cross-evaluation. The results
have shown that it is possible to infer definitions of strategy and process, and
therefore to provide structures for query strategies (which is recommended in
[19]). The study and the definitions also address the problems of quality criteria
and variability discussed in [19].

Our future work will include the investigation of what an action (e.g., step,
intermediate step, or iteration) and behavior can be in the specific context of
architectural design (as mentioned in Sect. 5). We will also work on developing an
explanation module for the target group-specific explanation of retrieval results
with special explanation patterns – for this research we will use some results
of the experiment presented in this paper (see Sect. 4.2). Our next step in the
context of this paper is the implementation of the strategies according to the
results and definitions derived in this paper, and then to undertake a performance
comparison with the system’s former strategies.
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Abstract. This paper presents a prototype of case-based reasoning,
built for the agricultural domain. Its aim is to forecast the allocation
of a new energy crop, the miscanthus. Interviews were conducted with
french farmers in order to know how they make their decisions. Based
on interview analysis, a case base and a rule base have been formal-
ized, together with similarity and adaptation knowledge. Furthermore
we have introduced variations in the reasoning modules, for allowing dif-
ferent uses. Tests have been conducted. Results showed that the model
can be used in different ways, according to the aim of the user, and e.g.
the economic conditions for miscanthus allocation.

Keywords: Case based reasoning · Adaptation · Decision rules ·
Agriculture

1 Introduction

To face the decrease of fossil energy supplies and to reduce the greenhouse gas
emissions, new biomass energy1 resources become of a great interest in Europe,
Their spatial extension seems then unavoidable. For instance, the miscanthus
(Miscanthus ex giganteus), has interesting caloric values and constitutes a great
potential for biofuel and heating plant. As the production of such biomass crops
is perennial (15 to 20 years of production by land) and exclusively dedicated
to the energy use, it is necessary to anticipate their allocation to prevent a
forecasted perennial food/non-food competition.

Modeling is useful to anticipate the extension of biomass crops and bring
decision-making support for politics. Several land-use change models deal with
this specific problem [1]. Most of these models simulate large-scale allocation
1 Biomass energy corresponds to organic matter, essentially from agricultural and

forest products (e.g. sugar beet, wood), co-product (e.g. wheat straw) and wastes
(e.g. liquid manure).
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processes, taking into account numerous biophysical variables but only few
human decision-making processes linked to the land system management of farm-
ers, whereas it is a major driving factor of miscanthus allocation process [2].
Indeed, representing and modelling human behaviour and decisional processes
regarding land use change is difficult and constitutes a main research chal-
lenge [3].

The goal of our research is thus to model the miscanthus allocation accord-
ing to farmers practices and decision-making process. Because the allocation of
miscanthus is too recent to use national statistics, we decided to build our model
based on a case study in Burgundy (East of France). Furthermore, because the
allocation of miscanthus is too recent to be fully understood, we decided to rely
on a case-based reasoning approach [4,5] as a pathway to use current practices
for predicting land use change.

Case-based reasoning (CBR), introduced in [6], indeed allows to model appli-
cation domains where general knowledge is incompletely formalized and where
expertise mainly relies on experiences. Examples of such domains are medicine,
chemistry, engineering, risks prevention or cooking, domains where case based
reasoning systems have been successfully implemented.

Building a CBR system requires primarily to work on knowledge modeling.
This step can rely on documents, that are more or less normalized, like a patient
file, or a cooking recipe (examples are given in [7]). Data mining or text analysis
techniques can also be used [8]. However, in several application domains, a long
collaborative analysis work is required between computer scientist and domain
experts. In our application, knowledge modeling has first required to survey
farmers who had -or not- chosen to plant Micanthus in their farm fields. These
surveys have resulted in two types of knowledge: on one hand, knowledge on farm
field characteristics, as described by farmers, on the other hand, explanations
given by farmers on the reasons why they choose or not to plant miscanthus in
a specific field, and on conditions that could change their decision [2].

Relying on these pieces of knowledge, we have built a CBR proptotype,
named SAMM, i.e. Spatial Allocation Modelling of Miscanthus, which aims at
forecasting miscanthus allocation in farm fields. This prototype is composed
with a case base, a rule base, a knowledge base (containing both similarity and
adaptation knowledge) and a reasoning module, including various strategies.

The paper is structured as follows. Section 2 presents an overview of related
work. The SAMM prototype is detailed in Sects. 3 and 4. Experiments are con-
ducted in Sect. 5. The paper ends with a conclusion and some perspectives.

2 Related Work

Our work belongs to a research domain at the intersection of artificial intelligence
and agronomy. More precisely, it relies on a previous work [9] which focused on
the comparison of farm surveys and proved the interest of CBR as a modeling
tool for landscape agronomy [10]. In this case model, the problem was a farm
spatial organization (e.g., location of farm plots, roads, farm buildings) and the
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solution was a farm functional organization. The assumption was that similar
spatial organizations corresponded to similar functional organizations.

More largely, there exists numerous systems linking CBR and environmental
sciences, most of them based on numerical approaches, close to machine learning
methods. In [11] for instance, spatial relations between neighboring areas are
used to compute a similarity measure between them and forecast their land use
(buildings, forest or crops). Older work already used CBR to analyse geographic
data, e.g. for soil classification [12].

When CBR systems are based on numerical approaches, knowledge of stake-
holders is slightly included, whereas our objective is to mainly rely on this knowl-
edge. The system described in [9] is based on stakeholder knowledge that was
already synthesized by researchers. The CARMA system is used for diagno-
sis and treatment of crop destructive animals [13], by adapting models built on
expert knowledge, and was generalised over several american states. [14] handled
stakeholder knowledge within a modeling approach close to CBR, but no system
was implemented, due to the complexity of forms of knowledge to be modelled
(management of sheep herds). There are actually very few systems that explicitly
includes stakeholder experiences to be shared, as done in the system described
by [15], which gathers community knowledge about rangeland management in
New-Zealand.

Our work also deals with explanations and thus can be linked to Explana-
tion Based Reasoning [16,17]. Indeed, in our work, farmer explanations about
their choice are modelled by rules, that can be used to propose –what is done
by the current prototype– and explain a solution –what could be done in the
future. Such a reasoning approach has been initially developed for argumenta-
tion building based on american case law [6]. To our knowledge no application
to the agricultural domain has been developed sofar.

A machine learning approach has been used to extract statistical rules
explaining the spatial location of miscanthus, based on the characteristics of
farm fields [18]. On the contrary, we have chosen to develop a CBR approach
that rely on decision rules stated by farmers.

3 Case and Knowledge Bases

The originality in SAMM is to use both a case and a rule base. Rules are linked
to cases and used for the adaptation step.

3.1 The Case Base

In our application, a case is defined as a specific experience of miscanthus allo-
cation (or non allocation) in a farm field. The problem-solution pair is a farm
field and its allocation potential for miscanthus. Each case is represented with a
vector of qualitative values, divided in two parts:

1. the problem part gives the farm field characteristics, as described by the
farmer; there are 32 possible attributes with 159 values influencing the allo-
cation potential of miscanthus, classified into the six following categories:
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– agronomy, 14 attributes, e.g. last land-use, soil characteristics, agronomic
potential, slope, soil water regime of the field;

– geometry, 2 attributes, shape and size of the field;
– access, 7 attributes, e.g. distance to farmstead, crossing zones;
– neighbourhood, 6 attributes, e.g., tree, village, crop neighbourhood;
– ownership, 2 attributes, land status and perennial use of the field;
– environmental measures, 1 attribute, protected site.

The subset of attribute-values describing the problem is denoted DP (for
problem descriptors) and can be formalized as a set of pairs (a, v) ∈ A × V,
where A and V are respectively the attribute set and the value set.

2. the solution part describes the miscanthus allocation potential of the farm
field with a unique variable and three values: the field cannot be allocated
(value 0), can be allocated (value 1) or can be allocated under conditions
(value 2); then the solution is formalized as a pair (miscanthus, i) where
i = 0, 1 or 2.

To each case is also associated a label refering to the farmer who manages the
farm field.

Fig. 1. Some farm fields that are modeled as source cases; the allocation potential is
represented with a color (0 = red, 1= green, 2 = pale green) (Color figure online)

The case base in SAMM includes 82 farm fields of which micanthus allocation
potential has been stated by farmers during past interviews. For these problems,
the solution is known. They are called source cases in the following (see examples
on Fig. 1). The farmer associated to a source case is called source farmer. The
case base organisation is flat, that is all cases belong to a same information level.
Nevertheless, to help retrieval and adaptation steps, indexes are used. Each



A Reasoning Model Based on Perennial Crop Allocation Cases and Rules 65

case is thus described with a subset of descriptors, denoted by DI (for index
descriptors), collecting the elements that were explicitely involved in the farmer
decision process. For instance, when a farmer says: Une parcelle pas drainée:
très mauvaise, enfin humide, humide, très humide (...) j’ai tout le temps vu en
jachère (...) ce n’est pas le même prix: je dis “hop, je fais le miscanthus dedans”2,
attributes about the soil water regime of the farm field and its last land-use are
included in the set of index descriptors.

Table 1. Two source cases – DP: problem descriptors; DI: index descriptors (marked
with x); attributes describe different aspects of the fields: agronomy, geometry, neigh-
bourhood, and ownership

Attributes Source 1 Source 2

DP DI DP DI

Last land-use Crop rotation Crop rotation

Agronomic potential Good Middle

Soil depth Shallow

Stony soil High

Soil mechanics Partial crusting

Area morphology Steep-sided x

Field shape Irregular x Irregular

Tree neighbourhood Wood x Wood x

Water neighbourhood Watercourse

Land status Property Renting

Allocation potential 1 0

Two case examples are described in Table 1. Only attributes with values for
each case are represented, i.e. attributes which were mentioned by the farmer
to describe his/her field. The value of other attributes are not known for these
farm fields. Note that there are few problem descriptors (DP) (6 or 7 among 32
possible) and still less index descriptors (DI), that are used to explain the farmer
decision (here 2 or 3, marked by an x). This involves that most attributes are
sparsely represented in the case base: 14 attributes (among 32) are used in less
than 9 source cases, 10 are used in 10 to 19 cases and 8 are used in almost or
more than half of the source cases. Finally cases have generally few attributes in
common. All attributes are discrete (some are binary) since the case descriptions
come from the analysis of farmer interviews, and thus are based on verbal nom-
inal data. To elaborate the problems to be solved (called target problems), it is
necessary to link these nominal attributes with numerical data, like geographical

2 A not drained field: very bad, that is wet, wet, very wet (...) I always saw fallows
there (...) it is not the same price: I said “hop, I make miscanthus inside”.
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data. Furthermore, it can be difficult to obtain some informations (e.g. the loca-
tion of the farmstead) but others are frequently used in agronomical applications
(last land-use, farm field geometry, soil characteristics and water regime, etc.).

3.2 The Rule Base

The SAMM reasoning system also relies on a set of rules that have been collected
after transcription of farmer interviews [2]. They formalize the elements given
by farmers when explaining their decision to plant (or not) miscanthus in a farm
field. These rules are called decision rules. They are of two types: generic rules
are independant from space (they are non-spatial) while spatial rules are linked
to a farm field. Non-spatial rules are for example about economical context
or environmental regulation; spatial rules are concerned with a farm field own
characteristics. Rules are represented as pairs <

∧
conditions (descriptors),

conclusion (allocation potential)>. Conditions depends on various attributes
and values as examplified in the two following rules: < (distance to farmstead
= close) ∧ (access suitability = low) ∧ (protected site = Natura 2000),
(1) > and < (soil water regime = flood area), (0) >.

Each rule is labelled with an identifier refering to the farmer who expressed
it, and thus linked to source cases labelled with the same identifier. It is worth
noting that the rule set can be inconsistent since farmers can consider the same
elements in different ways, i.e. a same field characteristic can have a positive
or negative influence on their decision to implant miscanthus. For instance, the
rule < (distance to farmstead = far), (2) > holds for a farmer A1, whereas
another rule < (distance to farmstead = far), (0) > holds for a farmer A2.
Furthermore, these rules are essential for the agronomists, since they express
how and why farmer do choose or not to plant miscanthus.

The rule base covering all surveyed farmers includes 96 rules: 61 rules with
conclusion 0 (the farm field cannot be allocated with miscanthus), 8 rules with
conclusion 1 (the farm field can be allocated with miscanthus) and 27 rules with
conclusion 2 (the farm field can be allocated with respect to further conditions).
Regarding the size of rules, 65% of them have only one condition, 25% have 2
conditions and 10% have 3 or more (until 7) conditions.

The low number of rules with conclusion 1 highlights the novelty and scarcity
of miscanthus plots. We therefore focus below mainly on the situations where
the farm field can be allocated under conditions or cannot be allocated.

3.3 Similarity and Adaptation Knowledge

Similarity knowledge has been elaborated based on the content analysis of inter-
views made with farmers. Various levels and types of similarity are considered
(in the following s refers to the source case and t refers to the target case):

– a global numeric level: the number of common descriptors (whatever value)
of both source and target problems, denoted n; the sets DPs of source and
DPt of target can be considered, then:
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nDP (s, t) = |{a ∈ A|∃(a, v1) ∈ DPs ∧ ∃(a, v2) ∈ DPt}|

or the sets DIs and DPt (the set DI is unknown for target) are considered,
then:

nDI(s, t) = |{a ∈ A|∃(a, v1) ∈ DIs ∧ ∃(a, v2) ∈ DPt}|
– a global semantic level: the global distance between source and target is the

average of local measures (denoted dl) on common attributes; it can be com-
puted for n = nDP or n = nDI :

dg(s, t) = Σn
i=1dl((ai, vis), (ai, vit)))/n

The local measures on attributes are given in a distance matrix (see an
excerpt in Table 2). Distances rely on the influences of attribute values towards
the miscanthus allocation potential of farm fields (same influence or opposed
influence), based on the analysis of farmer interviews. For instance, considering
the last land-use, the value “forage crop” is close to the value “crop rotation”,
but distant from the value “fallows”; finally, distance values have been chosen
heuristically as follows:

– dl((a, vs), (a, vt)) = 5 if both values have similar influences, positive or nega-
tive with respect to miscanthus allocation;

– dl = 20 if both values have different influences, one is positive and the other
negative;

– dl = 10 if at least one of the values has a neutral influence.

Table 2. Semantic distance between values of attribute “last land-use”

Forage crop Production Fallows Grassland Crop rotation

Forage crop 0 5 20 5 5

Production 5 0 20 5 5

Fallows 20 20 0 20 20

Grassland 5 5 20 0 5

Crop rotation 5 5 20 5 0

In CBR systems, the solution adaptation is achieved when at least one
descriptor of the source problem is different from the one of the target prob-
lem. Transformational adaptation [19] starts from the solution of the selected
source case, and modifies it with respect to the differences between the source
and the target problems.

To build such a solution, we here rely on the farmer decision rules. The
underlying idea is to copy the source case solution, or to use the rules from the
farmer (or a set of farmers) associated to the source case to build the solution.
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Adaptation knowledge allows to choose the rule to apply among the relevant
ones, according to an adaptation context: the user can favorise the rules with
conclusion 0 (when the context is not favourable for miscanthus, e.g. because its
price is low with regards to traditional crops) or those with conclusion 2 or 1, if
the economical context is favourable for miscanthus.

4 SAMM Reasoning Module

In SAMM proptoype, reasoning is based on the two main steps of CBR, retrieval
of source cases similar to the target problem, and adaptation of a source case
solution to the target problem.

4.1 Retrieving Source Cases

The retrieval step consists in identifying one or several source cases which can
help resolving the target problem. This step is made of three sub-steps: match-
ing of the target problem to source problems, similarity assessment between
problems, and selection of a source case. In SAMM prototype, matching the tar-
get problem to source cases is a simple vector matching. Similarity assessment
between each source problem and the target problem relies on the measures
above-defined. Finally various measure combinations can be used for selecting a
source case (see Fig. 2).

Four retrieval algorithms have been defined. They are specified by the descrip-
tors used for matching problems and the way similarity measures are combined:

– There are two sets of descriptors: the first set, DP, contains the descriptors
of the source problem; the second, DI, contains descriptors that index the
source case (see Sect. 3.3);

– There are two ways of combining measures: (i) the first one first minimizes
global distance and then maximizes the number of common descriptors while
(ii) the second one first maximizes the number of common descriptors and
then minimizes the global distance between source cases and target problem.

In the current version of SAMM, the retrieval step selects the source case that
minimizes the distance (i) or maximizes the number of descriptors (ii). If several
cases are returned, then the second measure is used.

In the following, we denote the four retrieval algorithms as RM1 (DP and
(i)), RM2 (DP and (ii)), RM3 (DI and (i)), RM4 (DI and (ii)).

4.2 Adapting a Source Case Solution

The adaptation step in SAMM is achieved by copying the source solution to
the target solution or by transforming the source solution based on the decision
rules. Indeed the retrieval step results in a source case which solution (0, 1 or
2) can be directly copied to the target case. If several source cases are retrieved,
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Fig. 2. A example of similarity computing between a source case and a target problem:
similarity is computed first on DP then on DI

the solution is chosen by a majority vote. If none majority can be established a
combined solution is proposed, among the following values: 0-1, 1-2, 0-2, 0-1-2.

Various rule sets can be considered for transformation: the rule set of the
farmer associated to the retrieved source case, the rule set of a group of farmers
(e.g. farmers from the same small agricultural region as the source farmer), the
set of all rules. Rules can be applied as soon as each attribute-value (ai, vir) in
their conditions is similar to one of the target problem descriptors, i.e., for each
attribute, the local distance dl((ai, vir), (ai, vit)) is smaller or equal to a given
threshold denoted drule.

When several rules match a target problem it is necessary to select the right
rule to be applied. This task is done according to the adaptation context, as
said before. Three adaptation algorithms have been therefore implemented. A
pessimistic algorithm (ADAPT0) first selects rules with conclusion 0 (see Algo-
rithm1); an optimistic algorithm (ADAPT12) first selects rules with conclusion
2 if it exists rules with conclusion 0, then it selects rules with conclusion 0, and at
least rules with conclusion 1 (see Algorithm 2); a weighted algorithm (ADAPT3)
selects rules with the greatest number of conditions (see Algorithm 3). If no rule
can be matched with a target problem, then transformation cannot be done and
the solution of the retrieved source case is copied into the target solution. If
there are several retrieved source cases, the adaptation algorithm is runned for
each case and the final result is chosen by a majority vote.

For example, suppose that the retrieved rule set contains the following rules:

R1: < (soil water regime = flood area), (0) >
R2: < (field size = middle), (2) >
R3: < (drainage = none) ∧ (soil water regime = resurgences and

sources), (0) >
R4: < (last land-use = fallows) ∧ (soil water regime = wet), (1) >

and is used to solve a target problem t with the following descriptors:

{(size: middle); (drainage: none); (soil water regime: wet);
(excess of water: flood area); (last land-use: fallows)}
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Algorithm 1. ADAPT0
input : target problem t, set of matching rules Sx with conclusion x = 0, 1, 2
output: problem solution, solt
solt ← −1
if S0 �= ∅ then

solt ← 0
else if S1 �= ∅ then

solt ← 1
else if S2 �= ∅ then

solt ← 2
end

Algorithm 2. ADAPT12
input : target problem c, set of matching rules Sx with conclusion x = 0, 1, 2
output: problem solution, solt
solt ← −1
if S0 �= ∅ then

if S2 �= ∅ then
solt ← 2

if S2 = ∅ then
solt ← 0

else if S1 �= ∅ then
solt ← 1

else if S2 �= ∅ then
solt ← 2

end

The set of matching rules for t, with respect to the distance threshold
drule = 0, is {R1, R2, R4}. Algorithm ADAPT0 returns solution 0 (rule R1 is
applied). Algorithm ADAPT12 returns solution 2 (rule R2), and the weighted
algorithm ADAPT3 selects rule R4, with two conditions, and returns solution 1.
With the distance threshold drule = 5, the rule R3 with conclusion 0 can be used,
since the distance between values flood area and resurgences and sources
is 5 (attribute excess of water). Rule R3 has two conditions, as rule R4;
nevertheless, algorithm ADAPT3 first selects rule R4 which conclusion is 1.

5 Assessing SAMM Performance

SAMM prototype has been implemented in java within the Eclipse development
environment3. Currently, the user can load various rule bases or case bases,
and thus can use the model on various territories. The user also can test the
algorithms and parameters for the retrieval and adaptation steps, thanks to a
configuration panel. He/she can evaluate the proposed solutions via the system

3 www.eclipse.org.

www.eclipse.org
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Algorithm 3. ADAPT3
input : target problem c, set of matching rules Sx with conclusion x = 0, 1, 2
output: problem solution, solt
solt ← −1, n0 = n1 = n2 = 0
for x = 0 to 2 ∧ Sx �= ∅ do

nx ← average number of conditions for rules in Sx

end
if ∃i, ni > 0 ∧ ni > nj ∀j �= i then

solt ← i
else if n2 > 0 ∧ n2 ≥ nj∀j �= 2 then

solt ← 2
else if n1 = n0 �= 0 then

solt ← 1
end

interface or with output files. Figure 3 represents the various algorithms and
bases in SAMM with respect to the CBR general cycle [4].

Fig. 3. The CBR cycle in SAMM: dotted lines correspond to currently manual steps

Tests have been achieved based on a subset of 72 cases (18 with solution 0
– no miscanthus allocation, 28 with solution 1 – miscanthus allocation, and 26
with solution 2 – miscanthus allocation under conditions). Tests were carried
out by extracting from the case base an individual, which is the target problem,
while the remaining cases are the source cases. This procedure was repeated for
each case in the case base. Various procedures have been tested, based on the
combination of various experimental parameters:

– choice of the retrieval algorithm, four modalities, one for each combination of
similarity measures, RM1, RM2, RM3, RM4 (see above);
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– choice of rule set, in this experiment, we use rules of the farmer associated to
the retrieved source case (denoted RSF for rules of source farmer)

– choice of the distance threshold between rule conditions and descriptors of
the target problem for selecting the rule to be applied (drule = 0 in this
experiment);

– choice of the adaptation algorithm, three modalities, one for each algorithm
ADAPT0, ADAPT12, ADAPT3 (see above).

Firstly, results obtained at the end of the retrieval step are examined: at this
step, the target solution is a copy of the solution (chosen by a majority vote)
of the retrieved source cases. The proposed solution is compared to the original
solution of the target case. Precision and recall scores are computed for each
combination of parameters and each solution (0, 1, or 2). Precision scores are
higher than recall ones; this is (partially) due to the fact that some problems
got a multi-valued solution when no majority could be etablished (for 1.4 to
9.7% of cases, depending on the algorithm, see Table 3). The RM4 algorithm is
better both for recall and precision. RM1, RM2, and RM3 obtain similar results,
but RM3 has the higher level of cases with a multi-valued solution. RM2 has the
lower recall and the lower level of cases with multi-valued solutions. Precision and
recall value are globally satisfactory for this first reasoning step, and considering
the variety of pairs (attributes, values) in the case descriptions.

Secondly, the effect of adaptation algorithms is assessed based on the parame-
ters described above. Twelve combinations have been defined (4 retrieval algo-
rithms × 3 adaptation algorithms × 1 rule set). Two parameters are measured,
the adaptation level, i.e. the number of target cases with an adapted solution,
and the distribution of solution values (0, 1, 2 or multi-valued) in adapted cases.

Adaptation levels vary from 40 to 50% using the rules of the source farmer
(RSF). The best level (50%) is given by algorithm RM3, which first optimises
global distance dg(s, c) on set DI (index descriptors), and then the number of
common attributes nDI(s, c). This is to be linked to the fact that case index
parameters have been defined based on farmer explanations about farm fields;
rule conditions have also been defined on the same basis. On the contrary, RM2
has the lowest adaptation level (and also the lowest recall and precision levels): it
first optimises nDP (s, c), i.e. the number of common attributes in DP (problem
descriptors).

Table 3. Results for the four retrieval algorithms

RM1 RM2 RM3 RM4

Recall 55.65 52.48 54.32 56.72

Precision 59.70 59.11 60.37 70.39

% multi-valued solution 4.17 1.39 9.72 5.56

Table 4 shows the distributions of computed solutions for the 12 algorithm-
parameter combinations. Results show that pessimistic algorithm ADAPT0
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allows to favour solution 0 especially for RM1 and RM3 (the level of solution 0
is 55–56%). Optimistic algorithm ADAPT12 favours solution 2 for RM1, RM2,
and RM3 (the level of solution 2 is between 47 and 52%; it is lower for RM4).
Weighted algorithm ADAPT3, which also favours solution 2, gives results similar
to these of ADAPT12, but the level of solution 1 can be higher (from 19 to 26%
for RM4). Solution 1 is seldom chosen for all algorithm combinations (between 8
and 26%): this is partially due to the algorithm structures (especially ADAPT0
and ADAPT12) but also to the low number of rules with conclusion 1 in the
rule base (see Sect. 3.2). Besides, multi-valued solutions are not many: this shows
that even when several source cases are retrieved, and then several rules can be
used, the adaptation algorithms allow to compute a dominant solution.

Table 4. Adaptation: distribution (%) of computed solutions by adaptation algorithms,
for each retrieval algorithm, using rules of the source farmer

ADAPT0 ADAPT12 ADAPT 3 ADAPT0 ADAPT12 ADAPT 3

RM1 RM2

Solution 0 0.55 0.39 0.39 0.41 0.34 0.31

Solution 1 0.09 0.09 0.09 0.14 0.14 0.17

Solution 2 0.36 0.52 0.52 0.41 0.48 0.48

Multi. sol. 0 0 0 0.03 0.03 0.03

RM3 RM4

Solution 0 0.56 0.42 0.42 0.41 0.42 0.35

Solution 1 0.08 0.08 0.08 0.19 0.19 0.26

Solution 2 0.33 0.47 0.47 0.34 0.35 0.35

Multi. sol. 0.03 0.03 0.03 0.06 0.03 0.03

These results highlight that various algorithm/parameter combinations can
be used, according to the user objectives: if he or she wants to forecast the
allocation of miscanthus in a negative context, he or she will use the RM1-
ADAPT0-RSF or RM3-ADAPT0-RSF combinations; for a positive context (e.g.
good economic conditions), he or she will use the ADAPT12-RSF combination
with either RM1, or RM3. Finally, to be close to current farmer choices, it will
be better to use the RM4-ADAPT3-RSF combination.

This experiment also shows the central role of the user, who has to choose
algorithms and parameters, and to examine results step by step: retrieved cases,
available rules, proposed solutions. Rules in particular can be analysed to high-
light the field characteristics that are important wrt the farmer decision.

6 Conclusions and Perspectives

We have presented a CBR system, SAMM, which aim is to forecast the allo-
cation in french farms of a new biomass energy perenial crop, the miscanthus.
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The system includes a case and a rule base, that have been modeled on the
basis of farmer interviews. Similarity measures have been defined and various
algorithms for the retrieval and adaptation steps have been implemented. The
system has been tested on a subset of 72 cases, each case representing a farm
field and its allocation potential for miscanthus. Results have shown the various
behaviours of the system, and thus have highlighted the predominant role of
the user, who chooses how to combine algorithms and parameters according to
his/her objectives.

According to agronomist point of vue, SAMM modeling and implementa-
tion has allowed two advances: (i) the formalisation of farmer decision rules,
based on complex farm surveys; (ii) the construction of various scenarios for
forecasting miscanthus allocation. However, there is a difficulty: since cases are
described with few attributes, case source retrieval relies on a weak matching
(target and source problems have only 2 or 3 common descriptors). This under-
lines the importance of the rules used in the adaptation step, which should be
carefully chosen. Furthermore, farmer reasoning includes various spatial scales
(the farm fields, the field clusters, the farm). Description of rules and cases could
be completed to include these various information scales and thus obtain more
reliable results. Besides, the problem elaboration step should be implemented,
based on existing work [18], to make the prototype usable on a larger territory.

Rules can also be used to explain the behaviour of the system and the pro-
posed solution of a target problem. Actually, our work deals with explanation
based reasoning. Explanation is a most interesting notion for exploring deci-
sional knowledge, especially when the context is evolving, as it is when a new
crop is introduced in farms, with new characteristics and specific issues. Further-
more, the complexity of farmer reasoning processes pleads for a CBR system
with capabilities for interacting with the user rather than only capabilities for
forecasting. The current prototype is useful to build new loops of survey, mod-
elling and implementation steps, which will lead to further systems with actual
capabilities in interacting with the user, and in forecasting or decision-making.

To help the user, the system could also include text elements from the farmer
interviews, or drawings they made of their fields, that would complete the case
descriptions and rules. Such improvements are proposed in knowledge approaches
dealing with knowledge provenance [20]. The underlying idea is both to help the
user and to make the system maintenance easier. Finally, an interesting prospect
for our work is to directly associate resolution and training on the case base,
allowing the concerned stakeholders to appropriate the modeling process, and to
share knowledge between them.
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Abstract. This paper presents SQTRL, a language for transformation
rules for SPARQL queries, a tool associated with it, and how it can be
applied to retrieval and adaptation in case-based reasoning (CBR). Three
applications of SQTRL are presented in the domains of cooking and digi-
tal humanities. For a CBR system using RDFS for representing cases and
domain knowledge, and SPARQL for its query language, case retrieval
with SQTRL consists in a minimal modification of the query so that it
matches at least a source case. Adaptation based on the modification of
an RDFS base can also be handled with the help of this tool. SQTRL and
its tool can therefore be used for several goals related to CBR systems
based on the semantic web standards RDFS and SPARQL.

Keywords: RDFS · SPARQL · Query transformation · Retrieval ·
Adaptation · Application

1 Introduction

This paper presents a language and a tool that have proven to be useful for
addressing three application problems related to the issues of retrieval and adap-
tation in case-based reasoning (CBR [19]), when the underlying representation
language is the semantic web standard RDFS [3].

CBR aims at solving problems by reusing previously solved problems. It is
often considered to be a methodology [21]. Indeed, its principles are indepen-
dent from a knowledge representation language. The upside of this is that it
covers a huge family of problem-solving issues, in many application domains.
The downside of it is that the application of CBR to a particular domain, with
a given representation language, often requires to reimplement most of the CBR
steps. However, many studies have been carried out to fill the gap between
general principles and particular applications. Some general CBR shells, like
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JColibri [18] have been implemented and distributed. Furthermore, some tools
have been implemented for particular types of problems (e.g., case-based plan-
ning [9]) and/or particular types of formalisms (e.g., workflows [15]).

This paper presents a formalism and a tool of general use for the devel-
opment of CBR systems based on the representation language RDFS, thus it
contributes to filling the theory-application gap in CBR. RDFS can be seen
as a language combining attribute-value pairs and the use of hierarchies, two
features commonly used in CBR systems [13]. The standard query language of
RDFS is SPARQL. The language presented in this work is named SQTRL and
is a language of rules to transform queries written in SPARQL.

This paper is organized as follows. Section 2 presents preliminaries on RDFS
and SPARQL. Then, three application problems that have motivated this work
are presented in Sect. 3. Section 4 presents SQTRL and a tool to manage rules
of this language. A discussion pointing out some related work is given in Sect. 5.
Section 6 concludes and highlights some future work.

2 Preliminaries: RDFS and SPARQL

RDFS (for RDF Schema [3]) is a knowledge representation formalism based on
RDF, a resource description framework defined on several syntaxes. In RDF, a
resource is either an identified resource or a variable (also called blank node or
anonymous resource) that is represented in this paper by an identifier starting
with the ‘?’ character (e.g. ?x) and can be interpreted as an existentially quanti-
fied variable. Some resources are properties; they are intended to represent binary
relations. A literal is a value of a simple datatype (e.g., an integer, a string, etc.).
An RDF base is a set of triples 〈s p o〉, where s—the subject of the triple—is a
resource, p—the predicate—is a property, and o—the object—is either a resource
or a literal. For example B = {〈tarteTatin ing ?x〉, 〈?x type Apple〉} means
that the tarte Tatin has an ingredient of type apple.

Some RDF resources constitute the so-called RDFS vocabulary. For the
sake of simplicity, only three such resources are considered in this paper:
rdf:type (abbreviated in type), rdfs:subClassOf (abbreviated in subc), and
rdfs:subPropertyOf (abbreviated in subp). These resources are properties and
have the following meaning

〈a type C〉 means that aI ∈ CI 〈C subc D〉 means that CI ⊆ DI

〈p subp q〉 means that pI ⊆ qI i.e., if (x, y) ∈ pI then (x, y) ∈ qI

where aI is an object represented by a, CI and DI are sets represented by
the classes C and D, and pI and qI are relations represented by properties p
and q. For example, 〈tarteTatin type DessertRecipe〉 means that the tarte
Tatin is a dessert, 〈Apple subc Fruit〉 means that an apple is a fruit, and
〈mainIng subp ing〉 means that the main ingredient of a recipe is an ingredient
of this recipe. The inference rules
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〈a type C〉 〈C subc D〉
〈a type D〉 ,

〈C subc D〉 〈D subc E〉
〈C subc E〉 ,

〈p subp q〉 〈q subp r〉
〈p subp r〉 and

〈a p b〉 〈p subp q〉
〈a q b〉

are used to define the inference relation �. In this paper, every RDFS base B is
considered up to entailment, meaning that if B � τ , then the triple τ is considered
as an element of B.

Fig. 1. Example of SPARQL query.

To access an RDFS base, a SPARQL query is used. Figure 1 shows such a
query. More generally, a SPARQL query Q is constituted by a “select line”
stating the variable(s) to be unified and a SPARQL body following the keyword
where, denoted by body(Q) in this paper. The SPARQL body is a sequence
of triples and filter assertions separated by dots which mean “and”. Given
an RDFS base B and a SPARQL query Q, the execution of Q on B gives a
set of bindings of the variables of Q’s select line corresponding to matchings
of the Q’s body with B. This set is denoted by exec�(Q,B). For example, if
Q is the query of Fig. 1, if B contains the recipe description of the tarte Tatin
(containing apples and with a preparation time of 65 min) and a cooking ontology
stating that B � 〈Apple subc Fruit〉, then exec�(Q,B) contains the binding pair
(?r, tarteTatin).1

Remark About the Notation. An RDFS triple, such as 〈?x type Fruit〉
appears with a slightly different syntax as an assertion of a SPARQL query
body. However, in this paper, we will use the two notations interchangeably. Of
course, this involves the use of translation procedures in the code.

3 Three Application Problems

3.1 Recipe Retrieval in the CBR System TAAABLE

Taaable [7] is a CBR system that was originally developed as a contestant of the
CCC (the computer cooking contest, organized within most ICCBR conferences
since 2008). A contestant of the CCC aims at answering cooking queries such as

1 This presentation of RDFS and SPARQL is simplified to fit the needs of this paper.
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Q = “I want a dessert recipe with pears and butter but without cinnamon.”
(1)

For this purpose, it reuses a recipe base provided by the contest. To this end,
Taaable first searches for a recipe from the base that exactly matches Q. If
no such recipe exists, Taaable minimally modifies Q into Q′ so that there
exists at least one recipe exactly matching Q′. For example, if Q′ = σ(Q) with
σ = pear � fruit ◦ butter � margarine (i.e., σ is the substitution of pear
by fruit and of butter by margarine), an apple crumble with margarine and
without cinnamon can be selected in the recipe base (because the piece of knowl-
edge “apples are fruit” is in the Taaable domain ontology), and then adapted
to answer Q by substituting apples with pears and margarine with butter. Other
adaptation issues (of ingredient quantity and of the preparation) are also studied
in Taaable but not considered here.

A semantic wiki called WikiTaaable [8] (wikitaaable.loria.fr) has been
developed in order to manage the Taaable knowledge base which contains
its domain ontology (hierarchies of ingredients, etc.) and the recipe base.
WikiTaaable is implemented thanks to the semantic wiki engine SMW
(www.semantic-mediawiki.org) that comes with an RDFS export, hence the idea
of using RDFS techniques and tools for Taaable. This idea has led to Tuu-
urbine, a CBR retrieval engine using SPARQL [11]. More precisely, a Tuuur-
bine query combines SPARQL queries. For example, the query Q of Eq. (1) is
based on the following SPARQL queries:

Q+ =

select ?r
where { ?r type DessertRecipe .

?r ing ?x . ?x type Pear .
?r ing ?y . ?y type Butter }

Q− =
select ?r
where { ?r ing ?x . ?x type Cinnamon }

The recipes matching Q are in the set exec�(Q+,B) \ exec�(Q−,B) where B is
the base exported from WikiTaaable: this gives the recipes matching Q+ and
not Q−. B contains the recipe and the ontology. This latter contains the fact that
apples and pears are fruits: B � {〈Apple subc Fruit〉, 〈Pear subc Fruit〉}. The
modification of Q into Q′ consists in a modification of Q+ into Q′

+ (keeping Q−
unchanged, i.e., Q′

− = Q−):

Q′
+ =

select ?r
where { ?r type DessertRecipe .

?r ing ?x . ?x type Fruit .
?r ing ?y . ?y type Margarine }

Therefore, a first module for transforming SPARQL queries has been developed
for Tuuurbine. This module, though it has a general purpose, remained limited
and proved to be insufficient for the application described hereafter.

http://wikitaaable.loria.fr
http://www.semantic-mediawiki.org
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3.2 Approximate Search in the Corpus of Henri Poincaré Letters

The famous mathematician Henri Poincaré has had a long correspondence
with many people, including scientists of his time. The letters he has written
and received are gathered in the “HP papers corpus” (henripoincarepapers.
univ-lorraine.fr), which has been scanned and indexed. Currently, this index
is being migrated into RDFS annotations. For example, the following triples con-
cern the letter number 12 that has been sent by H. Poincaré to David Hilbert
and that is about hyperbolic geometry:

〈letter12 isSentBy hPoincaré〉〈letter12 isSentTo dHilbert〉
〈letter12 hasForTopic ?t〉〈?t type HyperbolicGeometry〉

The RDFS base B of the H. Poincaré corpus contains such annotations about
letters as well as information about some persons and organizations (e.g., B �
〈dHilbert type Mathematician〉), and an ontology related to the domain (e.g.,
B � 〈Mathematician subc Scientist〉).

Therefore, the letters of this corpus sent to a geometer before 1895 are in
exec�(Q,B)

with Q=

select ?�
where { ?� isSentTo ?x . ?x type Geometer .

?� dateOfExpedition ?d .
filter (?d< ’01/01/1895’) }

.

Now, it happens that an exact search is not always sufficient. Such situations
are described in [4]. Two examples are given below.

First, consider Q =
select ?�
where { ?� isSentBy hPoincaré .

?� isSentTo gMittagLeffler }
. If

exec�(Q,B) = ∅, that does not mean that no letters has been written by H.
Poincaré to Gösta Mittag-Leffler. It could mean that such a letter has been
written but was lost.

Now, consider the query Q′ =
select ?�
where { ?� isSentTo hPoincaré .

?� isSentBy gMittagLeffler }
.

Q′ is obtained by exchanging sender and recipient in Q. The query transformation
Q 	→ Q′ is relevant for historians since, when searching a letter from H. Poincaré
to G. Mittag-Leffler, accessing the letters from the latter to the former can be
useful, because such a letter can be a response to a letter that has disappeared.

Now, consider the query for letters sent by D. Hilbert at “the end of the xixth

century”. This period of time is imprecisely specified, so an interval of time is
chosen to model it, e.g., [1890, 1900], hence the query

Q=
select ?�
where { ?� isSentBy dHilbert . ?� dateOfExpedition ?d .

filter (?d>= ’01/01/1890’) . filter (?d<= ’31/12/1900’) }
.
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Fig. 2. A SPARQL query state space. Q is the initial query. r, s, t and u are SQTRL
rules.

Now, a letter of David Hilbert of 1887 or even 1902 would be an acceptable
answer to the informal query, whereas it does not answer the formal query Q.
Hence the usefulness of transformations Q 	→ Q′ and Q 	→ Q′′ corresponding to the
enlargement of the interval of time to [1885, 1900] and [1890, 1905], respectively.
Q′ (resp., Q′′) is obtained by substituting ’01/01/1890’ (resp., ’31/12/1900’)
with ’01/01/1885’ (resp., ’31/12/1905’) in Q.

Other examples have been considered. Some of them consist in generalizing
classes in the query (as for the Pear to Fruit example in Sect. 3.1). Another
one consists in replacing a person by another one that is close in a relationship
network.

From this study and the previous one has emerged the need to develop a
generic tool for managing SPARQL query transformations. A rule language for
this purpose—SQTRL—has been developed as well as a system for managing
such rules (this is detailed in Sect. 4). The principle of approximate search in
the H. Poincaré letters using SQTRL rules is the one of a search in a state
space where a state is a SPARQL query, the initial state is the initial query, and
transitions correspond to rule applications, as illustrated in Fig. 2. Such a space is
searched by increasing “transformation costs” using e.g., dynamic programming.
These costs are associated to rules and are assumed to be additive. For example,
the transformation from Q to Q21 in Fig. 2 is cost(r) + cost(t). This principle is
also applied for retrieval in Taaable.

3.3 Cocktail Name Adaptation in the CBR System TAAABLE

Taaable has been applied for cocktail recipes for the CCCs of 2014 and
2015. For example, given the query Q = “I want a cocktail with schnapps and
hot chocolate”, Tuuurbine, the retrieval engine of Taaable, finds a recipe R
named "Irish coffee" and the adaptation consists in applying the substitu-
tion σ = whisky � schnapps ◦ coffee � hotChocolate on the ingredients of
R. The adapted recipe is denoted by σ(R). The cocktail name adaptation prob-
lem is how to name the adapted cocktail recipe σ(R), given the name of R (the
string "Irish coffee") and the substitution σ. This issue has been addressed
in [12]. It is based on an RDFS base βR associated with the recipe R and giving
a (partial or complete) explanation of its name. In the example:
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βR = {〈coffee englishName "coffee"〉, 〈?nameR superStringOf "coffee"〉,
〈whisky hasOrigin ireland〉, 〈ireland hasEnglishAdjective "Irish"〉,
〈?nameR superStringOf "Irish"〉}

where coffee and whisky are some R ingredient types and ?nameR is the variable
that is associated with the recipe name. Let βσ(R) be the RDFS base obtained
by applying the substitution σ on βR:

βσ(R) = {〈hotChocolate englishName "coffee"〉, 〈?nameR superStringOf "coffee"〉,
〈schnapps hasOrigin ireland〉, 〈ireland hasEnglishAdjective "Irish"〉,
〈?nameR superStringOf "Irish"〉}

βσ(R) does not match the domain knowledge in the sense that exec�(Qσ(R),B) =
∅, with

Qσ(R) =

select ?anyVariable
where { hotChocolate englishName "coffee" .

schnapps hasOrigin ireland .
ireland hasEnglishAdjective "Irish" }

(?anyVariable being a variable that is used only for syntax purpose). The trans-
formation here consists in substituting identified resources or literals with vari-
ables, knowing that the resources occurring in σ(R) (i.e., hotChocolate and
schnapps). In the example, the substitutions "coffee" � ?x, ireland � ?y
and "Irish" � ?z can be done (among others: one could have also substituted
a property by a variable). A final state of this search is a query Qgen such that
exec�(Qgen,B) �= ∅, for example:

Qgen =

select ?anyVariable
where { hotChocolate englishName ?x .

schnapps hasOrigin ?y .
?y hasEnglishAdjective ?z }

Here, it is assumed that the execution of this query gives exactly one binding:

exec�(Qgen,B) = {{?x, "hot chocolate"}, {(?y, germany}, {(?z, "German")}}

Composing the generalizations done from βσ(R) to βgen and this binding, it comes
the substitutions σ1 = "coffee" � "hot chocolate" and σ2 = "Irish" �
"German". Since the literals "coffee" and "hot chocolate" are linked in βR

with ?nameR, the adaptation consists in applying these substitutions, hence the
proposed name of the adapted recipe:

σ1(σ2("Irish coffee")) = "German hot chocolate"
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4 SQTRL: A Language for SPARQL Query
Transformation Rules

The language SQTRL presented below has emerged from the need to transform
SPARQL queries as presented above. After the presentation of this language,
examples of SQTRL rules that cover the examples of Sect. 3 are given. Finally,
the system that manages these rules is briefly described.

4.1 SQTRL: Syntax and Application of the Rules

A SQTRL rule is defined in an XML syntax as follows (the texts in italics have
to be substituted by the appropriate strings):

<rule name=name of the rule >
<context>RDFS triples under the SPARQL syntax </context>
<left>RDFS triples under the SPARQL syntax </left>
<right>RDFS triples under the SPARQL syntax </right>
<cost>a float </cost>
<explanation>a text possibly using variables </explanation>

</rule>

If r is such a rule, the contents in the fields with tags <context>, <left>,
<right> and <cost> are denoted by context(r), left(r), right(r) and cost(r).

For example, the following rule substitutes a class C by a class D provided
that C occurs as an object in a triple of the query Q body and that C is a
subclass of D:

r =

<rule name=Generalize an object class>
<context>?C subc ?D</context>
<left>?x ?p ?C</left>
<right>?x ?p ?D</right>
<cost>1.0</cost>
<explanation>Generalize ?C in ?D</explanation>

</rule>

(2)

Thus, context(r) = ?C subc ?D , left(r) = ?x ?p ?C , right(r) =

?x ?p ?D , and cost(r) = 1.
Let Q be a SPARQL query and B be an RDFS base representing

relevant domain knowledge. For the example,

Q =
select ?r
where { ?r type TartDishRecipe .

?r ing ?i . ?i type Pear }
and B such that B �

{〈Pear subc Fruit〉, 〈TartDish subc DishWithPastry〉}. Let r be a SQTRL
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rule, for the example, it is the rule defined in Eq. (2). The application of r to
Q given B is the set apply(r, Q,B) of the queries Q′ obtained by transforming
Q using rule r, knowing B. If apply(r, Q,B) = ∅, the rule r is said to be non
applicable on Q given B.

Figure 3 presents the algorithm for computing apply(r, Q,B) and illustrates
the algorithm with the example values r, Q and B given above.

Note About the Computing Time. Applying an SQTRL rule amounts
mainly to execute a few SPARQL queries. Now, executing a SPARQL query
amounts mainly is finding subgraph isomorphisms (between the body of the
query to the graph representing the RDFS base), which is known to be an
NP-complete problem. However, one must keep in mind that the size of the
parameter to be taken into account is mainly the size of the query, which, for
rule application, corresponds to the size of the context and of the left part of
the rule. Thus, unless the rule is huge—a situation that has not occurred in our
applications—the application of a rule is very quick, especially thanks to the use
of an efficient SPARQL execution tool. So, our intuition is that the application
of SQTRL rules is fast in practice though an accurate complexity estimation as
well as some experiments remain to be done.

The same argument can be given for case retrieval and case adaptation:
though they are based on search in a state space, if the size of the initial query is
reasonable, then the search in this space does not take too much time in practice,
and that is what we have experimented with Taaable. If the closest case is very
dissimilar to the query, this involves a result that is likely to be of poor quality:
for example, if the user queries Taaable for a vegetarian recipe with pastry
and pineapple and the only recipe in the case base is for beef Stroganov, then
it is unlikely that the users will be satisfied with the adaptation query (despite
the adaptation capabilities of Taaable). For this reason, a timeout interruption
is used: after a too long computing time for retrieval, it is considered that the
adaptation procedure will not be able to make enough modifications to achieve
a satisfying result.

4.2 Examples of SQTRL Rules

This section presents some SQTRL rules that cover the examples presented in
Sect. 3.

Generalization Rules. Let Q1 and Q2 be two SPARQL queries with the same
select line. Q1 is said to be less general than Q2—denoted by Q1 � Q2—if
for every RDFS base B, exec�(Q1,B) ⊆ exec�(Q2,B). A generalization rule
is a rule r such that for every SPARQL query Q, every RDFS base B and
every Q′ ∈ apply(r, Q,B), Q � Q′. The rule r of Eq. (2) is such a rule, as way
as the rule "Generalize a subject class" obtained by replacing left(r) by
?C ?p ?x and right(r) by ?D ?p ?x . Similarly, the following rule is a
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Fig. 3. The SQTRL rule application: the algorithm and an example (V(s) denotes the
set of variables occurring in a sequence s of RDFS triples).
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rule that generalizes predicates:

<rule name=Generalize a property in predicate position>
<context>?p subp ?q</context>
<left>?x ?p ?y</left>
<right>?x ?q ?y</right>
<cost>1.0</cost>
<explanation>Generalize ?p in ?q</explanation>

</rule>

A second way to generalize a query is by removing a triple:

<rule name=Remove a triple from the body of the query>
<context></context>
<left>?x ?p ?y</left>
<right></right>
<cost>1.0</cost>
<explanation>Remove the triple ?x ?p ?y</explanation>

</rule>

It can be noted that removing a triple can “disconnect” variables that were
previously connected by a path. For example, if
body(Q) = s p ?x . ?x ?q ?y . ?y ?r ?z then the removal of

?x ?q ?y disconnects ?z from s. A variant of the above rule exists that
prevent such situation.

A third type of generalization rules works with filters, when a filter has
the form filter (?x �� v) where �� ∈ {<, <=, >=, >} and v is a value of a
numerical type (or a date). It consists in replacing v by v + c where c is some
numerical constant such that c > 0 if �� ∈ {<, <=} and c < 0 else. Such a rule
does not follow the syntax of other rules (it has a specific syntax), and has been
motivated by the modeling of “the end of the xixth century” issue (cf. Sect. 3.2).

A final type of generalization rules, that has been used in Sect. 3.3, consists
in substituting a constant c (i.e., a resource or a literal) by a variable ?c:

<rule name=Generalize subject c by ?c>
<context></context>
<left>c ?p ?x</left>
<right>?c ?p ?x</right>
<cost>1.0</cost>
<explanation>Generalization of c in ?c</explanation>

</rule>

Similar rules are defined for substituting a constant by a variable in predicate
and object positions. Using such rules can be used to transform Qσ(R) into Qgen
(cf. Sect. 3.3).
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These generalization rules can be qualified as application-independent as they
can be used in various applications. By contrast, some other SQTRL rules are
strongly related to applications.

Application-Dependent Rules. The generalized rules presented above cover
some of the examples presented in Sect. 3 but not all of them. For example, in
Sect. 3.1, it is said that, for a dessert recipe, butter can be replaced by margarine
and vice-versa, which can be formalized thanks to two rules, the first one being

<rule name=Replace butter by margarine in a dessert>
<context>?r type DessertRecipe</context>
<left>?r ing ?x . ?x type Butter</left>
<right>?r ing ?x . ?x type Margarine</right>
<cost>0.1</cost>
<explanation>Replace butter with margarine</explanation>

</rule>

and the other one being a similar rule obtained by exchanging the terms Butter
and Margarine in the first rule. This kind of rules can also be used as adaptation
rules: given a dessert recipe R with butter and a query of a dessert recipe with
margarine, the above rule can be applied to adapt R to answer the query. Thus,
SQTRL can also be used as a language for adaptation rules. In a way, it could
be said that retrieval adapts the query to fit at least one case from the case base
that is then adapted to fit the query.

Another domain-dependent rule is the one exchanging sender and recipient
in H. Poincaré letters, which can be formalized by:

<rule name=Exchange sender and recipient>
<context></context>
<left>?x isSentTo ?y . ?x isSentBy ?z</left>
<right>?x isSentBy ?y . ?x isSentTo ?z</right>
<cost>1.0</cost>
<explanation>Exchange sender/recipient: ?y/?z</explanation>

</rule>

4.3 A Tool for Managing SQTRL Rules

A tool has been developed to manage SQTRL rules with the following function-
alities: creation, serialization and application of a rule. It uses the rule syntax
presented above and the turtle syntax for RDFS base. It uses the RDFS and
SPARQL management tool KGRAM [6] and is written in Java. It is freely acces-
sible at http://tuuurbine.loria.fr/sqtrl/ (a site with the code and a user manual).
A demo has been developed as illustrated by the screenshot of Fig. 4.

http://tuuurbine.loria.fr/sqtrl/
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Fig. 4. A screenshot of the SQTRL tool demo. The query on the left has been trans-
formed in the list with only one query on the right, the applied rule being the one
named "Exchange sender and recipient".

5 Discussion and Related Work

Case retrieval based on minimal generalization of the query is not a new idea
in CBR. For example, it was applied with SQL queries for a translation system
based on CBR in the early 1990s [20]. It was also applied in a graph formalism for
representing molecular structures a few years later [14]. Taaable has been using
this principle since its first version, though the use of RDFS and SPARQL has
only been developed since 2014. The originality of this work is that it presents a
well-defined rule language for transforming queries and that it is based on RDFS
and SPARQL that are semantic web standards that are getting more and more
used and with which data and knowledge are represented and accessed freely
within the Linked Open Data [2].

Case adaptation based on minimal modification of the source case is not a
new idea either. Actually, when the modification is based on generalizations, it
is related to generalization methods found in the early years of machine learn-
ing [10] and applied to CBR [19]. Here SQTRL rules are used to implement this
idea (for both generalization-based and non generalization-based modifications)
when (a part of) the source case can be represented as an RDFS base or a
SPARQL query. Another work based on this principle is revision-based adapta-
tion [5], i.e., adaptation based on the use of a belief revision operator [1]. Such an
operator � associates to two belief bases ψ and μ a belief base ψ � μ equivalent
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to ψ′ ∧ μ where ψ′ is the minimal modification of ψ to make it consistent with
μ (given some modification metric). Therefore, the idea of �-adaptation is to
make the revision of the source case by the query (knowing that both have to be
consistent with the domain knowledge). The difference here is that RDFS bases
are hardly inconsistent.2 Therefore, belief revision of RDFS bases in the classical
sense has little interest. Currently, alternative ways of defining revision in RDFS
are investigated which could lead to a unification of the approach presented here
with revision-based adaptation.

This work has strong connections with the theory developed last years that
is based on amalgams and on refinement operators [16,17]. Indeed, refinement
operators can be likened to SQTRL rules and are used both for case retrieval [16]
and for (single and multiple) case adaptation [17]. Two differences between this
previous work and the current one can be pointed out. First, the amalgalms
and refinement theory is defined independently from a knowledge representation
formalism, whereas we present an approach more concrete, with the advantage
of being associated with an operational tool. Second, the refinement operators
are generalization and specialization operators, whereas SQTRL allows to define
non generalization rules. One could argue that such a rule can be “simulated” by
the application of two rules, one for generalization and one for specialization. For
example, the rule making the substitution Butter � Margarine can be seen as
the composition of the generalization g = Butter � Fat and the specialization
s = Fat � Margarine. However, applying these two rules has a cost cost(g) +
cost(s) that may be too high, if the Fat class contains subclasses less close to
Butter and Margarine from a cooking viewpoint, such as DuckFat.3 Therefore
a rule substituting “directly” butter by margarine with a lower cost is useful and
so are other non generalization rules.

6 Conclusion and Future Work

This paper has presented SQTRL, a query transformation rule language and
tool adapted to the SPARQL formalism, and three of its applications. Our claim
is that this language and this tool can be applied in many application domains
of CBR, provided that the case language and the domain knowledge can be
translated into RDFS, which embeds the feature-value formalisms and taxonomy
languages frequently used in CBR [13]. In particular, it is planned to use SQTRL
for an ongoing work in a medical domain.

The SQTRL tool is in the Tuuurbine web site, but the current version of
Tuuurbine does not use it: the integration of these tools is a future work.

2 The only case of inconsistency of an RDFS base is related to a type error property
for datatype properties. For example, if the age of an individual stated with property
age is an integer, then the triple 〈juliet age true〉 is inconsistent. Such situations
of inconsistencies are not relevant here.

3 These classes are taken from WikiTaaable, the semantic wiki that contains
Taaable ontology: http://wikitaaable.loria.fr.

http://wikitaaable.loria.fr
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SQTRL is in its first stable version but, surely, this language will require
evolutions. Our policy is to make it evolve when new needs emerge. The partic-
ular treatment associated with the filters show that there is room for improve-
ment here. The difficulty is that, in general, the filter term can use the Boolean
operators (and, or, not), which raises specific issues if the goal is to make trans-
formations up to equivalence (and not only syntactical ones): if Q1 and Q2 are
equivalent queries (that is Q1 � Q2 and Q2 � Q1) and r is a rule that can be
applied to Q1 to give birth to Q′

1, then r should be applicable to Q2 to give birth
to a query Q′

2 equivalent to Q′
1.

In this paper, the cost fields of the rules are given arbitrarily. One question
is how to fix them, which is a complex knowledge acquisition issue often met in
CBR (similar to the choice of weights in a similarity measure). Another point
is that, in this first version of SQTRL, costs are constant, whereas one can
consider that they should be parameterized by the bindings. For example, using
the generalization rule of Eq. (2), one can argue that it is less costly to make the
generalization WilliamsPear � Pear than the generalization Apple � Fruit in
the cooking domain. Therefore, having a cost field that is linked with a function
will probably be useful.
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Abstract. Online judges store hundreds of programming problems but
they lack recommendation tools to help users to find relevant problems
to solve. In this paper, we extend the exploration of the use of the
implicit knowledge derived from the relationships created between users
and problems when the users submit their solutions to the online judge.
Inspired by collaborative filtering techniques, in this work we compare a
user-based and a problem-based approach, both supported by node sim-
ilarity metrics coming from social network analysis, and we study the
inclusion of voting systems in order to rank the problems that best fit
for a user in the online judge. Our experiments reveal that the selection of
the highest-performing similarity metric is determined by the recommen-
dation method. We also show that the user-based approach outperforms
the problem-based approach only when the proposed voting systems are
used.

1 Introduction

Online judges are repositories with hundreds of programming exercises and prob-
lems used in programming contests and learning sessions [5]. A programming
exercise has a statement about the problem to solve and a private set of test
cases. When a user submits a solution –a source code– for a problem, the online
judge compiles and executes the solution against the test cases, providing a
verdict about its correctness.

Online judges are commonly used for training on-site programming contests,
becoming a valuable system for expert users who want to increase their per-
formance on competitive programming. Unfortunately, these systems pay little
attention to novice users, who just want to practice algorithms or data struc-
tures. Usually, these users are overwhelmed by the amount of problems in the
repository and they have no idea about which problem they should try to solve.

Despite this problem, online judges rarely provide recommendation mecha-
nisms to help these newbies. Some online judges suggest problems using the
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Global Ranking Method, which just recommends the problem with the most cor-
rect solutions that the user has not resolved yet. This method lacks personaliza-
tion because it will recommend almost the same problems to the all the users,
no matter which problems they have already solved.

A brief review about recommender systems shows that recommendation me-
thods usually exploit user opinions in terms of ratings –collaborative filtering–
or item descriptions –content-based– in order to provide personalized recom-
mendations. Online judges hardly ever provide rating tools, which allow users to
express their preferences. Moreover, the problems in the repository, apart from
the statement description, lack additional information, besides a few tags about
the programming concepts required in the solution.

In our previous work [4], we described a recommendation approach that
exploited the knowledge implicit in the submissions and its verdicts. The sub-
missions represent the interactions between users and problems in the online
judge and they can derive an interaction graph. In that work, we proposed the
creation of a problem-problem network in order to find similar problems to the
ones solved by a user, and the use of similarity metrics extracted from link predic-
tion techniques in order to recommend new problems. However, as collaborative
filtering proposes, the recommendation process can be reformulated as finding
similar users to the current one, in order to recommended the problems solved
by these users but not already attempted by the current user. Our current work
defines this user-based approach, which relies on the construction of a user-user
network, and compares it with the problem-based approach. The experimental
evaluation of both recommendation methods will use a dataset with the submis-
sions in Acepta el Reto (Spanish translation of Take on the challenge), an online
judge developed by our research group.

The remaining of this paper is organized in the following sections. First, we
describe the online judge systems (Sect. 2) and, right after, we detail the rec-
ommendation approaches proposed for these systems (Sect. 3) and the similarity
metrics employed by these approaches (Sect. 4). The comparative evaluation of
the user-based and problem-based approaches is related in Sect. 5 and the paper
concludes with some related work (Sect. 6) and a summary of the main conclu-
sions and the derived future work (Sect. 7).

2 Online Judges

Online judges are online repositories with hundreds or even thousands of pro-
gramming exercises. Each programming exercise includes a public statement,
which describes the problem to solve, and a private set of test cases that will
be used to automatically validate the solutions submitted to the system. Users
choose a problem and then try to solve it by submitting code solutions in one
of the programming languages accepted by the judge. The system compiles the
source code and runs it against many test cases, whose solutions are known by
the judge. The output generated by the submitted solution is compared with
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the official solution and a verdict is provided. Examples of such systems are the
UVa Online Judge1 or Acepta el reto2.

Depending on the comparison result, the online judge provides one of the
following verdicts:

AC (Accepted): The solution submitted was correct because it produced the right
answer and it did not exceed the time and memory usage constraints.

PE (Presentation Error): The solution was almost correct, though it failed to
write the output in the exact required format (having an excess of blanks or
line endings, for example).

CE (Compile Error): The solution did not compile.
WA (Wrong Answer): The program failed to write the correct answer for one or

more test cases.
RTE (Runtime Error): The program crashed during the execution (because of

segmentation fault, floating point exception...).
TLE (Time Limit Exceeded): The execution took too much time.
MLE (Memory Limit Exceeded): The solution consumed too much memory.
OLE (Output Limit Exceeded): The program tried to write too much information.

This usually occurs if it goes into an infinite loop.

Generally, users suffering a negative verdict try to fix their solution and
they resubmit it. Moreover, it is not unusual to receive resubmissions of users
making changes to their accepted code, in order to improve their ranking position
creating optimized code. It could happen that those assumed improvements lead
into a negative verdict. However, from the system point of view, the user will have
the problem still accepted, despite the non-AC verdict in her last submission.

Taking the last statement into account, the relationship between the users
and the problems stored in the repository can be simplified and modelled accord-
ing to one of the following states:

– Solved : the user submitted several solutions for a problem and at least one is
correct. In this category we can consider both AC and PE verdicts, since PE
are close to being correct.

– Attempted : the user submitted one or more solutions for the problem, but
none of them are correct.

– Unattempted : the user did not submit any solution for a problem.

The next section will describe how the submission dataset is handled to create
the interaction graphs employed by the proposed recommendation approaches.

3 Recommendation Methods Based on Interaction
Graphs

In an online judge system, submissions contain the information about the user-
problem interactions. From the system point of view, submissions can be rep-
resented as a set of tuples R = (t, u, p, v) where t is the timestamp when the
1 https://uva.onlinejudge.org.
2 https://www.aceptaelreto.com (in Spanish).

https://uva.onlinejudge.org
https://www.aceptaelreto.com
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submission was sent, p and u are the problem and the user respectively, and v
is the verdict emitted by the online judge for the solution that u provided for p.

User-problem interactions can be abstracted and represented into a user-
problem non-weighted bipartite graph G, where nodes belong exclusively to one
of two disjoint sets, the problem-set P = {p1, . . . , pm} or the user-set U =
{u1, . . . , un}. Therefore, we define an adjacency matrix A = {aij}, where aij =
1, if the user ui attempted to solve (or correctly solved, depending on the use of
the matrix) the problem pj .

Instead of using a bipartite graph, we can define a non-bipartite graph where
the user-problem interactions will be transformed into implicit relationships
among problems, as proposed in our previous work [4]. Analogously, we can
define the non-bipartite graph that represents the implicit relationships among
users. The network projection is the process that aims to transform a bipartite
graph into a non-bipartite one.

According to the way that the interaction graph is projected, we will create a
user-user graph or a problem-problem graph. Therefore, we propose two different
recommendation approaches using the corresponding projected graph.

3.1 Problem-Based Approach

The problem-based recommendation approach was proposed in our previous
work [4]. It uses the Problem-projection graph Gp = {N,E}, where N = {p ∈ P}
are Problem nodes, and E = {(pi, pj)|pi, pj ∈ P, i �= j} are the edges. In this
case, two nodes are connected if they have at least one common user who solved
both problems. To avoid losing information from the original network about user
interactions we use a simple weighting method, where an edge (pi, pj) is weighted
with the number of different users who solved both pi and pj . The generated
graph using this method can be very dense so we filter edges in order to reduce
this density and to make the graph easier to handle. We employ a global thresh-
old on weights [11]: we delete all the edges whose weight is below a threshold
value tv.

With this graph and the node similarity metrics described later, we compute
a problem-problem similarity matrix Simm, which contains information about
similarity between pairs of problems (a problem-problem matrix). Simm(i, j)
represents the similarity score between the problems pi and pj using the simi-
larity metric m.

In short, the problem-based approach recommends the most similar problems
to the ones that a target user ut solved before. The list of recommended problems
is created following these steps:

1. We create the set of problems Put
with the problems solved by ut.

2. For each pi ∈ Put
we create a set of problems Psimpi

= {(pj , sj), . . . (pn, sn)},
removing the problems already attempted by ut. sj ≡ Simm(i, j) represents
the similarity between pi and pj using the similarity matrix Simm. Every set
contains the most similar problems to pi, removing the ones whose similarity
with pi is below a threshold value.
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3. We create a list of problems Lr = [(pj , sj), . . . (px, sx)] aggregating all the
problems in the previous sets. When a problem pi exists in different sets, si
is the highest similarity value among the sets where pi existed.

4. Finally, Lr is ranked using the similarity score and we will recommend the
first k problems.

3.2 User-Based Approach

The user-based approach uses the User-projection graph Gu = {N,E}, where
N = {u ∈ U} are User nodes, and E = {(ui, uj)|ui, uj ∈ U, i �= j} are the edges.
In this graph, two nodes are connected if both users solved at least one problem in
common. As stated in the previous approach, we use a simple weighting method:
an edge (ui, uj) is weighted with the number of different common problems solved
by both ui and uj users. Additionally, we reduce the graph density removing the
edges whose weight is below a threshold value tv.

With this graph and the same node similarity metrics, we compute a user-
user similarity matrix Simm, where Simm(i, j) represents the similarity score
between users ui and uj using the similarity metric m.

In short, the user-based recommendation looks for similar users to the target
user ut and recommends the problems they have already solved by the similar
users but not attempted by ut. In detail, the user-based recommendation process
runs as follows:

1. We create a set of similar users Usim to ut. Usim is the row t of the simi-
larity matrix Simm, removing the users whose similarity with ut is below a
threshold value.

2. For each user uj ∈ Usim, we create a set of problems Puj
selecting the prob-

lems solved by uj , but not attempted by ut.
3. Finally, we create a list of problems Lr = [(p1, s1) . . . (pn, sn)] merging the

problems contained in every Puj
set created in the previous step. si is the

highest similarity value Simm(t, j) among the users who proposed pi.
4. Finally, Lr is ranked using the similarity score and we will recommend the

first k problems.

Due to the social nature of this user-user network, we propose the inclusion
of a voting system in step 3. This way, instead of using the best similarity value
si, we propose the use of a voting score vi for each problem pi in Lr, which
takes into account not only the similarity of an individual but the aggregation
of scores provided by several users.

The voting score is computed using a voting system. In this work, we propose
and analyse the following voting systems:

1. Simple voting. The voting score counts the number of times that the problem
pi appears in the sets of problems Puj

created in step 2.
2. Weighted voting. The voting score is the weighted sum of the times that the

problem pi appears in the sets of problems Puj
, where the weight value w for
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a problem in Puj
is computed with the similarity of the users who proposed

the problem with ut:

w =
Usim(uj)∑

uk∈Usim
Usim(uk)

3. Positional voting. The voting score is again the weighted sum of the times
that the problem pi appears in the sets of problems Puj

. However, the weight
value w for a problem in Puj

is computed using the position posuj
where the

user uj appears in Usim, sorted by similarity in descending order:

w =
1

posuj
+ 1

In order to illustrate how the voting systems work, we provide an example (see
Fig. 1). We have 4 users similar to our target user ut and Pr = {p1, p2, p3, p4, p5}
contains the problem candidates solved by those users but not attempted by ut.

Fig. 1. Voting system example

We can see that each voting system generates different ranked lists of prob-
lems. For example, if we choose k = 2, the list of problems recommended to ut

will be [p2, p1] with all of the voting systems, but if we choose k = 3, we obtain
two different lists: [p2, p1, p3] with the simple voting system and [p2, p1, p5] with
the weighted and positional voting systems. This way, we illustrate that the
choice of the voting system to use in our recommender system is relevant.

Both approaches work with a similarity function that compares nodes in a
graph, no matter if the nodes represent users or problems. The next section will
show that the Social Network Analysis can provide us with a set of different
node similarity metrics.
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4 Node-Based Similarity Metrics

The network representation allows us to analyse the user-problem interactions
that occurred in the online judge system using the methods and metrics defined
by the Social Network Analysis field [3]. Link prediction is a technique used in
social network analysis that aims to predict new links that might be formed
between nodes in a future time or to predict missed links in the current net-
work [12]. There are different approaches to predict these links. However, we
will focus on similarity-based methods, which compute the proximity or simi-
larity between pairs of nodes in order to predict new links. We will define a
variation of these metrics in order to calculate a similarity score that expresses
how similar two problems or users are in the corresponding graph according to
the users’ interactions with these problems.

These metrics must be considered as a score for a pair of nodes (x, y) instead
of a classic similarity metric because, in general, the value of these metrics does
not lie in [0,1] range.

For clarity of the descriptions of the proposed similarity metrics, we give
some notation:

– N(x) represents the neighbours of node x.
– |N(x)| represents the number of neighbours (or node degree) of node x.
– WD(x) represents the weighted node degree of node x, which means the sum

of the weights in the edges directly connected with node x.
– Axy represents the weight of the edge that links node x and node y.

Most of these metrics are detailed in [6,12] and some of them are defined in
two different flavours: unweighted and weighted metrics [7]. Using this notation,
now we can describe the similarity metrics used in our study (Table 1).

Edge Weight (EW). This simple metric measures the similarity between two
nodes as the weight of the edge that links them. Two nodes are unconnected if
Axy = 0. Although an unweighted version of this metric exists (Axy = 1 if the
edge exists; 0 otherwise), we have not used it because it cannot be employed as
a similarity metric.

Common Neighbours (CN). This metric measures the similarity between
two nodes as the number of neighbours they have in common. We have defined
a weighted version (WCN) of this metric.

Jaccard Neighbours (JN). This is an improvement of CN(x, y) as it measures
the number of common neighbours of x and y compared with the number of total
neighbours of x and y. This metric does not have an equivalent weighted metric.

Adar/Adamic (AA). This metric also measures the intersection of neighbour-
sets of two nodes in the graph, but emphasizing in the smaller overlap. We have
defined a weighted version (WAA) of this metric.
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Table 1. Similarity metrics

Unweighted Weighted

EW EW (x, y) = Axy

CN CN(x, y) = |N(x) ∩ N(y)| WCN(x, y) =
∑

z∈N(x)∩N(y) Axz +Ayz

JN JN(x, y) =
|N(x)∩N(y)|
|N(x)∪N(y)|

AA AA(x, y) =
∑

z∈N(x)∩N(y)
1

log|N(z)| WAA(x, y) =
∑

z∈N(x)∩N(y)
Axz+Ayz

log(1+WD(z))

PA PA(x, y) = |N(x)| · |N(y)| WPA(x, y) = WD(x) · WD(y)

Preferential Attachment (PA). This metric is based on the consideration
that nodes create links, with higher probability, with those nodes that already
have a larger number of links. The similarity between nodes x and y is calculated
as the product of the degree of the nodes x and y, so the higher the degree of
both nodes, the higher is the similarity between them. The weighted version
(WPA) is an improvement of the previous one, where the edge weights are taken
into account when computing the degree of nodes x and y.

5 Comparative Evaluation

In this section we present a comparative evaluation of the different design deci-
sions proposed by our approaches. The decisions are made along the following
axes:

– The recommendation method used according to the graph employed –user-
user graph and problem-problem graph.

– The similarity metric employed to find similar users or problems.
– The ranking method employed to select the best recommendations: based on

similarity or based on a voting system (for the user-based approach only).

Finally, we think that the number of recommendations provided (k) is impor-
tant so we will enrich the evaluation with the analysis of the influence of k in
the performance of the recommendations.

5.1 Data and Experimental Setup

Acepta el reto (ACR) is an online judge created in 2014 at the Complutense Uni-
versity of Madrid (UCM). ACR was initially focused on the students of Computer
Science at UCM, who had to resolve their programming assignments using this
online judge. Nowadays, ACR is used by a large Spanish community and it is
employed in several programming contests.

We carried out an exploratory analysis of the ACR submissions dataset in
order to familiarize with the data contained in it and to find relevant informa-
tion for our recommendation purposes. ACR stores 3,678 registered users, 289
problems and around 110,000 submissions (including resubmissions) at the time
of this writing (March 2017).
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Table 2. Descriptive analysis of the ACR submissions: the original dataset (Raw) and
the filtered dataset (Curated).

Metric Raw Curated

# Submissions 110.364 25,151

# Problems 289 289

# Users 3,678 3,678

Density 0.10 0.02

Earliest submission 2014/02/17 2014/02/17

Latest submission 2017/02/13 2017/02/13

Time span 1092 days 1092 days

Problems

Maximum # submissions per problem 5,613 1,290

Median # submissions per problem 232 52

Average # submissions per problem 381.88 87.03

Minimum # submissions per problem 8 3

# Problems with at least 10 submissions 276 253

# Problems with at least 50 submissions 216 138

# Problems with at least 100 submissions 146 56

Users

Maximum # submissions per user 2,576 250

Median # submissions per user 10 3

Average # submissions per user 30.01 6.84

Minimum # submissions per user 1 1

# Users with at least 5 submissions 2,415 1,160

# Users with at least 10 submissions 1,790 606

# Users with at least 20 submissions 1,198 220

Verdicts

# Submissions with AC-PE 36,824 18,067

# Submissions with CE 7,061 465

# Submissions with Runtime-Limit Error 31,924 1,803

# Submissions with Wrong Answer 33,443 3,146

According to the attempted-solved states described in Sect. 2, we redefine the
submission dataset, removing all submissions for a user-problem tuple except the
last solved submission for this user-problem tuple, or the last attempt for this
user-problem tuple, if a solved submission does not exist. The final number of
submissions considered in the dataset drops to 25,151. Table 2 depicts a catalogue
of descriptive statistics, as proposed in [2], about both datasets: the original
(Raw) submission dataset and the filtered (Curated) dataset.
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For doing our experimental evaluation, we have implemented 40 recom-
mender systems following the combination of all design decisions described above
and using the ACR curated dataset. All the experiments described later were
repeated for different recommendation lists of size k ∈ [1, 10].

The evaluation process starts splitting the dataset into two sets using a par-
ticular timestamp t:

– A training set, for building the interaction graph used by our recommendation
system. It contains the accepted submissions made before time t.

– An evaluation set, for validating the recommendations. It contains the
attempted submissions made after time t.

We select the target users involved in the evaluation considering only regular
users –those users who used the system regularly. To do that, we will only
consider those users who had attempted a minimum number of problems before
and after time t. In this experiment, we choose the users who attempted or
solved at least 5 problems. The date selected to split the itineraries was 2016-
10-20 because that timestamp allowed us to build the largest test set with 65
users with at least 5 problems before and after the timestamp.

The problem-problem and user-user graphs were created using the training
set. The former graph has 169 nodes and 14,149 edges, with a density of 49.5%.
The user-user graph is bigger, with 2007 nodes and 624,206 edges, but with a
lower density, 15.5%. Both graphs were filtered removing the edges whose weight
was less than 5, leaving 10,837 edges (37.9%) in the problem-problem graph, and
16,805 edges (0.4%) in the user-user graph.

For each target user and for each recommender, we create a list with the k
recommended problems. To test the recommendations, we compare the recom-
mended problems with the problems attempted by the target users, contained
in the evaluation set. The recommendations are evaluated using the following
standard evaluation metrics for recommender systems [9]:

– Precision, Recall and F-Score in top k recommendations.
– At least one hit (1-hit): ratio of recommendations in which at least one rec-

ommended problem was attempted by the user. It corresponds to the metric
Success@k with a success condition of guessing right at least one problem.

– Mean Reciprocal Rank (MRR): it evaluates the quality of a ranked list of
recommendations based on the position of the first correct item. Since we only
provide one list of recommendations per user, the MRR can be computed as
MRR = 1/ranki

, where ranki is the position of the first attempted problem
in the recommendation list.

5.2 Results

Table 3 summarizes the results of the evaluation using k = 5 and computing the
average values for all the users involved in the evaluation. If we compare both the
user-based and the problem-based approaches using the same method to rank
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Table 3. Evaluation results by similarity metrics and recommendation methods, using
the similarity for ranking the recommendations of size k = 5. Best results between
user and problem based-approaches are in bold. The best evaluation metric values are
marked with *.

Sim Method Precision Recall F1 MRR 1-hit

CN Prob-Prob 0.111 0.055 0.070 0.194 0.400

User-User 0.182 0.100 0.122 0.398 0.523

AA Prob-Prob 0.129 0.063 0.081 0.241 0.446

User-User 0.148 0.076 0.094 0.388 0.462

JN Prob-Prob 0.098 0.044 0.057 0.185 0.323

User-User 0.123 0.057 0.073 0.318 0.400

PA Prob-Prob 0.126 0.061 0.078 0.329 0.462

User-User 0.123 0.057 0.073 0.318 0.400

EW Prob-Prob 0.268* 0.136 0.172* 0.486* 0.677

User-User 0.175 0.092 0.114 0.344 0.462

WCN Prob-Prob 0.252 0.132 0.165 0.421 0.785*

User-User 0.114 0.051 0.065 0.309 0.369

WAA Prob-Prob 0.249 0.131 0.164 0.423 0.785*

User-User 0.114 0.051 0.065 0.309 0.369

WPA Prob-Prob 0.265 0.137* 0.172* 0.428 0.785*

User-User 0.123 0.057 0.073 0.318 0.400

the recommendations (the similarity), we can see that the performance depends
on the similarity metric. Problem-based approaches using weighted metrics (EW,
WAA, WCN and WPA) always obtain better results in the evaluation metrics
than the user-based approaches. However, the unweighted metrics perform best
with the user-based approaches, except the Preferential Attachment (PA), which
shows slightly better results in combination with the problem-based approach.

In our previous work [4] related with the problem-based approach, Edge
Weights (EW) obtained the best results in all the evaluation metrics proposed.
With the new dataset, this metric continues obtaining the best results in Pre-
cision, Recall, F1 and MRR. However, WCN, WPA and WAA outperform EW
with the 1-hit metric.

When selecting the user-based approach and using the similarity to rank the
recommended problems, CN similarity metric yields the best results. Unweighted
metrics achieve slightly better results than the weighted ones. The exception is
EW, which achieves better or similar precision, recall, F1 and 1-hit values in
comparison with AA, JN and PA, and better MRR values in comparison with
JN and PA.

It is worth highlighting that using the voting systems to rank the recommen-
dations we achieve better recommendation results (see Table 4). In comparison
with the results in Table 3, user-based recommendation approaches using a voting
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Table 4. Evaluation results of the user-based approach with variations of similarity
metrics and ranking methods for recommendations of size k = 5. Best results between
user and problem based-approaches are in bold. The best evaluation metric values are
marked with *.

Sim Ranking Precision Recall F1 MRR 1-hit

CN Similarity 0.182 0.100 0.122 0.398 0.523

Simple 0.274 0.142 0.179 0.472 0.754

Weighted 0.314 0.166 0.208 0.474 0.831

Positional 0.357* 0.192* 0.239* 0.588 0.831

AA Similarity 0.148 0.076 0.094 0.388 0.462

Simple 0.274 0.142 0.179 0.472 0.754

Weighted 0.323 0.170 0.214 0.482 0.831

Positional 0.351 0.189 0.235 0.567 0.877*

JN Similarity 0.123 0.057 0.073 0.318 0.400

Simple 0.274 0.142 0.179 0.472 0.754

Weighted 0.274 0.143 0.181 0.442 0.754

Positional 0.348 0.186 0.232 0.589 0.800

PA Similarity 0.123 0.057 0.073 0.318 0.400

Simple 0.274 0.142 0.179 0.472 0.754

Weighted 0.274 0.143 0.181 0.442 0.754

Positional 0.252 0.130 0.164 0.409 0.754

EW Similarity 0.175 0.092 0.114 0.344 0.462

Simple 0.345 0.187 0.233 0.587 0.815

Weighted 0.348 0.187 0.234 0.598 0.846

Positional 0.342 0.185 0.230 0.602* 0.800

WCN Similarity 0.114 0.051 0.065 0.309 0.369

Simple 0.274 0.142 0.179 0.472 0.754

Weighted 0.289 0.152 0.191 0.488 0.800

Positional 0.271 0.144 0.180 0.439 0.785

WAA Similarity 0.114 0.051 0.065 0.309 0.369

Simple 0.274 0.142 0.179 0.472 0.754

Weighted 0.317 0.168 0.211 0.494 0.831

Positional 0.283 0.147 0.186 0.436 0.800

WPA Similarity 0.123 0.057 0.073 0.318 0.400

Simple 0.274 0.142 0.179 0.472 0.754

Weighted 0.280 0.146 0.184 0.450 0.785

Positional 0.280 0.151 0.187 0.422 0.815

system yield better results than the problem-based approaches, no matter the
similarity metric employed. It seems that the positional voting system works
better in combination with the unweighted metrics, while the weighted voting
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system enhances the recommendation results with the weighted voting systems.
This fact makes sense because the positional voting removes the real differences
in similarity among the problems in a list, keeping only its position in that list.

As occurred when comparing user and problem-based methods, PA and WPA
break the rule. We suppose that the reason for this behaviour is due to their
nature because Preferential Attachment takes into account the importance of the
nodes in the ends of the edge, instead of the relationship between both nodes
in terms of edge weight or their neighbours. However, this fact needs a deeper
analysis.

In our previous work [4], we analysed the evolution of the precision, 1-hit
and MRR metrics when we increase the number of recommendations (parame-
ter k) from 1 to 10. We repeated the analysis with the approaches proposed in
our current work. For the sake of simplicity, Fig. 2a shows the evolution for the
best similarity metrics (CN, AA, JN y EW) for the user-based recommendation
method when the problems are ranked using the similarity. We obtain a simi-
lar behaviour using the problem-based approach. As expected, precision value
decreases slowly and 1-hit increases with k because the probability of guessing
right at least one problem increases as we make more recommendations. The
trade off between the quality of recommendations and the number of choices
available to the users is not easy to decide, and we will have to perform some
tests with real users to adjust it. Finally, MRR values slightly increase as long
as the k parameter grows asymptotically to a constant value.

The evolution of the precision, 1-hit and MRR metrics when we increase the
number of recommendations follows the same tendency when the problems pro-
vided by a user-based recommender are ranked using a voting system, instead of

(a) User-based method and ranking recommended problems by similarity.

(b) User-based method with CN similarity, modifying the voting system.

Fig. 2. Precision, 1-HIT and MRR evolution when increasing the number of recom-
mended problems k.
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the similarity. As we can see in Fig. 2b, 1-hit and MRR values grow asymptoti-
cally to a constant value, while the precision decreases when we increase the num-
ber of recommended problems. Although the Figure only shows the behaviour
for the recommender that uses the similarity metric (CN), which performed the
best results, this behaviour is replicated when using the other similarity metrics.

6 Related Work

An online judge like ACR can be seen as an online repository that stores a large
amount of resources. These repositories traditionally suffer the problem of how
to find resources that best match the user’s knowledge or his/her preferences.
Recommendation systems help users in this task recommending items similar
to those a user has liked in the past [8]. Similarity is therefore one of the most
important metrics in these systems.

Some recommendation approaches that aim to suggest resources apply collab-
orative filtering, a technique that imposes that the user must rate the resources
in order to find similar preferences. Commonly, online judges like ACR hardly
ever provide mechanisms to rate problems, so these techniques cannot be applied.
However, the review of these techniques and the alternative user-based and item-
based approaches described by Sarwar et al. [10] inspired us to explore both
solutions in our recommendation problem.

On the other hand, content-based techniques require descriptions of the item
characteristics and user profiles that describe the interests of that user. ACR
problems are tagged with metadata about the programming concepts needed to
solve them. However, our previous work [4] highlighted that using the implicit
similarity between problems in the problem-based approach can yield better
results than using a content-based approach based on this problem metadata.

Other authors consider that the process of recommending items to users can
be considered as a link prediction problem in the user-item bipartite networks
[1]. For this reason, we have reviewed some literature in the use of link prediction
applied in recommender systems, concentrating our work on the similarity-based
methods, which employ different similarity metrics in order to predict new links.
Liben-Nowell and Kleinberg [6] systematically compared some neighbour, path
and random walk based node similarity indices for link prediction problem in
co-authorship networks. These algorithms have been also applied in the user-
product bipartite graphs in recommender systems and its performance has been
evaluated with a Flickr dataset, outperforming collaborative filtering methods
in some cases [1].

Finally, most of the studies on link prediction focused on unweighted net-
works but ignored the link weights. Proximity between nodes can be estimated
better by using both graph proximity measures and the weights of existing links.
The work in [7] proposed a simple way to extend similarity metrics for binary
networks to weighted metrics. However, the latter performed even worse in sev-
eral real networks. In contrast, our experimental results stress that weighted
and unweighted metrics perform different depending on the recommendation
approach and, therefore, the graph employed in the recommendation process.
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7 Conclusions and Future Work

Online judges lack tools that help a user to find relevant programming problems
to solve. Some online judges, like ACR, have the problems categorized with
labels, but this information is limited in order to help users to find which problem
should resolve next.

In this paper, we have extended our previous work [4] that exploits the
implicit knowledge included in the user-problem relationships created when users
submit solutions to the problems stored in the online judge. In that work we pro-
posed a problem-based approach that looks for similar problems to the ones that
a user has previously solved. In our current work, we have proposed a user-based
approach, which relies on selecting problems they have already solved for similar
users to the target user of the recommendation. As in our previous work, we
have employed different similarity metrics, inspired in the similarity-based link
prediction techniques coming from social network analysis.

We have compared the experimental results generated by these approaches
in combination with several similarity metrics and the analysis shows that the
selection of the highest-performing similarity metric is crucial in order to achieve
the best results. Problem-based approaches yield better using weighted metrics,
while user-based approaches obtain better results with the unweighted metrics.
We expect that our future works on the analysis of these metrics will reveal more
insights about this behaviour.

Additionally, we have proposed three alternative voting systems that sig-
nificantly improve the results of the user-based approach in comparison with
the problem-based recommendation, no matter the similarity metric employed.
Future work will continue exploring these voting systems and analysing the
impact of including them in the problem-based approach.

Finally, the edge weights in the graphs employed in our approaches have a
great impact in the similarity measures and, therefore, in the recommendation.
A preliminary analysis reveals that the methods employed to compute these
weights and to reduce the graph density using edge weights affects the recom-
mendation results. For this reason, we plan to review and apply new techniques
employed in social network analysis for weighting and filtering social graphs.
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Abstract. This paper shows how nuclear image interpretation is
improved by Tetra, a case-based decision support system. Tetra
exploits two kinds of knowledge sources: ontologies and knowledge
embedded in past nuclear imaging reports, each imaging report being
associated with a case, described by some features and its associated
diagnoses. Ontologies are used, in addition with vocabulary resources, to
semantically annotate the imaging reports. Links between case features
and diagnoses in the training case base have been computed. In practice,
when a new image test is run, Tetra exploits this features/diagnosis
links, as well as the generalization/specialization relation of the ontolo-
gies to retrieve the cases that are the most similar to the new image
test and to compute the most probable diagnoses. 8000 nuclear imag-
ing reports have been collected to create a case base and almost 1000
other imaging reports have been used for the system evaluation, which
shows that Tetra gives good results for the two diagnoses (necrosis
and ischemia) which have been considered in this work. The first results
shows that an ontology-based similarity computation between cases in
order to display the most similar cases as well as the diagnosis probabil-
ity computation helps the nuclear physician in her image interpretation
task.

Keywords: Case-based reasoning · Case similarity · Knowledge · Med-
ical diagnosis · Decision support system · Nuclear medicine · Imaging
report

1 Introduction

This paper shows how the nuclear image interpretation is improved by Tetra,
a case-based decision support system. Indeed, imaging, in particular in nuclear
medicine, is getting more and more complex over the years. Each year, new

c© Springer International Publishing AG 2017
D.W. Aha and J. Lieber (Eds.): ICCBR 2017, LNAI 10339, pp. 108–122, 2017.
DOI: 10.1007/978-3-319-61030-6 8



Tetra, A Case-Based Decision Support System for Image Interpretation 109

Mr. Ibrahim, 55 years old, has diabetes and arterial hypertension for 15 years. He
has come today to have a myocardial scintigraphy, in the context of screening. He is
currently asymptomatic. Seeing the images, the resident of nuclear medicine hesi-
tates and seeks the advice of a senior physician, specialist of myocardial scintigraphy,
who is busy. Once free, the professor remembered two similar cases: Mr. Pierre who
had a myocardial ischemia without necrosis, but also Mr. Lee who had sequelae of
myocardial necrosis, hardly visible on the scintigraphy. Once Mr. Ibrahim’s images
have been compared to images of these similar cases, the resident concludes easily.

Fig. 1. A typical example of a use case (which has been anonymized) requiring expert
knowledge for nuclear image interpretation.

radiotracers1 and machines are developed and tested. Despite this rapid evolu-
tion, few studies address the issue of image interpretation and imaging report.
Even if some works propose to improve protocol appropriateness using decision
support systems, no work addresses, to the best of our knowledge, this issue
from a knowledge point of view, for example, by exploiting knowledge stored
in ontologies or knowledge extracted from past experiences of image interpreta-
tions. The Tetra system, presented in this paper, aims at exploiting two kinds
of knowledge sources: ontologies and past nuclear imaging reports, each imaging
report being considered as a case, described by some features and its associated
diagnosis. The idea is to exploit these two kinds of knowledge in order to dis-
play the most similar cases as well as the diagnosis probability to help a nuclear
physician in her image interpretation task. For this, we propose first a way to
compute links between case features and diagnosis. These links are used, as well
as the ontological generalization/specialization relation, to retrieve the cases the
most similar to the new image test and to compute the most probable diagnoses.
A first evaluation shows that this approach gives very good results for the two
diagnoses (necrosis and ischemia) which have been considered in this work.

This paper is organized as follows. Section 2 introduces a use case and gives
the motivation of this work. Section 3 describes the Tetra system. Section 4
presents and discusses first results about the evaluation of Tetra. Section 5
concludes the paper.

2 Context and Objectives

Use-case . Figure 1 introduces a typical example of use case about the activity
of a resident of nuclear medicine. When an image has to be interpreted, expert
knowledge is required. Past interpretation experiences (i.e. cases) are important
in such an activity because they contain knowledge that will be helpful for the
resident. This latter can compare the images and the clinical context of her
patient with images of these past interpretation episodes, which facilitates the
interpretation and the writing of the imaging report. All this activity could be

1 A radiotracer is a molecule in which one atom has been replaced by a radioisotope,
in order to trace the path of this molecule and to explore some biological pathways.
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done automatically and quickly by an adapted computer system, and especially
by a case-based reasoning (CBR) system [1].

Motivation . Developing a new CBR system taking into account the imaging
protocol specific to each radiotracer, the imaging reports, the Electronic Health
Records (EHR) and clinical chemistry tests is a way to facilitate practicing
by showing to the practitioner the most similar profiles already treated, either
locally or in another medical center.

The knowledge which is required to be a competent practitioner has increased
exponentially since the beginning of nuclear medicine. Many new radiotracers
have been developed lately, which gradually have transformed nuclear medicine
into molecular imaging, even though we sorely lack information for image inter-
pretation. Indeed, each radiotracer has its own false positives and its own false
negatives, depending on medical background, clinical signs and results of labo-
ratory tests, and a unique way of interpreting these data. In the meantime, the
training time for residents did not increase and training becomes more and more
difficult and complex.

Combining the clinical data available in the refering clinician order entry and
the imaging report in order to improve the selection of diagnoses has already been
proposed [2]. In this work, the expertise of the clinicians provides information
about the patient and the context in which the image examination took place.
This information is used by the radiologists to improve the image interpreta-
tion. From a pratical point of view, this kind of work requires a lot of time from
the physicians to establish the diagnosis. For this purpose, a meta-analysis has
shown that EHR based interventions improve appropriateness and reduces the
use of radiological tests [3]. These two works show that exploiting clinical infor-
mation improve image interpretation. However, this kind of approach does not
take benefits from existing domain knowledge, such as the one that could be
found in ontologies, nor on semantic similarity approaches that could be used to
automatize some correlation computations.

In computer science, many studies use ontologies to structure knowledge in a
computer usable form (e.g. a class hierarchy) to build smarter systems based on
knowledge exploitation. For example, in the domain of cooking, the Taaable
system exploits an ontology of the cooking domain to adapt cooking recipies [4].
In medicine, [5] proposes to use SNOMED-CT (Systematic NOMencalture MED-
ical - Clinical Terms, http://www.snomed.org/) which is a medical ontology
known for its accuracy, to annotate EHR using Natural Language Processing
(NLP), and to compute EHR similarities.

Moreover, all medicine is currently based on evidence-based medicine
(EBM) [6]. EBM is a paradigm stipulating that decision in medicine must be
based on evidence contained in reliable studies, that is to say studies with signif-
icant statistical power and therefore many patients. CBR is thus a very interest-
ing way to solve medical problems, because of the number of cases and pieces of
information within these cases that can be used. But CBR alone is not sufficient
to compute reliable solutions [7], especially with the modern EHR, that contain
more and more information for each patient [8]. Many solutions have been found

http://www.snomed.org/


Tetra, A Case-Based Decision Support System for Image Interpretation 111

to complete CBR paradigm in the medical domain: [9] proposes the use of pro-
totypes which are the generalization of cases and [10] has shown applications
for patient suffering from diabetes, whereas [11] proposed to exploit rules for
reasoning. In these works, ontologies and statistics complete CBR.

The idea of using clinical particularities to search and expose to the physi-
cian the most similar cases compared to the physician’s new case has already
been tested. It has been shown that the best model between some techniques of
machine learning and the simple use of minimum Euclidean distance was this
latter [12]. Despite the fact that no ontology was used in this study, good results
have been shown. With a system exploiting ontology knowledge and specializa-
tion/generalization relationship in particular, results may be even better because
some more general features will arise from specialised ones. The KnowBaSICS-
M system searches for UMLS ontology concepts in a physician text describing a
Medical Computational Problem using NLP and it searches for the solutions of
the most similar problems compared to the physician one. Precision and accu-
racy of the solutions are good, especially because of explicit filtering of concepts
by physicians about their requests [13]. This work shows also that extracting
UMLS or, more generally, ontology concepts by simple NLP techniques in plain
text is not a difficult task. A team of the University of Missouri even created
a physician decision support system called OntoQuest which purpose is to dis-
play a list of similar historical patients with decisions made by physicians about
them. Similarity was calculated using sets of ICD-9 diagnoses with several algo-
rithms. Three physicians (a pathologist, a pediatrician and an ENT2 physician)
were asked to score the similarity for 100 patient pairs randomly chosen. The
overall coefficient of correlation between the median physician similarity and the
ontological similarity is 0.88 which is a good correlation [14]. All these studies
show good results, but it is difficult to judge their benefit because the evaluation
is often qualitative or subjective. No study addresses how the image diagnosis
could be improved using EHR, and no study addresses how nuclear medicine
diagnosis could be improved using a decision support system. In fact, very few
studies address nuclear medicine problem from a computer science point of view.

3 The TETRA system

The Tetra system presented in this work exploits ontologies. The ontologies are
used to characterize cases, either directly or by semantically annotating nuclear
imaging reports in order to create a case base. Each case represents an image
interpretation episode. Figure 2 gives an example of a case, described by a set
of features (previous diseases, radiological signs and biological information), and
its associated diagnosis. When a new nuclear imaging test is run, it is compared
to previous cases according to a case similarity based on their features and on
the ontological knowledge. The most similar cases, as well as the more probable
diagnosis are presented to the nuclear physician in order to help her to interpret
it more efficiently and more quickly.
2 ENT: ear, nose, and throat.
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Fig. 2. Example of a case, with its semantic annotation, automatically extracted using
NLP techniques.

Fig. 3. Examples of MeSH ontology, CCAM and ICD-10 hierarchical organization of
diseases.

TETRA knowledge . Three knowledge sources are used:

– ICD-10 (http://www.who.int/classifications/icd/en/): ICD-10 is a classifica-
tion of medical diagnoses, currently used by most of the health systems in the
world, including in France and USA, to encode medical stays. These codes can
be used for epidemiology and research purposes. Figure 3 gives an illustration
of some hierarchies coming from the ICD-10 disease organization.

– CCAM (http://www.ameli.fr/accueil-de-la-ccam/index.php): an classifica-
tion of clinical procedures (in French).

– MeSH (https://www.ncbi.nlm.nih.gov/mesh): a thesaurus about diagnoses,
signs and symptoms, including terminological data about vocabulary, eg.
symptoms.

The two first resources are required because they are directly used in EHR to
encode stays and clinical procedures. The last one is used as reference to build
the semantic annotation of imaging reports.

http://www.who.int/classifications/icd/en/
http://www.ameli.fr/accueil-de-la-ccam/index.php
https://www.ncbi.nlm.nih.gov/mesh
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TETRA data. All the imaging reports of myocardial scintigraphy from 2014
to early 2016 done in the Centre Hospitalier Régional Universitaire (CHRU) of
Nancy have been extracted. That represents 8905 imaging reports. Amoung these
8905 imaging reports, 8000 have been choosen randomly to constitute the Tetra
case base, and the remaining 905 have been used for the evaluation. All available
EHR for the 8905 cases have been collected. Thus, for each hospitalization of
each patient, the full name, the birth date, the list of ICD-10 codes (like: I63.0,
G46.8, etc.) and the hospitalization dates are available. Clinical chemistry tests
have also been extracted. The full name, the birth date, the complete list of
results of biological tests with their dates are obtained for each patient through
lines of the form: “Dupont;Pierre;12/04/1965;21/04/2015;CRP;15.8;mg/L”
which meaning is “Mr. Dupont Pierre is born on the 12th of April 1965 and his
CRP was measured at 15.8mg/L on the 21st of April 2015”. For each line, the
full name, the birth date and the report itself are obtained.

TETRA case base . The case base CB is a set of past nuclear image interpreta-
tions, according to a given protocol (e.g. PET-scan). A case C = (Pb(C), Sol(C))
associates to a problem description Pb(C) its solution Sol(C). Concretely, Pb(C)
represents features of the imaging context and Sol(C) is the set of diagnosis
found after the image interpretation. More formally, Pb is a triple (CI,G,B),
where CI represents clinical information, G is the goal of the imaging test (i.e.
the image indication), and B is a set of biological tests:

– CI, the clinical information, is composed of A, the age of the patient (in
years) at the time of the imaging test, Ge, her gender, H, the presence of
a precedent hospitalization, R, the information about the examination is a
revaluation or not, and D, the set of diseases that had been coded during the
patient previous hospitalization stays. These diseases are represented using
ICD-10 codes.

– G, the goal of the imaging test, is the set of diagnoses found in the test
indication. Diagnoses are represented using MeSH concepts. Sol(C) is also a
set of diagnoses represented using MeSH concepts, but this time, found in the
image interpretation.

– B, the biological tests, is a set of numerical variables associated to their value
and unit (e.g. “glycemia = 1.5g/L”).

D is extended by adding all the codes of ICD-10 which are more generic than
the ones belonging to D. G (resp. Sol(C)) is extended by adding all the MeSH
concepts which are more generic than the ones belonging to G (resp. Sol(C)).
Pb(C) is encoded as a vector (A,Ge,H,R,D1 . . . Dm, G1 . . . Gn, B1 . . . Bp) where
D1 . . . Dm, (resp. I1 . . . In) are all the possible ICD-10 codes (resp. MeSH con-
cepts) dimensions used in all the cases of CB, B1 . . . Bp are the biological test
dimensions. The value of Di (resp. Gj) is 1 if the case is described by the Di

disease (resp. Gj indication) and 0 otherwise. A, B1 . . . Bp, which are numerical
values are normalized between 0 and 1 according to their respective minimum
minA and maximum maxAin the case base:
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Fig. 4. Example of a vectorial case representation and its extension using hierarchical
knowledge.

A =
PatientAgeV alue − minA

maxA − minA
Bi =

PatientBiV alue − minBi

maxBi
− minBi

The revaluation R is equal to 1 when the examination is a revaluation and
0 when it is a screening. The gender Ge is simply equal to 0 when the patient
is a female and 1 when the patient is a male. The “already hospitalized” H is
equal to 1 when the patient has already been hospitalized at Nancy’s hospital
and 0 when she has not. Figure 4 illustrates how a case is represented through a
vector and how a patient specific disease (e.g. Myocardial ischemia) produces a
vector extension (e.g. on the ischemia dimension), using ontological knowledge.
Sol(C) is also encoded as a vector (D1, . . . , Dq) where D1, . . . , Dq are all the
possible diagnosis of the image interpretation. Di = 1 if the image interpretation
shows the presence of the diagnosis Di, otherwise Di = 0. Let dpb (resp. dsol)
be the dimension of the vector space used for the problem (resp. the solution)
representation and Pb(c).f (resp. Sol(c).f) be the value of the feature f of
the problem description (resp. solution) of the case c. A same patient can be
represented by several cases. This representation allows to consider the case
and data surrounding the imaging report like a patient at a given time, so the
considered clinical and biological data are always an available part of the patient
past at the time of the imaging test.

Semantic annotation process. Nuclear imaging reports, which are full text,
are semantically annotated by searching in the text the textual representations
associated to the classification concepts, in order to produce the Gi and Dj

parts of the cases. Figure 2 gives an example of a case and illustrates the result
provided by the annotation process. The imaging report full text is first split in
three parts: the patient medical background, the goal of the imaging test, and
the image interpretation. MeSH concepts are then extracted from full text. As
the MeSH contains a large list of terms associated to each concept, including sin-
gular/plurial, lexical, and synonymous variations in several languages, the NLP
process consists simply in searching in the text the occurrence of the possible
forms of each concept. However, the MeSH vocabulary has required to be com-
pleted by some missing variations. For example, the French “HTA” abbreviation
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was missing for the “arterial hypertension” concept, and the English “coronary
insufficiency” synonym was missing for “coronaropathy”.

The context of apparition of the concept in the text is also analyzed using
single pattern rules to determine its presence (e.g. “We found several signs of
myocardial ischemia”) or its absence (e.g. “no sign of necrosis”). Finally, after
a context analysis, only concepts which are present are kept.

Similarity computation . The objective of the system is to provide to the
physician, for a new target problem T : information about potential diagnoses
ranked by decreasing probabilities, and the most similar cases ranked by decreas-
ing similarity. Two preliminary steps are required to compute these two pieces
of information. The first step consists in computing on CB, the relevance of
a feature w.r.t. a given diagnosis. The second step consists in computing the
similarity between two cases w.r.t a given diagnosis.

Relevance of a feature for a given diagnosis. Computing the relevance
of each case feature w.r.t. each diagnosis is required because most of the imag-
ing protocols diagnose several illnesses, generally not contradictory but which
causes, signs, symptoms and complications are different. For example, whether
the patient has or has not a cancer is not relevant for finding an ischemia during a
cardiac tomoscintigraphy, whereas the age or the smoking status are important.

Using a relevance matrix of features to compute the most similar cases accord-
ing to the diagnosis has already been used several times. Richter et al. used this
approach in the PATDEX/2 diagnosis system with only binaries features [15].
Stram et al. proposed to adapt the relevance matrix generation for any type of
feature, not only the binaries ones [16]. In these two sudies initial relevances are
computed from a given set of cases using statiscal techniques.

The relevance of each case feature for each diagnosis is calculated as follows.
F (d), the frequency of the diagnosis d present in the image interpretation is
given by the ratio between the number of case containing d in its solution, and
the total number of cases of the case base:

F (d) =
|{c | d ∈ Sol(c)}|

|CB|
For each diagnosis d, CB is divided into two subsets:

– C(d)+, the set of the positive cases ci, in which the patient suffers from d (i.e.
d appears in Sol(ci)):

C(d)+ = {ci | d ∈ Sol(ci)}
– C(d)−, the set of the negative cases, in which the patient does not suffer from

d (i.e. d does not appear in Sol(ci)):

C(d)− = {ci | d �∈ Sol(ci)} = CB \ C(d)+

Then, the proportion of a feature f , w.r.t. a diagnosis d, in the positive and
the negative case subsets are computed as:
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p+(f |d) =

|C(d)+|∑

i=1

Pb(ci).f

|C(d)+| p−(f |d) =

|C(d)−|∑

i=1

Pb(ci).f

|C(d)−|
where |S| is the number of elements in a set S.

Finally, a relevance r(d, f) of a case feature f w.r.t. a diagnosis d is computed
as the difference of these two proportions:

r(d, f) = p+(f |d) − p−(f |d) ∈ [−1; 1]

The relevance of a feature appearing in the same proportion in the set of the
positive cases and in the set of the negative cases will be closed to 0, whereas
the relevance of a feature more frequent in one of the positive or negative case
subset while quite absent in the other will be close to −1 or 1 More the feature
relevance is closed to −1 or 1, more the feature will be considered as relevant
for d, and thus will influence much more the probability of the diagnosis d.

Case similarity w.r.t a given diagnosis. The similarity simd(c1, c2)
between two cases c1 and c2 w.r.t a diagnosis d is computed as:

simd(c1, c2) = 1 −

dpb∑

i=1

|Pb(c1).fi − Pb(c2).fi| × |r(d, fi)|
dpb∑

i=1

|r(d, fi)|
∈ [0; 1]

Indeed, the similarity between two cases according to a given diagnosis
depends on the difference and the relevance of their features. For example, if
the supposed diagnosis is ischemia, the gender and the smoking status play a
more important role than the presence of cancer or psoriasis.

Diagnosis probability computation . The probability to find a diagnosis d in
the image interpretation of the target case T is:

p(d, T ) =

|CB|∑

i=1

Sol(ci).d × simd(ci, T )

|CB|∑

i=1

simd(ci, T )

∈ [0; 1]

where Sol(ci).d is the value on the dimension d of Sol(ci), and represents a
diagnosis which is present (when Sol(ci).d = 1) or is absent (when Sol(ci).d = 0).

Case similarity computation . In order to retrieve the cases which are the
most similar to a target case T , similarity between cases must be computed.
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Fig. 5. The Tetra user query interface.

Fig. 6. The Tetra user result interface.

The similarity sim(c1, c2) between two cases c1 and c2 is computed as:

sim(c1, c2) =

dSol∑

i=1

simdi
(c1, c2) × F (di)

dSol∑

i=1

F (di)

∈ [0; 1]

We assume that the most frequent diagnoses have to be proposed in priority.
The reason is that uninteresting diagnosis may appear in the report. However,
what interests the physicians is more likely the diagnoses appearing the most of
the times rather than the fortuitous ones. For this, the similarity between c1 and
c2 w.r.t a diagnosis di is weighted by F (di), the frequency of di in the case base.

TETRA user interfaces. Figure 5 illustrates the Tetra query interface. With
this interface, the physician can query the Tetra system to search the past
image interpretations the most similar to her current interpretation task. The
most similar cases are searched according to:

– the patient information, coming from the patient idenfication number;
– the clinical information and diagnosis hypothesis;
– the imaging protocol;
– the vector dimensions (clinical information, biological information) that have

to be used in the similarity computation.

The results composed of the most similar image interpretations with their
conclusion and statistics, as illustrated in Fig. 6, are returned to the physician
who can directly access the images, in order to compare them to the image she
has to interpret.
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4 Results

Evaluation of the semantic annotation process. 100 cases were chosen
randomly to evaluate the Tetra semantic annotation process. A nuclear physi-
cian checked the 100 annotation results as being correctly annotated or not. On
100 cases:

– 100 have been correctly parsed into medical background, goal and diagnosis
parts;

– 100 have been correctly annoted (i.e. all the information contained in the
imaging report were found);

– only 1 error of negation in 1 imaging report occurred.

Methodology for the evaluation of the TETRA prediction capability .
Tetra has been evaluated by the Area Under Curve (AUC) of the ROC
curve and the sensitivity and specificity according to several thresholds. Figure 7
presents the ROC curve and numerical details about this curve.

Let T+
θ (d) = {ci | p(d, ci) ≥ θ} be the set of cases having to find the diagnosis

d with a probability greater or equal to θ and T−
θ (d) be the set of cases having

a probability to find the diagnosis d less than θ with T−
θ (d) = {ci | p(d, ci) < θ}.

The sensitivity (also called recall in information retrieval context) measures the
proportion of cases with a given solution that are correctly identified as such with
Seθ(d) = |C(d)+∩T+

θ (d)|
|C(d)+| . In our case, the sensitivity measures the proportion

of cases with a given diagnosis that are correctly identified by Tetra. The
specificity measures the proportion of cases without a given solution that are
correctly identified as such with Spθ = |C(d)−∩T−

θ (d)|
|C(d)−| . In our case, the specificity

measures the proportion of cases without a given diagnosis that are correctly
identified by Tetra.

Result analysis. Tetra offers moderatly good results to predict the presence
of ischemia with an AUC of 0.66 [0.62–0.70] and a threshold with a sensitivity
of 0.73 [0.61;0.78] and a specificity of 0.56 [0.43;0.60], and very good results to
predict the presence of necrosis with an AUC of 0.81 [0.78;0.84] and a threshold
with a sensitivity of 0.83 [0.74;0.90] and a specificity of 0.69 [0.64;0.74]. These
diagnoses are the only two possible diagnoses in the myocardial scintigraphy.
Predictions without extending the vectorial representation with most general
concept are less effective. As Tetra is based on clinical manifestations of dis-
eases, the more a disease is severe and/or lasts a long time, the more it is likely
to be symptomatic or to require care. So, the more Tetra uses medical informa-
tions, the more Tetra will give good forecasts. This is the reason why Tetra
is less effective for ischemia, which is often unknown and asymptomatic, than
for necrosis, which is more symptomatic and results in several medical events.
With a representative case base (8000 cases) and a ROC curve globaly convex
and consistent, we can assume that the thresholds found are generalizable to
cases outside the case base.

The analysis of the most relevant features for each diagnosis, which are given
in Table 1, shows also interesting things:
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With generalization:
Ischemia

AUC 0.66 [0.62;0.70]
Se 0.73 [0.61;0.78]
Sp 0.56 [0.43;0.60]

Necrosis

AUC 0.81 [0.78;0.84]
Se 0.83 [0.74;0.90]
Sp 0.69 [0.64;0.74]

Without generalization:
Ischemia

AUC 0.65 [0.61;0.68]
Se 0.65 [0.55;0.72]
Sp 0.59 [0.52;0.64]

Necrosis

AUC 0.80 [0.77;0.84]
Se 0.82 [0.69;0.88]
Sp 0.69 [0.63;0.73]

Fig. 7. ROC curve and numerical results about the Tetra performance on ischemia
and necrosis diagnoses.

– the relevance of the twenty necrosis features (presented in the table) is greater
than the best relevance of ischemia features, which explains a lower effeciency
of Tetra for ischemia, the features being less relevant;

– necrosis and ischemia share a lot of relevant features, which is consistent from
a medical point of view since these two diagnoses have the same risk factors;

– all the most relevant features found are officially considered as cardiovascular
risk factors, which corroborates the robustness of the model;

– all types of features of the clinical data (MeSH, ICD-10, CCAM) and several
features of the goal are represented in the twenty most relevant features,
which means that all these types of features play an important role in the
construction of the model.

Benefits. Tetra forecasts are reliable and the AUC of the ROC curve is rather
high. Its forecasts helps nuclear physicians for image interpretation. It can be
used as the summary of the patient medical background for a given diagnosis. As
said previously, diagnoses with more clinical manifestations are more able to be
correctly predicted. Tetra can easily be adapted to all other protocols of nuclear
and non-nuclear imaging, and even to biological or clinical tests. Moreover, in
case of examination contraindications, as it is the case in particular in cardiac
tests, Tetra provides a good alternative to evaluate the probability for some
diagnoses, without or before passing the test. Tetra could also avoid useless
tests, if the probability of a diasgnosis is very high or, on the contrary, very low.
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Table 1. Tetra most relevant features for necrosis and ischemia. Each feature is
decribed by its origin (CI for clinical information, G for goal), the source it refers (M
for MeSH, I for ICD-10, C for CCAM), the related concept, and its relevance R.

Necrosis Ischemia

Feature R Feature R

(G) M: pathological conditions −0.451 (G) M: pathological conditions −0.224

(G) M: pathological processes −0.451 (G) M: pathological processes −0.224

(G) M: ischemia −0.451 (G) M: ischemia −0.223

(G) M: cardiovascular diseases −0.450 (G) M: myocardial ischemia −0.221

(G) M: cardiopathies −0.450 (G) M: cardiopathies −0.221

(G) M: vascular diseases −0.450 (G) M: vascular diseases −0.221

(G) M: myocardial ischemia −0.449 (G) M: cardiovascular diseases −0.221

(CI) M: pathological processes 0.427 (CI) M: pathological processes 0.171

(CI) M: ischemia 0.420 (CI) M: ischemia 0.168

(CI) M: myocardial ischemia 0.387 (CI) M: myocardial ischemia 0.160

(CI) M: necrosis 0.373 (CI) Gender: male 0.160

(CI) I: I20-I25 0.370 (CI) M: cardiopathies 0.159

(CI) M: cardiopathies 0.366 (CI) M: pathological conditions 0.155

(CI) M: pathological conditions 0.364 (CI) I: I25 0.115

(CI) I: I25 0.313 (CI) I: I20-I25 0.108

(CI) I: Z95 0.264 (CI) C: DAQL009 0.103

(CI) I: I30-I52 0.248 (CI) I: Z95 0.102

(CI) I: I00-I99 0.247 (CI) I: I25.1 0.096

(CI) C: 19.01.09.02 0.244 (CI) I: Z95.5 0.088

(CI) I: Z95.5 0.243 (CI) C: 04.01.07 0.087

Limits. Currently, terms of radiological and nuclear semiology are not parts of
the MeSH ontology, so radiological signs can be forgotten by the system and
it is mainly the clinical interpretation that is recognized. Moreover, stays are
sometimes coded by different persons and maybe with missing informations, so
it is possible that occasionally some similar cases are not displayed, but the cases
displayed are necessarily similar. This lack of precision in the case descriptions
directly impacts the sensitivity in the results of Tetra. So, some efforts have
to be done to improve the case descriptions.

5 Conclusion

This paper presented Tetra, a case-based decision support system, and shows
how it can be used to improve the nuclear image interpretation. Tetra demon-
strates that it is possible to calculate the similarity between cases and to displays
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the most similar cases to physician in order to help him to make a decision. Fur-
thermore, calculating the probability of diagnoses is also possible and permits a
thinner interpretation for the nuclear physician.

Currently, Tetra is based on EHR, biological data and imaging reports. It
could be interesting to add a Content-Based Image Retrieval (CBIR) system to
improve the efficiency of the system by suggesting similar cases based among
others directly on the images themselves and using images to forecast more
efficiently. Furthermore, it will permit eventually to forecast without the imaging
reports [17,18], even if radiology and nuclear medicine images are always to
be interpreted depending on the context. Combining Tetra forecasts with an
automatic images interpretation seems then to be a good track.

Another improvment could consist in using several thresholds, according to
what interests the nuclear physicians. For example, a more sensitive threshold
or a more specific threshold can be chosen. Two thresholds, a low and a high,
can also be chosen, in order to separate cases in three groups: low, moderate or
high probability for each diagnosis. This could improve the sensitivity and the
specificity of Tetra.

Finally, the possibilities in which Tetra can be used are beyound the initial
objective of helping nuclear physicians to interpret images. For example, Tetra
could also be used:

– for a research purpose: by choosing the cases relevant to a study according to
the inclusion and exclusion criteria, and determining imaging interpretation
or risk factors, or even directly to retrospectively compute risk factors in large
amount of population;

– for teaching purpose: by choosing the cases relevant to a particular theme;
– for medical purpose: by giving directly to the clinicians, in some cases, prob-

abilities concerning some diagnoses before or without imaging test.
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Abstract. For an agent to act intelligently in a multi-agent environment it must
model the capabilities of other agents. In adversarial environments, like the
beyond-visual-range air combat domain we study in this paper, it may be
possible to get information about teammates but difficult to obtain accurate
models of opponents. We address this issue by designing an agent to learn
models of aircraft and missile behavior, and use those models to classify the
opponents’ aircraft types and weapons capabilities. These classifications are
used as input to a case-based reasoning (CBR) system that retrieves possible
opponent team configurations (i.e., the aircraft type and weapons payload per
opponent). We describe evidence from our empirical study that the CBR system
recognizes opponent team behavior more accurately than using the learned
models in isolation. Additionally, our CBR system demonstrated resilience to
limited classification opportunities, noisy air combat scenarios, and high model
error.

Keywords: Beyond-visual-range air combat � Autonomous agents � Team
recognition � Opponent modeling

1 Introduction

Beyond-visual-range (BVR) air combat is a modern style of air-to-air combat where
teams of aircraft engage each other over large distances using long-range missiles [1].
This differs from the classic dogfighting combat of World Wars I and II, where aircraft
used short-range weaponry in fast-paced, close-quarters combat. Whereas dogfighting
lends itself well to reactive control strategies, BVR allows for longer-term strategic
planning and reasoning. For an agent that engages in air combat, both styles offer
similar challenges including an adversarial environment, imperfect information, and
real-time performance constraints. While the large distance between aircraft provide
BVR agents more time to reason than dogfighting agents, it also increases uncertainty
when observing other aircraft.

One significant limitation of long distance observations is that they make it difficult
to accurately identify the capabilities of opponent aircraft. Observations are made
through various types of long-range sensors rather than being observed directly by a
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pilot, making it difficult to sense opponents with sufficient precision to accurately detect
their capabilities (e.g., maximum speed, maneuverability, flying range). For example, at
close range it may be possible to visually differentiate the type of aircraft based on shape
or defining characteristics (i.e., paint, materials, and engine type) but onboard sensors
may be unable to provide information other than the aircraft’s position, speed, and
heading. Similarly, while it is possible to detect when an opponent fires a missile, it is
difficult to determine the exact properties of an opponent’s weapons (e.g., range,
maximum speed, payload) through long-range sensors alone. An opponent’s aircraft
type and weapon capabilities could be provided as part of a pre-mission briefing, but
given the adversarial nature of air combat, such information may be outdated (e.g., a
last-minute aircraft change) or erroneous (e.g., deception by opponents). Having inac-
curate opponent information in BVR combat can result in the agent wasting resources
(e.g., firing a missile an opponent can easily evade), selecting sub-optimal goals or plans
(e.g., based on incorrect assumptions about an opponent’s possible actions), or putting
itself in dangerous situations (e.g., underestimating an opponent’s weaponry). BVR
combat scenarios typically involve engaging with a team of opponents, thereby com-
pounding the potential impact of incorrect assumptions about opponents.

Our work has two primary contributions. First, we describe an approach for
learning models to predict the movement of aircraft and missiles in BVR scenarios.
When encountering an unknown aircraft, these models can be used to classify the type
of aircraft and its weapons capabilities. Second, we present a case-based reasoning
(CBR) system that can use the classification of individual aircraft to determine the
composition of an opposing team. Our approach requires only a small subset of aircraft
or missiles to be correctly classified to perform accurate retrieval, making it resilient to
classification errors (i.e., due to learning error or unexpected opponent behavior) and
limited opportunities to classify opponents (i.e., when only certain observed behaviors
can be used for classification).

In the remainder of this paper we describe our approach for opponent model
learning and team recognition. Section 2 describes the BVR combat domain and
motivates why accurate information about aircraft type and weapons capabilities are
necessary. Our approach for learning aircraft and missile models is presented in Sect. 3,
with a focus on how the models can be used for classification. Section 4 describes our
case-based team recognition system, and how classifications of individual aircraft and
missiles can be used to determine the composition of the entire team. In Sect. 5, we
report evidence that our system improves team recognition performance in BVR sce-
narios. Related work is discussed in Sect. 6, followed by conclusions and topics of
future work in Sect. 7.

2 Beyond-Visual-Range Air Combat

BVR scenarios occur in large airspaces (i.e., thousands of square kilometers) with
opposing aircraft located tens or hundreds of kilometers from each other. Figure 1
shows a graphical representation of a BVR engagement between two opposing teams,
each of which has five aircraft. The objective of each team is to destroy their opponents
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or force them to retreat. Given the large distances involved, aircraft are equipped with
active radar homing missiles that have ranges of approximately 50 km.

We use a high-fidelity BVR air combat simulator for our studies, the Advanced
Framework for Simulation, Integration, and Modeling (AFSIM) [2]. AFSIM allows for
control of a simulated aircraft using low-level control commands or high-level actions.
Additionally, aircraft can be controlled programmatically (e.g., scripts or agents) or by
human pilots using physical hardware. In AFSIM, each controller (i.e., script, agent,
human) pilots a single aircraft. For the remainder of this paper, we assume that aircraft
are controlled by intelligent agents.

At the start of a BVR mission, each agent receives a mission briefing that contains
information about its teammates and its opponents. This information includes the
number of aircraft per team, the type of each aircraft (i.e., the aircraft architecture,
maximum speed, maneuverability), and each aircraft’s weapons capabilities (i.e., the
range and speed of its missiles). For teammates, this information can be assumed to be
accurate. However, information about opponents may come from assumptions, intel-
ligence reports, or previous encounters, so there is no guarantee that mission briefing
data is accurate. As such, an agent that relies on this information will need to verify and
update it during a mission. There are several reasons why information about an
opponent’s aircraft type and weaponry are vitally important. First, it directly impacts
the attack ranges of the agent and its opponents. Underestimating an opponent’s aircraft
type will cause the agent to fire missiles that the opponent can easily evade, whereas
overestimation will prevent the agent from firing in advantageous positions. Similarly,
overestimating the opponent’s weapons capabilities will cause the agent to engage from
longer distances, possibly never entering a reasonable firing range, and underestimating
may cause the agent to fly into dangerous positions. Second, an accurate model of each
opponent and their capabilities directly influences an agent’s ability to perform
long-term prediction, select appropriate goals, and generate appropriate plans.

Fig. 1. Graphical representation of two teams of aircraft engaged in a 5 vs 5
beyond-visual-range air combat scenario (aircraft size is not shown to scale)
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Each agent receives sensory input at discrete time internals. The input includes the
set of objects that are currently visible to the agent and positional information for each
object. An object reading oti of object i at time t is a tuple oti ¼ hlatti ; longti; ati; bti; vti; actii
containing its latitude latti , longitude longti, altitude ati, bearing bti, velocity vti, and
acceleration acti. The objects include aircraft and active missiles, but only a subset of
objects are visible to each agent due to limited radar range. However, we assume that
agents on the same team can communicate and share information (AFSIM provides
such capabilities). If at time t the entire team can observe nt unique objects ot1; . . .; o

t
nt

(i.e., the number of visible objects may change over time), each agent on that team
receives as input a set St

team that includes readings from all objects currently visible to
the team (Stteam ¼ fot1; . . .; otntg). The role of an agent is to use the mission briefing and
sensory information to intelligently control the aircraft.

3 Opponent Model Leaning

In Sect. 2 we described why agents require accurate models of their opponents to
operate efficiently in BVR scenarios but did not address what the models contain or
how they are used. Our work focuses on models of an opponent’s maneuverability and
weapon range. The maneuverability is based on its aircraft type (e.g., F-16 Fighting
Falcon, F/A-18 Super Hornet, Su-27 Flanker, MiG-29 Fulcrum) and incorporates
velocity, acceleration, and turning radius. Similarly, the weapon range is based on the
type of missiles an aircraft is equipped with and their effective range (e.g., short-range
AA-11 Archer, medium-range AIM-120 AMRAAM, long-range AIM-54 Phoenix).

The primary challenge of using aircraft and missile models is that there are limited
opportunities to differentiate between the possible models. Aircraft types differ based
on their top-end performance but the majority of the time all aircraft will operate
similarly. For example, aircraft use cruising speeds that are significantly less that their
maximum speed, so all aircraft will appear identical when cruising. It is only when an
aircraft operates at their top-end that they show noticeable differences. Similarly, the
type of weapons an aircraft is equipped with can be determined only when a missile is
fired.

We restrict our models to observations that can reliably differentiate between dif-
ferent aircraft and missiles. The following information is used:

• Aircraft Models: The most likely time for an aircraft to display its top-end per-
formance is when it is threatened. As such, observations are collected while an
aircraft is evading a missile. If at time t a missile is fired at aircraft i, readings for the
evading aircraft are added to the set Ai during a window of length w1: Ai ¼
Ai [foti; . . .; otþw1

i g: If the missile is destroyed before the end of the window (i.e.,
it reaches its maximum range and crashes, or collides with an object), any obser-
vations after destruction are not added to the set. This is because the missile is no
longer a threat so the aircraft will no longer evade it. Since each aircraft can be
attacked multiple times, the set is extended during each attack. There is no guar-
antee that all observations in the set are of the aircraft actively evading a missile.
For example, an aircraft could determine that its current cruising speed is sufficient
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to evade the missile, or be unaware that a missile has been fired at it. However, we
assume that a sufficient number of observations will be of active evasion.

• Weapons Models: Missiles do not display the same level of agency as aircraft (i.e.,
they fly at maximum speed towards their target), so observations are collected as
soon as a missile is detected. If at time t missile j is fired by aircraft i, readings for
the missile are added to the set W i during a window of length w2: W i ¼
W i [fotj; . . .; otþw2

j g. As with aircraft, observations are not added after the missile
is destroyed (i.e., if the missile is destroyed before w2). This groups together the
observations of all missiles fired by an aircraft and assumes that each aircraft is
equipped with a single type of missile (although we would like to relax that
assumption in future work).

3.1 Model Training

Training the models requires obtaining a set of training observations for each type of
aircraft and missile. However, in adversarial domains this can be challenging. The
primary difficulty is collecting observations that represent actual engagements.
Engagements are likely rare, so there are limited opportunities to collect training data.
There is also the possibility of the opponent developing or deploying new aircraft or
missiles (i.e., with no existing model).

To overcome these challenges, our models are trained on observations of friendly
aircraft during training missions. The missions are simplified scenarios using simulated
missiles (i.e., they will not damage the aircraft) where one aircraft pursues and simu-
lates attack on another. Each training mission ends when the target aircraft is hit or
successfully evades. The parameters for a mission are: target’s aircraft type, attacker’s
missile type, initial distance between aircraft, starting altitude of each aircraft, starting
velocity of each aircraft, and relative heading of each aircraft. This allows data to be
collected for each aircraft and missile type using a variety of initial configurations (e.g.,
based on expert input or random sampling). Data collection is restricted only by the
time and availability of training aircraft.

Uncertainty about possible opponent aircraft and missile types is handled by having
friendly aircraft perform synthetic opponent behavior. For aircraft, this involves placing
artificial limits on the training aircraft’s turning radius, acceleration, and maximum
velocity. For missiles, limits are placed on the training missile’s maximum range,
acceleration, and maximum velocity. Thus, modifying one of more of these parameters
effectively creates a synthetic opponent that can be used to train a new model. It is
possible that unrealistic models will be learned (i.e., the opponent does not use a similar
aircraft or missile) or that it is not possible to replicate a particular aircraft or missile
type (e.g., the opponent aircraft’s maneuverability exceeds the training aircraft’s
top-end performance). However, we anticipate the impact of superfluous or unob-
tainable models is offset by the performance benefits of learning valid models.

If l synthetic aircraft types and k synthetic missile types are used, l aircraft models
M1

air; . . .;M
l
air and k missile models M1

mis; . . .;M
k
mis are learned. Each model is trained

using all observations of that object type collected during training missions (i.e., the set
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Ai containing all observations of aircraft type i and W j containing all observations of
missile type j). Input values are current observations (e.g., observed values at time t)
and outputs estimate the expect rate of change (e.g., the rate of change between time t
and time tþ 1). If an observation is the last in a temporally related sequence (i.e., the
last observation of an evasion or missile flight), it does not have a subsequent obser-
vation to calculate rate of change so is not used for training. The inputs and outputs are:

• Aircraft
– Inputs: bearing (degrees), velocity (meters per second), distance to attacking

missile (meters), velocity of attacking missile (meters per second)
– Outputs: rate of altitude change (meters per second), rate of separation from

attacking missile (meters per second, with positive values representing the air-
craft distancing itself from the missile)

• Missile
– Inputs: altitude (feet), flight time (seconds)
– Output: acceleration (meters per second squared)

Models can be learned using any algorithm that can learn a mapping from con-
tinuous inputs to continuous outputs. However, for the remainder of this paper we use
the M50 algorithm [3]. M50 is a decision tree induction algorithm where each leaf node
contains a regression model. Training instances are first used to build the tree, and then
all training instances that arrive at the same leaf node are used to train a linear
regression model for that node. For an input instance, it traverses the tree to a leaf node
and its outputs are calculated using the regression model at that node. Since there are
two outputs for aircraft models, one decision tree is used per output.

3.2 Model-Based Classification

The learned models are used during scenarios to continuously predict the movement of
aircraft and missiles. Since the models use values from time t to predict the rate of
change between t and tþ 1, the output of a model can be evaluated at each subsequent
time step. During an evasion, all aircraft models M1

air; . . .;M
l
air are used to generate

predicated outputs p1airt ; . . .; p
l
airt (i.e., each prediction is a tuple containing the rate of

altitude change and rate of separation from attacking missiles) at each time t. Similarly,
during the flight of a missile, all missile modelsM1

mis; . . .;M
k
mis are used at each time t to

generate predicted outputs p1mist ; . . .; p
k
mist (i.e., each predication is the acceleration). At

time tþ 1, the observed values oairt and omist are computed.
If the models have been used to predict values between time t and tþ c, the aircraft

or missile is classified based on the model that minimizes the distance between pre-
dictions and observations:

classair ¼ argmin
i¼1...l

ðdistiairÞ; distiair ¼
Ptþ c

j¼t
distðpiairj ; oairjÞ
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classmis ¼ argmin
i¼1...k

ðdistimisÞ; distimis ¼
Ptþ c

j¼t
distðpimisj ; omisjÞ

Although classifications can be made at any time, in practice we use only the
classifications obtained by observing the entire sequence (i.e., entire evasion or missile
flight). For missiles, the distance function distðpmis; omisÞ computes the absolute dis-
tance between the predicted and observed values (i.e., pmis � omisj j). The distance
function for aircraft distðpair; oairÞ is slightly more complicated since each value is a
tuple containing both the rate of altitude change Dalt and rate of separation from
attacking missile Dsep (i.e., pair ¼ hDaltp;Dseppi and oair ¼ hDalto;Dsepoi). The
distance function computes the average absolute distance between the output: (i.e.,
Daltp�Daltoj j þ Dsepp�Dsepoj j

2 ). The confidence in each of the i models is also calculated, with
values ranging from 0 to 1 (inclusive):

conf iair ¼
P

j¼1...l
ðdist jairÞ�disiairP

j¼1...l
ðdist jairÞ

; conf imis ¼
P

j¼1...k
ðdist jmisÞ�disimisP

j¼1...k
ðdist jmisÞ

The confidence values are stored in the sets CONF air ¼ fconf 1air; . . .; conf lairg and
CONFmis ¼ fconf 1mis; . . .; conf kmisg. Thus, each classification outputs a class label (i.e.,
classair or classmis) and the confidence in each possible label (i.e., CONF air or
CONFmis).

4 Case-Based Team Recognition

The learned models can be used to classify individual aircraft and missiles but, as we
discussed in the previous section, the situations when classification can be performed
are limited. When engaging a team of opponents, it is possible that some aircraft will
never evade or fire missiles. To overcome the scarcity of classification opportunities,
and therefore the scarcity of class labels, we use a case-based team recognition
approach.

We assume the availability of a case base containing known compositions of
opponent teams. Each case C contains both the team composition T and team properties
P: C ¼ hT;Pi. The team composition is a set containing the aircraft type and missile
type of each member of the team: T ¼ fhclass0air; class

0
misi; hclass

00
air; class

00
misi; . . .g. The

properties include additional information about the team including the team leader, base
of operations, and records of previous encounters. The goal of the CBR process is to
retrieve a case that is similar to the opponent observations. First, a target team Ttar is
created by merging the team provided by the mission briefing TMB and the observed
team Tobs. While TMB contains a full, although possibly incorrect, team, Tobs may contain
unknown values if only a subset of classifications have been performed (e.g.,
classair ¼ ;, classmis ¼ ;, or both are unknown). The method for merging the mission
briefing and observations is show in Algorithm 1.
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The algorithm starts with an empty team (line 1) and adds aircraft to the team using
a priority-based merging method. First, aircraft are added if both the mission briefing
and observations agree on the type of aircraft and missile (lines 2–5). Second, aircraft
are added if the mission briefing and observations agree on the missile type (lines
6–11). Third, aircraft are added if there is agreement on aircraft type (lines 12–17). For
all three previous merging steps, the aircraft is added using the labels stored in the
mission briefing (although for the first merging method the labels are identical). This is
done because the observations may be missing labels, so the information from the
mission briefing is used to ensure a fully-defined team. Finally, any remaining aircraft
that do not have a full or partial match between the mission briefing and the obser-
vations are merged (lines 18–25). Priority is given to the observed labels, and only if
there is a missing label is information from the mission briefing used (lines 21 and 22).
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The method used to fill in unknown values is uninformed; it uses the value from the
first available aircraft in the mission briefing. After merging, the number of aircraft
stored in Ttar is equal to the number that were originally in Tobs and TMB (e.g., if Tobs
and Ttar both contained five aircraft, TMB will contain five aircraft).

Consider an example where TMB ¼ fh1;Bi; h3;Ai; h2;Cig and Tobs ¼ fh2;Ci;
h2;Ai; h;;Cig. Ttar is initially empty (line 1). The first merger stage (lines 2–5) finds
one perfect match h2;Ci that is added to Ttar and removed from TMB and Tobs
(Ttar ¼ fh2;Cig, TMB ¼ fh1;Bi; h3;Aig and Tobs ¼ fh2;Ai; h;;Ci). The second mer-
ger stage (lines 6–11) matches h3;Ai and h2;Ai because they have identical missile
types. They are removed from their respective teams and h3;Ai is added to Ttar because
priority is given to aircraft from the mission briefing (Ttar ¼ fh2;Ci; h3;Aig, TMB ¼
fh1;Big and Tobs ¼ fh;;Ci). The third merger stage (lines 12–17) does not result in
any changes because TMB and Tobs no longer contain any aircraft with matching aircraft
types. The forth merging stage (lines 18–25) pairs the remaining aircraft h1;Bi and
h;;Ci and merges their class labels. Priority is given to h;;Ci because it came from
Tobs, but its missing value is filled in with the associated label from h1;Bi. The merged
aircraft h1;Ci is added to Ttar, and the other aircraft are removed from their teams. This
results in a final merged team of Ttar ¼ fh2;Ci; h3;Ai; h1;Cig, with TMB and Tobs now
empty.

After the mission briefing and observations are merged, the target team is used to
retrieve from the case base the case containing the most similar team. Similarity
between a target team Ttar and a source team Tsrc is computed using Algorithm 2. The
similarity function performs a greedy matching where the labels for each aircraft in the
source team are matched to the aircraft with the most similar labels in the target team.
Since the algorithm is greedy, aircraft in the source case are iterated over based on
order of occurrence (line 2) and their best match is determined without considering the
optimal global match (lines 3–7). Once an aircraft from the target team has been found
as the best match for an aircraft in the source team, it is not considered as a possible
match for any other aircraft (line 8). The similarity between the labels of two aircraft
(line 5) is calculated using the local similarity function simð. . .Þ (lines 11–13). The
local similarity function first retrieves the confidence in each of the possible class labels
(lines 11 and 12). Recall that these confidence values are computed after each classi-
fication, so any class labels that came as a result of observations will have these
confidence values computed (i.e., any parts of Ttar that came from Tobs). For class labels
that originated from the mission briefing, all possible class labels are given an equal
confidence. The labels from the source team are used to retrieve the confidence the
target team has in those labels, and their average value is returned (line 13). Since the
target team’s classification labels are chosen by selecting the label with the highest
confidence, similarity will be highest when all labels are identical (i.e., classair ¼
class

0
air and classmis ¼ class

0
mis). However, the similarity function takes into account the

relative similarity of class labels by also using the confidence of non-matching labels,
although they will result in lower similarity than matching labels.
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For an example of Algorithm 2, we consider when Ttar ¼ fhA; 1i; hB; 2ig and
Tsrc ¼ fhB; 1i; hA; 2ig. We assume hA; 1i came from observations (i.e., merged from
Tobs in Algorithm 1) and has known confidence values (calculated during classification):
conf Aair ¼ 0:7, conf Bair ¼ 0:3, conf 1mis ¼ 0:6, and conf 2mis ¼ 0:4. We assume hB; 2i came
from the mission briefing (i.e., merged from TMB) so the confidence values are all equal:
conf Aair ¼ conf Bair ¼ 0:5, and conf 1mis ¼ conf 2mis ¼ 0:5. The first iteration (lines 2–9) finds
a match for hB; 1i. The similarity between hB; 1i and hA; 1i (line 5) is calculated by first
retrieving the associated confidence values of hA; 1i (lines 11 and 12). As we mentioned
previously, the confidence values associated with hA; 1i are conf Aair ¼ 0:7, conf Bair ¼ 0:3,
conf 1mis ¼ 0:6, and conf 2mis ¼ 0:4. The confidence in class labels B and 1 are retrieved
(i.e., since hA; 1i is being compared to hB; 1i), resulting in the values conf Bair ¼ 0:3 and
conf 1mis ¼ 0:6. These values are used to compute the similarity: simB1�A1 ¼ 0:5�
conf Bmis þ conf 1air
� � ¼ 0:5� 0:3þ 0:6ð Þ ¼ 0:45. The similarity between hB; 1i and
hB; 2i is calculated in a similar manner, but using the confidence values from hB; 2i:
simB1�B2 ¼ 0:5� conf Bmis þ conf 1air

� � ¼ 0:5� 0:5þ 0:5ð Þ ¼ 0:5. Thus, hB; 1i is mat-
ched with hB; 2i because it has the higher similarity (simB1�B2 [ simB1�A1). During the
second iteration hA; 2i is matched with hA; 1i as they are the only two remaining,
resulting in simA2�A1 ¼ 0:55. The similarity returned by Algorithm 2 is
simB1�B2 þ simA2�A1 ¼ 1:05:
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5 Evaluation

In this section, we evaluate our claim that our case-based technique improves team
recognition. Our evaluation tests the following hypotheses:
H1: The teams retrieved by the CBR system are similar to the opponent’s actual

team (i.e., are composed of similar aircraft).
H2: The team retrieved by the CBR system is more accurate than the team defined in

the mission briefing.
H3: The team retrieved by the CBR system is more accurate than relying exclusively

on observations.
H4: The observed team using the learned models is more accurate than the team

defined in the mission briefing.

5.1 Data Collection and Model Training

Our evaluation uses three synthetic aircraft types and five synthetic missile types. As a
result, three aircraft models and five missile models are learned. The default aircraft
type has similar maneuverability to an F-16 fighter jet. The other two aircraft types are
modifications of the default aircraft. One has a 35% increase in maneuverability (i.e.,
maximum velocity, acceleration and turn radius) and the other has a 35% decrease in
maneuverability. The default missile type has similar properties to missiles used by an
F-16. The additional missiles are variations of the default missile with their range and
maximum velocity modified. The variations are: 20% decrease, 10% decrease, 10%
increase, and 20% increase.

The training missions place each aircraft type and missile type in a variety of
mission configurations. For collecting aircraft data, the initial configurations use a
sampling of values that are expected to be encountered during actual encounters:
altitudes of the attacked aircraft (feet) from the set f1000; 2000; . . .; 20000g, velocities
of the attacked aircraft (meters per second) from the set f200; 225; . . .; 350g, bearings
of the attacked aircraft (degrees) from the set f0; 30; . . .; 180g, and distances between
the two aircraft (kilometers) from the set f25; 50; 75g. Missile data is collected with a
similar set of initial configuration values: altitudes of the attacking aircraft from the set
f1000; 2000; . . .; 20000g, velocities of the attacking aircraft from the set
f200; 225; . . .; 350g, and distances between the two aircraft from the set f25; 50; 75g.
Aircraft are observed when evading a missile for a maximum of 60 s (i.e., w1 ¼ 60)
and missiles are observed for a maximum of 40 s (i.e., w2 ¼ 40).

As we mentioned earlier, models are learned using the M50 algorithm. Identical
settings are used to train each model: a minimum branch size of 20 (i.e., a node must
contain at least 20 training instances before branching) and a minimum error reduction
of 0.5 (i.e., branching must reduce error by at least 0.5).
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5.2 Experimental Setup

Our evaluation scenarios involve two teams of five aircraft engaged in BVR air combat.
The base scenario arranges each team in a column with teammates spaced 5.5 nautical
miles (approximately 10.2 km) from each other and opposing teams at a distance of 40
nautical miles (approximately 74.1 km). The aircraft start at an altitude of 17,000 ft and
face in the direction of their enemies (i.e., east or west). The base scenario was used to
generate 200 random scenarios where each aircraft’s position is modified by between
–3 and 3 nautical miles (approximately 5.6 km) according to a uniform random dis-
tribution in both the north/south and east/west directions. Additionally, each aircraft’s
altitude is modified between 0 and 2500 ft and its bearing between –15 and 15°
(according to a uniform random distribution). Figure 1 shows a graphical representa-
tion of one such random scenario. Similar to the training missions, the evaluation
scenarios use simulated missiles so no aircraft are damaged or destroyed. Each scenario
has a duration of 10 min.

The CBR system uses a case base composed of 10 expert-authored cases, with each
of the cases containing a different team composition (i.e., the aircraft type and missile
type of each aircraft). Before a scenario is run, each team is assigned a team compo-
sition based on a randomly selected case (according to a uniform distribution). This
represents each team’s true composition. Additionally, each team is given a mission
briefing containing the assumed composition of their opponents. The mission briefing
composition is also randomly selected from the teams defined in the case base (ac-
cording to a uniform distribution). The CBR system operates as an external observer
and performs team recognition on one team per run (i.e., either the left team or the right
team). Each scenario is repeated twice so that the CBR system has to recognize both
teams, resulting in 400 total runs. During each scenario, the models are used to classify
the aircraft and those values are merged with the mission briefing (i.e., Algorithm 1) to
create an observed composition. Both the observed composition and mission briefing
composition are used by the CBR system to retrieve the CBR composition (i.e., using
Algorithm 2).

To measure the effectiveness of team recognition, we use two metrics: team
recognition accuracy and average team distance. Team recognition accuracy measures
the percentage of scenarios where a predicted team composition (i.e., mission briefing,
observed, or CBR) is identical to the true composition. Average team distance mea-
sures the distance between the predicted team and the true team. Since the models are
ordered based on how much they differ from the default F-16 model (i.e., –35%, 0%,
and 35% for aircraft, and –20%, –10%, 0%, 10%, and 20% for missiles), the distance
between two models is measured by how their indexes in the sorted lists differ. Aircraft
models have a maximum distance of 2, and missile models have a maximum distance
of 4. For example, the default missile model differs from itself by a distance of 0, but a
distance of 2 from both the –20% and 20% models. The team distance is the summation
of all model distances, and that value is averaged over all scenarios.
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5.3 Results and Discussion

Our results are shown in Table 1. The team recognition performance of our CBR
system is a statistically significant improvement over mission briefing and observation-
based compositions across all metrics (using a paired t-test with p\ 0:001). This
provides strong support for H2 and H3. Additionally, the CBR system was able to
identify the correct team nearly 90% of the time and had a low average distance from
the team’s true composition, providing support for H1. The observation-based team
composition was a statistically significant improvement over the mission briefing
composition using the average team distance metric, but a significant decrease using
team recognition accuracy. The reason for this is because the mission briefing and CBR
team compositions are guaranteed to be valid (i.e., team compositions are selected from
teams contained in the case base). However, the observations are not restricted in such
a way, often leading to team configurations that cannot be used as true compositions.
Even though this gives the observation-based composition a disadvantage over the
mission briefing composition, and results for team recognition accuracy worse than
random, its recognized teams are much closer to the true composition. This provides
partial support for H4.

Our results also demonstrate that the opportunities to use the learned models for
classification are relatively rare. On average, there are 3.6 aircraft and 4.5 missiles per
run that performed behaviors that could be used to classify them (i.e., evading or firing
a missile). Overall, only 12% of the scenarios had sufficient data to classify all 5 aircraft
and missiles in the run. Additionally, the models are learned so there is a possibility of
error during learning or classification (i.e., class labels may be incorrect). The CBR
process helps reduce the impact of missing information and error by allowing for
partial team matches during retrieval, resulting in improved team recognition
performance.

6 Related Work

Our previous work related to the BVR domain has primarily focused on discrepancy
detection [4] and opponent behavior recognition [5]. Team recognition can be thought
of as a form of both discrepancy detection (i.e., a discrepancy in the expected team
composition) and behavior recognition (i.e., an aircraft’s behavior is based on its
aircraft and missile type), but our prior work reasons about opponents at a higher level

Table 1. Results of team recognition over 400 experimental runs

Prediction source Team recognition accuracy Average team distance
Aircraft models Missile models Total

Mission briefing 10.0% 3.32 5.84 9.16
Observations 4.8% 2.60 1.72 4.32
CBR 89.8% 0.19 0.31 0.50
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of abstraction (i.e., actions, plans, and goals) and cannot detect variations in an air-
craft’s maneuverability or weapons capabilities. Similarly, single and multi-agent
behavior recognition [6] has historically focused on identifying agents’ actions,
activities, and behaviors. Simultaneous Team Assignment and Behavior Recognition
(STABR) identifies the behavior of agents in a multi-agent environment and determines
the team to which they belong [7]. This differs from our work in that it focuses on team
assignment (rather than determining the capabilities of each agent) and allows for
dynamic team changes (rather than a static set of teammates and enemies).

Case-based reasoning has been used for multi-agent behavior recognition in
soccer [8]. Cases store environmental trigger conditions and behaviors the agents will
take when the triggers occur. Similarly, plan recognition has been used as part of a
case-based reinforcement learner to identify the plans of opponent teams in American
Football [9]. Both of these approaches identify the coordinated behaviors of teams but
cannot be used to identify changes in team composition. For example, if an elite player
was substituted for a weak player, the systems could not identify the change.
CBRetaliate responds to decreased mission performance using case-based reinforce-
ment learning [10]. This allows it to respond to changes in the underlying strategies
used by an opposing team. Their approach is similar to our own in that CBRetaliate
detects discrepancies between the expected and observed behaviors of an opponent, but
differs in that it identifies a team-level strategy rather than the composition of the team.
Case-based multi-agent coordination in robotic soccer [11] is similar to our work in that
cases are composed (in part) of information about agent teams. While soccer provides
many similar challenges to BVR combat (e.g., noise, adversaries, non-deterministic
actions), their prior work uses cases to control teammates rather than reason about
opponents. Soccer is also similar to BVR combat in that it is a multi-agent environment
which requires object matching due to partial observability, with greedy matching often
preferable to optimal matching due to real-time constraints [12].

To the best of our knowledge, other applications of AI in BVR air combat have
been restricted to expert-authored scripted agents [3] in high-fidelity simulators, and
initial flight formation [13] and target assignment [14] in low-fidelity simulators.
Unlike our approach, these systems do not consider the possibility that initial
assumptions about opponents may be incorrect and should be continually assessed and
revised as needed.

7 Conclusions

We presented a technique for case-based team recognition. Our approach uses learned
models to classify an opponent’s aircraft and missile types and utilizes that information
during case retrieval. We tested our CBR system in simulated beyond-visual-range air
combat scenarios and reported significantly increased team recognition performance
compared to relying on the models or mission briefing data alone.

Our empirical results are promising but several areas of future work remain. We
evaluated our CBR system as an external observer of BVR scenarios. We plan to
incorporate the capabilities into individual agents so they can use the recognized teams
to modify their own behavior. This will require evaluating both team recognition
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performance and influence on mission performance. Additionally, we plan to extend
our approach to allow heterogeneous weapons systems (i.e., each aircraft can be
equipped with multiple missile types). Finally, we plan to investigate team recognition
countermeasures. A BVR agent could give the appearance of having different capa-
bilities to influence their opponent’s tactical decisions.
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Abstract. In hospitals in China, the rapid development of intelligent
knowledge-based systems has been accompanied by the widespread adoption of
case-based health knowledge systems (CBHKS). Their implementation has
provided a great opportunity for Management promotions in hospitals. How-
ever, the impact of the use of CBHKS on the improvement of hospital man-
agement efficiency has not been clearly addressed in the literature. In this study,
we investigate the role of CBHKS in improving hospital management through
group effectiveness and leadership performance-maintenance theory (PM). We
developed a conceptual model and empirically tested it. From the theoretical
standpoint, the establishment of the model not only enriched the group effec-
tiveness and leadership performance and maintenance, but also played a positive
role in promoting CBHKS systems as well as the sustained development of and
innovation in group effectiveness and leadership performance-maintenance
theory. From the practical standpoint, the validation of the study provides an
important reference for the improvement of hospital management level and
efficiency. Our findings have important implications for the effective use of
CBHKS in hospitals.

Keywords: Case-based systems � Group effectiveness � Hospital managerial
performance � Knowledge-based system � Healthcare information management

1 Introduction

With the rapid development of modern information technology (IT) and applications of
artificial intelligence, intelligent knowledge-based information systems have been
widely implemented throughout the world. Healthcare is no exception and a few large
hospitals in China have adopted case-based health knowledge systems (CBHKS) that
integrate case-based reasoning and cloud computing and assist diagnostic tasks and
decision making. There are three main factors fostering the implementation of CBHKS
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in hospitals: (1) Traditional health information systems (HIS) generally do not provide
knowledge support for medical diagnosis or hospital management, which is urgently
required for implementing precision medicine in hospitals; (2) Large-scale historical
cases accumulated in electronic health records (EHRs) afford a rich source of data to
build case-based knowledge systems; (3) By deepening collaborations between hos-
pitals and universities, more and more professors of artificial intelligence and data
mining engage in collaborative research and development of CBHKS with hospitals.
CBHKS systems can provide knowledge support for many functional areas in
healthcare and hospital management, such as medical diagnoses and prognoses, drug
inventory management, nursing management, medical equipment management, man-
agerial decision making, and medical material management. Because of their com-
prehensiveness and efficiency in knowledge-based reasoning, CBHKS are playing an
important role in improving hospital management. They effectively facilitate medical
knowledge discovery and management’s decision making.

Despite the investments made in CBHKS implementation, the mechanisms of their
influence on management performance are still unclear. However, understanding these
mechanisms is important for the more effective use of CBHKS and for justifying their
costs. This study examines the postadoption use of CHBKS, which is closely associ-
ated with the long-term performance of hospital management. Using expectation
confirmation theory, Bhattacherjee [1] was among the first to investigate the continued
use of IT. His work was followed by an array of studies that focused on information
systems (IS) post-adoption behavior (ISPAB) [2–4]. ISPAB explains why individuals
and organizations continue to use and expand IS functions and proposed a set of factors
affecting the continuing utilization of IS and the expansion of individuals and orga-
nizations. This stream of research forms the theoretical foundation for the continued
use of CHBKS in hospitals. ISPAB research has been conducted at both the individual
level and the organizational level. However, studies at the group level are scarce, a
group being defined as a formal or informal team within an organization. Group-level
factors — group performance, group learning, group satisfaction, and the degree of
external satisfaction — may influence the postadoption attitudes and behaviors of
individuals within a group as well as postadoption decisions at the organizational level.
Thus, examining continued use of IS at the group level will fill an important gap in
ISPAB research.

In this study, we focus on how CBHKS systems improve hospital management
through group-level factors. Specifically, we believe that these group factors, namely,
group performance, group learning, group satisfaction, and the degree of external
satisfaction, mediate the effect of CBHKS on hospital management. By applying
Misumi’s [5] performance-maintenance (PM) theory of leadership, we can effectively
measure hospital management. More broadly, this study aims at providing an evalu-
ation of the usefulness of CBR systems in healthcare services and management,
through the example of a CBHKS system currently in use in a hospital. This type of
study provides very important information for future projects in the same field.

Earlier studies have shown that IT utilization positively affects an organization’s
performance. For example, Andersen [6] tested the positive impact of Intranet and
Internet usage on organizations’ sales growth and innovation. In their study of hospital
management, Devaraj and Kohli [7] investigated eight hospitals that adopted decision
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support systems (DSS) and found that a high level of IT applications in hospitals
improves their financial performance and quality. At the group level, scholars studied
the role of group effectiveness in the interaction between IS utilization and organiza-
tional management. Hospitals comprise various departments, institutes, centers, etc.
These groups can develop group cohesiveness and teamwork within the confines of
their processes and research [8]. Group effectiveness is an important manifestation of
an organization’s effectiveness as well as a sign of managerial competency in hospitals.
It is an antecedent of group performance. It is also lead to group members’ satisfaction.
Therefore, it is imperative to understand how CBHKS systems improve managerial
performance and maintenance in hospitals through group effectiveness.

Focusing on group effectiveness and drawing on the PM theory of leadership, this
study investigates the impact of CBHKS on hospital management. Furthermore, we
reveal how group effectiveness mediates the effect of the use of CBHKS systems on
organizational and managerial performance. Our study addresses these questions:

(1) Does the implementation of CBHKS improve managerial performance and
maintenance in hospitals?

(2) How does the implementation of CBHKS affect managerial performance and
maintenance in hospitals?

(3) What role does group effectiveness play in mediating the impact of CBHKS on
managerial performance and maintenance in hospitals?

Answering these questions is important for bridging related findings at the indi-
vidual and organizational levels. Our study not only contributes to the literature on
hospital management, but from a practical perspective, it will promote the imple-
mentation of CBHKS in order to improve the satisfaction of hospital staff and patients
and enhance managerial performance and maintenance in hospitals.

2 Theoretical Foundations

2.1 Group Effectiveness

Hackman [9] proposed the earliest definition of group effectiveness. In his study, group
effectiveness has been defined from three perspectives: work output, impact on group
members (including satisfaction), and the improvement of group problem-solving skills
for the future. Later research supplemented and perfected the definition of group
effectiveness. Sundstrom and Mclntyre [10] used member satisfaction, performance,
external satisfaction, and team learning to measure group effectiveness. Cohen and
Baily [11] further noted that the three aspects of group effectiveness are: (1) group
performance, namely efficiency, productivity, response speed, quality, customers’
satisfaction with service, and innovation; (2) members of the group, namely satisfaction
of the members, commitment and trust in management; and (3) members’ behavior,
namely members’ absenteeism, turnover, and safety.

Based on these definitions, we used four dimensions proposed by Sundstrom and
Mclntyre [10] to evaluate group effectiveness: group performance, group member sat-
isfaction, group learning, and external satisfaction. Most studies on group effectiveness
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have focused mostly on constructing a reasonable group management system that
enhances group effectiveness. The influence of group effectiveness is relevant to many
levels in a management hierarchy, such as individual, team, business unit, and orga-
nization [11–13]. In this study, we focus on the impact of group effectiveness on
organizational performance, explaining why the adoption of CBHKS in hospitals affects
group work and influences management performance through group effectiveness.
Measuring these four dimensions of group effectiveness as intermediary variables, we
developed a research model providing insights into the impact of CBHKS on hospital
performance and maintenance.

2.2 Performance-Maintenance (PM) Theory of Leadership

Misumi [14] proposed the PM theory of leadership in the 1970s. This theory divides
leadership behavior into two categories, i.e., Performance (P) and Maintenance (M).
The performance function means that a leader must design detailed work plans, task
and strictly monitor staff to carry out the plans, with the goal of ensuring that a group’s
specific goals can be achieved. The maintenance function means that a leader should be
concerned about his or her staff, try to build a harmonious relationship with his or her
staff members, carefully encourage them, and pay attention to proper authorization to
ensure ongoing improvement in the organization’s normal operation.

In PM theory, leaders have two main management objectives: organizational goals
and organizational relationships. Organizational goals focus on how to improve
managerial performance; organizational relationship focuses on how to establish a
stable and harmonious inner environment that maintains and sustains the organization.
Echoing PM theory, we establish management effectiveness and managerial mainte-
nance as the dual goals when adopting CBHKS in hospitals and when measuring the
impact of CBHKS on hospital management.

2.3 CBHKS System Description

A CBHKS system is designed and implemented with practicality, usefulness, and ease
of use in mind. The main purpose of this system is to provide a knowledge-based
decision-making support for doctors’ diagnostic and therapeutic processes, as well as
for hospital leaders or managers problem solving process, using the most similar his-
torical administrative cases (i.e. issues and their solutions) for reference. For example,
in one of the largest hospitals in East China, the main function of the CBHKS system
includes mainly five modules (see Figs. 1 and 2): system administration, EHR cases,
case features management and maintenance, historical hospital management cases
(issues and solutions), as well as case base maintenance. Its main design principles
include: (1) to satisfy the requirements of knowledge acquisition for diagnosis and
managerial decision support; (2) ease of use for the doctors and hospital managers; and
(3) reliability and expansibility. To satisfy the effective case acquisition requirement,
we adopted an object-oriented case representation. The original case base has over
24,700 cases and this number is rapidly growing while CBHKS expands to new
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Fig. 1. The main functional structure of a CBRKS system

Fig. 2. CBHKS systems’ core components and interaction mechanism.
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applications. The case features management and maintenance consists in an assessment
process to determine whether the case features are significant for similar cases
extraction. If any feature is found to contribute to similar cases extraction, this feature is
stored in the feature database. This module ensures the effectiveness of feature
extraction and the efficiency of case base maintenance and case retrieval. In general, the
system provides two main business subsystems for the hospital. One is based on EHR
cases and is intended for the decision support of doctors during diagnosis, prognosis
and treatment, and the other is based on hospital management cases and is intended for
the leaders’ managerial decision support. For example, the historical hospital man-
agement cases subsystem can provide a solution for a new doctor-patient conflict issue
through case matching and finding the most similar cases solved in the past. This aims
at helping managers solve similar issues more effectively.

3 Conceptual Model and Hypothesis Development

3.1 CBHKS Implementation and Group Effectiveness

CBHKS Implementation and Group Performance
According to Cohen and Baily [11], group performance is mainly reflected in the
efficiency, productivity, response speed, quality, service, customer satisfaction, and
innovation during medical services. A rich literature exists on the relationships between
IT investment and performance.

In the medical industry, some scholars have researched the influence of IS on
hospital management performance. For example, Menachemi et al. [15] discussed the
positive impact of hospital information technology on financial performance. Cui et al.
[16] empirically showed that a performance management information system could
improve the performance of clinical departments. According to Media Synchronicity
Theory, an improved capability of media to support information synchronicity could
enhance communication performance and then promote the collaborative behaviors of
staff members [17]. As an important medium in hospital management, CBHKS may
strengthen two aspects of a medical staff’s information synchronicity:

1. reduction in the time needed to query patients’ information and improve the effi-
ciency of decisions;

2. promotion of communication and sharing of knowledge among doctors, which will
lead to improvement in the quality of medical services.

Improving the efficiency and quality of medical services will enhance the group
performance of hospital staff by attracting more patients. Hence, we hypothesize:

H1a: CBHKS Implementation (CI) positively influences group performance (GP).

CBHKS Implementation and Group Members’ Satisfaction
Another dimension of group effectiveness is group members’ satisfaction. This refers to
the satisfaction of internal members and to their commitment and trust in management
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[11]. In the context of a hospital, it represents the work attitudes of doctors, nurses, and
other medical staff.

Considerable research has studied the relationships between IS implementation and
group member satisfaction. For example, Ammenwerth et al. [18] believe that IT could
be used to improve the sense of responsibility in nursing care, thus, improving the
efficiency of nurses as well as increasing the satisfaction of patients and other members
of the hospital staff. Langfred [19] posited that team performance depends on an
individual’s and a team’s autonomy, both of which could be improved by IS imple-
mentation by encouraging users’ initiative and adding to their satisfaction.

Media Synchronicity Theory posits that communication effectiveness may be
enhanced by faster information conveyance and higher information convergence [17],
which in turn will improve users’ satisfaction with access to information and its use.
We believe that the implementation of CBHKS improves doctors’ autonomy. Doctors
can obtain information conveniently, process information efficiently, and reduce
redundant work. The improvement of efficiency is more pronounced in medical group
collaboration. All of these improve the satisfaction of members of the medical staff,
facilitating their completion of clinical tasks. More efficient clinical processes will
improve patients’ satisfaction, and in turn, improve their relationship with the medical
staff. Hence, we propose the following hypothesis:

H1b: CBHKS Implementation positively influences group members’ satisfaction
(GMS).

CBHKS Implementation and Group Learning
The relationship between IT implementation and group learning has received a lot of
attention in the literature. Scholars believe that IT plays an important role in the process
of shifting to a “learning organization” by providing technical support for effectively
storing, organizing, and modifying information and knowledge. Furthermore, some
scholars believe that IT could facilitate organizational learning [20]. Related studies
suggest that the implementation of new technologies often requires employees to
update their skills [21, 22].

In hospitals, the use of CBHKS also promotes group learning among the staff. In
particular, the implementation of such a system requires doctors to learn how to use it
correctly, which can be regarded as a technical learning process for a group. Moreover,
the implementation of CBHKS will promote information and knowledge sharing
among doctors and enhance their clinical problem-solving skills. Last but not least, the
implementation of CBHKS can encourage doctors to cooperate during the problem-
solving process. Hence, we hypothesize:

H1c: CI positively influences group learning (GL).

CBHKS Implementation and External Satisfaction
External satisfaction is a consequence of group behavior and a dimension of group
effectiveness. According to Sundstrom and Mclntyre [10], higher group effectiveness
leads to higher client satisfaction. Information conveyance and information conver-
gence through media could not only affect a staff’s work efficiency, but also improve a
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customer’s perceived information transparency [17], which promotes trust among
contracting parties and improves external satisfaction.

The implementation of IS is likely to improve patient satisfaction and hospital
management and reduce administrative costs. Aamodt et al. [23] posited that the uti-
lization of IS can optimize inspection processes, standardize operating procedures, and
improve patient and staff satisfaction. Aiken [24] concluded that the application of IS in
hospitals optimizes the treatment process by shortening treatment time and improving
service quality, thus enhancing patient communication and improving patient satis-
faction with his or her medical treatment.

The implementation of CBHKS is likely to improve external satisfaction for several
reasons. First, CBHKS can save doctors time by improving their efficiency. As a result,
doctors will have more time to discuss treatment with other doctors and rethink their
work, making treatment more effective. This is likely to enhance patients’ satisfaction.
Second, implementation of CBHKS will showcase a hospital’s IT capability and
commitment. This will create a better image of the hospital, potentially improving
external satisfaction. Hence, we hypothesize:

H1d: CI positively influences external satisfaction (ES).

3.2 Group Effectiveness and Hospital Management

Group Performance and Hospital Management
Only a few studies have analyzed the relationships between hospital management and
group effectiveness. Besstremyannaya et al. [25] believe that hospital managerial
performance is a kind of output that reflects hospital input as represented by cost
efficiency. Implementation of CBHKS, as a kind of information technology input, may
improve the efficiency, productivity, and responsiveness of a group of doctors [11] and
as a result improve patients’ satisfaction with hospital services. High patient satisfac-
tion leads to more use of medical services from the same hospital, increasing its
financial income, an important indicator of managerial performance. Hence, the usage
of CBHKS may have a significant impact on managerial performance.

Hospital managerial maintenance means keeping the relationships in a hospital
stable and harmonious through appropriate communication while supporting employ-
ees’ autonomy. It preserves a hospital’s social stability. High group performance will
improve financial performance [26], which could improve the income of individuals
and groups under the generally accepted performance appraisal system and enhance the
stability of the organization. Furthermore, high group performance implies harmonious
interpersonal relationships and efficient communication in organizations, which could
foster group members’ job satisfaction and improve managerial maintenance. Hence
we hypothesize:

H2a: Group performance (GP) positively influences hospital managerial perfor-
mance (HMP).
H2b: GP positively influences hospital managerial maintenance (HMM).
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Group Members’ Satisfaction and Hospital Management
Group members’ satisfaction is related to the recognition, responsibilities, supervision,
and opportunities offered during their work [27]. A number of researchers have
empirically found that satisfaction is related to performance, such as an organization’s
outcomes, management effectiveness, etc.

In the context of hospital management, many scholars have studied the relation-
ships between group members’ satisfaction and hospital performance. Wagner et al.
[28] tested the positive effect of professional nurses’ communication satisfaction to
hospital’s performance. Mascia et al. [29] studied how hospital restructuring influences
job satisfaction in physicians. The use of CBHKS is likely to improve communication
efficiency and accelerate the efficiency of searching for knowledge. It is also likely to
trigger the restructuring of a hospital’s business processes and shorten diagnosis time.
Thus, the presence of a CBHKS may improve both the staff’s job satisfaction and the
hospital’s performance. This is an important indicator of management performance and
maintenance. Hence we hypothesize:

H3a: Group members’ satisfaction (GMS) positively influences hospital managerial
performance (HMP).
H3b: Group members’ satisfaction positively influences hospital managerial
maintenance (HMM).

Group Learning and Hospital Management
Group learning will be helpful for better communication and coordination in teams. It
has been shown to have positive influence on new product quality through the
improvement of management. Hassan et al. [30] suggested that team learning behaviors
play a significant role in ensuring the success of marketing teams. Argote [31] posited
that the occurrence of team learning was mainly manifested in the relatively lasting
change in team members’ knowledge and performance. He also used organizational
and team learning curves to measure team learning performance. Chen [32] found a
significant positive relationship between a team’s learning ability and its performance.

In hospitals, leaders, department directors, managers, and medical staff can use
various functions of CBHKS to conduct group learning and acquire information and
knowledge for managerial decision making. All of these could improve the profes-
sional skills of a medical group and deliver a high quality of medical service to patients.
These gains also could lead to more efficiency that would permit treating more patients
as well as earn their trust, which eventually could improve hospital managerial per-
formance. In addition, CBHKS could also help improve the effectiveness of group
learning and increase the communication behavior of group members, which in turn
could increase team cohesion and promote the hospital’s managerial maintenance.
Hence, we propose the following two hypotheses:

H4a: Group learning (GL) positively influences hospital managerial performance
(HMP).
H4b: Group learning (GL) positively influences hospital managerial maintenance
(HMM).
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External Satisfaction and Hospital Management
Previous studies have investigated the relationships between external satisfaction and
managerial performance and maintenance. External satisfaction is a kind of work
attitude from external stakeholders, while managerial maintenance directly embodies
organizational effectiveness [33]. Terziovski [34] investigated the relationships among
quality management practices, customer satisfaction, and productivity improvement.
He suggested that improvement of customers’ satisfaction correlates positively with
productivity improvement.

External satisfaction in hospitals mainly refers to patients’ satisfaction. The
implementation of CBHKS improves treatment effectiveness and efficiency, saves
patients’ time, and then improves external satisfaction. Patients’ experiences are vital in
determining whether patients will choose a hospital again. Moreover, patients’ satis-
faction influences the service choices of potential customers through word-of- mouth.
As one dimension of group effectiveness, external satisfaction is an important reflection
of whether the work of medical groups is effective. As a result, external satisfaction can
directly influence hospital performance. In addition, CBHKS can promote medical
effectiveness, which also improves the satisfaction of patients. This improves
doctor-patient relationships, which indirectly enhance the stability of medical groups.
Hence, external satisfaction influences the hospital’s continuing development and
maintenance. Therefore, we propose the following hypotheses:

H5a: External satisfaction (ES) has a significant positive effect on hospital man-
agerial performance (HMP).
H5b: External satisfaction (ES) has a significant positive effect on hospital man-
agerial maintenance (HMM).

Based on the above hypotheses, we present our research model in Fig. 3.

Fig. 3. Research model.
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4 Experiment and Results

We cooperated with the hospital to complete the experiments. The participants were
randomly picked from the doctors and hospital managers by using their employee ID.
The office directors informed the selected participants and explained the purpose of the
study. The hospital explained the purpose of the experiment and privacy protection
measures to all the participants. We collected data department by department in the
hospital. Participation was voluntary. To ensure data quality, a small gift with a value
of approximately $10 was provided to each respondent who completed and returned the
questionnaire. Besides participants’ basic information (age, gender, and education), the
questionnaire comprised 41 questions. All of the items were measured with a
seven-point Likert scale, ranging from 1 (strongly disagree) to 7 (strongly agree). The
survey and experiment lasted for two and a half months. In our questionnaire, all the
items are designed to ask questions regarding the CBHKS system that is being used in
the hospital we mention in Sect. 2.3. All the participants are the users of this system
and can understand the difference between CBRKS and general EHRs. 225 responses
were collected, but 11 responses were discarded as incomplete. Hence, we used 214
responses in the analysis. This study adopted SmartPLS 2.0 for data analysis and the
validation of the model and its hypotheses. The measurement model analysis mainly
involves the assessment of reliability and validity. The validity of construct is com-
monly measured from two aspects, i.e. convergent validity and discriminant validity.
All of the Cronbach’s a and composite reliability values exceed 0.8, indicating very
good reliability. All of the AVE values exceed 0.5, suggesting good convergence
validity. The square root of each construct’s AVE value exceeds its correlations with
other constructs, indicating strong discriminant validity.

In this study, the relationships among CBHKS implementation, group effective-
ness, and the improvement of managerial performance and managerial maintenance in
hospital management were thoroughly investigated. The results show that CBHKS
implementation has a significant, positive effect on group effectiveness. Moreover, all
of the four dimensions of group effectiveness have significant, positive effects on
hospital management performance. Group members’ satisfaction and external satis-
faction also have significant, positive effects on hospital management maintenance. But
the effects of group performance and group learning on managerial maintenance are not
significant, as show in Table 1.

According to the data analysis results, the positive influences of group performance
and group learning on managerial maintenance are not significant (bH2b = 0.0758 and
bH4b = −0.0244). Table 1 contains a summary of these results. According to the PM
Theory of Leadership, the maintain function represents efforts to maintain and
strengthen group relationships, such as team collaboration spirit, level of satisfaction,
and code of conduct. While the performance function benefits from visibility and
objective evaluation criteria, the assessment of the maintain function generally contains
some subjective or emotional attributes. Hence, the evaluation of the maintain function
needs relatively more time than that of the performance function. The evaluation
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duration of the CBHKS system application was probably not long enough to support an
accurate evaluation of the maintain function in our current study, which could cause
hypotheses H2b and H4b to be not supported. CBHKS is an important toolkit for
collaborative diagnosis and management, which can improve dynamic group learning
ability. Hence its implementation heavily affects group performance and group learn-
ing. External satisfaction likely triggers a sense of pride in group members, which
could probably usefully arouse their team spirit and make them adhere to behavioral
norms. Consequently, external satisfaction can greatly influence hospital managerial
maintenance. Based on the above analysis, for a decision maker considering imple-
menting a CBHKS in her hospital, one of the benefits she can anticipate from a
successful CBHKS implementation is an improvement in managerial performance.
Another benefit she can anticipate from using a CBHKS is to successfully promote
managerial maintenance by improving the level of external satisfaction and group
members’ satisfaction.

Table 1. Structural parameter estimates - Note. **p < .01

Hypothesized path Standardized path
coefficients (b)

T-value Results

H1a: CBHKS implementation ! group
performance

0.5688** 24.3204 Supported

H1b: CBHKS implementation ! group
members’ satisfaction

0.4712** 16.2104 Supported

H1c: CBHKS implementation ! group
learning

0.5434** 19.883 Supported

H1d: CBHKS implementation ! external
satisfaction

0.5115** 20.4664 Supported

H2a: group performance ! hospital
managerial performance

0.1396** 3.1869 Supported

H2b: group performance ! hospital
managerial maintenance

0.0758 1.8325 Not
supported

H3a: group members’
satisfaction ! hospital managerial
performance

0.2025** 4.8783 Supported

H3b: group members’
satisfaction ! hospital managerial
maintenance

0.2793** 8.9865 Supported

H4a: group learning ! hospital
managerial performance

0.2339** 5.8591 Supported

H4b: group learning ! hospital
managerial maintenance

−0.0244 0.5187 Not
supported

H5a: external satisfaction ! hospital
managerial performance

0.307** 9.2919 Supported

H5b: external satisfaction ! hospital
managerial maintenance

0.5342** 16.7912 Supported
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5 Conclusions

This study not only enriched the group effectiveness and leadership performance-
maintenance theory, but also provided a convenient reference for medical workers and
patients. The validation of the study also provides an important reference value on the
improvement of a hospital management level and efficiency. This study discussed how
implementing and using a CBHKS improves hospital managerial performance and
managerial maintenance through group effectiveness and the PM theory. Our results
support most of the research hypotheses. Although our example is confined to East
China, similar systems start being used more broadly. Hence the results of our current
research have the potential to generalize across the country.
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Appendix A

Group Effectiveness: There are four dimensions proposed by Sundstrom and Mclntyre
to evaluate group effectiveness: group performance, group member satisfaction, group
learning, and external satisfaction [10].

Group Performance: According to the definition by Cohen and Baily, group perfor-
mance is mainly reflected in the efficiency, productivity, response speed, quality,
service, satisfaction, and innovation during medical services [11].

Group Members’ Satisfaction: This refers to the satisfaction of internal members and
to their commitment to and trust in management. In a healthcare context, it represents
the work attitude of doctors, nurses, and other medical staff.

Group Learning: It represents a team learning process or behavior when learning new
things or adapting to a new and dynamic environment.

External Satisfaction: It denotes a kind of positive work attitude from external
stakeholders. The implementation of CBHKS improves treatment effectiveness and
efficiency, which in turn improves external satisfaction.

Performance-Maintenance (PM) Theory of Leadership: The performance function
means that a leader must design detailed work plans, task staff to carry out the plans,
and strictly monitor staff, with the aim of ensuring that a group’s specific goals can be
achieved. The maintenance function means that a leader should be concerned about his
or her staff, try to build harmonious relationships with his or her staff members,
carefully encourage them, and pay attention to proper authorization to ensure ongoing
improvement in the organization’s normal operations.
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Managerial Maintenance: Hospital managerial maintenance means keeping the
relationships in a hospital stable and harmonious through appropriate communication
while supporting employees’ autonomy.

References

1. Bhattacherjee, A.: Understanding information systems continuance: an expectation-
confirmation model. MIS Q. 25, 351–370 (2001)

2. Wang, E.T.G., Tai, J.C.F., Grover, V.: Examining the relational benefits of improved
interfirm information processing capability in buyer-supplier Dyads. MIS Q. 37, 149–173
(2013)

3. Bhattacherjee, A., Sanford, C.: Influence processes for information technology acceptance:
an elaboration likelihood model. MIS Q. 30, 805–825 (2006)

4. Lin, C.S., Wu, S., Tsai, R.J.: Integrating perceived playfulness into expectation-confirmation
model for web portal context. Inf. Manag. 42, 683–693 (2005)

5. Misumi, J., Peterson, M.F.: The performance-maintenance (PM) theory of leadership: review
of a Japanese research program. Adm. Sci. Q. 30, 198–223 (1985)

6. Andersen, T.J.: Information technology, strategic decision making approaches and
organizational performance in different industrial settings. J. Strateg. Inf. Syst. 10, 101–
119 (2001)

7. Devaraj, S., Kohli, R.: Performance impacts of information technology: is actual usage the
missing link? Manag. Sci. 49, 273–289 (2003)

8. Halvorsen, K.: Team decision making in the workplace: a systematic review of discourse
analytic studies. J. Appl. Linguist. Prof. Pract. 7, 273–296 (2010)

9. Hackman, J.R.: The design of work teams, handbook of organizational behavior,
prentice-hall. Englewood Cliffs. NJ. 35, 299–301 (1987)

10. Sundstrom, E., Mcintyre, M.: Measuring Work-Group Effectiveness: Practices, Issues and
Prospects, Working paper. University of Tennessee, Department of Psychology, Knoxville,
TN (1994)

11. Cohen, S.G., Bailey, D.E.: What makes teams work: group effectiveness research from the
shop floor to the executive suite. J. Manag. 23, 239–290 (1997)

12. Gupta, V.K., Huang, R., Yayla, A.A.: Social capital, collective transformational leadership,
and performance: a resource-based view of self-managed teams. J. Manag. Issues 23, 31–45
(2011)

13. Tesluk, P.E., Mathieu, J.E.: Overcoming roadblocks to effectiveness: incorporating
management of performance barriers into models of work group effectiveness. J. Appl.
Psychol. 84, 200–217 (1999)

14. Misumi, J., Shinohara, H., Sato, S.: Effect of P-M leadership behavior patterns upon
performance factors in perceptual motor learning (i). Jpn. J. Exp. Soc. Psychol. 14, 31–47
(1974)

15. Menachemi, N., Burkhardt, J., Shewchuk, R., Burke, D., Brooks, R.G.: Hospital information
technology and positive financial performance: a different approach to finding an ROI.
J. Healthc. Manag. 51, 40–58 (2006)

16. Cui, Y., Wu, Z., Lu, Y., Jin, W., Dai, X., Bai, J.: Effects of the performance management
information system in improving performance: an empirical study in Shanghai ninth
people’s hospital. Springerplus 5, 1785 (2016)

152 D. Gu et al.



17. Dennis, A.R., Valacich, J.S.: Media, tasks, and communication processes: a theory of media
synchronicity. MIS Q. 32, 575–600 (2006)

18. Ammenwerth, E., Gräber, S., Herrmann, G., Bürkle, T., König, J.: Evaluation of health
information systems—problems and challenges. Int. J. Med. Inf. 71, 125–135 (2003)

19. Langfred, C.W.: Autonomy and performance in teams: the multilevel moderating effect of
task interdependence. J. Manag. 31, 513–529 (2005)

20. Anand, K.J.: Clinical importance of pain and stress in preterm neonates. Biol. Neonate 73,
1–9 (1998)

21. Carpenter, M.A.: Upper echelons research revisited: antecedents, elements, and conse-
quences of top management team composition. J. Manag. 30, 749–778 (2004)

22. Kazahaya, G.: Harnessing technology to redesign labor cost management reports. Healthc.
Fin. Manag. J. Healthc. Financ. Manag. Assoc. 59, 94–100 (2005)

23. Aamodt, A.: Knowledge-intensive case-based reasoning in CREEK. In: Funk, P., González
Calero, P.A. (eds.) ECCBR 2004. LNCS, vol. 3155, pp. 1–15. Springer, Heidelberg (2004).
doi:10.1007/978-3-540-28631-8_1

24. Aiken, L.H., Sermeus, W., Heede, K.V.D., Sloane, D.M., Busse, R., McKee, M., Bruyneel,
L., Rafferty, A.M., Griffiths, P., Morenocasbas, M.T.: Patient safety, satisfaction, and quality
of hospital care: cross sectional surveys of nurses and patients in 12 countries in Europe and
the United States. BMJ 344, e1717 (2012)

25. Besstremyannaya, G.: Managerial performance and cost efficiency of Japanese local public
hospitals: a latent class stochastic frontier model. Health Econ. 20, 19–34 (2011)

26. Hillman, A.L., Pauly, M.V., Kerstein, J.J.: How do financial incentives affect physicians’
clinical decisions and the financial performance of health maintenance organizations? N.
Engl. J. Med. 321, 86–92 (1989)

27. Sharma, S., Cavallaro, G., Rosato, A.: The effect of reward structures on the performance of
cross-functional product development teams. J. Mark. 65, 35–53 (2001)

28. Wagner, J.D., Bezuidenhout, M.C., Roos, J.H.: Communication satisfaction of professional
nurses working in public hospitals. J. Nurs. Manag. 23, 974–982 (2014)

29. Mascia, D., Morandi, F., Cicchetti, A.: Hospital restructuring and physician job satisfaction:
an empirical study. Health Policy 114, 118–127 (2014)

30. Hassan, M., Aksel, I., Yaqub, M.Z., Aldemir, Z.: Team learning and its impact on marketing
team performance: an empirical study. Int. Bus. Res. 4, 124–131 (2011)

31. Argote, L.: Organizational learning: creating, retaining, and transferring knowledge. Adm.
Sci. Q. 45, 622–625 (2000)

32. Chen, G.Q.: Empirical study on relationship among organizational influential factors,
(organizational) learning capabilities and organizational performance. J. Manag. Sci. China
8, 48–61 (2005)

33. Harrison, D.A., Newman, D.A., Roth, P.L.: How important are job attitudes? Meta-analytic
comparisons of integrative behavioral outcomes and time sequences. Acad. Manag. J. 49,
305–325 (2006)

34. Terziovski, M.: Quality management practices and their relationship with customer
satisfaction and productivity improvement. Manag. Res. News 29, 414–424 (2006)

The Mechanism of Influence of a Case-Based Health Knowledge 153

http://dx.doi.org/10.1007/978-3-540-28631-8_1


Scaling Up Ensemble of Adaptations
for Classification by Approximate Nearest

Neighbor Retrieval

Vahid Jalali(B) and David Leake

School of Informatics and Computing, Indiana University,
Bloomington, IN 47408, USA

{vjalalib,leake}@indiana.edu

Abstract. Acquisition of case adaptation knowledge is a classic chal-
lenge for case-based reasoning. A promising response is learning adapta-
tion rules from cases in the case base, using the case difference heuristic
(CDH). In previous research we presented Ensembles of Adaptations for
Regression (EAR), an approach that uses a CDH-based method to gener-
ate adaptation rules and then exploits the availability of multiple learned
rules to apply ensemble-based adaptation. We extended EAR to classi-
fication tasks, with Ensembles of Adaptations for Classification (EAC),
which showed promising accuracy results. EAR and EAC are practical
for standard case bases, but become computationally expensive for large
case bases and large ensembles, primarily due to retrieval cost. This paper
presents research on scaling up EAC by integrating it with EACH, a new
method for efficient approximate retrieval that extends locality-sensitive
hashing retrieval to categorical features. Experimental results support
the ability of the EAC with EACH (Ensemble of Adaptations for Clas-
sifications Hashing) to maintain accuracy while increasing efficiency. In
addition, EACH could be applied as a standalone method to provide
scalable approximate nearest neighbor retrieval in other CBR retrieval
contexts.

Keywords: Case adaptation learning · Case difference heuristic ·
Ensemble of adaptations for classification · Locality sensitive hashing ·
Value difference metric

1 Introduction

How best to acquire case adaptation knowledge has been a longstanding chal-
lenge for case-based reasoning (CBR). Its difficulty has prompted much interest
in machine learning methods for learning adaptation knowledge. An especially
strong research current has focused on learning adaptation knowledge from cases
in the case base by the case difference heuristic (CDH) approach, proposed by
Hanney and Keane [9]. This approach generates adaptation rules from the case
base, by comparing pairs of cases in the case base. For each pair it generates a
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rule in two parts, (1) a description of the difference between the problem parts
of the two cases, and (2) a description of the difference between their solutions.
Given an input problem and retrieved source case to adapt, an adaptation rule
applies if the difference between their problem parts is similar to the problem
difference of the rule. When the rule applies, the source case is adapted by
applying a difference similar to the solution difference in the rule. Adaptation
rule generation in the spirit of CDH has been effective in contexts including
numerical prediction [13,16,17], classification [12], and adaptation of structured
cases [1,19].

A potential issue for automatically-derived adaptation rules is the uncertain
reliability of those rules. Our previous work on Ensembles of Adaptations for
Regression (EAR) [13] and Ensembles of Adaptations for Classification (EAC)
[12] addresses the reliability issue by exploiting the ability of the CDH approaches
to generate many adaptation rules, to use ensembles of adaptations (cf. [26]).
Given an input problem, EAR and EAC retrieve multiple cases and can adapt
them by multiple system-generated adaptation rules, providing multiple candi-
date solutions to combine. Experiments support their ability to improve adap-
tation accuracy. However, the accuracy benefits come at the cost of increased
computational cost, as ensembles require multiple retrievals and adaptations.
When EAR or EAC is configured for lazy adaptation rule generation, generating
adaptation rules on the fly rather than in advance, the cost for each adaptation
is increased; when large ensembles are used, the total cost is multiplied.

Retrievals are needed at three points in the EAR/EAC process: to retrieve
cases from which to build adaptation rules, to retrieve collections of source
cases to adapt, and to retrieve stored adaptation rules. For EAR, we addressed
the retrieval cost issue in BEAR [11] by applying a big data retrieval method,
locality-sensitive hashing, to its retrieval process. LSH (Locality Sensitive Hash-
ing), as an approximate nearest-neighbor method, loses some retrieval accuracy
compared to conventional (and more costly) methods. However, experiments
showed that on sample data sets, BEAR’s use of ensembles enabled numeric
prediction accuracy comparable to that of traditional k-NN without LSH, but
with much better scalability [11]. Consequently, pursuing such an approach was
appealing for increasing the scalability of EAC as well. However, this faced an
impediment: the absence of existing locality sensitive hashing schemes suitable
for handling symbolic data as required for EAC.

The goal of the work in this paper is to develop methods for large-scale
application of the EAC approach [12] for domains with mixed categorical and
numeric input features. It addresses this goal by introducing and evaluating a
novel locality-sensitive hashing (LSH) algorithm to meet the specific require-
ments enforced by the EAC method. It tests an implementation of that scheme
in the system EACX (EAC eXtended to scale). Experimental results illumi-
nate the accuracy tradeoff, showing a relatively low drop in accuracy of EACX
compared to that of EAC and increased efficiency. This demonstrates the abil-
ity of the ensemble-based approach of EACX to compensate for its reliance on
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approximate nearest neighbors compared to a brute force kNN with higher time
complexity.

The paper begins with a perspective on the use of LSH for CBR system
scaleup and an overview of the EAC approach. It next discusses LSH and
describes the new locality-sensitive hashing approach, EACH, EACH’s use in
EACX, and its time complexity. It closes with evaluation and future work.

2 Scaling Up CBR with Big Data Retrieval Methods

As big data applications become increasingly prevalent, scaleup concerns take on
new importance.TheCBRcommunity has long recognized the utility issues arising
from case base growth (e.g., [20]), as can arise for large-scale tasks or long-lived
CBR systems. The primary response has been research on competence-based
deletion and competence-aware case base construction (e.g., [21,22,25,27]).
Unfortunately, methods for increasing efficiency by reducing the size of the case
base result in information loss for the CBR system, and are commonly expected
to reduce accuracy.

An alternative is to apply big data methods to increase the scalability of
retrieval [6,11], for example, by applying Locality Sensitive Hashing (LSH). LSH
is a family of methods for efficient retrieval of approximate nearest neighbors,
without limiting case base size. Thus like case base compression, it sacrifices
accuracy for efficiency. However, it offers two benefits in contrast to case com-
pression. First, because no cases need to be deleted, it avoids case information
loss. By setting LSH parameters, a user can adjust the level of accuracy retained.
Second, it avoids the cost of case-base compression (which, in a large-scale sce-
nario, might need to be done repeatedly).

In previous work we introduced BEAR [11], an approach for scaling up
Ensemble of Adaptations for Regression (EAR) to larger case bases by using
big data methods (LSH and MapReduce). BEAR uses LSH in Euclidean space
to find approximate nearest neighbors for case and adaptation rule retrieval.
Conventional instance-based methods using exact nearest neighbors must calcu-
late the distance between the input case and all other cases in the case base to
pick the top few cases closest to the input case. In contrast, BEAR applies local-
ity sensitive hashing to partition cases into different buckets, where it is likely
that cases hashed to the same bucket are in close vicinity of each other. This
enables limiting the search for the nearest neighbors to the cases that are in the
same bucket as the input query instead of all case in the case base. This results
in significantly improved efficiency. The standard drawback of LSH is a decrease
in accuracy, due to use of approximate nearest neighbors. However, experiments
showed that the use of EAR’s ensemble method largely compensated for the
accuracy drop, providing substantially improved scalability with little accuracy
penalty. The success of BEAR motivated us to explore an analogous method for
EAC.
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3 Background

3.1 Ensemble of Adaptations for Classification

EAC [12] is a method for predicting target values in domains with categorical and
numeric features by applying an ensemble of adaptations to adjust the solutions
of the input query’s nearest neighbors. To calculate the distance between a pair
of cases, EAC uses the Case Value Distance Heuristic Metric (CVDHM) inspired
by Wilson and Martinez’s Heterogeneous Value Difference Metric [24]. For a pair
of cases (c1, c2), we defined EAC’s distance metric as:

casedistf (c1, c2) ≡ (
n∑

i=1

| CV DHMi(c1,i, c2,i) |p) 1
p (1)

where n is the number of features, c1,i, c2,i are the values of the ith feature of
cases c1 and c2 respectively, and p is a real value that is greater or equal to 1;
p which is set to 2 in EAC. For any feature f taking on values “a” and “b” in
cases c1 and c2, respectively, CVDHM calculates their feature distance by:

CV DHMf (a, b) ≡

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1, if a or b is unknown

1, if f is categorical and a or b is not

observed in the training data

diffcf (a, b), if f is categorical

min(1, diffnf (a, b)), if f is numeric

(2)

The function diffc, used for categorical features, is Stanfill’s Value Difference
Metric [23], a supervised learning method used to quantify the difference between
two categorical features for domains with categorical target values. For regression
tasks diffc is the unpaired t-test statistic of the target values corresponding to
values “a” and “b” of feature “f”, as explained below. The function diffn is the
distance between two numeric features, defined by:

diffnf (a, b) ≡ | a − b |
4σf

(3)

where σf represents the standard deviation of feature f . When adaptation rules
are indexed by the differences they address, as in EAC, the CVDHM can be
applied to adaptation rule retrieval as well. For reasons of space, we refer read-
ers to Jalali and Leake [12] for more details on Case Value Distance Heuristic
Metric.

If the target values of cases for values “a” and “b” of feature “f” are roughly
normally distributed (as ensured, for large numbers of cases, by the central limit
theorem), and their variances are roughly equal, then the unpaired t-test statistic
is calculated as:

diffcf (a, b) ≡ normalize(
c̄a − c̄b

SE(c̄a − c̄b)
) (4)
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where c̄a and c̄b represent the sample mean of the target values associated with
feature values “a” and “b” respectively. SE is the standard error of the difference
between the means of the target values associated with values “a” and “b” which
is calculated based on pooled standard deviation. The function normalize is a
method that normalizes the diffcf values by subtracting their mean from them
and dividing the result by the standard deviation of the diffcf for feature “f”.

3.2 Locality-Sensitive Hashing

Locality Sensitive Hashing (LSH) [10] is a method for rapid approximate retrieval
of nearest neighbors. LSH maps data points to partitions/buckets, with the goal
of placing approximate nearest neighbors in the same buckets/partitions. The
core module of any LSH algorithm is the hashing family used for partition-
ing the data points. LSH methods can be categorized on several dimensions,
such as characteristics of the underlying domain, the similarity measure used to
find the nearest neighbors, whether a data-driven approach is used to construct
the hashing function, and if so, whether the construction takes a supervised
or unsupervised approach. For example, Datar et al. [7] introduce a p-stable
distribution-based LSH for Euclidean space; Simhash [5] uses angle-based dis-
tance, and minhash [3] uses set/Jaccard similarity.

Applying LSH to Ensembles of Adaptation for Classification requires LSH
to handle domains with categorical or mixed categorical and numeric features.
However, little work has attempted to apply LSH to such domains. Lee [14]
proposed a hashing method for such domains which separates the categorical
and numeric features and applies different families of hashing methods for each
group. It then hashes the data points to two sets of buckets for categorical and
numeric feature values. For categorical values, Lee uses three distance measures
derived from the training data without considering labels. At retrieval, a point
is considered a nearest neighbor when the query and the case are in the same
bucket based on both their categorical and numeric features.

A prerequisite for applying LSH in any domain is that the cases’ input fea-
tures should be in a format consumable by the LSH techniques to be used. For
EAC, this means that categorical features should be converted to a numeric
representation. For this conversion, one hot encoding is a widely used method.
One hot encoding converts a categorical feature with m distinct values to a
vector of m bits where for every categorical value, all bits except one will be
zero. For example, a categorical feature with possible values high and low will
be converted to a vector of two bits where 01 and 10 can represent high and low
respectively. Unfortunately for the similarity-based matching required by CBR,
the one hot encoding approach is essentially equivalent to relying on exact match-
ing when searching for similar cases. Consequently, in this work we introduce
a novel technique that transforms cases rather than their categorical features
to a new domain and applies LSH to find approximate nearest neighbors for
the transformed cases. Our new hashing scheme transforms cases to their new
representation by using the value difference metric for learning the similarities
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between categorical features, enabling searching for similarity in presence of cat-
egorical features, rather than relying on exact matching.

In the next section we introduce our new hashing scheme. In contrast to Lee’s
method, our method considers numeric and categorical feature values together,
using the heterogeneous value difference metric [24]. Also, instead of using a
data-driven similarity measure that only takes the distribution of the feature
values into consideration, we use a supervised method dictated by the underlying
similarity measure. This method considers the relation between feature values
and target values as well.

3.3 EACH: A Locality Sensitive Hashing Method for Domains
with Categorical Features

To facilitate processing in the context of EAC, a hashing scheme must be able to
deal with both categorical and numeric input features. In addition, the hashing
scheme should serve for both case and adaptation rule retrieval purposes. Our
scheme, EACH, (Ensemble of Adaptations for Classification Hashing) uses a
distance-based hashing scheme inspired by random hyperplane-hashing followed
by a classic LSH method (e.g., min-hash, a set similarity-based LSH method
that is an approximation of the Jaccard coefficient, or an angle or distance-based
hashing scheme).

Algorithm 1 summarizes the EACH hashing method for case retrieval. At
the first step EACH generates M random points p with a set of predefined
dimensions (at most as many dimensions as the number of dimensions in the
underlying domain). Next, the distance between every case in the case base
and each of these randomly generated points is calculated and compared with
a given threshold τ . For each case, if the distance from the case to point “p” is
less than τ , then a “0” bit will be generated in its hashing sequence, otherwise
a “1” will be put in that position. By the end of this step, all cases in the
case base are converted to sequences of M bits. The GenerateRandomPoint
performs this conversion. For a case base with N cases, N sequences of “M”
bits will be generated. getDistance returns the distance between two points
according to Eq. 1. In the last step, the bit sequences of the cases are partitioned
by using an LSH method, which can be selected based on the domain. For
example, suppose minhash is used as the underlying hashing scheme. Because
minhash approximates the Jaccard similarity between these bit sequences, cases
that have more similar sequences are more likely to be partitioned to the same
buckets, which in turn means that cases that are in close vicinity of each other
are more likely to be partitioned to the same buckets.

Algorithm 2 describes the process of GenerateRandomPoint. In the algo-
rithm, getDistinctV alues is a method that takes a list of values and returns the
distinct values in the list, and Random generates a random number between the
input arguments (inclusive) passed to the method.

A good hashing scheme maximizes the total entropy of the sequences of
bits that represent the distance between cases in the case base and the gener-
ated points by GenerateRandomPoint. Maximizing this requires an appropriate
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Algorithm 1. EACH’s basic algorithm
Input:
CB: case base
dims: the set of the dimensions to keep
M : number of random points to generate
τ : distance threshold
lsh conf : LSH configuration settings
Output: hashed version of the case base

RandomPoints ∈ R
M×|dims|

for m ∈ {1, . . . , M} do
RandomPoints.add(GenerateRandomPoint(dims, CB))

end for
CaseBaseBitSequence ∈ R

M×|CB|

for each case ∈ CB do
BitSequence ∈ R

M

for each point ∈ RandomPoints do
distance ← getDistance(case, point)
if distance ≤ τ then

BitSequence.append(1)
else

BitSequence.append(0)
end if

end for
CaseBaseBitSequence.add(BitSequence)

end for
return LSH(CaseBaseBitSequence, lsh conf)

Algorithm 2. GenerateRandomPoint’s algorithm
Input:
CB: case base
dims: the set of the dimensions to keep
Output: A point with |dims| features

RandomPoint ∈ R
|dims|

for each dim ∈ dims do
distinctV alues ← getDistinctV alues(CBdim)
r ← Random(1, |distinctV alues|)
RandomPointdim ← distinctV aluesr

end for
return RandomPoint

value for τ in EACH. We propose two candidate methods for selecting suitable
values. First, a hill climbing search could be used to approximate the optimal
value of τ , where the objective function is the total entropy of the bit sequences
generated for all cases in the case base. Second, a heuristic could calculate the
distance between every pair of cases in the case base and then choose the median
of these distances as τ . To keep EACH applicable to larger case bases, sampling
techniques [8] can be used in conjunction with the above methods.
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4 EACX: EAC at Scale

Given EACH, it becomes possible to scale up EAC with an approach simi-
lar to that taken in our previous work on making Ensemble of Adaptation for
Regression scalable in BEAR [11]. BEAR used p-stable hashing in the Euclid-
ean space to find approximate nearest neighbors for case and rule retrieval.
However, BEAR was only applicable to regression tasks in domains with solely
numeric features, due to the limitations of its p-stable distribution-based LSH.
Unlike BEAR, EACX can be applied to both regression and classification tasks
in domains with numeric and categorical input features.

4.1 Where EACH is Used in EACX

EACX uses EACH to find nearest neighbors at each of three steps in the process
for Ensembles of Adaptations for Classification. First, it uses EACH for rule
generation, when retrieving the nearest neighbors of every case in the case base
so that a set of adaptation rules can be generated by comparing each case with
its top few nearest neighbors. EACX generates adaptation rules based on the
Case Difference Heuristic according to the process explained by Jalali, Leake,
and Forouzandehmehr [12]. Second, it uses EACH to find the nearest neigh-
bors to the input problem to use their solutions in predicting the target value
of the input problem. The values of the nearest neighbors of the input query
are adjusted by applying an ensemble of adaptations and the final solution is
built by combing these adjusted values. Third, it uses EACH to retrieve the
ensemble of adaptations for individual pairs of the input problem and its near-
est neighbor cases. For each pair, EACX retrieves adaptation rules that address
differences similar to those observed between the input query and the neighbor
under consideration.

4.2 EACX’s Architecture

Figure 1 depicts the general process of the EACX method. First, the Case Value
Distance Heuristic Metric is trained based on the cases in the case base and used
in EACH to partition the cases in the case base and to find nearest neighbors
to the input query. At this stage EACH serves two purposes: First, finding the
nearest neighbors of the cases in the case base so that a set of adaptation rules
can be generated by comparing every case with its nearest neighbors; Second,
finding the nearest neighbors of the input query in the case base. Next, another
round of training the Case Value Distance Heuristic Metric is conducted to
enable similarity assessment for the generated rules. This rule-based similarity
measure is used in partitioning the rule base, by training a rule-based version
of EACH; that in turn will be used to find the nearest neighbor rules for the
pairs of the input query and the retrieved cases (i.e., the input query’s nearest
neighbors), in the previous step.
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Fig. 1. Illustration of the generic process of EACX

4.3 Time Complexity of EAC and EACX

As a key motivation for EACX is scaleup, we consider its effect on computational
complexity. Calculating exact nearest neighbors is O(n), where n is the number
of cases in the case base. (Note that more efficient standard methods, such as k-d
trees, are not applicable to categorical features.) In principle, 2

(
n
2

)
rules could be

generated from a case base of n cases, but EACX limits the set of generated rules
at O(n × c) rules, where c is a positive constant integer. Thus computational
complexity of EAC is O(n); processing time depends on a constant factor of
number of neighbors to consider (k) × a constant number of rules to apply (c).
As the number of cases in the case base grows, the time required for EAC, even
for small values of c, and k becomes very noticeable in practice.

In contrast, using EACH the time complexity of nearest neighbor search can
be decomposed into two different components: hashing and retrieval. The time
complexity of the hashing stage is equal to the time complexity of converting
cases/rules to a sequence of bits, which is equal to O(n× d) and O(n× c× l) for
case base and rule base hashing respectively, where d is the number of dimensions
in the underlying domain and l is the number of randomly generated points in
EACH. However, we note that this is a one-time cost and once the cases and rules
are hashed there is no need to repeat this process for future queries. In other
words, once hashing is done, the time complexity of retrieving nearest neighbors
is decoupled from the case/rule base size. This is the advantage of EACX over
EAC. The time complexity of using LSH to find the nearest neighbors depends
on the LSH method used. For example, if min-hash is used as the underlying LSH
method the time complexity depends on the number of hash tables, bands and
the signature length. However, for a sufficiently large case base this is guaranteed
to be orders of magnitude less than brute-force nearest neighbor search.
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5 Instantiations of EACH and EACX

As EACH and EACX are both general approaches which can be defined with
different configurations, we define specific instantiations of both, respectively
called EACH1 and EACX1, which will be used in the evaluation.

5.1 EACH1: An Instantiation of EACH

EACH1 uses the Case Value Distance Heuristic Metric (CVDHM) as the
getDistance method. CVDHM calculates the distance between values “a” and
“b” of feature “f” according to Eq. 1. It uses min-hash its LSH method. The
implementation of min-hash in EACH1 follows Broder [3,4] and is from the
sparkneighbors package1. To prepare sparkneighbors to calculate the min-hash
of a case, it is provided with the number of dimensions in the domain, the number
of hash tables, signature length, a prime module, and the number of bonds.

5.2 EACX1: An Instantiation of EACX

EACX depends on EAC and EACH, each of which depends on its own parame-
ters; this results in a wide range of possible customizations of EACX. For EAC,
choices include the choice of source cases to adapt to build the final solution
(e.g., how many source cases, and how those cases are selected), the choice of
cases to generate the adaptation rules, and the method to derive adaptation
rules from pairs of cases; each set of choices for these yields different variations
of the method.

In EACX1, source case selection is “Local”, meaning that EACX1 relies on
the top nearest neighbors of the input query to build the final solution. The
choice of case selection to generate adaptation rules in EACX1 is “Global cases
- Local neighbors”, meaning that every case in the case base participates in
the rule generation process and adaptation rules are generated by comparing
every case with its top few nearest neighbors. To read more about these choices
and other alternatives we refer the readers to our initial work on Ensemble of
Adaptations for Regression [13]. The method to generate adaptation rules is the
Generalized Case Difference Heuristic (GCDH) introduced in Jalali, Leake and
Forouzandehmehr [12].

The Generalized Case Difference Heuristic approach extends the Case Dif-
ference Heuristic so that it can be applied to domains with categorical target
values. The Case Difference Heuristic relies on exact matches for categorical
input features; this is enhanced by using a more general method, the Case Value
Distance Heuristic Metric in GCDH. The main idea of GCDH is to represent
adaptation rules as:

(Δf1 , . . . ,Δfk) ⇒ Δt (5)

1 https://github.com/karlhigley/spark-neighbors.

https://github.com/karlhigley/spark-neighbors
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where Δf ’s are calculated according to Eq. 2 and Δt is a numeric value when
the target value is numeric and is a pair of categorical values when the target
value is categorical. EACX1 uses EACH1 for locality sensitive hashing.

6 Evaluation

We tested the effectiveness of EACH1 and EACX1 with experiments testing their
accuracy in four standard domains. Because EACX uses approximate rather
than exact search we expected its overall accuracy to be lower than that of
EAC. However, one of the goals of our experiments was to investigate how much
quality can be retained while achieving the LSH-based speedup and to what
extent EACX’s ensemble-based approach mitigates the inaccuracies stemming
from LSH.

Our experiments address the following questions:

1. How does the accuracy of EACX compare to that of k-NN with LSH?
2. How does the accuracy of EACX compare to other state of the art machine

learning methods for classification?
3. How much does the ensemble-based approach of EACX contribute to its accu-

racy, compared to a non-ensemble method?

6.1 Experimental Design

We tested EACX1 for four classification domains from the UCI repository [15]:

1. Activity Recognition (Activity): Detecting human activity based on sensory
data from smart phones and smart watches.

2. Balance Scale (Balance): Predict whether scale will tip right, left, or stay
balanced

3. Car Evaluation (Car): Predict the acceptability of an automobile (unaccepted,
accepted, good, and very good)

4. Breast Cancer Detection (BC): Predicting whether a tumor is benign or
malignant.

For the activity domain 1000 cases were drawn randomly from the original
data set. For the rest of the domains, all cases were used after removing cases
with missing values. (We note that EACX could be applied to domains with miss-
ing values after pre-processing for handling missing features (e.g., [2])). Table 1
summarizes the characteristics of the test domains.

EACX1 is implemented in Apache Spark MLlib [18]. Spark MLlib provides
built-in support for cross validation and grid search which we used for tuning
the parameters of the tested classification methods. Our experiments measure
the accuracy (i.e., the percent of correctly classified tests out of the entire test
population) of kNN, EAC, Random Forest (RF), Logistic Regression (LR), kNN
using EACH1 (kNN-LSH) and EAC using EACH (i.e., EACX1) and an ablated
version of EACX which uses one adaptation per source case (EACX1-a).
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Table 1. Characteristics of the test domains

Domain
name

# Categorical
features

# Numeric
features

# Cases # Unique
combination of
categorical features

# Unique
solutions

Activity 3 3 1000 49 4

Balance 4 0 625 625 3

Car 6 0 1728 1728 4

BC 0 9 653 0 2

The parameters tuned for RF are the number of trees and maximum tree
depth of the tree. We use entropy as the impurity measure. For kNN and kNN-
LSH the number of source cases used for building the solution was the parameter
tuned. The number of source cases to use, the number of adaptations to apply
for adjusting the value of each source case and the number of nearest neighbors
of every case in the case base to compare with itself for the adaptation rule
generation purpose were the values tuned for EAC and EACX1. In the case of
EACX1 and EACX1-a, the value of τ is determined by taking the median of
the distances from cases to the randomly generated points by EACH1. Models
were trained on 80% of the case base and tested on the remaining 20%. The
testing process was repeated 10 times for each domain and test/control groups
are decided in a random fashion.

6.2 Results on Questions 1 and 2: Comparative Accuracy of EACX1

We conducted experiments to compare the accuracy of kNN-LSH and EACX1
with Random Forest, Logistic Regression, kNN and EAC. Because kNN-LSH and
EACX1 are basically kNN and EAC augmented by EACH1, their comparison
with kNN and EAC sheds light on their expected accuracy loss due to using
approximate nearest neighbors. In addition, the comparison between kNN-LSH
and EACX1 with Random Forest and Logistic Regression can determine the
competence of our EACH-powered classifiers compared to other machine learning
techniques.

Table 2 shows the accuracy of the tested classifiers in four sample domains.
EAC has the highest accuracy in Car and BC, while in the Balance and Activity
domains, EACX1 and RF show higher accuracy respectively.

Figure 2 depicts the percentage of improvement in accuracy of kNN over kNN-
LSH and EAC over EACX1 in the test domains. In three out of four domains
(all except Car), kNN’s performance has a higher margin compared to kNN-LSH
than that of EAC compared to EACX1. We attribute this to the fact that the
ensemble-based approach of EACX1 gives it more opportunity to compensate
the inaccuracies introduced by using approximate neighbors. We also note that
in all domains EACX1 shows higher accuracies compared to kNN, despite the
fact that—unlike kNN—EACX1 relies on approximate nearest neighbors.
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Table 2. Estimation error of LR, RF, kNN, EAC, kNN-LSH and EACX1 methods in
four sample domains

Domain name LR RF kNN EAC kNN-LSH EACX1

Car 26.28% 4.29% 5.14% 2.57% 7.37% 4.74%

Balance 13.05% 16.33% 14.56% 12.96% 17.72% 2.80%

BC 7.42% 3.28% 2.62% 1.66% 6.26% 1.98%

Activity 1.51% 1.33% 2.50% 1.50% 5.74% 1.57%

Car Balance BC Activity
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Fig. 2. Percentage of improvement of kNN and EAC over kNN-LSH and EACX1

6.3 Results on Question 3: Effect of Applying Ensembles
of Adaptations

To assess the benefit of using ensemble of adaptations in EACX1 to compensate
for the use of approximate nearest neighbors (and automatically generated adap-
tation whose quality cannot be guaranteed) we implemented an ablated version
of EACX1 (EACX1-a) that uses one adaptation per source case.

Figure 3 depicts the percentage of improvement of EACX1 and EACX1-a over
kNN-LSH. In all domains, EACX1 shows higher percentage of improvement in
the estimation error over kNN-LSH compared to EACX1-a which supports the
benefit of the ensemble-based approach of EACX-1. In three domains, EACX1-a
shows a relatively narrow margin (for BC domain the margin is relatively larger)
over kNN-LSH and in the Activity domain it shows slightly worse performance
than kNN-LSH.
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Car Balance BC Activity

P
er

ce
n

ta
g

e 
o

f 
im

p
ro

ve
m

en
t 

o
f 

E
A

C
X

1 
 a

n
d

 E
A

C
X

1−
a 

ov
er

 k
N

N
−L

S
H

0
10

0
20

0
30

0
40

0

Domains

55.42

9.32
38.43

7.28

216.39

42.89

392.99

−1.19

EACX1 Vs. kNN−LSH EACX1−a Vs. kNN−LSH

Fig. 3. Percentage of improvement of EACX1 and EACX1-a over kNN-LSH

7 Conclusion and Future Work

This paper has presented an approach to scaling up Ensembles of Adaptations
for Classification based on EACH, a new Locality Sensitive Hashing method for
domains with numeric and categorical input features and target values. It also
introduced EACX, a scalable case-based classification approach that applies an
ensemble of adaptions to adjust the predictions derived from the source cases.
EACX uses EACH to find the nearest neighbors in source case and adapta-
tion retrieval. Using Locality Sensitive Hashing decreases the time complexity
of EACX by using approximate nearest neighbors, enabling its application on
larger case bases. We introduced EACH1 and EACX1 instantiations of EACH
and EACX and evaluated their performance on four sample domains. Results
showed that EACX can provide accuracy as good as the brute-force alternatives.

As the next step, we plan to test EACX on domains with tens of millions of
cases to directly evaluate it in big data settings. Other potential future direc-
tions include comprehensive study of the effect of variations in EACH, by using
different similarity measures such as Jaccard, Hamming, Euclidean and Cosine
and exploring similarity measures other than the Case Value Distance Heuristic
Metric for distance between categorical feature values, and comparing alter-
native random point generation methods such as density-based random point
generation.

References

1. Badra, F., Cordier, A., Lieber, J.: Opportunistic adaptation knowledge discovery.
In: McGinty, L., Wilson, D.C. (eds.) ICCBR 2009. LNCS (LNAI), vol. 5650, pp.
60–74. Springer, Heidelberg (2009). doi:10.1007/978-3-642-02998-1 6

http://dx.doi.org/10.1007/978-3-642-02998-1_6


168 V. Jalali and D. Leake

2. Bogaerts, S., Leake, D.: Facilitating CBR for incompletely-described cases: distance
metrics for partial problem descriptions. In: Funk, P., González Calero, P.A. (eds.)
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LNCS (LNAI), vol. 7969, pp. 188–202. Springer, Heidelberg (2013). doi:10.1007/
978-3-642-39056-2 14

14. Lee, K.M.: Locality-sensitive hashing for data with categorical and numerical
attributes using dual hashing. Int. J. Fuzzy Log. Intell. Syst. 2(2), 98–104 (2014)

15. Lichman, M.: UCI machine learning repository (2013). http://archive.ics.uci.
edu/ml

16. McDonnell, N., Cunningham, P.: A knowledge-light approach to regression using
case-based reasoning. In: Roth-Berghofer, T.R., Göker, M.H., Güvenir, H.A. (eds.)
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Abstract. This work focuses on the design and validation of a CBR
system for efficient face recognition under partial occlusion conditions.
The proposed CBR system is based on a classical distance-based classi-
fication method, modified to increase its robustness to partial occlusion.
This is achieved by using a novel dissimilarity function which discards
features coming from occluded facial regions. In addition, we explore
the integration of an efficient dimensionality reduction method into the
proposed framework to reduce computational cost. We present experi-
mental results showing that the proposed CBR system outperforms clas-
sical methods of similar computational requirements in the task of face
recognition under partial occlusion.

Keywords: Face recognition · Partial occlusion · Dimensionality reduc-
tion

1 Introduction

This work focuses on the design and implementation of a Case-Based Reasoning
(CBR) system for efficient face recognition, with a special focus on robust face
recognition under partial occlusion conditions1. Although the problem of face
recognition has been extensively addressed in the available literature, most state-
ot-the-art proposals impose a series of constraintsthat limit their applicability in
real world scenarios, where only a limited amount of computational power and
training information is available.

The CBR method proposed in this paper seeks to cover the full recognition
process (i.e., face detection, normalization, and identity prediction). In addi-
tion, we focused on methods which are able to work under the constraints of
low computational power and little training information. As opposed to other
occlusion-robust face recognition systems, the proposed CBR framework does
not make any assumption about the nature of occlusion that it will have to
face at test time. We also studied the possible integration of an efficient dimen-
sionality reduction method in the proposed framework to reduce computational

1 In the context of face recognition, partial occlusion refers to the situation where
some parts of the faces the system must identify are covered by some artefact.
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cost. The experimental results presented in this paper show that the proposed
method outperforms traditional face recognition methods in the task of partially
occluded face recognition.

The rest of this paper is structured as follows. Section 2 reviews some of
the most relevant works in the field of face recognition, with special attention to
approaches robust to face occlusion. The proposed CBR system and the different
preprocessing methods are described in detail in Sect. 3. Section 4 empirically
compares the proposed CBR system with some alternative classical methods,
with special emphasis on partial occlusion scenarios. Finally, Sect. 5 summarizes
the conclusions of this work and outlines some promising future research lines.

2 Related Work

In this section, we summarize some of the most relevant works on the topic
of face recognition under partial occlusion. Ekenel [5] hold the idea that most
of the accuracy loss registered by face recognition systems when dealing with
partially occluded images is due to alignment errors, rather than information
corruption by the occlusion. To address this problem, they proposed a method
which seeks to minimize the distance between each sample in the training set
and a new observation by evaluating a number of different alignment variations.
As a consequence, searching for the best alignment variation requires hundreds
of comparisons for each training sample. Although this method achieved notable
accuracy rates, the computational cost supposes a major drawback.

Other authors [12,16] divide facial images into a number of delimited regions.
After this, they seek to model those occlusion areas by using Principal Compo-
nent Analysis or a Self Organized Map. Nevertheless, most occlusion-robust face
recognition systems include a previous step to identification where they deter-
mine which parts of the images are affected by occlusion. Some studies used man-
ually annotated occluded/non-occluded facial image patches to explicitly train a
classifier [13]. However, this approach has the drawback of needing occluded face
images during the training stage. As a consequence, if the nature of occlusion
faced by the system in production is not the same as during the training stage,
the accuracy of the occlusion detector might be affected.

Using color-based segmentation methods to detect occluded facial regions
has also been proposed in the literature [7]. However, these methods are very
sensitive to lighting conditions and assume that the occlusion is not caused
by artefacts with human-skin color. More recently, several authors have tried
to apply the recent advances in the field of deep learning to the task of face
recognition. Nowadays, the state-of-the-art on one of the most widespread face
recognition datasets, namely the Labeled Faces in the Wild (LFW), is held by a
deep neural network trained by the scientists at Baidu [9]. The major drawbacks
of this approach are the computational costs and the need for a large training
dataset.

Finally, it is worth noting the CBR methodology has been applied in the
literature to acquire emotional context about the users of recommender systems,
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based on their facial expressions [10]. However, to the best of our knowledge the
CBR methodology has not yet been applied to the task of facial recognition
under partial occlusion.

3 Proposed Framework

In this section, we describe in detail both the proposed CBR framework and
the selected pre-processing steps needed for face recognition. At test time, when
the system is presented with an image that contains a human face in it, the
following processing stages are executed: (1) A region of interest is determined
for the human face in the image; (2) the detected face is aligned2; (3) the image is
pose-normalized, rotating and scaling the face to a standard size and orientation;
(4) the lighting conditions of the image are normalized; (5) a feature extraction
method is applied; and finally (6) the proposed retrieval and reuse stages are
executed to emit a prediction regarding the identity of the person in the original
image (Fig. 1).

Fig. 1. Architecture of the proposed CBR framework and preprocessing steps.

3.1 Preprocessing

This section describes the successive preprocessing stages executed before the
actual retrieval and reuse stages in the proposed CBR framework.

Face Detection. The face detection stage is in charge of finding a preliminary
Region of Interest (ROI) for the human face present in the input image. One of
the most widespread face detection methods is based on Histogram of Oriented
Gradients (HOG) descriptors. This descriptor counts the number of occurrences
of each gradient orientation in localized regions of the image. The face detector is
then build using a linear classifier with a sliding window over the HOG descriptor
of the image. For our experiments, we used the HOG face detector provided by
the Dlib C++ library [8].
2 In the context of face recognition, face alignment refers to the task of locating a

series of facial key-points in an image, such as eyes, nose, mouth corners, etc.
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Face Alignment. Face alignment consist of automatically predicting the loca-
tion of a series of facial key-points in the input image. Some of the most popular
methods are based on the idea of cascade regression, which provides a greater
accuracy and faster processing times than classical methods. In particular, our
framework leverages the face alignment algorithm proposed by V. Kazemi in
2014 [17]. Here, the author proposes using a cascade regression model where
each successive level refines the alignment coordinates proposed by the previous
level. In particular, the base regression models used by V. Kazemi consisted of
regression-tree ensembles. For the experiments with automatic face alignment in
this paper we used the pretrained model provided by Dlib C++ [8].

Pose Normalization. Once face detection and alignment have been performed,
the estimated position of facial key-points in the input image is available. A
pose-normalized image is then generated with these facial key-points as a basis
by rotating and cropping the image to display the aligned face in its center, in
a vertical pose. In addition, the resulting image is resized to a standard size.

Light Normalization. Light normalization algorithms seek to reduce the
amount of intra-class variance exhibited by images from face recognition tasks
with unconstrained lighting conditions. Histogram Equalization (HE) is arguably
the simplest option for light normalization. This method maps the histogram of
the original image H(i) to a more uniform distribution. To achieve this, the so
called cumulative distribution function H ′(i) is used:

H ′(i) =
i∑

j=0

H(j) (1)

Once H ′(i) has been computed, it is normalized to ensure that its maximum
value corresponds to the maximum valid pixel value in the desired image format.
Next, the following function is used to calculate pixel intensities in the resulting
image:

equalizada(x, y) = H ′(original(x, y)) (2)

Due to its simplicity, efficiency and good performance, HE was used to normalize
the lighting conditions in all experiments in this paper.

3.2 Feature Extraction: Local Binary Patterns

Using raw pixel values as features to directly train some classification algorithm
is not very practical. The main reason for this being that such representation of
images often contains undesired information such as noise or lighting variations.
In addition, the number of pixels in images is usually too big to train a classi-
fier efficiently. In this paper, we focus on a specific family of feature descriptors
known as Local Binary Patterns (LBP) [14]. As described in the following sec-
tions, the localized nature of this descriptor will allow us to maintain features
from occluded regions isolated from those extracted from visible parts of the
face.
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The LBP descriptor labels pixels in an image by considering value differences
with their neighbors. This label is treated afterwards as a binary number. The
use of a circular neighborhood and bilinear interpolation over non-integer pixel
coordinates enables the use of this descriptor for an arbitrary neighbor number
and neighborhood radio [15]. The notation LBPP,R is often used to refer to the
LBP descriptor with P neighbors and a radio of value R. It has been proved
that, using the LBP8,1 descriptor, almost 90% of extracted labels are uniform
(i.e., its binary representation contains two transitions at most) [15]. For this
reason, a variant of LBP was designed where non-uniform patterns are merged
together in a single label. This variant of the descriptor is known as uniform
LBP (LBPu

P,R).
Before training a classifier, the LBP representation is often refined by dividing

the image in a number of blocks (arranged in a grid structure) and counting the
number of concurrences of patterns in each block. After this, the corresponding
histograms of each block are concatenated to form the final descriptor. This
process in known as Local binary pattern histograms (LBPH).

3.3 Identification: Occlusion-Robust Retrieval and Reuse

The core proposal of this paper consists of a novel dissimilarity function which
dynamically inhibits the use of corrupted features while retrieving the most
relevant cases from the Case-Base. This section describes how this dissimilar-
ity function is computed and its usage in the context of the proposed CBR
framework.

Retrieval and Reuse. First, we introduce a method to detect partial occlusion
in LBPH blocks. Conveniently, our method requires no a priori knowledge about
the nature of occluded blocks. We define the minimum local distance for the his-
togram of an LBP block as the minimum squared Euclidean distance obtained
when comparing this histogram with the LBP histograms corresponding to the
same facial region in the descriptors stored in the Case-Base. Then, the only
assumption made by our method is that minimum local distances of occluded
blocks are usually larger than those of unoccluded blocks. To provide insight
into the veracity of this assumption, we calculated the distribution of minimum
local distances for occluded and unoccluded blocks in the ARFace database3;
the resulting distributions are shown in Fig. 2. Although some overlapping exists
among the two distributions, it might be possible to define a conservative thresh-
old to discard most occluded blocks. More details on how an appropriate value
for this threshold is determined can be found in Sect. 4.

Formally, the Case-Base of our framework is defined as a set of identity label
y and LBPH descriptor x pairs:

CB = {(y(i), x(i)), i = 1, 2, . . . , n} (3)

3 See Sect. 4 for details about the evaluation database.
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Fig. 2. Differential distribution of minimum local distances for occluded and unoc-
cluded blocks in the ARFace database.

When an unlabeled image I is presented to the system, it is first transformed
by the successive preprocessing steps defined in the previous section. Afterwards,
the LBPH descriptor x ∈ R

d of image I is generated and the retrieval stage
begins. Our proposed retrieval stage begins by computing the n × d/p local
distance matrix L, where p is the size of each histogram concatenated to form
the LBPH descriptors. Each entry Lij in this matrix corresponds to the local
distance between the j-th histogram in x and the j-th histogram in the i-th
descriptor in the Case-Base; formally:

Li,j = ||(xp(j−1)+1, · · · , xpj) − (x(i)
p(j−1)+1, · · · , x

(i)
pj )||2

for i = 1, 2, · · · , n and j = 1, 2, · · · , d/p
(4)

Based on this matrix and the desired threshold value for occlusion detection, the
retrieve stage computes an occlusion mask M ∈ {0, 1}d/p that determines which
of the histograms that conform descriptor x are considered as occluded:

Mj = Th(min(coljL))

Th(x) =

{
1 if x < threshold

0 if x > threshold

(5)

Using this occlusion mask, the retrieval stage of the proposed CBR framework
finds the k most similar cases to x in the Case-Base, according to the following
dissimilarity function:

d(x, x(i)) =
j=d/p∑

j=1

Mj · Li,j (6)
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Intuitively, this dissimilarity function corresponds to the squared Euclidean dis-
tance between the features in x and x(i) that do not come from occluded facial
zones (as predicted in the previous step). In other words, the proposed similarity
measure dynamically inhibits the use of corrupted features while retrieving the
most relevant cases from the Case-Base. Note that local distances computed in
Eq. 4 are reused by the dissimilarity function. This is possible due to the fact
that the squared Euclidean distance between two vectors is equal to the sum of
squared Euclidean distances between segments of those vectors:

||x − y||2 = ||z||2 = z21 + z22 + · · · + z2i + z2i+1 + · · · + z2j

= ||(z1, · · · , zi)||2 + ||(zi+1, · · · , zj)||2
= ||(x1 − y1, · · · , xi − yi)||2 + ||(xi+1 − yi+1, · · · , xj − yj)||2

(7)

Afterwards, the reuse stage analyses the retrieved cases and their labels to emit
a prediction regarding the identity associated to the new case. To this extent,
we use the weighted voting scheme proposed in [6]. First, the dissimilarities are
used to compute the weight vector:

wj =
1

d(x, x(j))
for j = 1, · · · , k (8)

As explained in [6], the weight vector can be used to estimate the probability
that sample x belongs to class c by:

P (y = c | x) =

∑k
j=1 wj · I(yj = c)

∑k
j=1 wj

(9)

where I(yj = c) returns a value of one if the j-th retrieved case belongs to class
c, and zero otherwise. Finally, the reuse module obtains the predicted class label
as follows:

y = arg max
c∈C

P (y = c | x) (10)

where C is the set of all possible class labels (identities).

Computational Complexity. The computational complexity of classical case-
retrieval methods (i.e., nearest neighbour search) mainly depends on the method
chosen to store the Case-Base. The simplest storage and search method, known
as Naive search, stores the cases of the Case-Base without any particular order
and performs a sequential search over the complete Case-Base in test time. As a
consequence, the computational complexities of training and test phases are O(1)
and O(nd + nk) respectively4, where n is the number of training cases, d their
dimension and k the desired number of nearest neighbours to be considered [18].

4 This complexity corresponds to the version of the algorithm which computes and
stores dissimilarities in a vector of dimension n. If distances are re-computed to find
each nearest neighbour, the complexity is O(knd).
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The hyperparameter k is usually considered as a constant. Hence, the complexity
of test stage simplifies to O(nd).

Regarding the proposed method, the training stage has a constant computa-
tional cost O(1) as no computation is performed. For test stage, the computa-
tions defined by Eqs. 4 and 5 can be done at the cost of time O(n(dp · p + d

p )),
which simplifies to O(nd) given that p > 1. Finding the most similar cases in
the Case-Base according to Eq. 6 takes O(n · d

p + kn) time; which can be sim-
plified to O(nd) by considering hyperparameters p and k as constants. Finally,
the remaining computations which correspond to the voting process have a com-
plexity of O(k). Therefore, the computational complexity of the complete test
stage is O(nd) + O(nd) + O(k), which simplifies to O(nd) given that n >> k.
Hence, we can conclude that the scalability of the proposed retrieval and reuse
stages is equivalent to that of classical nearest neighbour search methods.

Revise and Retain. The Revise and Retain stages enable the over-time learn-
ing capabilities of the CBR methodology. In the context of the proposed CBR
system, the revision should be carried out by a human expert who determines
whether an image has been assigned the correct identity. The proposed method
can be categorized as a lazy learning model, as the generalization beyond train-
ing data is delayed until a query is made to the system. As a consequence, the
proposed system does not involve training any classifier or model apart from
the storage of cases in the Case-Base (as opposed to other occlusion-robust face
recognition approaches [12,13,16]). For this reason, retaining revised cases only
involves storing their case representation into the Case-Base. In addition, this
mechanism can also be applied to provide the CBR system with knowledge of
previously unseen individuals, thus extending the number of possible identities
predicted by the system.

3.4 Multi-scale Local Binary Pattern Histograms

Several studies have found that higher recognition accuracy rates can achieved
by combining LBPH descriptors extracted form the same image at various scales
[2,3]. In spite of containing some redundant information, the high-dimensional
descriptors extracted in this manner are known to provide classification methods
with additional information which enables higher accuracy rates. Unfortunately,
the computational costs derived from using such a high-dimensional feature
descriptor suppose a serious problem. Apart from that, this image descriptor
is perfectly compatible with the proposed method. The only requirement is that
histograms corresponding to the same image region are placed next to each other
when forming the final descriptor. Then, selecting the correct value for p, the
corresponding histograms for a specific face region will be treated as a single
occlusion unit (i.e., a set of features which our method considers as occluded or
non-occluded as a whole).
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Local Dimensionality Reduction with Random Projection. This section
tries to address the problem of high-dimensionality of multi-scale LBPH descrip-
tors. In the literature, Chen et al. [3] proposed using an efficient dimensionality
reduction algorithm to reduce the size of multi-scale LBP descriptors. However,
this approach is not directly compatible with the method proposed in the pre-
vious section. The reason for this being that we need to keep features from
different occlusion units (i.e., facial regions) isolated form each other, so we can
later detect and inhibit features coming from occluded facial areas. Classical
dimensionality reduction methods such as Principal Component Analysis and
Linear Discriminant Analysis produce an output feature space were each com-
ponent is a linear combination of input features, thus being incompatible with
our occlusion detection method. To overcome this limitation, we propose per-
forming dimensionality reduction at a local level. To this extent, the histograms
extracted from a specific facial region (at various levels) are considered a sin-
gle occlusion unit. Then, the Random Projection [1] (RP) algorithm is applied
locally to each occlusion unit. As opposed to other dimensionality reduction
methods, RP generates the projection matrix from a random distribution. As a
consequence, the projection matrix is data-independent and cheap to build.

The main theoretical result behind RP is the Johnson-Lindenstrauss (JL)
lemma. This result guarantees that a set of points in a high dimensional space can
be projected to a Euclidean space of much lower dimension while approximately
preserving pairwise distances between points [4]. Formally, given 0 < ε < 1, a
matrix X with n samples from R

p, and k > 4 · ln(n)/(ε2/2 − ε3/3) a linear
function f : Rp → R

k exists such that:

(1 − ε)||u − v||2 ≤ ||f(u) − f(v)||2 ≤ (1 + ε)||u − v||2 ∀u, v ∈ X (11)

In particular, the map f : R
p → R

k can be performed by multiplying data
samples by a random projection matrix R drawn from a Gaussian Distribution:

f(x) =
1
k

x · R (12)

Fig. 3. Features are grouped together in the final descriptor according to the facial
region they come from.

As previously said, in order to apply RP in the context of the proposed
method, me must first ensure that histograms coming from the same face region
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are placed together in the final descriptor5 (see Fig. 3). Afterwards, we can apply
the RP method locally to each occlusion unit. Formally, let x ∈ R

d be a multi-
scale LBPH descriptor where each occlusion unit consists of p features, k a
natural number such that k < p, and R a p × k random matrix whose entries
have been drawn from N (0, 1). The reduced version of descriptor x is computed
as follows:

x′ = f((x1, · · · , xp)) || f((xp+1, · · · , x2p)) || · · · || f((xd−p+1, · · · , xd)) (13)

where || denotes vector concatenation. Note that, thanks to the JL-lemma, for a
sufficiently large k value the result of applying the proposed retrieval and reuse
stages over reduced descriptors is approximately the same as doing it over the
original high-dimensional descriptors. To prove this, it suffices to consider the
different computations carried out by the proposed retrieval and reuse stages.
First, the local distance matrix is computed according to Eq. 4. If we reduce
both the new case x and the descriptors x(i) in the Case-Base as described in
Eq. 13, and set hyperparameter p to the new size of occlusion units (i.e., p = k),
Eq. 4 can be rewritten as follows:

L′
i,j = ||(x′

k(j−1)+1, · · · , x′
kj) − (x′(i)

k(j−1)+1, · · · , x
′(i)
kj )||2

for i = 1, 2, · · · , n and j = 1, 2, · · · , d′/k
(14)

where x′ ∈ R
d′

. Then, applying the JL-lemma, for a sufficiently large k value we
can ensure that:

(1 − ε) Li,j ≤ L′
i,j ≤ (1 + ε) Li,j

for i = 1, 2, · · · , n and j = 1, 2, · · · , d′/k
(15)

In other words, the distortion induced in matrix L′ with respect to L is bounded.
The following steps of the proposed method are based on L′. Therefore, if the
difference between L′ and L is small enough, the proposed retrieval and reuse
stages will provide the same results when executed over the reduced descriptors.
Section 4 reports on several experiments where the descriptors were reduced with
this approach.

4 Experimental Results

This section reports on a series of experiments carried out to assess the perfor-
mance of the proposed CBR framework in the task of face recognition under
partial occlusion. We evaluated the proposed system over a database of facial
images with different types of occlusion and using different image descriptors.
In addition, we evaluate how much accuracy is lost by using an automated face
alignment method as compared to manual human annotations. In particular,
5 To ease this, we always select gird sizes such that occlusion units defined as cells in

the smallest grid contain an integer number of cells from the bigger grids.
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the evaluation dataset is the ARFace database [11]. This dataset contains about
4,000 color images corresponding to 126 individuals (70 men and 56 women). The
images display a frontal view of individuals’ faces with different facial expres-
sions, illumination conditions and partial occlusions. The dataset also includes
annotations with the exact bounding boxes of faces inside images.

We used the images in the ARFace dataset to create several subsets for our
experiments. In particular, we arranged a training set, a validation set, and
several test sets with different characteristics:

– Training set : one image per individual (neutral, uniform lighting, first ses-
sion).

– Validation set : almost one image per individual6 (neutral, uniform lighting,
second session).

– Lighting test set : almost four images per individual (neutral, illumination
left/right, first and second sessions).

– Glasses test set : almost two images per individual (sunglasses, uniform light-
ing, first and second session).

– Scarf test set : almost two images per individual (scarf, uniform lighting, first
and second session).

We evaluate the proposed method against other common classification meth-
ods used in the field of face recognition, namely Logistic Regression (LR), Sup-
port Vector Machine (SVM) and Naive Bayes (NB). In the case of the proposed
method, several hyperparameters need to be adjusted. Hyperparameter p deter-
mines the size of the occlusion unit, and is fully determined by the parametriza-
tion of the LBP descriptor. The remaining hyperparameter is the threshold for
occlusion detection. In an ideal scenario, a set of images with partial occlusion
would be available to adjust this value. However, one of the goals of this work
was to design a method which could operate without any information on the
nature of occlusion during training time. Fortunately, it is possible to find a
suitable threshold value with a validation set of images without occlusion, even
if such validation set contains less than one image per individual. This can be
achieved by following these steps:

1. The threshold is initialized to a sufficiently large value (for large threshold
values, the proposed method behaves exactly like wkNN. We can use this to
determine whether the threshold was initialized to a sufficiently large value).

2. The proposed CBR framework is trained over the Training set and evaluated
over the Validation set.

3. The threshold value is decreased. Steps 2 and 3 are repeated until a significant
loss in the accuracy is registered. This will indicate that some non-occluded
blocks in the validation set have been misclassified as occluded, so the thresh-
old value is set to the previous value.

The evaluation protocol for all our experiments has been the following: (1) the
classifier under evaluation is trained over the training set; (2) the validation set
6 Second session images are not available for all individuals in the dataset.
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is used to perform hyperparameter selection; (3) the classifier, parametrized as
determined in the previous step, is re-trained over the union of the training set
and the validation set; (4) the trained classifier is evaluated over the different
test datasets available.

Experimental Results with Automatic Face Alignment. Table 1 presents
the results obtained by using the automatic face detection and alignment meth-
ods explained in Sect. 3.1. For single scale descriptors, we used LBPu

8,2 his-
tograms over a 8 × 8 grid, thus obtaining a descriptor of 3, 776 dimensions. In
the case of multi-scale descriptors, we used LBPu

8,2 histograms over 12 × 12 and
6×6 grids. The resulting descriptor dimension was therefore 10, 620. Finally, for
our experiments with local RP, each 295-dimensional occlusion unit in the high-
dimensional multi-scale descriptor was reduced to 150 features. Therefore, the
complete descriptor ended up having a dimension of 5, 400 (i.e., approximately
half the original dimension).

Table 1. Experimental results with automatic face alignment.

Features Classifier Lighting Scarf Glasses

LBPu
8,2 wkNN [6] 81.4% 39.4% 30.0%

LBPu
8,2 Proposed CBR p = 59;

threshold = 27
96.2% 83.6% 50.2%

LBPu
8,2 SVM (poly kernel) 78.1% 36.9% 25.1%

LBPu
8,2 Logistic regression 84.8% 45.0% 23.4%

LBPu
8,2 Naive Bayes 82.5% 43.7% 20.1%

multi-scale LBPu
8,2 wkNN [6] 98.8% 73.3% 34.9%

Multi-scale LBPu
8,2 Proposed CBR p =

295; threshold = 17
99.2% 89.2% 50.6%

Multi-scale LBPu
8,2 SVM (poly kernel) 88.1% 59.6% 27.9%

Multi-scale LBPu
8,2 Logistic regression 96.2% 75.1% 28.3%

Multi-scale LBPu
8,2 Naive Bayes 86.29% 72.1% 37.03%

Multi-scale LBPu
8,2 + RP wkNN [6] 98.5% 66.5% 31.2%

Multi-scale LBPu
8,2 + local

RP (see Sect. 3.4)
Proposed CBR p =
150; threshold = 100

98.8% 90.5% 51.0%

Multi-scale LBPu
8,2 + RP SVM (poly kernel) 85.5% 55.3% 20.9%

Multi-scale LBPu
8,2 + RP Logistic regression 93.3% 69.0% 25.5%

Multi-scale LBPu
8,2 + RP Naive Bayes 84.0% 54.5% 27.1%

Experimental Results with Manual Face Alignment. Table 2 compiles the
results obtained by using the manual face annotations provided by the authors
of the ARface database. Again, for single scale descriptors we used LBPu

8,2 his-
tograms over a 8 × 8 grid, thus obtaining a descriptor of 3, 776 dimensions. In
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the case of multi-scale descriptors, we used LBPu
8,2 histograms with 12× 12 and

6 × 6 grid sizes. Hence, the resulting descriptor dimension was 10, 620. Finally,
for our experiments with local RP, each 295-dimensional occlusion unit in the
high-dimensional multi-scale descriptor was reduced to 150 features. Therefore,
the complete descriptor had a dimension of 5, 400.

Table 2. Experimental results with manual face alignment.

Features Classifier Lighting Scarf Glasses

LBPu
8,2 wkNN [6] 95.5% 76.5% 69.5%

LBPu
8,2 Proposed CBR p = 59;

threshold = 30
99.5% 91.5% 83.5%

LBPu
8,2 SVM (poly kernel) 96.5% 75.0% 61.0%

LBPu
8,2 Logistic regression 98.5% 81.0% 68.0%

LBPu
8,2 Naive Bayes 94.0% 76.5% 69.0%

Multi-scale LBPu
8,2 wkNN [6] 100% 92.0% 86.0%

Multi-scale LBPu
8,2 Proposed CBR p =

295; threshold = 111
99.5% 97.0% 92.0%

Multi-scale LBPu
8,2 SVM (poly kernel) 100.0% 92.0% 84.5%

Multi-scale LBPu
8,2 Logistic regression 100.0% 93.0% 89.5%

Multi-scale LBPu
8,2 Naive Bayes 95.5% 93.5% 89.0%

Multi-scale LBPu
8,2 + RP wkNN [6] 100% 92.0% 86.0%

Multi-scale LBPu
8,2 +

Local RP (see Sect. 3.4)
Proposed CBR p =
150; threshold = 111

99.5% 97.0% 92.0%

Multi-scale LBPu
8,2 + RP SVM (poly kernel) 100.0% 92.0% 84.5%

Multi-scale LBPu
8,2 + RP Logistic regression 100.0% 93.0% 89.5%

Multi-scale LBPu
8,2 + RP Naive Bayes 95.5% 93.5% 89.0%

5 Discussion and Future Work

This work proposed a novel CBR framework for occlusion-robust face detec-
tion. The retrieval and reuse stages of the system use a modified version of
the weighted k-Nearest Neighbour [6] algorithm to dynamically inhibit features
from occluded face regions. This is achieved by using a novel similarity function
which discards local distances imputable to occluded facial regions. As opposed
to recent deep learning-based methods, the proposed system can operate in
domains where only a small amount of training information is available, and
does not require any specialized computing hardware to run.

Our theoretical analysis showed that the scalability of the proposed method is
equivalent to that of classical Nearest Neighbour retrieval methods. In addition,
we proved that the Random Projection algorithm can be applied in a local
manner to reduce the dimension of multi-level LBPH descriptors, while ensuring
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that the proposed retrieval and reuse stages will perform approximately as well
as they do over the original high-dimensional descriptors.

Experimental results carried out over the ARFace database show that, in
most cases, the proposed method outperforms classic classification algorithms
when using LBPH features to identify facial images with partial occlusion. In
addition, the proposed framework exhibits a better performance under uncon-
trolled lighting conditions.

Our experimental results also suggest that much of the accuracy loss regis-
tered when working with occluded images is imputable to automatic-alignment
errors. In this regard, investigating how automatic face alignment methods can
be made more robust to partial facial occlusion emerges as very interesting future
research topic. In addition, we intend to evaluate the compatibility of the pro-
posed CBR framework with other local feature descriptors rather than LBPH
and other dimensionality reduction methods, and assess the effectiveness of our
method on other datasets.
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Abstract. One of the biggest challenges when designing videogames is
to keep a player’s engagement. Designers try to adapt the game expe-
rience for each player defining different difficulty levels or even different
sets of behaviors that the non-player characters will use depending on the
player profile. It is possible to use different machine learning techniques to
automatically classify players in broader groups with distinctive behav-
iors and then dynamically adjust the game for those types of players.

In this paper, we present a case-based approach to detect the skill
level of the players in the Tetris game. Cases are extracted from pre-
vious game traces and contain time series describing the evolution of
a few parameters during the game. Once we know the player level, we
adapt the difficulty of the game dynamically providing better or worse
Tetris pieces. Our experiments seem to confirm that this type of dynamic
difficulty adjustment improves the satisfaction of the players.

Keywords: Dynamic difficulty adjustment · Time series · Video games ·
Tetris · Case-based reasoning · K-nearest neighbor

1 Introduction

Entertainment is the main goal of computer games. The player’s level of enter-
tainment can be measured by the level of engagement or immersion within the
game [27,28]. Immersion is a state of consciousness where awareness of physical
self is lost by being in an artificial environment [20]. To maintain the interest,
players should perceive challenges that enhance their skills, clear goals to achieve
and receive immediate feedback. In particular, challenges proposed in the game
should be at the “right” difficulty level, that is, players should feel challenged
but not overwhelmed [3,5].

In order to achieve complex behaviors in realistic environments, computer
games need to provide appropriate responses to changing circumstances [6].
Nowadays, the intelligence of non-player characters in most games is the result
of discovering what the player will do in advance, while the video game is being
made, so that game developers can implement during the production stage a

c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-61030-6 13



186 D.S. Lora Ariza et al.

standard set of behaviors to respond appropriately [19]. This way, the player
can perceive a sense of “intelligence” from the game on certain circumstances.
Unfortunately, these approaches are very expensive to develop and test, and they
do not always produce the expected result.

Different player modeling techniques can be used to classify and recognize
typical user behaviors [4] and personalize the game experience for different player
profiles. For example, Dynamic Difficulty Adjustment (DDA) can be used to
automatically alter the game difficulty meet the player’s expectations [14]. One
popular approach to DDA is Rubber Band AI [18,30], which means that the
player is “bound” together with their enemies by a rubber band, in such a way
that, if the player “pulls” in one direction (exhibit more or less skills), their
opponents will go that same direction (show more or less complex behavior).

For these reasons, several researchers have been trying to use different
machine learning techniques in videogames to automatically model different
types of players based on their behaviors [7,8,17,24]. In this paper, we pro-
pose a case-based reasoning [1] (CBR) approach to model and detect different
types of players in the popular game of Tetris. In particular, we try to predict
the player’s skill level looking at the evolution of the game during a time win-
dow and comparing that evolution with a set of cases extracted from previous
games. Cases contains time series describing the progression of a few features for
a certain period and are labeled with the player’s level, which is automatically
obtained from the final score of the game.

Then, we dynamically customize the difficulty of the game for the current
player by providing more or less difficult pieces to place in the current game
board. Additionally, we have performed an experiment with real players and our
results seem to confirm that this type of DDA improves their satisfaction.

The rest of the paper is organized as follows. Section 2 describes the specific
version of Tetris used in our experiments. Section 3 explains our CBR approach to
model and dynamically detect the skill level of the player. Next, Sect. 4 describes
how we change the difficulty of the game dynamically according to the player
profile. Section 5 explains the experiment performed with real players and the
different effects observed with and without DDA. Finally, the paper closes with
related work, conclusions and future work.

2 Tetris Analytics

Tetris is a very popular video game in which the player must place different
tetromino pieces that fall from the top of the screen in a rectangular game
board. When a row of the game board is complete, i.e. it has no holes, the row
disappears, all pieces above drop one row, and the player is rewarded with some
points. As the game progresses, the new pieces fall faster and faster, gradually
increasing the difficulty, until a piece is placed such that exceeds the top of the
board and the game ends. The goal of the game, therefore, is to complete as
many lines as possible to increase the score and make room for the next pieces.
Although the game is quite simple to play, it is also very difficult to master and
hard to solve from a computational point of view [2].
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Fig. 1. Tetris Analytics screen capture.

In our experiments, we used Tetris Analytics (Fig. 1), a version of the game
implemented in Java that looks like an ordinary Tetris from the player’s point
of view, but internally provides extra functionality to extract, store and repro-
duce game traces. From these traces, we can select the most significant features
to characterize the playing style of each player, determine their skill level and
dynamically adjust the difficulty of the game.

Note that in this game, each time a new piece appears on the top of the
board, players has to make two different decisions. The first one, that we call
tactical, is to decide the final location. The second decision involves all the moves
required to lead the piece to its final location. In other words, all the game states
generated while the piece is going down are considered moves, and the last one,
which is when the piece settles, is considered a tactical one.

In this paper, we consider only the tactical decisions in order to define the
skill level of the player, but we are aware that we could also extract valuable
information from the concrete moves (looking at parameters like speed, cadence
and moves undone) to detect the player’s skill level and we plan to extend our
work to consider them in the future.

3 A CBR Approach to Player Modeling

In order to obtain a dataset with different styles of play, we asked 10 people
with diverse skill levels to play a total of 60 games of Tetris Analytics [15,16]
and send us the games traces that were automatically generated. These traces
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Fig. 2. Total scores of games in train set.

are very useful because they allow us to replay the exact same games they played
and extract as much information as we require for our analysis.

Next, we classified the games in 3 different categories each one representing
skill levels according to their final scores. Figure 2 shows the total score of each
game plotted on the x axis. We notice groups of points close to each other in
some intervals and gaps between them. Those gaps are good candidates to split
the different skill levels:

– Newbie: total score between 0 and 2999.
– Average: total score between 3000 and 5499.
– Expert: total score more than 5500 points.

In the dataset, 21.6% of the games were classified in the newbie category,
46.2% in the average and 32.2% in the expert profile.

Next, we analyzed the game traces and extracted the following features for
every tactical decision the players made in the game, that is, every time they
placed a new piece in its final location:

– Number of piece: the number of the current piece from the beginning of the
game. Since we only consider tactical decisions, the number of piece corre-
sponds to the moment of the game in which this sample is extracted.

– Current score: the accumulative game score obtained by the player after plac-
ing the current piece. We expect to see a clear correlation between the score
during the game and the skill level of the player.

– Number of holes: the Tetris board is a matrix of 20 rows and 10 columns. A
hole is one cell of that matrix. If the pieces are not placed carefully in the
board, it is common to leave empty spaces under other pieces in the same
column. Good players tend to compact the pieces in the board without leaving
holes so that will be easier to complete lines with the next pieces.

– Height of the board : measured as the highest row occupied by a piece. Good
players tend to play most of the game in the lowest half of the board because
each time they complete a line, the height of the board decreases by one unit.
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Fig. 3. Evolution of the parameters during a game.

For example, the game state in Fig. 1 correspond to the 8th piece of the
game. Game score will be 105 plus the points obtained for placing the current
piece. Height of the board is 6 because that is the highest occupied row in the
last column on the right side of the board. In this way, a game can be seen as a
sequence of tuples describing these values for each piece placed.

It is interesting to note that we characterize the game evolution without
a explicit representation of the actions or decisions the player made, we only
store some parameters describing the game board progression. We think this is
possible in a simple game like Tetris, but might not be enough in more complex
games.

The score, number of holes and height of the board summarizes the state of
the game after the player places each new piece in the board. In general, it is not
easy to predict the skill level of the player from a static picture of the game, it is
much easier if we consider the evolution of the game over a time interval. With
this idea in mind, we decided to group the data to create time series describing
the evolution of each parameter.

For example, Fig. 3 shows the evolution of these parameters during a par-
ticular game. The final score is less than 3000 points so this game corresponds
to the newbie profile. We can observe that, during the first third of the game,
the player was doing a good job compacting the pieces in the board and not
leaving holes but then, both the board height and the number of holes began to
increase. The game ended when the board height reached the 20th row.

Next, we created a case base where each case describes the evolution of fea-
tures described above during a given time window. We tried different approaches
to build the case base (Fig. 4):

– Single: each case only describes the current game state and there is a case for
each piece in the game. We do not use time series in this first approach (or
equivalently the time window size is 1).
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Fig. 4. Different time series sampling approaches.

– Consecutive: we only create new cases every 10 pieces and each case contains
3 non-overlapping time series to describe the evolution of the parameters
during last 10 pieces. In other words, from tactical move 1 till 10, is one case,
from 11 till 20, is another case, and so on. A disadvantage of this approach
is that the player can only be classified again every 10 pieces.

– Overlapped : it’s the same idea but now the time series overlap in time, so we
create a case describing the evolution of the parameters during the last 10
pieces.

– From start : we create a new case for every piece describing the evolution of
the parameters from the beginning of the game to the current moment. In
this approach, time series have different length depending of the moment of
the game when they are sampled.

Each one of the previous approaches resulted in a different case base. To pre-
dict the player profile in an ongoing game, we build a new query case describing
the evolution of the parameters during the last time window, and use k-nearest
neighbor classifier (k-NN). The current player’s skill level is decided by a major-
ity vote among the retrieved cases. It is interesting to note that when we look
for similar cases in the case base we only consider those that were created at the
same moment in previous games. For example, in order to predict the skill level
of the player at piece number 20 we only consider cases created at piece 20 in
previous games. This filter reduces significantly the number of cases to consider
and let us to compare time series with the same length.

In previous work [16], we built a classifier using clustering analysis. But it did
not perform well predicting all player’s profile in an ongoing game. It was capable
of distinguish extreme cases, like a really bad or good player, but many average
players were mistaken as newbies. Average score and number of players with
better game experience raised with DDA, but it was not substantial. The mean
score of the post-game survey in normal games was 3.25 and improved to 3.46 in
games with DDA. With Student’s t-test, we were able to confirm that the mean
scores are not statistically significant with p− value = 0.1. CBR approaches, on
the contrary, obtain better results because they are based on a reduced number
of features and we end up with a simpler and less noisy dataset. Plus, we can
tune the similarity measure to provide different importance to each feature.
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Table 1. Precision retrieving k cases to predict the skill class.

k = 1 k = 3 k = 5 k = 10

CBR single 57.83 58.98 59.82 59.47

CBR consecutive 60.68 63.64 63.86 64.09

CBR overlapped 63.51 64.71 65.07 65.42

CBR from start 63.46 64.49 62.93 60.53

Table 1 shows the precision of each case based approach varying the number
of cases retrieved (k) to predict players profile using 10-fold cross validation. Note
that all approaches based on time series are better than the Single classifier. In
particular, the approach based on overlapped time series obtains the highest
precision (65.42%) with k = 10 and has the advantage that can be used at any
moment of the game after piece number 10 is settled.

The similarity between two cases was computed as a linear combination of
the similarities between their time series. To compare time series we use a simple
similarity measure based on the Euclidean distance, but we would like to test
other time series similarities in the future [11,22,29]:

simc(c1, c2) = 0.70 × simts(c1.score, c2.score) +
0.25 × simts(c1.holes, c2.holes) +
0.05 × simts(c1.height, c2.height)

simts(r, s) = 1 −
√
√
√
√

n∑

i=1

(ri − si)2

The weights shown in the previous formula are the optimal weights for the
Overlapped approach and were computed using an exhaustive grid search with
increments of 0.05 in each parameter. Unsurprisingly, the most important time
series is the score (70%), followed by the number of holes in game board (25%)
and finally the board height (5%). Probably the board height is not very impor-
tant because it is only problematic when it is close to 20 and, usually, at that
time of the game the number of holes is also high.

4 Dynamic Difficulty Adjustment

There are 2 obvious ways to adjust the difficulty of the game in Tetris: either
we can change the speed of the falling pieces or we can select a specific type of
piece to appear next. We have decided to use the second approach because it
is more difficult to detect and we do not want the players to know that we are
making the game easier for them.

The CBR classifier described in the previous section makes predictions about
the current player skill level every time the player places a new piece after the
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10th piece. From that time, we obtain a new prediction based on the last 10
board states.

Based on those predictions, we have defined a different probability to provide
a “good” piece depending on the player profile. If the user is categorized as a
newbie, then there is 50% probability that the game will help. If categorized as
average, then there is 30% probability and if it is categorized as expert, no help
is given and the pieces are generated using the default probability distribution
for the pieces in the game.

In order to select a good piece for the player we compute all the possible ways
to place each type of piece and use a heuristic to decide how good those final
possible boards are. The heuristic tries to maximize the score (i.e. complete new
lines) and minimize the number of holes and height of the board. Then we assign
to each piece the score of the best game board that can be reached placing the
piece optimally. Finally, we randomly choose one of the three best pieces and
use it as the next game piece.

Why one of the best 3 pieces and not always the best one? That is what
we tried at first in our experiments, but the results were not very good. The
problem is that some pieces are very easy to place (like the O-block or the
I-block), especially at the beginning of the game, and they were selected very
often. In those games, it was evident for the player that something was not right,
that we were cheating, and it produced a negative reaction in the players.

To avoid extreme profile changes, we use an inertia function that eases the
transition from newbie to expert and vice versa. This way, we only allow the game
difficulty level to change to the immediate inferior or superior difficulty level. The
inertia function is applied every time a profile is predicted, and it compares the
current player profile with the new one. For example, if the current player is
really good and he is classified as an expert but for a period he does not play so
well, his profile will change to average. Then, if he keeps playing bad, his profile
will eventually change to newbie.

We think this smooth transition is a good idea for several reasons. First,
it avoids abrupt changes that could be perceived as strange game behaviors.
Second, the CBR classifier has a precision of 65.42% predicting the ability of the
player, so it is not perfect. Besides, it makes more mistakes at the beginning of
the game and requires some time to stabilize. Smooth difficulty changes partially
disguise those errors, specially at the beginning of the game. Finally, players do
not always play at full level and may have lucky streaks, causing confusion to
the classifier.

5 Experiments and Results

We performed an experiment to verify whether our approach to DDA really
improves the player’s satisfaction. The level of satisfaction during a game is a
very complex and subjective feeling that depends on several factors, some of
them external to the game itself. For these reasons, the results of this small
experiment should be taken carefully and will need to be confirmed with addi-
tional experiments.
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Fig. 5. Distribution, mean and standard deviation of the players’ satisfaction scores
with and without DDA.

We asked 18 people with different levels of experience to play 4 games of
Tetris. Fortunately, Tetris is a very famous game and most of the people already
know how to play. After each game, the players had to evaluate a very simple
sentence, “It has been a good Tetris game”, with a Likert scale of 5 values were
1 means “strongly disagree” and 5 means “strongly agree”. We use this simple
question to evaluate the player’s level of satisfaction and, additionally, we collect
some objective data regarding the game evolution. Games 1 and 3 were normal
Tetris games while games 2 and 4 used DDA to help novice and average players.
Players did not know the specific goal of our experiment, they only knew that
we were interested in measuring their level of satisfaction in different games.

Figure 5 shows the satisfaction results in games with and without DDA. The
mean score in normal games was 3.47 and improved to 3.92 in games with DDA.
This difference was confirmed to be statistically significant with a Student’s t-
test (p-value = 0.1). Looking at the distribution of the scores, we can see that
most players evaluate better games with DDA. In particular, 8 normal games
were evaluated as “bad games” (scores 1 and 2) and 20 normal games were
evaluated as “good games” (scores 4 and 5). Using DDA, only 4 games were
evaluated as bad and, however, 27 were evaluated as good.

In addition to increasing the player’s satisfaction, DDA had other effects in
the game metrics. This was expected because, basically, DDA is helping newbie
and average players during the game by means of better pieces to place on the
board. Figure 6 shows the average score obtained in games with and without
DDA. The score with DDA was 14.5% higher than in normal games.

Figure 7 shows the evolution in time of the board height for each of the games
played by a random player. The games end when the height reaches the line 20
that corresponds to the top of the board. As we can see, the effect of DDA
(games 2 and 4) is remarkable in the second half of the game and increases the
game duration for several more pieces.

Another interesting effect of DDA is that players play better because the
game is easier, and therefore the CBR classifier categorize them in a higher
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Fig. 6. Average game score with and without DDA.
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Fig. 7. Evolution of the board height during the 4 games of a random player. Games 1
(height-S1) and 3 (height-S3) are original Tetris games while games 2 (height-S2) and
4 (height-S4) use DDA.

Table 2. Number of games classified in each profile according to their final score with
and without DDA.

Profile With DDA Without DDA

EXPERT 18 12

AVERAGE 13 13

NEWBIE 5 11

profile. Table 2 shows the number of games that would be classified in each skill
profile according to their final score. While the number of average games remains
unchanged, the number of games with a low score decreases and the number of
games with a high score increases considerably.

We are able to determine if a tactical move is an optimal one from the
game state created after the piece is settled. This rate is computed based on an
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heuristic that minimizes height of pieces and number of holes in the board. A
move is considered optimal when the piece is placed in such a way that fulfills
the heuristic. When no help is given, 66.45% of the times users place the piece
in an optimal spot. And this value increases to 76.78% when DDA is active.

Figure 8 shows the percentage of times users placed a piece in an optimal
location filtered by player profile and piece name (Fig. 9 shows the names of
each piece). Normally, people assume that the easiest piece to locate would be
I-block, but as we can see for expert and newbie profiles is O-block. For average
profile, the S-block and the O-block are the easiest pieces to locate. Although,
the I-block is second easiest piece to locate for experts. This piece analysis will
help us to make a better difficult adjustment.

Although this is a small experiment with a few users, the results seem to
confirm that our approach to DDA in Tetris really have a positive impact in the
player’s level of satisfaction. The CBR approach based on time series is able to
classify the players dynamically, during the game evolution, according to their
level of skill, and the decision to help newbie and average players by providing
“good” new pieces from time to time is subtle enough so player do not notice.
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6 Related Work

Difficulty adjustment in video games is commonly used to achieve complex
behaviors. There are two approaches used to do so. The first approach is a
static difficulty adjustment, where developers introduced scripted behavior in
the code to simulate intelligence. This way, the player can manually set games
difficulty (e.g. easy, medium, hard) and perceive a change in game behavior.
This approach uses a specific heuristic that alters the main features of the game
in order to adjust difficulty, which increases production costs because it requires
additional testing and programming [19].

Static difficulty adjustments sets ranges in main features depending on the
level chosen by the user and will not change during gameplay to adjust accord-
ingly to players evolution. When a player is considered an average user or an
expert one, it does not mean that all the skills will be above a expected value. In
general, users do not learn all the skills at same pace. That is why, this approach
is not as accurate as desired.

The second approach is to dynamically change game difficulty based on play-
ers interaction [12,13,21]. A popular approach for DDA is Rubber Band AI,
which creates a relation between the players behavior and their enemies; in such
a way that, if the player displays advanced skills, then their enemies will respond
with complex behavior, or if the player displays novice skills, then the game will
exhibit simple behavior [30].

In recent years, researchers have increasingly used machine learning tech-
niques to create complex behaviors in video games [4,9]. Missura and Gärtner
[18] used a simple game where the player shoots down aliens spaceships while
those shoot back. They aimed to employ dynamic difficulty adjustments by
grouping players into different profiles and supervised prediction from short
traces of gameplay. Each game had a limit of 100 s. The first 30 s were used
to acquire data, and the rest of the game, they adjust the aliens spaceships
speed based on players performance.

Also, there has been several researches that employs CBR to adapt the game
to player’s profile [24,26]. Sharma et al. [25] present an approach to create a
story-based game where the players has an active role in the game narrative.
They use a Drama Manager or Director that employs a case-based reasoning
approach in its player modeling module to guide the players towards more enjoy-
able story-lines. Futhermore, CBR has been used in Tetris games with several
goals. Floyd and Esfandiari [10] describe a framework called jLOAF for devel-
oping case-based reasoning agents that learn by observation. One of their case
studies involve an agent learning how to play a Tetris game by observing how
an expert plays. The sensory input in Tetris contains the current state of the
game region and the piece that needs to be settled. Unfortunately, the agent
performs poorly because of the large state-space of the game. Romdhane and
Lamontagne [23] investigates how reinforcement learning can improve the man-
agement of a legacy case base in Tetris. Cases represent local patterns describing
columns where the pieces could be placed. Two of their CBR approaches include
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retrieving local patterns using a similarity function, which shows a significant
increase in the number of lines being removed from the board. It is interesting
to note, that they also evaluate future moves in order to seek maximum payoff.

7 Conclusion and Future Work

In this paper, we present a time series and CBR approach to create an intel-
ligent Tetris game. To achieve this, we use a game called “Tetris Analytics”,
which is like a simple Tetris game, but allow us to extract both game state and
player interaction. We tested different approaches to build our train set. CBR
Overlapped approach gave higher precision than others. So we used it to build a
train set that helps us predict player profile in an ongoing game. Once a profile
is computed, we used probability to decide when to help them. The lower the
skill level of the player, the higher the help given by the game. To adjust the
difficulty of a game, we deliver the best possible piece in terms of increasing the
probability of the player doing lines without leaving holes.

Our experimental results indicate that, indeed, user experience and perceived
skill level increases when employing dynamic difficulty adjustment. Combining
case based reasoning with time series, we are able to analyze the evolution of
several features from both game state and player interaction in order to pre-
dict player’s profile during gameplay. Not only the satisfaction of the player is
improved, but also their average performance. For games with dynamic difficulty
adjustment, Tetris Analytics delivers an optimal piece computed with the cur-
rent game state. Average scores from games with DDA are much higher than
others. Games categorized as newbies were reduced, while games classified as
experts increases considerably. Furthermore, players were able to decrease the
max height of the board variable when the system was helping them, meaning
that they were able to settle more pieces on the board.

As future work, we would like to improve classifier accuracy, by first trying to
increase the size of the case base by collecting more game traces. Tetris Analytics
is implemented in Java and was initially conceived for being executed as an
applet inside of a web browser. Unfortunately for our system, Java support in
web browsers is disappearing and therefore we are considering porting Tetris
Analytics to JavaScript or some other browser supported language. This way we
could greatly facilitate data collection. Having a larger dataset could also allow
us to apply other machine learning techniques and compare the results with the
CBR approach. This new version should be released open source along with the
datasets in order to allow others to experiment with our data.

We plan also to adapt the selection of the best next piece based on data
collected from the players. Given that different types of players can find as easier
different pieces we can further adapt the game by providing the easy piece for
this particular type of player.

Finally, the good results so far in terms of increasing user satisfaction encour-
ages us to try these techniques with more complex games where more parameters
can be tweaked to influence the player experience.
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Abstract. Energy management systems are a typical example for inert
systems where an event or action causes an effect with a delay. Tra-
ditional solutions for energy management, such as PID controllers
(PID= proportional-integral-derivative loops), control target values effi-
ciently but are sub-optimal in terms of energy consumption. The paper
presents a novel, case-based reasoning approach for inert energy manage-
ment systems that aims to reduce energy wastage in over heating and
over cooling for buildings. We develop a case representation based on
time series data, taking environmental impact factors into consideration,
such as weather forecast data. This includes a post-mortem assessment
function that balances energy consumption with comfort for the users.
We briefly discuss retrieval and reuse issues. We report on an experimen-
tal evaluation of the approach based on a building simulation, including
35 years of historical weather data.

Keywords: Case-based reasoning · Reasoning over time · Energy man-
agement

1 Introduction

A system can change its state by the influence of an impact factor. In physics or
in biology, we necessarily have a time delay between impact and state change.
Inert Systems are systems where an event or action takes effect with a delay and
over a period of time. The system may either abruptly switch from one discrete
state to another after a delay time or cumulate the impact factor and change
the state continuously. In the following, we will focus on a case-based approach
for the latter. An example of an inert system in nature is the human body where
the injection of a drug changes the insulin level for a couple of hours. A technical
sample is an energy management system (EMS) for buildings. The movement
of a weather front has an impact on the room temperature with a time lag. We
have chosen energy management for buildings as a sample application area for
controlling inert systems.

Traditionally, Control System Engineering (CSE) [8] is used for this class of
problems. It is well understood and widely used in EMSs and other domains.

c© Springer International Publishing AG 2017
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PID controllers (proportional-integral-derivative loops) and switching rules are
the industry standard for the control of building EMSs [6]. This logic responds
to setpoints and schedules for building components, such as heating circuits,
radiators, or air handling units. That means that the temporal delays between
causes and effects that are characteristic for inert systems are only considered
in a reactive manner by the controller. The temporal dependencies are hidden
in setpoints and schedules. For instance, the time for pre-heating to change a
heating circuit into an ‘enabled’ mode is expressed by higher setpoints in the
early morning schedule. The basic control logic largely ignores forward planning
based on weather forecasts, expected occupancy, or renewable energy availability.

More advanced, model-based decision systems aim to optimize the system
operation based on modeling, feedback, and forecasts [6]. They use an explicit
time model and forward planning in order to optimize the energy consumption
at a system level. However, solving an optimization problem has two challenges
[6] in comparison to the basic control logic, such as PIDs: It requires analytical
building models at design time and, second, it is computationally intensive, i.e.
it requires powerful computational units. A novel EMS is desirable with a lower
energy consumption than a PID controller but that is easy to deliver, and easy
to operate.

As an alternative solution to costly optimization, Case-based reasoning
(CBR) provides methods for experience reuse. In this paper, we propose a CBR
approach for energy management in buildings where experience in operating the
EMS is to be reused. The traditional PID controllers of the EMS are replaced
by a case-based control unit for the energy supply. Since EMSs for buildings are
inert systems, the cases need to be equipped with a concept of time. The core
idea is to observe and record the inert behavior of a system by time series of
impact factors and state variables. The context description for a case comprises
further time series, such as measured values of the building, recent metereologi-
cal data and weather forecasts. Corrective actions that have led to good results
in similar situations in the past are reused to manipulate the system state in the
next time step, i.e. to achieve a system state that is close to the setpoint values.
For instance, if a setpoint in an EMS specifies a desired room temperature a
corrective action is an amount of energy to be supplied to or dissipated from
the room. Like a PID controller that provides a corrective action as an output
of each control cycle in order to maintain a desired setpoint value, our CBR
approach provides a corrective action as an output of each reasoning cycle.

In comparison to the optimization approaches, the case-based approach uses
a shallower model. The analytical model is built on similarity functions for cases.
We claim that the CBR approach outperforms the basic control approach for
building EMSs in terms of energy consumption while providing the same comfort
for the occupants.

The remainder of the paper is organized as follows. Related work is discussed
in Sect. 2. The case representation is introduced in Sect. 3. A similarity function is
presented in Sect. 4. An adaptation rule is specified in Sect. 5. Section 6 addresses
the experimental setup while the results are reported in Sect. 7. Finally, a con-
clusion is drawn in Sect. 8.
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2 Related Work

CBR has been used for energy prediction in the recent literature [9,11]. Like our
approach, the work uses a notion of time series. The case-based energy prediciton
approaches forecast the energy consumption based on energy values from cases
with time series data that is similar to the recent situation. The prediction task
is different but quite related to the control task that we address in our work.
Like in prediciton, we reuse cases with similar time series. In contrast to reusing
energy values, we reuse the control actions that have an impact to the inert
system and observe the resulting energy consumption.

Temporal context plays a major role in many CBR approaches [5,10]. Recent
work on CBR on time series data is reported in Gundersen’s survey [2] as well
as in the series of RATIC workshops [3,4]. This work was a major source of
inspiration for our case representation and recent similarity function.

3 Case Representation for Inert Systems

The CBR approach aims at reusing experiences in improving the settings for the
inert system. A case records the experience in corrective actions to keep a tar-
get value within assigned limits around a setpoint value, for instance the room
temperature within a corridor of 19.5 to 20.5 ◦C. The case Case = (P, S,A) com-
prises a problem description P , a solution description S and a quality assessment
A of the proposed solution.

P – The problem description records the state of the system and its environment,
including the recent settings.

S – The solution description addresses a revision of the settings by corrective
actions.

A – The quality assessment contains the results of a post-mortem analysis of the
suggested solution.

Time series for setpoint values, measured process values, and disturbance val-
ues are recorded for the problem description P . Setpoint values describe the
desired state of the inert system. Measured process values are the actual values
that might deviate from the setpoint values. Disturbance values are values that
have an impact on the measured process variables in addition to the corrective
actions. From the point of view of the controller system, they ”disturb” the con-
trol processes. From the point of view of the users, they are key determinants on
the inert system. The values for the time series are recorded at equidistant time
points t−m, . . . , t−2, t−1, t0 with t0 denoting the current time point at reasoning
time. The continuation of some of them might be predicted for the equidistant
time points t1, t2, . . . , tn, estimated at time point t0. An example for the latter
is wheather forecasting data.

The solution S records corrective actions that are taken to keep the measured
process values within a corridor of values around the setpoint values. For the sake
of simplicity, we have chosen that the solution is a single corrective action for
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the setting of the inert system in the next time step initially. We assume that
the time interval until the next time point is large enough to measure a first
impact of the corrective action. Alternatively, the solution can be described as
time series of corrective actions over a number of time steps. Even interleaved
phases of retrieve and reuse are possible in principle. However, the latter would
lead to concurrent processes which are difficult to handle.

Table 1 illustrates a sample case in an EMS. The distance between time
points is one hour. Disturbance values are the solar radiation in minutes per
hour (Sun) and the temperature outside the building (Toutside). The measured
process values are the measured room temperature (Tinside). The setpoint values
are the desired room temperature (Ttarget). The corrective action is the energy
(Ein) supplied or dissipated via the EMS during the next time step t1. The case
has been recorded at time point t0. The disturbance values have been measured
until t0. The values for t1 until tn are forecast data.

The assessment A is taken when the time frame is over. When time point
tn has passed, the updated values for t1, . . . , tn are used to assess the case. The
predicted disturbance values have been replaced by the measured disturbance
values. The time series for the measured process values and the corrective actions
have been continued. The assessment considers the deviation between setpoint
and measured process values by an error function e as well as the corrective
actions by an energy consumption function u for t1, . . . , tn. It is computed by
the assessment function f for a case c by a weighted sum as follows:

f(c) =
n∑

i=1

w1 · e(i) + w2 · u(i)

The error function e measures the deviation of the actual room temperature
Tinside from the setpoint value Ttarget:

e(i) = |Tinside(i) − Ttarget(i)|

The energy consumption function u measures the heating or cooling energy of
the corrective action. Since the production of cooling energy consumes nearly
twice the energy of heating [7] , we multiply cooling energy with the factor 2:

u(i) =
{

Ein(i), Ein(i) ≥ 0
Ein(i) · 2, Ein(i) < 0

The weights w1 and w2 specify the balance between reaching the target temper-
ature and saving energy.

4 Case Retrieval

A time event triggers a reasoning cycle starting with the retrieve phase. We have
chosen hourly time events. The query describes the current situation of the EMS,
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Table 1. The problem description of a sample case.

Time point Time stamp
[yyyymmddhh]

Sun
[min

h
]

Toutside

[◦C]
Tinside

[◦C]
Ttarget

[◦C]
Ein

[Wh]

t−m−2 1981083016 60 20.3 19.94 20 −3500

t−m−1 1981083017 42 20.1 20.06 20 −750

t−m 1981083018 0 18.8 21.43 20 0

. . . 1981083019 0 16.9 21.12 20 0

1981083020 0 15.4 20.63 20 0

1981083021 0 13.8 20.02 20 1000

1981083022 0 13.2 20.07 20 1000

1981083023 0 11.1 20.04 20 1250

1981083100 0 10.4 19.96 20 1500

1981083101 0 10.1 20.00 20 1500

1981083102 0 9.1 20.00 20 1750

. . . 1981083103 0 8.0 20.08 20 1750

t−2 1981083104 0 8.1 20.02 20 1750

t−1 1981083105 0 8.3 19.98 20 0

t0 1981083106 48 9.1 18.62 20 0

t1 1981083107 60 11.5 – 20 ?

. . . 1981083108 60 14.0 – 20 –

1981083109 60 16.0 – 20 –

1981083110 60 17.8 – 20 –

1981083111 60 19.1 – 20 –

1981083112 54 20.0 – 20 –

1981083113 42 20.3 – 20 –

1981083114 60 20.9 – 20 –

1981083115 42 21.4 – 20 –

1981083116 0 21.2 – 20 –

. . . 1981083117 0 21.0 – 20 –

tn 1981083118 0 19.7 – 20 –

tn+1 1981083119 0 18.2 – 20 –

tn+2 1981083120 0 17.1 – 20 –

including the setpoint values, measured process values, and disturbance values.
The case depicted in Table 1 can serve as a sample query. The retrieval uses a
composite similarity measure for a query and a case that aggregates the local
similarity measures by a function F :
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sim = F (simTime stamp,

+ simSun,

+ simT outside,

+ simT inside,

+ simT target)

F is a weighted sum. simTime stamp considers the annual date date and the
time of day hour when the query and the case were recorded each:

simTime stamp(query, case) =
1

1 + |datequery(t0) − datecase(t0)| · |hourquery(t0) − hourcase(t0)|
We assume the values of the time series Sun, Toutside, Tinside, and Ttarget as

vectors. The local similarity measures for the time series are computed by means
of the City Block Metric [1]. The size of the vectors Sun, Toutside, and Ttarget is
m + n + 1 and m + 1 for Tinside, since Tinside data only exists for the past.

As a starting point, we have chosen straight forward similarity measures. We
will investigate further, more sophisticated similarity measures for time series,
such as dynamic time warping [10], as a part of our future work.

5 Case Reuse

The solution of the best matching case is reused for the current situation. The
solution describes the corrective action for the settings of the system by the
amount of energy Ein case(t1) to be infused into the building next. However,
Ein case has to be adapted to the recent situation. The impact of an energy infu-
sion depends not only on the bare amount of energy supplied or distracted but
also on the current room temperature and on the heat capacity of the building.
The latter can be specified by a constant cbuilding.

The amount of energy is adapted as follows:

ead = Ein case(t1) + cbuilding · (Tinside case(t0) − Tinside query(t0))

The difference between the room temperature of the reference case and the
current temperature in the building is multiplied with cbuilding. In case the cur-
rent room temperature is lower, more energy is required for heating than in the
case (or the energy that is required for cooling can be reduced, i.e. the nega-
tive value of Ein case increases). In case the current room temperature is higher
than in the case, Ein case decreases analogously. The adaptation could lead to
amounts of energy that are not available for heating and cooling in our building.
Thus, we introduce the limits Emin for cooling and Emax for heating. The final
amount of energy to be infused is determined by the following clipping function:
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Ead(t1) =

⎧
⎨

⎩

Emin, ead < Emin

ead, Emin < ead < Emax

Emax, else

In future work, the approach might be extended to reuse a sequence of cor-
rective actions Ein case(t1) . . . Ein case(tk).

6 Experimental Setup

We have implemented the case-based approach for inert systems and conducted
an experimental evaluation with an EMS scenario. The results of the CBR sys-
tem have been compared to a traditional PID controller with respect to energy
consumption and comfort for the occupants.

Ideally, the experiments would be executed in a real building measuring the
energy consumption by sensors at the valves and measuring the comfort by
acquiring feedback from the real occupants. Since these resources are difficult to
obtain, the experiments have been conducted in silico. They involve an energy
simulation of a building to approximate the impact of both, the energy infusion
by the system as a corrective action and the two metereological parameters sun
duration and outside temperature as disturbance variables. A seeding case base
has been constructed from real weather data for the time period from 1981 to
2014. The experiments on the behavior of the CBR system were then simulated
with the weather data for the year 2015.

In our example we use a grid of one hour for all of our calculations. On the
one hand this reflects the inertness of a building. On the other hand this decision
is taken to limit the computational complexity.

The energy model of the building assumes a single cubic room with an edge
length of 10 m that has one side with glass windows. The relative position of
sun is not taken into account. Basically, the temperature of the air in a building
depends on the energy flow into and out of the building through walls and
windows. The loss or gain of the energy ΔE through walls and windows can
be calculated by using the thermal transmittance (also known as U-value or
k-value):

ΔE = U · ΔT · A · Δt

U characterizes the isolation value of the wall or the window. ΔT is the temper-
ature difference between Toutside and Tinside. A is the surface that divides inside
and outside and Δt is the time span.

The dynamic simulation is done by the iteration:

Et+1 = Et +
n∑

i=1

ΔEn

where ΔEn represents the different sources and drains of energy. So far we use
ΔE1 for the energy flow through walls, ΔE2 for the energy flow through windows,
ΔE3 for the energy of the sun through the windows and ΔE4 for the energy of
the heating and cooling system.
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As the base for the dynamic simulation of the building we use historical
weather data of Frankfurt a.M./Germany ranging back to 1981 in an one hour
resolution containing air temperature, air speed and direction, humidity and
minutes of sun per hour. It is important to note that the initial case base is built
for that climate and applies only to regions within the same climate classification.

In a post-mortem analysis, we created a case for each hour of the histor-
ical weather data as t0. The setpoint values are fixed to 20.0 ◦C. We calcu-
lated optimal energy values to be infused into the building for four hours, i.e.
tn = t4 regarding the development of the weather and the (simulated) state of
the building. In a brute-force approach, we explored the full solution space with
energy amounts between Emin = −4 kWh and Emax = 4kWh in a grid of granu-
larity g = 0.1 kWh. The assessment function f (compare Sect. 3) serves as fitness
function to optimize the Ein values. For our example we weighted the energy
consumption function with zero (w2 = 0) to force the system to generate seeding
cases that keep the given temperature as good as possible. The complexity of
generating an optimum initial case follows O((Emax−Emin

g )n).
Instead of using the simple approach for creating a seeding case base as

described above, a wide variety of modifications for a real building is possible and
desirable. Changing demands on the target temperature regarding the comfort
of the inhabitants of the building are one example. Another opportunity for
an extension is to use sliding frames of acceptable min/max temperatures to
preserve a maximum of energy.

We designed two variants of an experiment to evaluate our system. The
first experiment tests the ability of our system to compete with a common PID
controller if it has access to future weather data. The CBR system uses the
future weather data to find the best matching case. The similarity of two cases
is calculated with a time span of ±12 h where we assume the existence of a high-
quality weather prediction for the next 12 h. The second experiment explores the
behavior of our system if no future weather data is available. It acts on the same
seeding case base as the first experiment, but the best matching case must be
retrieved without knowledge of the future weather development. The similarity
of two cases is based on the data for the previous 24 h.

We compared our results against a hand optimized PID controller. To keep
the computational effort low, this PID controller works as all of our calculations
in the one hour grid that we use for the CBR system. On the one hand this
decision is debatable, since a real PID controller works in a grid of seconds or
minutes and can thus adapt much faster to changes of the impact factors. On
the other hand, the delay between demand and delivery of hot and cold water
(or air) in a real building lies between 15 min an 30 min. Arguably, our one hour
computation grid is not as precise as a real system but it acts similarly. The PID
controller uses the difference between inside and outside temperature as the base
for its calculations.

7 Experimental Results

For both experiments, we measured the comfort and the entire energy consump-
tion for the year 2015, comparing the PID controller and CBR system. The
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comfort is measured by the Root Mean Square Error (RMSE) of the deviations
from the desired room temperature of 20 ◦C within the simulated building. Sec-
ond, we measured the entire energy consumption for the year 2015 at large.

Fig. 1. Comparison of CBR (bright red) and PID (dark blue) with the objective to
maintain exactly 20 ◦C. Future weather data is available. (Color figure online)

For our first experiment, that considers future weather data, an interesting
example is the situation for the 12th of June 2015 as depicted in Fig. 1. The
outside temperature increases until the early afternoon where the sun seems
to be hidden by clouds. During the sunny period, the PID controller results
in a room temperature that is slightly higher than 20.5 ◦C which is the upper
boundary of the comfort corridor. The CBR system maintains the 20 ◦C nearly
perfectly. The RMSE of the deviation for the whole year 2015 of the temperature
inside the building is 0.035 ◦K for our CBR system and 0.32 ◦K for the PID
controller. A more palpable metric is the added up deviation of the temperature:∑2015123123

2015010100 |20.0 ◦C − T | which amounts to 178 ◦K for the CBR system and
1595 ◦K for the PID controller for the entire year.

The energy infusion values depicted in the sample in Fig. 1 seem very sim-
ilar for both, the CBR system and the PID controller. The cumulative annual
values confirm this observation. The CBR system used 13.4 MWh of energy for
heating and cooling of the building. The PID used 13.7 MWh of energy. This
surprising coincidence can be explained simply by the fact that the PID con-
troller infuses too much energy (overprovisioning) about as frequently as too
little energy (underprovisioning).

The second experiment without considering future weather data leads as
expected to slightly worse (but still reasonable) results for the CBR system.
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Fig. 2. Comparison of CBR (bright red) and PID (dark blue) with the objective to
maintain exactly 20 ◦C. Future weather data is not available. (Color figure online)

Obviously, the values for the PID controller remain the same as in the first
experiment. The results for the same sample day as above is depicted in Fig. 2.
It can be seen that both curves for room temperature and energy infusion by the
CBR system are less smooth than in the first experiment. The annual RMSE
for the CBR system amounts to 0.26 ◦K. The added up deviation for the cbr
system is 1505 ◦K. This value is still slightly better than the 1595 ◦K for the PID
controller for the entire year. The CBR system used 13.8 MWh of energy for
heating and cooling of the building. This is slightly worse than the 13.7 MWh of
the PID.

8 Discussion and Conclusion

We have introduced a novel CBR approach for the experience-based control of
inert systems and demonstrated the feasibility of the approach in the field of
energy management.

We have presented a case representation with time series of impact factors
and state descriptors, including setpoint values, measured process values, dis-
turbance values and corrective actions. A straightforward similarity measure
has been specified. An adaptation rule considering physical properties such as
the heat capacity of a building has been proposed. Our experimental results for
a simulated building under real weather conditions provide a proof of concept
for using CBR for building EMSs. The experimental results are quite promising
in comparison to a traditional PID controller. The first experiment compares the
CBR system with a common PID controller if CBR has access to future weather
data. The second experiment compares the systems if there is no such access.
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The first experiment has clearly shown that CBR outperforms the traditional
PID in terms of both, energy consumption and comfort. The second experiment
has shown that CBR is competitive to traditional PID by comparable values for
energy consumption and by better comfort values.

In contrast to PID, CBR provides a wide range of opportunities for fur-
ther improvements. In addition to weather forecasts, further aspects of forward
planning might be considered, such as expected occupancy, or renewable energy
availability. This would allow us to extend the quality function to cost aspects
and, hopefully, to save both, energy and money.

The next step of our future work will be to create an experimental setup in-
vitro. Thus, we are planning to confirm the simulation results from the in-silico
experiments by measured values to gain further experiences with the system, for
instance on the optimal length of time intervals.

Further intriguing research questions are whether the cases can be trans-
ferred to other buildings, or whether the approach can be tranferred to other
application scenarios for inert systems, such as in medicine. We believe that
CBR is capable of providing significant benefits for the control of inert systems,
especially in reducing modelling efforts and energy consumption.
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Abstract. Event logs constitute a rich source of information for several
process analysis activities, which can take advantage of similar traces
retrieval. The capability of relating semantic structures such as tax-
onomies to actions in the traces can enable trace comparison to work at
different levels of abstraction and, therefore, to mask irrelevant details,
and make the identification of similar traces much more flexible. In this
paper, we propose a trace abstraction mechanism, which maps actions
in the log traces to instances of ground concepts in a taxonomy, and
then allows to generalize them up to the desired level. We also show
how we have extended a trace similarity metric we defined in our pre-
vious work, in order to allow abstracted trace comparison as well. Our
framework has been tested in the field of stroke management, where it
has allowed us to cluster similar traces, corresponding to correct medical
behaviors, abstracting from details, but still preserving the capabilities
of identifying outlying situations.

1 Introduction

Many commercial information systems routinely adopted by organizations and
companies worldwide record information about the executed business process
instances in the form of an event log [14]. The event log stores the sequences
(traces henceforth [8]) of actions that have been executed at the organization,
typically together with execution times.

Event logs constitute a very rich source of information for several process
management activities. Indeed, the experiential knowledge embedded in traces
is directly resorted to not only in process model discovery [9,14], but also in
other tasks, which can rely on Case Based Reasoning [1], and specifically on the
functionalities of the retrieval step. For instance, operational support [8] and
agile workflow tools [25,29] can take advantage of trace comparison and similar
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trace retrieval. In fact, operational support assists users while process instances
are being executed, by making predictions about the instance completion, or
recommending suitable actions, resources or routing decisions: to this end, it can
exploit similar, already completed instances, retrieved from the log. The agile
workflow technology, on the other hand, deals with adaptation and overriding
needs in response to expected situations as well as to unanticipated exceptions in
the operating environment: in order to provide an effective and quick adaptation
support, many agile workflow systems share the idea of recalling and reusing
concrete examples of changes adopted in the past, recorded as traces in the
event log.

In the currently available tools, however, these activities are supported
through a purely syntactical analysis, where actions in the event log are com-
pared and processed only referring to their names. On the other hand, the capa-
bility of relating semantic structures such as taxonomies to actions in the traces
can enable trace comparison to work at different levels of abstraction (i.e., at the
level of instances and/or concepts) and, therefore, to mask irrelevant details, to
promote reuse, and, in general, to make trace analysis much more flexible, and
closer to the real user needs.

In this paper, we propose a trace abstraction mechanism which maps actions
in the log traces to instances of ground concepts (leaves) in a taxonomy, so that
they can be converted into higher-level concepts by navigating the hierarchy,
up to the desired level.

We also present how we have extended a similarity metric we defined in our
previous work [19,20], in order to allow abstracted trace comparison as well.

Our framework has been tested in the field of stroke management, where we
have adopted multi-level abstraction and trace comparison to cluster event logs
of different stroke units, in order to highlight correct and incorrect behaviors,
abstracting from details (such as local resource constraints or local protocols).
In our study, the application of the abstraction mechanism allowed us to obtain
more homogeneous and compact clusters (i.e., able to aggregate closer exam-
ples); however, outliers were still clearly identifiable, and isolated in the cluster
hierarchy.

The paper is organized as follows: in Sect. 2 we present the multi-level seman-
tic trace abstraction procedure; in Sect. 3, we discuss how we have extended
similarity calculation to deal with abstracted traces; in Sect. 4 we present exper-
imental results; in Sect. 5 we discuss related works, while Sect. 6 is devoted to
conclusions and future work.

2 Trace Abstraction

In our framework, trace abstraction has been realized as a two-step procedure.
As a first step, every action in the trace to be abstracted is mapped to a

ground term of a taxonomy.
We have currently applied the framework in the stroke management domain.

An excerpt of our stroke management taxonomy is reported in Fig. 1.
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Fig. 1. An excerpt from the stroke domain taxonomy

The taxonomy, which has been formalized by using the Protègè editor, has
been organized by goals. Indeed, a set of classes, representing the main goals in
stroke management, have been identified, namely: “Administrative Actions”,
“Brain Damage Reduction”,“Causes Identification”, “Parenchima Examina-
tion”, “Pathogenetic Mechanism Identification”, “Prevention”, and “Other”
(i.e., none of the previous ones). These main goals can be further specialized
into subclasses, according to more specific goals (e.g., “CardioEmbolic Mech-
anism” is a subgoal of “Pathogenetic Mechanism Identification”), down to the
ground actions, that will implement the goal itself (e.g., Computer Aided Tomog-
raphy (CAT) implements “Parenchima Examination”). Overall, our taxonomy
is composed by 136 classes, organized in a hierarchy of four levels.

As a second step, actions in the trace are abstracted according to the goals
they implement. The level in the taxonomy to be chosen for abstraction (e.g., a
very general goal, such as “Prevention”, or a more specific one, such as “Early
Relapse Prevention”), has to be specified as an input by the user.

When a set of consecutive actions in the trace abstract as the same goal in
the taxonomy (at the specified level), our approach merges them into the same
abstracted macro-action, labeled as the common goal at hand. This procedure
requires a proper treatment of delays (i.e., periods of time where no action takes
place), and of actions in-between that implement a different goal (interleaved
actions henceforth).
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Specifically, the procedure to abstract a trace operates as follows:

– for every action i in the trace:
• i is abstracted as the goal it implements (i.e., as its ancestor at the tax-

onomy level selected by the user); the macro-action m i, labeled as the
identified ancestor, is created;

• for every element j following i in the trace:
∗ if j is a delay, its length is added to a variable tot−delay, that stores

the total delay duration accumulated so far during the creation of
m i;

∗ if j is an interleaved action, its length is added to a variable tot−inter,
that stores the total interleaved actions durations accumulated so far
during the creation of m i;

∗ if j is an action that, according to domain knowledge, abstracts as
the same ancestor as i, m i is extended to include j, provided that
tot − delay and tot − inter do not exceed domain-defined thresholds.
These threshold values are set to limit the total admissible delay time
within a macro-action and the total duration of interleaved actions,
since it would be hard to justify that two ground actions share the
same goal (and can thus be abstracted to the same macro-action), if
they are separated by very long delays, or if they are interleaved by
many/long different ground actions, meant to fulfill different goals; j
is then removed from the actions in the trace that could start a new
macro-action, since it has already been incorporated into an existing
one;

• the macro-action m i is appended to the output abstracted trace which,
in the end, will contain the list of all the macro-actions that have been
created by the procedure.

The variables tot − delay and tot − inter, accumulated during abstraction,
are also provided as an output attribute of each macro-action. As discussed in
Sect. 3, they will be used as a penalty in abstracted trace similarity calculation.

Fig. 2. Abstraction example

Figure 2 shows a trace abstraction example. The three ground actions “Stroke
Onset”, “EDA” and “Admission” are abstracted to the macro-action “Adminis-
trative Actions”, when abstracting up to level 1 in the taxonomy of Fig. 1 (where
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level 0 is the root). While creating this macro-action, the lengths of the two delays
D1 and D2 are accumulated in tot − delay. If D1 + D2 had exceed the delay
threshold, “Admission” would not have added to the macro-action started by
“Stroke Onset”. On the other hand, “CAT” and “MRI with DWI” are abstracted
to the macro-action “Parenchima Examination”, and the length of the inter-
leaving action “Heparin” is accumulated in tot − inter. Similarly, “Heparin”
and “Oxygen” are abstracted to the macro-action “Brain Damage Reduction”,
and the length of the interleaving action “MRI with DWI” is accumulated in
tot − inter.

3 Semantic Trace Comparison

In our framework, we have extended a metric we described in [19,20], which
worked on ground traces, in order to permit the comparison of abstracted traces
as well.

In the current, more general approach, every trace is a sequence of actions
(whether ground actions or abstracted macro-actions), each one stored with its
execution starting and ending times. Therefore, an action is basically a symbol
(plus the temporal information). Starting and ending times allow to get informa-
tion about action durations, as well as qualitative (e.g., Allen’s before, overlaps,
equals etc. [2]) and quantitative temporal constraints (e.g., delay length, overlap
length [17]) between pairs of consecutive actions/macro-actions.

The main features of the metric published in [19,20] are summarized below.
The extensions needed to deal with abstracted traces are also discussed later in
this section.

In the metric in [19,20], we first take into account action types, by calcu-
lating a modified edit distance which we have called Trace Edit Distance
[19,20]. As the classical edit distance [18], Trace Edit Distance tests all possi-
ble combinations of editing operations that could transform one trace into the
other one. However, the cost of a substitution is not always set to 1. Indeed, as
already observed, we have organized actions in a taxonomy: we can therefore
adopt a more semantic approach, and apply Palmer’s distance [22], to impose
that the closer two actions are in the taxonomy, the less penalty we introduce
for substitution.

Definition 1: Palmer’s Distance
Let α and β be two actions in the taxonomy t, and let γ be the closest common
ancestor of α and β. Palmer’s Distance dt(α, β) between α and β is defined as:

dt(α, β) =
N1 + N2

N1 + N2 + 2 ∗ N3

where N1 is the number of arcs in the path from α and γ in t, N2 is the number
of arcs in the path from β and γ, and N3 is the number of arcs in the path from
the taxonomy root and γ.
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Trace Edit Distance traceNGLD(P,Q) is then calculated as the Normal-
ized Generalized Levenshtein Distance (NGLD) [31] between two traces P and
Q (interpreted as two strings of symbols). Formally, we provide the following
definitions:

Definition 2: Trace Generalized Levenshtein Distance
Let P and Q be two traces of actions, and let α and β be two actions. The
Trace Generalized Levenshtein Distance traceGLD(P,Q) between P and Q is
defined as:

traceGLD(P,Q) = min{
k∑

i=1

c(ei)}

where (e1, . . . , ek) transforms P into Q, and:

• c(ei) = 1, if ei is an action insertion or deletion;
• c(ei) = dt(α, β), if ei is the substitution of α (appearing in P ) with β (appear-

ing in Q), with dt(α, β) defined as in Definition 1 above.

Definition 3: Trace Edit Distance (Trace Normalized Generalized Leven-
shtein Distance)
Let P and Q be two traces of actions, and let traceGLD(P,Q) be defined as in
Definition 2 above. We define Trace Edit Distance traceNGLD(P,Q) between P
and Q as:

traceNGLD(P,Q) =
2 ∗ traceGLD(P,Q)

|P | + |Q| + traceGLD(P,Q)

where |P | and |Q| are the lengths (i.e., the number of actions) of P and Q
respectively.

As already observed, the minimization of the sum of the editing costs allows
to find the optimal alignment between the two traces being compared.

Given the optimal alignment, we can then take into account temporal infor-
mation. In particular, we compare the durations of aligned actions by means of
a metric we called Interval Distance [19,20]. Interval distance calculates the
normalized difference between the length of two intervals (representing action
durations in this case).

Moreover, we take into account the temporal constraints between two pairs
of subsequent aligned actions on the traces being compared (e.g., actions A and
B in trace P ; the aligned actions A′ and B′ in trace Q). We quantify the distance
between their qualitative constraints (e.g., A and B overlap in trace P ; A′ meets
B′ in trace Q), by resorting to a metric known as Neighbors-graph Distance
[19,20]. If Neighbors-graph Distance is 0, because the two pairs of actions share
the same qualitative constraint (e.g., A and B overlap in trace P ; A′ and B′ also
overlap in trace Q), we compare quantitative constraints by properly applying
Interval Distance again (e.g., by calculating Interval Distance between the two
overlap lengths).
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In the metric in [19,20], these three contributions (i.e., Trace Edit Distance,
Interval Distance between durations, Neighbors-graph Distance or Interval Dis-
tance between pairs of actions) are finally put in a linear combination with
non-negative weights.

When working on macro-actions, the three contributions still apply (in partic-
ular, Palmer’s distance allows to compare macro-actions as well, as they appear
in the taxonomy). However, the metric in [19,20] needs to be extended, by consid-
ering, given the optimal macro-actions alignment, two additional contributions:

– a penalty due to the different length of the delays incorporated into the two
aligned macro-actions;

– a penalty due to the different length of interleaved actions in the two aligned
macro-actions being compared.

Delay penalty is defined as follows:

Definition 4: Delay Penalty
Let A and B be two macro-actions, that have been matched in the optimal
alignment. Let delayA =

∑k
i=1 length(i) be the sum of the lengths of all the

k delays that have been incorporated into A in the abstraction phase (and let
delayB be analogously defined). Let maxdelay be the maximum, over all the
abstracted traces, of the sum of the lengths of the delays incorporated in an
abstracted trace. The Delay Penalty delayp(A,B) between A and B is defined as:

delayp(A,B) =
|delayA − delayB |

maxdelay

As for interleaved actions penalty, we operate analogously to delay penalty,
by summing up the lengths of all interleaved actions that have been incorporated
within a single macro-action in the abstraction phase.

Definition 5: Interleaving Length Penalty
Let A and B be two macro-actions, that have been matched in the optimal
alignment. Let interA =

∑k
i=1 length(i) be the sum of the lengths of all the k

interleaved actions that have been incorporated into A in the abstraction phase
(and let interB be analogously defined). Let maxinter be the maximum, over all
the abstracted traces, of the sum of the lengths of the interleaved actions incor-
porated in an abstracted trace. The Interleaving Length Penalty interLp(A,B)
between A and B is defined as:

interLp(A,B) =
|interA − interB |

maxinter

The extended metric working on abstracted traces includes in the linear
combination these two penalties as well.
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4 Experimental Results

In this paper, we have tested the impact of our abstraction mechanism on the
calculation of trace similarity by means of some clustering experiments.

The available event log was composed of more than 15000 traces, collected
at the 40 Stroke Unit Network (SUN) collaborating centers of the Lombardia
region, Italy. Traces were composed of 13 actions on average.

In our study, we considered the traces of every single stroke unit (SU) sepa-
rately, and compared clustering results on ground traces with respect to those on
abstracted traces. In particular, abstraction was conducted at different levels: at
level 1 (abs1 henceforth - when actions were abstracted up to the most general
medical goals, since the root represents level 0 in the taxonomy of Fig. 1); and at
level 2 (abs2 henceforth - when actions were abstracted to less general subgoals).

For the sake of brevity, in the following we will show the results on a specific
SU, but the other outcomes were very similar.

The metric defined in Sect. 3 has been adopted in the experiments, setting
all the linear combination weights to the same value: one would expect the Trace
Edit Distance to be the the main component of the similarity measure, but in our
specific application domain temporal information is critical; moreover, we wanted
to focus on abstraction penalties as well. Abstraction thresholds were common
to all traces in the log, and set on the basis of medical knowledge. Interestingly,
we also made tests with different thresholds (making changes of up to 10%), but
results (not reported due to lack of space) did not differ significantly.

Specifically, we resorted to a hierarchical clustering technique, known as
Unweighted Pair Group Method with Arithmetic Mean (UPGMA) [27]. UPGMA
operates in a bottom-up fashion. At each step, the nearest two clusters are com-
bined into a higher-level cluster. The distance between any two clusters A and B
is taken to be the average of all distances between pairs of objects “x” in A and
“y” in B, that is, the mean distance between elements of each cluster. After the
creation of a new cluster, UPGMA properly updates a pairwise distance matrix
it maintains. UPGMA also allows to build the phylogenetic tree of the obtained
clusters.

In the experiments, the hypothesis we wished to test was the following: the
application of the abstraction mechanism allows to obtain more homogeneous
and compact clusters (i.e., able to aggregate closer examples); however, outliers
are still clearly identifiable, and isolated in the cluster hierarchy.

Homogeneity is a widely used measure of the quality of the output of a cluster-
ing method (see e.g., [10,11,26,30]). A classical definition of cluster homogeneity
is the following [30]:

H(C) =

∑
x,y∈C(1 − dist(x, y))

(|C|
2

)

where |C| is the number of elements in cluster C, and 1 − dist(x, y) is the
similarity between any two elements x and y in C. Note that, in the case of
singleton (one-trace) clusters, homogeneity is set to 1 (see e.g., [11]).
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The higher the homogeneity value, the better the quality of clustering results.
The average of the homogeneity H of the individual clusters can be calcu-

lated on (some of) the clusters obtained through the method at hand, in order to
assess clustering quality. We computed the average of cluster homogeneity val-
ues level by level in the hierarchies/trees. In order to avoid biases, to calculate
homogeneity we resorted to the classical normalized Levensthein’s edit distance
[18], with no use of semantic, temporal or abstraction information (indeed, if
homogeneity is calculated resorting to the metric defined in this paper, it obvi-
ously increases when working on abstracted traces, since Palmer’s distance [22]
decreases when operating at higher levels of the hierarchy; see the results in [21]).

We report on the results of applying UPGMA to the 200 traces of an example
SU. Figure 3 shows the top levels of the cluster tree obtained when working on
ground traces. Analogously, Figs. 4 and 5 report the top levels of the cluster trees
obtained when working on traces at abs1 and abs2 (respectively).

113

92

185

192 188

158

12

Fig. 3. Cluster tree obtained on ground traces, on the example SU

Figure 6 shows a comparison of the average homogeneity values, computed
by level in the cluster trees, on ground traces vs. traces at abs2 and abs1. As it
can be observed, homogeneity on abstracted traces was always higher than the
one calculated on ground traces. Moreover, homogeneity at abs1 was never lower
than the one calculated at abs2.

It is also interesting to study the management of outliers, i.e., in our appli-
cation domain, traces that correspond to the treatment of atypical patients.
This traces record rather uncommon actions, and/or present uncommon tempo-
ral constraints among their actions. For instance, trace 113 is very peculiar: it
describes the management of a patient suffering from several inter-current com-
plications (diabetes, hypertension), who required many extra-tests and many
specialist counseling sessions, interleaved to more standard actions.
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Fig. 4. Cluster tree obtained on traces at abs1, on the example SU
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Fig. 5. Cluster tree obtained on traces at abs2, on the example SU

Ideally, these anomalous traces should remain isolated as a singleton cluster
for many UPGMA iterations, and be merged to other nodes in the hierarchy as
late as possible, i.e., close to the root (level 0).

When working on ground traces, 7 outliers of the example SU were merged
very late to the hierarchy, as expected (between level 1 and level 6, see Fig. 3). In
particular, trace 113 was merged only at level 1. Very interestingly, this capability
of “isolating” outliers was preserved when working on abstracted traces, both
at abs1 and at abs2. Indeed, as it can be seen in Figs. 4 and 5, despite some
differences, all 7 outliers were early isolated, specifically between level 1 and
level 7 in the trees. Trace 113 was the latest trace to be merged to the cluster
trees in both abstraction levels.
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Fig. 6. Comparison between average homogeneity values, computed level by level in
the two cluster trees obtained by UPGMA on ground traces and on traces at abs2 and
abs1 on the example SU

In conclusion, our hypothesis was verified by the experiments, since we obtai-
ned more and more homogeneous clusters as the abstraction level increased, still
clearly isolating outlying traces.

5 Related Works

The use of semantics in business process management, with the aim of operat-
ing at different levels of abstractions in process discovery and/or analysis, is a
relatively young area of research, where much is still unexplored.

One of the first contributions in this field was proposed in 2002 by Casati
et al. [5], who introduce a process data warehouse, where taxonomies are
exploited to add semantics to process execution data, in order to provide more
intelligent reports. The work in [13] extends the one in [5], presenting a complete
architecture that allows business analysts to perform multidimensional analysis
and classify process instances, according to flat taxonomies (i.e., taxonomies
without subsumption relations between concepts).

Semantic Business Process Management is further developed in the SUPER
project [24], within which several ontologies are created, such as the process min-
ing ontology and the event ontology [23]; these ontologies define core terminolo-
gies of business process management, usable by machines for task automation.
However, the authors do not present any concrete implementations of semantic
process mining or analysis. Ontologies, references from elements in logs to con-
cepts in ontologies, and ontology reasoners (able to derive, e.g., concept equiva-
lence), are described as the three essential building blocks for semantic process
mining and analysis in [7]. This paper also shows how to use these building
blocks to extend ProM’s LTL Checker [28] to perform semantic auditing of logs.
A more recent work [15] introduces a methodology that combines domain and
company-specific ontologies and databases to obtain multiple levels of abstrac-
tion for process mining and analysis. Similarly to our approach, in this paper
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data in databases become instances of concepts at the bottom level of the tax-
onomy tree structure. If consecutive tasks in the discovered model abstract as
the same concepts, those tasks can be aggregated.

Most of the papers cited above, however, present theoretical frameworks,
and not yet a detailed technical architecture nor a concrete implementation of
all their ideas. Moreover, they do not focus on trace comparison.

As regards trace comparison, on the other hand, a few metrics have been
proposed in the literature. In particular, [16] combines a contribution related
to action similarity, and a contribution related to delays between actions. As
regards the temporal component, it relies on an interval distance definition which
is quite similar to ours. Differently from what we do, however, the work in [16]
always starts the comparison from the last two action in the traces: no search
for the optimal action alignment is performed. Moreover, it stops the calculation
if the distance between two actions/intervals exceeds a given threshold, while
we always calculate the overall distance. The distance function in [16] does not
exploit action duration, and does not rely on semantic information about actions,
as we do. Finally, it does not deal with different types of qualitative temporal
constraints, since it cannot manage (partially) overlapping actions.

Another interesting contribution is [6], which addresses the problem of defin-
ing a similarity measure able to treat temporal information, and is specifically
designed for clinical workflow traces. Interestingly, the authors consider quali-
tative temporal constraints between matched pairs of actions, resorting to the
A-neighbors graph proposed by Freska [12], as we do. However, in [6] the align-
ment problem is strongly simplified, as they only match actions with the same
name. In this sense, our approach is also much more semantically oriented.

The issue of trace abstraction is not considered in these works.
In conclusion, to the best of our knowledge, our metric represents one of

the most complete contributions to properly account for both non temporal and
temporal information, and to perform a semantic comparison between ground
as well as abstracted trace actions.

6 Conclusions

In this paper we have introduced a framework for abstracting process traces at
different levels of detail, on the basis of trace action semantics. Specifically, we
have presented an application of the framework to the domain of stroke patient
management, where trace actions can be abstracted on the basis of their medical
goals/sub-goals, at the generalization level indicated by the user.

Once the traces have been abstracted, they can be compared, by resorting
to a metric we have properly extended, to take into account penalties collected
during the abstraction phase.

Our experiments have shown that cluster homogeneity, when operating on
abstracted traces, reaches higher values; at the same time, outliers (i.e., anom-
alies and incorrect behaviors) are still clearly visible in abstracted traces as well.
Abstracted trace comparison can be indeed adopted to cluster the existing event
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log, thus allowing the user to concentrate on a subset of traces, which are par-
ticularly similar, and to reduce the computational time of subsequent analysis
steps, that can work on a smaller dataset. In fact, clustering can be employed
as a pre-processing step for other process management tasks, including process
mining [3]. Moreover, trace comparison can be adopted to retrieve similar traces
in operational support, along the lines we described in [4]. Given the more robust
results obtained when comparing abstracted traces with respect to ground ones,
we believe that operational support would benefit of the abstraction technique.
In the future, we plan to test this statement by adopting our framework in oper-
ational support as well as in different process management tasks, with particular
attention to medical applications.

From a methodological viewpoint, we plan to extend our approach in dif-
ferent directions. First, we will consider different knowledge structures, such as
ontologies, or multiple taxonomies, able to provide abstraction information from
different viewpoints (e.g., not only the viewpoint of activity goals - as it happens
in the single taxonomy we are currently adopting - but also the one of roles and
responsibilities of the involved actors, when available). Second, we will intro-
duce a rule-based approach to initiate abstraction. Proper rules, having as an
antecedent the execution of some action registered earlier in the log, will fire, to
initiate the abstraction step. This will allow us to control the abstraction process
on the basis of the context, i.e., of the already executed actions. Temporal con-
straints (e.g., the delay since the completion of the already executed action) will
also be taken into account in these rules. Finally, we also plan to introduce dif-
ferent definitions for the penalties to be considered when comparing abstracted
traces. In particular, it would be useful to consider not only the length of the
interleaved actions, but also their type.

We believe that such improvements will make our framework even more flex-
ible and useful in practice.

References

1. Aamodt, A., Plaza, E.: Case-based reasoning: foundational issues, methodological
variations and systems approaches. AI Commun. 7, 39–59 (1994)

2. Allen, J.F.: Towards a general theory of action and time. Artif. Intell. 23, 123–154
(1984)

3. Bose, R.P.J.C., Van der Aalst, W.: Context aware trace clustering: Towards
improving process mining results. In: Proceedings of the SIAM International Con-
ference on Data Mining, pp. 401–412. Springer (2009)

4. Bottrighi, A., Canensi, L., Leonardi, G., Montani, S., Terenziani, P.: Trace retrieval
for business process operational support. Expert Syst. Appl. 55, 212–221 (2016)

5. Casati, F., Shan, M.-C.: Semantic analysis of business process executions. In:
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Abstract. In our increasingly algorithmic world, it is becoming more
important, even compulsory, to support automated decisions with
authentic and meaningful explanations. We extend recent work on the
use of explanations by recommender systems. We review how compelling
explanations can be created from the opinions mined from user-generated
reviews by identifying the pros and cons of items and how these expla-
nations can be used for recommendation ranking. The main contribution
of this work is to look at the relative importance of pros and cons during
the ranking process. In particular, we find that the relative importance
of pros and cons changes from domain to domain. In some domains pros
dominate, in other domains, cons play a more important role. And in yet
other domains there is a more equitable relationship between pros and
cons. We demonstrate our findings on 3 large-scale, real-world datasets
and describe how to take advantage of these relative differences between
pros and cons for improved recommendation performance.

1 Introduction

As we come to rely more and more on algorithms and AI in our everyday lives,
it is becoming increasingly important for such systems to explain the reasoning
behind their decisions, advice, and recommendations. On the one hand expla-
nations can help make suggestions more persuasive, but on the other hand,
they can play an important role in conveying the reasons underpinning these
suggestions, and thus aid system transparency. Either way, explanations help to
improve user acceptance and serve to build trust between a system and its users.
Not surprisingly then, there has been considerable recent research on the topic
of generating explanations to accompany reasoning outcomes as an important
part of building trust with end-users. Indeed there is good reason to believe that
such explanations will become compulsory, as institutions such as the EU roll
out regulations that contain a right to explanation for its citizens [1]. While such
regulations will introduce significant challenges for an increasingly data-driven,
algorithmic world, they also motivate novel and interesting research questions
and introduce new opportunities for AI research; see for example [2–5].

Of course the important role that explanations can play in reasoning sys-
tems is not new for the case-based reasoning community; see [6–17], for example.
c© Springer International Publishing AG 2017
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More recently, the field of recommender systems has attracted considerable inter-
est in the use of explanations to support recommendations, primarily as a way
to justify suggestions to users [18–22].

In this paper, we build on recent work at the intersection between recom-
mender systems, case-based reasoning and opinion mining by harnessing user-
generated reviews as a novel way to generate rich product cases and user profiles
to use in recommendation [23–25]. In particular we extend the work of [26–
28], which describes a way to generate explanations from such product cases by
highlighting the pros and cons of a recommended product-case, as well as how
it relates to other recommendations and shows how to use these explanations
during recommendation ranking; thus, tightly coupling the recommendation and
explanation tasks. This provides a starting point for the present work where we
turn our attention to the positive and negative features (pros and cons) of expla-
nations with a view to understanding how these features interact during recom-
mendation and explanation. The main contribution of this work is to demon-
strate how the relative importance of pros and cons can vary across different
recommendation domains and how this impacts recommendation performance.
We further demonstrate how to adapt explanation-based ranking in order to
factor such pro/con differences during the ranking process and so improve rec-
ommendation performance. This work benefits the CBR community in that it
provides an approach for mining product cases from reviews; and these cases
can then be used to produce explanations that can justify and rank recommen-
dations.

In the next section, we will briefly review related work, focusing on the recent
interest in so-called Explainable AI and the origins of explanations in CBR and
recommender systems. Next, we will briefly review the opinionated recommenda-
tion and explanation approach which has been detailed in [27,29] previously; this
will provide a starting point for this research. We will describe a new approach
to measuring the strength of explanations, for the purpose of recommendation
ranking, in which the relative importance of pros and cons can be varied. We pro-
vide a detailed evaluation using 3 large-scale, real-world datasets to demonstrate
the benefits of explanation-based ranking across multiple domains, compared
to a more conventional similarity-based, case-based recommendation approach.
Moreover, we analyse how the importance of pros and cons varies across domains
and how this influences recommendation performance.

2 Related Work

The need for, and recent interest in, Explainable AI has gathered pace quickly
as organisations introduce initiatives to encourage more research into the gen-
eration of explainable models, which are capable of preserving predictive per-
formance while helping end-users to understand, trust, and appreciate the rea-
soning behind predictions and suggestions; see for example, DARPA Explainable
AI (XAI) programme1. One would be forgiven for believing that this is a new
1 http://www.darpa.mil/program/explainable-artificial-intelligence.

http://www.darpa.mil/program/explainable-artificial-intelligence
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interest for the wider AI community but in fact AI research has a long his-
tory in explanations and explanation-based reasoning and learning [30–36]. For
instance Explanation-based Learning (EBL) systems explicity seek to explain
what they learn from training examples for the purpose of identifying relevant
training aspects during learning. Explanations are translated into a form that a
problem-solving program can understand and generalised for use in other prob-
lem settings. For example, the PRODIGY system used problem-solving traces
to construct explanations in order to learn control rules to help guide problem-
solving search; see [37].

Likewise early work in the case-based reasoning community has long been
influenced by explanations [6–17]. For example, the work of [7] describes SWALE,
a project to study creative explanation of anomalous events. SWALE is a story
understanding program that detects anomalous events and uses CBR to explain
these anomalies by storing and reusing prior explanation cases or explanation
patterns. Elsewhere, the work of [8] proposed an approach to explanation-driven
case-based reasoning to produce context dependent explanations to support the
main tasks within the standard CBR model; in essence explanations played dif-
ferent roles during retrieval, reuse, and learning.

In the field of recommender systems, work on explanations has mainly focused
on different styles of explanation interfaces – how explanations should be pre-
sented [18,19] and how they are perceived by users [20] – with a view to improving
transparency, persuasiveness, and trust. More recently, [21] presented a frame-
work that uses information from the Linked Open Data (LOD) cloud to generate
personalised natural language explanations. Likewise, [22] also demonstrated a
process that combines crowd-sourcing and computation to explain movie rec-
ommendations using natural language explanations. While these content-based
approaches use semi-structured information, it can more challenging to explain
recommendations from Matrix Factorisation algorithms, which are common-
place. The latent factors created during the recommendation process tend to
be less interpretable by the user. For example, the work of [38] addresses this by
describing ways to explain latent factors with topics that have been extracted
from content descriptions.

More relevant to this work is research by [27,28] which has argued for a more
intimate connection between recommendation and explanation. Specifically, it is
proposed that explanations can and should play a role during the recommenda-
tion process itself, only then can we truly say that explanations are ‘authentic’
because then they are driving the recommendation and ranking process. In this
paper, we extend these explanation-based recommendation ideas by describing a
number of different variations of explanation-based recommendation and com-
paring their relative performance in 3 different recommendation domains.

3 Opinionated Recommendation

The starting point for this work is a recommender system that harnesses user-
generated reviews as its core recommendation knowledge, based on the work of
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[24,25]. In summary, item descriptions and user profiles are generated by mining
features and sentiment from user reviews as summarised in the following sections.
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Fig. 1. An architecture of the opinion mining and explanation-based ranking system.

3.1 Generating Item Cases and User Profiles

An item or product (ii) is associated with reviews reviews(ii) = {r1, . . . , rn}
and the opinion mining process extracts a set of features, F = {f1, . . . , fm},
from these reviews. It does this by looking for frequent patterns of sentiment-
rich words and phrases such as “a beautiful view” or “terrible service” using
techniques described by [23–25].

Briefly, each item-case is composed of the features extracted from the item’s
reviews; see (Eq. 1). And each feature, fj (e.g. “location” or “customer service”)
is associated with an importance score and a sentiment score, as per Eqs. 2 and
3. Briefly, importance score of fj , imp(fj , ii), is the relative number of times that
fj is mentioned in the reviews of item ii. The sentiment score of fj , s(fj , ii),
is the degree to which fj is mentioned positively or negatively in reviews(ii).
Note, pos(fj , ii) and neg(fj , ii) denote the number of mentions of fj labelled as
positive or negative during the sentiment analysis phase.

item(ii) = {(fj , s(fj , ii), imp(fj , ii)) : fj ∈ reviews(ii)} (1)

imp(fj , ii) =
count(fj , ii)∑

f ′∈reviews(ii)
count(f ′, ii)

(2)

s(fj , ii) =
pos(fj , ii)

pos(fj , ii) + neg(fj , ii)
(3)

For a target user uT , a user profile can be generated in a similar manner, by
extracting features and importance information from uT ’s reviews (reviews the
user has authored or perhaps rated positively) as in Eq. 4.

user(uT ) = {(fj , imp(fj , uT )) : fj ∈ reviews(uT )} (4)
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4 From Opinions to Explanations

Our aim is to describe an approach for generating explanations for each item,
ii, in a set of recommendations I = {i1...ik} generated for some user uT , as
summarised in see Fig. 1.

4.1 Generating Explanations

Each item/product selected for recommendation is associated with an explana-
tion which is composed of a set of features, their sentiment scores, and informa-
tion about how these features relate to other items selected for recommendation.
The starting point for this is a basic explanation structure, and in Fig. 2 we show
an example of this structure for a BeerAdvocate beer. The explanation features
have been divided into pros and cons based on their average sentiment scores.
In this example, the pros reflect aspects of the beer (appearance, bottle, palate)
that users have generally liked, and as such are reasons to choose the beer. On
the other hand, cons may be reasons to reject the beer, because they are things
people have reviewed poorly, such as the aroma, price, and taste in this instance.

PROS

Feature Importance Sentiment better/ worse

Appearance 0.11 0.70 89%

Bottle 0.10 0.73 78%

Palate 0.05 0.74 78%

CONS

Aroma 0.18 0.62 56%

Price 0.01 0.50 22%

Taste 0.54 0.70 22%

: : : :

Fig. 2. An example of an explanation structure for a BeerAdvocate beer showing pros
and cons that matter to the user along with associated sentiment, and better/worse
than scores.

The so-called better and worse scores in Fig. 2 reflect how the sentiment of
these pros and cons compare to the same features in other items that have been
selected for recommendation; see Eqs. 5 and 6. For instance, the appearance
of this beer has been more positively reviewed than 89% of the other recom-
mendations but the aroma has been reviewed more negatively than 56% other
recommendations.

better(fj , ii, I ′) =

∑
ha∈I′ 1[s(fj , ii) > s(fj , ha)]

|I ′| (5)

worse(fj , ii, I ′) =

∑
ha∈I′ 1[s(fj , ii) ≤ s(fj , ha)]

|I ′| (6)
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Generally speaking, not every pro or con in an explanation will make for a
compelling reason to choose or reject the item in question and, in practice, expla-
nations will be filtered to exclude pros/cons with better/worse scores that are
less than 50%. In other words, the remaining pros/cons will all be better/worse
than a majority of recommendations.

Fig. 3. An example explanation for a BeerAdvocate beer showing pros and cons that
matter to the target user along with sentiment indicators (horizontal bars) and infor-
mation about how this item fares with respect to alternatives.

The resulting explanation structures are then used as the basis for the expla-
nation that is presented to the user. An example, based on the explanation
structure shown in Fig. 2, is depicted in Fig. 3 within the standard BeerAdvo-
cate interface.

4.2 Explanation-Based Ranking

The earlier work of [27] proposed a way to estimate the strength of an explanation
based on the difference between the better scores of pros and the worse scores
of cons; see Eq. 7. They went on to show that this strength metric could then be
used to rank recommendations so that items associated with stronger or more
compelling explanations would be ranked ahead of items that have weaker, less
compelling explanations, in which cons dominate pros.

Strength(uT , ii, I
′) =

∑

f∈Pros(uT ,ii,I′)

better(f, ii, I
′) −

∑

f∈Cons(uT ,ii,I′)

worse(f, ii, I
′) (7)

A key benefit of this approach is that it ties together the recommendation and
explanation process. It means that the explanations shown to the user provide
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a more genuine account of why a particular product was suggested because the
strength of the explanation was responsible for the ranking. This is in contrast to
more conventional approaches to recommendation and explanation in which the
recommendation and explanation process are largely independent, with expla-
nations providing a justification for a recommendation that may have little to
do with how and why it was actually suggested.

An important limitation of this approach is that the strength metric we are
using gives equal weight to pros and cons. The central question in this work
is whether this is appropriate, or whether pros and cons should be weighted
differently to improve recommendation performance. Furthermore, might such
weighting decisions depend on the properties of a particular recommendation
domain? To test this, we evaluated a simple weighted form of this strength
metric as shown in Eq. 8. Now the relative importance of pros and cons in the
calculation of explanation strength can be adjusted by changing α. When α = 0.5
we have the uniform strength metric used by [27] but for values of α greater than
0.5 or less than 0.5 we can emphasise pros or cons, respectively. By changing α
in this way we can test its effect on recommendation performance to evaluate
the relative importance of pros and cons in different domains.

Strength(uT , ii, I
′) =

∑

f∈Pros(uT ,ii,I′)

αbetter(f, ii, I
′) −

∑

f∈Cons(uT ,ii,I′)

(1 − α)worse(f, ii, I
′) (8)

5 Evaluation

The primary objective of this evaluation is to evaluate: (a) the performance
benefits of explanation-based ranking across different domains; (b) whether the
relative importance of pros and cons matters in explanation-based ranking and
if it does, whether it varies across domains; and (c) if the relative importance of
pros and cons varies from domain to domain then why?

5.1 Datasets

In this evaluation we use three real-world datasets: (1) beer reviews from Beer-
Advocate (BA) [39]; (2) restaurant reviews from Yelp (YP); and (3) hotel
reviews TripAdvisor (TA). The TA dataset was collected during the period
June to August 2013, whereas the YP dataset was provided as the basis for
the Yelp dataset challenge2, and the BA dataset was provided by BeerAdvocate
on request.

Summary details of these datasets are presented in Table 1. All 3 domains
involve thousands of items and users and tens of thousands of reviews. TA has
many reviews per item but fewer reviews per user, whereas BA has lots of reviews
per user but fewer reviews per item, and YP has few reviews per user or item.

2 www.yelp.com/dataset challenge.

www.yelp.com/dataset_challenge
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TA reviews and items tend to be longer and feature rich – the average TA item
contains 19 features – whereas the BA and YP items have only 6 and 8 features
per item, respectively.

Table 1. Summary descriptions of the three datasets used in this evaluation.

Average reviews

Dataset Reviews Items Users Items Users # Features

BeerAdvocate (BA) 131,418 17,856 5,710 8 ± 21.6 23 ± 83.6 6

TripAdvisor (TA) 43,528 1,982 10,000 22 ± 24.1 4 ± 1.93 19

Yelp (YP) 23,109 8,048 10,000 3 ± 3.9 2.3 ± 4.1 8

5.2 Methodology

We use a standard leave-one-out evaluation using user profiles as a source of user-
item test-pairs, (uT , iR), for all reviewed items in uT ’s profile. For each (uT , iR)
pair, our datasets also contain the 10 best recommendations (i1, ..., i10) suggested
alongside iR by TA, BA, or YP. These items serve as recommendations with a
given iR as a test query. We will use explanation-based ranking to re-rank these
recommendations based on the strength of their corresponding explanations,
varying α to test the relative importance of pros and cons in each domain. Each
of these recommended items has an overall rating score, which is currently used
by TA, BA, and YP for ranking and we will use these ratings-based rankings as
our ideal, ground-truth for the purpose of this evaluation.

Our main objective is to compare the quality of the default, unweighted
explanation-based ranking (α = 0.5), to the rankings produced for different
values of α in order to emphasise pros or cons as discussed. In addition, we will
implement a further baseline in order to evaluate the performance of explanation-
based ranking more generally across the 3 test domains; this will be the first time
that explanation-based ranking has been evaluated outside of the TA domain.
This additional baseline uses cosine similarity between the features in the query
item and those in a recommendation candidate with the importance scores of
features (Eq. 2) as feature values.

5.3 Explanation-Based vs. Similarity-Based Ranking

To evaluate ranking quality we compare the rankings produced for each test
query, iR, using explanation-based and similarity-based approaches, to the ideal
rating-based rankings used by TA, BA, and YP. We use the normalised, dis-
counted cumulative gain nDCG, for the test rankings at each rank position, k,
as our evaluation metric and the results are presented in Fig. 4(a–c).

In each of the test domains, we can see that explanation-based ranking out-
performs similarity-based ranking for all values of k. For TA and YP domains,
this performance improvement is especially significant. For example, for Yelp at
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Fig. 4. The nDCG results at different rank positions (k) for explanation-based and
similarity-based ranking for YP, TA and BA (a–c). In (d) the relative nDCG∗ for YP,
TA and BA at different levels of α. The relative nDCG∗

3 measures the relative change
in nDCG for a given α compared to the nDCG for alpha = 0.5, at k = 3.

k = 3 the nDCG of the default explanation-based ranking (α = 0.5) is approx-
imately 0.84, compared to 0.73 for similarity-based ranking. In other words,
the nDCG for explanation-based ranking at k = 3 is over 15% better than a
similarity-based ranking; the corresponding improvement for TA is over 11% at
k = 3, but only about 3% for BA. Thus, explanation-based ranking produces
rankings that are closer to the ideal, ratings-based ranking.

5.4 On the Importance of pros and cons

In Fig. 4(a–c) we can also see the effect of changing α; for reasons of clarity we
only show results for α = 0, 0.5, and 1. Interestingly, each test domain responds
differently to changes in α. For example, the largest response is evident in TA
(Fig. 4(b)) in which the lowest nDCG values are obtained for α = 0, where
pros have no impact on explanation ranking since only the cons participate in



236 K. Muhammad et al.

the strength calculations at this α value. As α increases, so the nDCG results
improve with the best nDCG available for α = 1. In other words, in TA, exclud-
ing cons from the explanation-based ranking produces better rankings compared
to when cons are included; hence pros are the important features when it comes
to explanation-based rankings in the TA domain.

The opposite is true for BA; see Fig. 4(c). This time, increasing α degrades
the ranking quality, although the changes are much smaller in magnitude when
compared to TA. For example, for BA, α = 0 (only cons are used to rank
explanations) produces the best nDCG values, and as we increase α, to shift
the emphasis from cons to pros, ranking quality gradually degrades. In other
words, for BA the cons are more important. Finally, we see another pattern for
YP in Fig. 4(a). Now changing α has very little systematic effect on nDCG at
all because pros and cons both matter in Yelp’s restaurant reviews.

To get a better sense of what is happening here, Fig. 4(d) presents a set of
relative nDCG values for k = 3 across different values of α. Here, the y-axis
measures the relative change in the nDCG value at k = 3 (top-3 recommenda-
tions) as a fraction of the nDCG value at k = 5 for the default explanation-based
ranking (corresponding to α = 0.5). The results are similar for other values of k.
As above, in TA (Fig. 4(b)), when α increases so too does the relative nDCG∗,
reaching a maximum at α = 1, indicating that the rankings improve as pros
become more dominant. We see the opposite for BA (Fig. 4(c)), with relative
nDCG falling as α increases. And for YP (Fig. 4(a)), relative nDCG grows ini-
tially as α is increased, reaching a maximum at α = 0.19, before falling as α
continues to increase. Although the differences are small in YP, the fact that
relative nDCG reaches a maximum at α = 0.19, suggests that cons are more
important than pros in YP.

5.5 On the Structure of Explanations

So far we have shown how explanation-based rankings are closer to the ideal rank-
ings than the similarity-based rankings in all 3 test domains. Further, adjusting
the relative importance of pros and cons in these explanation rankings can have
an additional effect on overall ranking quality, but the nature and scale of this
effect is domain dependent; some domains benefit from a greater emphasis on
pros, others on cons, and yet others benefit from a more equitable weighting
between pros and cons. What is it about a domain that makes pros or cons
more or less important?

To begin to shed light on an answer to this question we will look at the
distribution of pros and cons, and their better and worse scores, across recom-
mendation sessions. For example, Fig. 5(a–c) shows the average number of pros
and cons (and their average better/worse scores) for the explanations that are
associated with recommendations at each rank position for the 3 test domains.
As we should expect, in each domain, recommendations at the top of the rank-
ings tend to be associated with explanations that are composed of more pros
than cons, whereas the lower ranked recommendations come with explanations
that are more dominated by cons.



On the Pros and Cons of Explanation-Based Ranking 237

Fig. 5. The number of pros and cons and average better/worse scores for the explana-
tions associated with recommendations at different rank positions, for YP, TA, and BA.

Now we can start to get a sense of some of the differences between the 3
domains in terms of the relative importance of these pros and cons. For instance,
TA stands out because of the number of pros and their relative strength (better
scores) across k; see Fig. 5(a). Even at the bottom of the ranking, TA explana-
tions continue to have pros present in their explanations, indeed they have as
many, if not more, pros than cons. And while the better scores of these pros
does decrease as k increases, even at the bottom of the ranking the better scores
remain relatively high (≈50%). Thus, in TripAdvisor item-cases tend to have
many more pros than cons, but also these cases tend to appear in recommen-
dation sets where pros tend to be better reviewed than most of the other rec-
ommendations in the set (they have high better scores). And while cons feature
more frequently in lower-ranked items they never really dominate over pros. In
this case, pros provide a stronger ranking signal than cons.

Contrast this with the nature of explanations in the BA rankings; see
Fig. 5(c). Now cons are seen to play a more dominant role. They are frequent
across the ranks k, even appearing in explanations at the top of the rankings.
Indeed, cons start to dominate as early in the ranking as k = 3, and their worse
scores are extremely high (>80%) throughout the ranking range. Pros quickly
become far less frequent in the BA rankings, and their better scores reduce
steadily for increasing k. Thus in BeerAdvocate, cons play a much more signif-
icant role. Even high-ranking recommendations come with the ‘health warning’
of many strong cons, and as a result, cons provide a stronger ranking signal than
pros.

We can get another sense of this from Fig. 6, which shows the better/worse
scores for two typical features from each domain, based on rank position. For
instance the room service feature in TA is almost always positively reviewed,
regardless of rank, and rarely negative reviewed and represents an extreme exam-
ple of a dominant pro. Features like this simply don’t exist in BA or YP. In
contrast, in BA price is a feature that is usually a con, even in top-ranking
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item cases; dominant cons such as this are absent from TA and YP. The other
features shown serve as examples of features that are present as both pros and
cons, depending on rank, but even for these features, pros become cons lower
in the ranking for TA – e.g. free parking becomes a con more often than a pro
around k = 7 – than for BA, where for e.g. taste switches from a con to a pro
around k = 5.

Fig. 6. Example, features from TA, YP, and BA and how their better and worse scores
vary by rank position.

To sum up, TA and BA appear to represent two extremes on the continuum
of explanation-based ranking, the former’s explanations dominated by strong
pros, the latter by strong cons. Yelp’s explanations occupy a middle-ground.
Strong pros dominate the high-ranking explanations and strong cons dominate
the tail of the recommendation lists, but pros and cons compete on an equal
footing within the middle of the rankings and both are required to produce a
strong ranking signal.

6 Conclusions

We set out to demonstrate the efficacy of explanation-based ranking across mul-
tiple domains, and the above results show how this approach to recommenda-
tion ranking produces rankings that are closer to the ideal – in this case the
ratings-based ranking used by TA, YP, and BA – than a conventional similarity-
based approach. This means that our approach to explanation not only generates
rich and meaningful explanations, but these explanations provide an authentic
insight into the reasoning behind a set of suggestions because the recommen-
dations themselves have been used to create the ranking. This intimate connec-
tion between explanation and recommendation is particularly advantageous from
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an explainable AI perspective and meets the authenticity test that is typically
absent from other ad-hoc approaches to recommendations. The temptation, all
too often, is to ‘fake it’ when it comes to explanations, at least in the sense that
they rarely convey the genuine reasons for a decision or recommendation; this
will inevitably erode trust between users and systems.

A key question for this paper was whether pros or cons are more or less
important in different domains. By manipulating the relative weighting of pros
and cons, during explanation-based ranking, we were able to show this in action.
In TripAdvisor, pros played a dominant role and emphasising pros over cons
resulted in even better recommendation rankings. The reverse was true in Beer-
Advocate, emphasising pros had a deleterious effect on ranking quality, but
emphasising cons boosted ranking quality. While the size of these effects was
modest they nonetheless provided a way to further improve the ranking qual-
ity of explanation-based ranking at least in such pro-dominant or con-dominant
domains. Improved rankings could not be demonstrated for Yelp, however, and
manipulating the relative importance of pros or cons made little meaningful
difference in ranking quality.

An interesting consideration here is that, while this suggests a way to further
fine-tune explanation-based ranking, by identifying a setting for α that optimises
ranking quality, the implications for the explanations that are presented to the
end-user remain unclear and remain as a matter for future work. For example,
given that the best rankings for TA arose from α = 1, effectively eliminating
cons and their worse scores from the ranking signal, does this mean that cons
should not be presented to the end user in the final explanation? Likewise, should
pros be dropped from explanations in BA? This is certainly a logical conclusion,
particularly if we wish to maintain explanation authenticity, even though it feels
unnatural to eliminate pros or cons in their entirety. It suggests a more fine-
grained analysis of pros and cons is required in order to better understand
whether the observed effects are limited to certain features of item cases in
particular recommendation contexts.
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Belén Pérez-Lancho, and Juan Manuel Corchado

BISITE Research Group, University of Salamanca,
Calle Espejo, S/N, 37007 Salamanca, Spain

maria90@usal.es

Abstract. The automatic generation of music is an emergent field of
research that has attracted a wide number of investigators. Many systems
allow a collaboration between human and machine to generate valuable
music. Among the different approaches developed in the state of the art,
the present research is focused on an intelligent system that generates
melodies through a mechanical device guided by the user. The system is
able to learn from previous compositions created by the users to improve
future results. A Case-Based Reasoning architecture was developed with
a Markov model to obtain the probabilities of a given note following the
last note incorporated in the melody. This probability also depends on
the mechanical device connected to the system that can be used at any
moment to control the pitches and the duration of the musical notes.
As a result of the collaboration between machine and user, we obtain
a melody that will be rated and, according to the rating, incorporated
into the memory of the system for future use. Several experiments were
developed to analyze the quality of the system and the melodies created.
The results of the experiments reveal that the proposed system is able
to generate music adapted and controlled by the users.

Keywords: Case-based reasoning · Music generation · Markov models

1 Introduction

The different computational advances in the field of Artificial Intelligence that
have occurred during the last years have attracted the attention of researchers
from multiple backgrounds and motivations, thus creating innovative fields that
unite seemingly disparate concepts such as Artificial Intelligence and Art. It is
from these two disciplines that the area of Artificial Creativity was born, which can
be loosely defined as the partial or completely automated computational analysis
or synthesis of works of art [6]. Given the particular nature of this field of research,
which brings together two sectors with very different (sometimes even opposing)
methods and objectives, the state of the art is very diverse and difficult to com-
pare. In the area of music generation, there are some interesting proposals about
music generation and bio-inspired algorithms [20,21] or Markov Models [17,18].
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Among the works in music generation, some emerging devices have been
developed to allow different users to control artistic creation with a certain level
of abstraction. This is the case, for example, of MotionComposer [3], a research
in which a device is used to compose music from the movement of people with
disabilities. [2] propose a new interface to generate music by using touchscreens.
The Hand Composer [14] is a novel and interactive framework that enables
musicians to generate/compose through hand motion and gestures.

Additionally, some research works have analyzed the user-guided generation
to learn from it. Flow Machines [18] is a project that proposes new ways to
create music collaborating with human musicians, which can lead the creative
process. VirtualBand [15] generates jazz compositions following the performance
of a melodic instrument in real time. GimmeDaBlues [7] automatically generates
the bass and drums parts while the user plays keyboard and/or solo instruments,
responding to the user’s activity.

This work proposes an intelligent system to generate melodies based on user
guidelines and previous melodies generated. The system can be adapted to vari-
ous musical styles and to different users, based on their preferences. Additionally,
the user can guide the generation of melodies by moving a connected mechanical
device. The selection of the sequence of notes is stored according to the user’s
satisfaction and retrieved in a future execution to improve the user experience.

Some works have proposed the integration of a Case Based Reasoning (CBR)
architecture. Of special interest is the one developed by [9], which proposed a
CBR to transform the tempo of a musical composition. The successful results
of this paper encouraged us to integrate a CBR into our system to learn from
previous melodies generated by the user. The CBR architecture automatically
retrieves files encoded in MIDI [12] which follow different styles, such as classical
or jazz music and are stored in a memory of the previous melodies. It then
trains a Markov Model, which is a statistical tool that allows generating music
influenced by diverse styles in order to extract the most likely sequence of notes.
These probabilities are also influenced by the users’ preferences expressed with
the movements of the mechanical device incorporated in the system. Once the
melody is generated, the user can rate the final result and the score given is then
applied as feedback for the system to improve future results. The work done
in [9] work also presents a CBR architecture, but for a different motivation in
which a mechanical device is not involved.

This article details the entire research process carried out. The next section
introduces some recent research related to music and learning. Section 3 describes
the overall methodology followed. Section 4 details the experiments and provides
a preliminary discussion of the results. Finally, Sect. 5 collects the main conclu-
sions and suggests some possible future studies.

2 Related Work

Music composition traditionally performs a number of tasks such as defin-
ing melody and rhythm or harmonization to generate a worthy artistic work.
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Today, all these tasks can be partially automated by computers [8]. In the case
of relatively small degrees of automation, specific programming languages and
graphical tools have emerged to assist the composer by automating specific tasks,
or by providing a basis upon which to be inspired, such as the Csound language
developed by MIT researchers [5] or the visual language MAX/MSP [19]. The
project ReacTable [11] explores the possibility of generating live music compos-
ing in real time using a table and certain pieces as interface.

In terms of algorithmic composition with higher degrees of automation, many
different works with different methodologies are proposed. It is worth mentioning
the NIME (New Interfaces for Musical Expression) conference which, despite
being a broad spectrum event, brings together a large amount of research in this
sector. Closer to the present line of this study could be the research presented in
[13] in which 3 melodies are generated simultaneously, controlled by 2 hamsters
each. However, unlike the proposed methodology, the work cited is based on
predefined rules and is not trained with a set of data. The Continuator [16]
composes music from a brief introduction that the musician makes with a musical
instrument to provide some guidelines. Conchord [4] harmonizes a melody in
real-time, following the user indications through a keyboard.

It is also worth mentioning Pachet, who has worked intensively on the auto-
matic generation of melodies and in 2011 published a study on the possibility of
adapting a Markov model to certain predefined constraints [17]. Given these cir-
cumstances, a simple and innovative approach was sought based on a previously
used model for the automatic generation of melodies: the Markov models.

3 The CBR Architecture

Any entity built with a CBR architecture follows the four stages of the CBR
cycle, namely, Retrieve, Reuse, Review and Retain [1]. In our case, the system is
encoded to plan actions according to the information retrieved from the context.
The system is provided with a memory to store different solutions or melodies
according to past experiences. Initially, the user should enter any credentials so
that the system can load the corresponding profile with the past experiences
the user might have had. The user can then select the type of composition to
make, according to the style (jazz, classical, pop), composer (Bach, Mozart,
etc.) and optional tonality, meaning major or minor tonality. The system then
selects the melodies or solutions previously generated (Retrieval Step) to train a
Markov Model with these solutions (Reuse Stage). If the system memory does not
have enough solutions to train the Markov Model, it searches for some external
files that satisfy the user preferences and add them to the training set. The
probabilities extracted with the Markov Model with regard to musical pitch and
duration can be controlled partially by the user through the mechanical device.
The whole adaptation process produces a final melody that should be evaluated
in terms of musical quality and user satisfaction (Review Stage). Finally, the
system stores the case if it is deemed useful based on the user’s ratings. Figure 1
illustrates the main process.
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Fig. 1. Schema with the CBR process. The case represents a formalization of a melody
with the initial requirements submitted by the user, and the final review obtained.

The entire process is based on the concept of case, which can be defined as a
3-tuple C = <P,S,R>. P is the problem domain that represents the information
of the composition we want to create, which includes the style, the tonality and
the author, all encoded as labels. S is a set of notes that form the melody,
formalized as a tuple <N,D> where N is the musical note considered and D
corresponds to its duration. Finally, R represents the subjective rating of the
user about the musical melody obtained. R is calculated by collecting the user
opinion after the melody is constructed.

The proposal is divided into several stages which go from the extraction
of the data to the final analysis to the results. The scheme of Fig. 1 gives a
general idea of the different stages that are carried out for the generation of
the melody directed by the device. Initially, the user submits a description of
the case, which consists of formal parameters, to generate the melody. These
parameters or labels are related to the musical style, composer and tonality. The
system then retrieves a list of cases (previous melodies composed) with similar
labels in its memory. If the system cannot find any case or the list is not wide
enough, an external module is implemented to search for new cases in the web
that comply with the initial requirements (style, author and tonality). With these
new cases, a statistical model based on Markov models is trained to calculate the
probability of a note being selected depending on the previous notes that appear
in the melody. This training can take a few seconds. Once the Markov model
is ready, the system starts composing a new melody following two constraints:
the probabilities calculated by the statistical model and the indications of the
user through the mechanical device connected. The indications of the device are
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received and processed in real time, so that the user does not have to wait for
any delay along the composition process. The user decides when the melody
is completed, and should rate the result according to the degree of satisfaction
with the final melody obtained. Following the user recommendation, the system
decides whether the melody is good enough to be stored in the memory for
future use.

Before detailing the CBR cycle, some essential information related to the
device is included in Sect. 3.1. The first step is to obtain and process the input
data detailed in Sect. 3.2. The process of generating the melody from the Markov
model and the position of the device is discussed in Sect. 3.3. Finally, Sects. 3.4
and 3.5 explain the process of feedback of the results.

3.1 The Device

The joystick-type device shown in Fig. 2 was used in this study. Prior to pre-
senting the details of the algorithm for generating melodies and control, an
explanation of the device will be provided.

Fig. 2. Illustration of the mechanical device.

The main researcher behind this device is Professor Wataru Hashimoto of the
ILO (Osaka Institute of Technology). Technically, the device consists of 2 motors
anchored to an aluminum frame and interconnected forming a pantograph with
2 degrees of freedom. One of the advantages of this configuration is that the
motors can exert a force of feedback that can be useful for the user in diverse
applications.

This device consists of an articulated arm with 4 rigid segments and 3 joints,
connected at both ends to two motors anchored in an aluminum frame. He
user can manipulate the position of the central articulation to place it in any
interior point (px, py) of the rectangle that delimits the frame. The arm translates
the position of that point at the angles (θ1, θ2) of the motors, according to
the trigonometric relationships drawn from the diagram in Fig. 3. These values
encoded by the motors are sent to the main system through a transducer card.
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Fig. 3. Representation of the coordinates and angles existing in the device.

One of the advantages of using this device instead of a simple machine such
as a mouse or a keyboard is that the motors can exert a force of feedback that
can be useful for a future study in which the machine could assist the users in
their movements, creating a resistance force.

3.2 Searching for Previous Solutions (Retrieve Stage)

Since the goal is to generate and control a melody by varying both pitch and
rhythm, input data representing these two characteristics are required. Cur-
rently, there is no standard format that only deals with these two variables
which makes it necessary to extract data from other types of files. The decision
was made to use MIDI files (Musical Instrument Digital Interface, [12]) due to
its availability throughout the Net, and its structure, which allows easy access
to notes and durations. The files do not contain the sounds. Instead they include
instructions that permit the reconstruction of the song by using a sequencer and
a synthesizer that work with the MIDI specifications. Thus, the files are quite
light files since they allow encoding a complete song in a few hundred lines.

In the retrieval stage, all the previous cases, meaning 3-tuples C = <P,S,R>
stored from previous experiences, are grabbed and the P component is compared
with the input description. This P = <L, T> is a list of labels Li with the style
and author features and/or the main tonality of the composition T , which can
be optional. The system searches for those solutions that are associated with
such labels and composed in the same tonality (major or minor). The solutions
are presented in MIDI files, from which the data will be extracted for the reuse
stage.

In some circumstances, a low number of solutions could be retrieved. This
might happen at initial stages of the system, when the user requires new com-
positions according to new musical styles or when new users are running the
system. For such cases, a large amount of external files should be collected from
different sources. To do so, a simple crawler was developed, allowing the user to
download all MIDI files that meet certain conditions according to the labels Li.
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Details on the operation and implementation of the crawler are not included in
this article as it is not directly related to the research covered in this document.
The crawler can retrieve different MIDI files from the websites that are available
in the Net. The result will be a database with files sorted by labels.

It is important to note that the music retrieved includes those files whose
labels coincide with the labels that the user selected. However, we could improve
this methodology in the future, trying to use a similarity measure based on
Natural Language Processing (NLP) to retrieve songs with similar descriptions.
In fact, those similarity scores could be used to adapt the probabilities in the
Markov model.

Once the MIDI files are available, the next step is to extract the necessary
information for the project: notes or pitches Ni and their duration Di. Accord-
ing to MIDI specifications [12], each MIDI file represents a sequence (usually
corresponding to a song or composition), which in turn consists of one or more
tracks. These tracks are characterized by a sequence of MIDI events, mean-
ing MIDI messages associated with a particular time. The different tracks of
the sequences are played simultaneously, so generally each track is used for one
instrument. Given these MIDI format specifications, only a few steps are needed
to extract the required data. First, the MIDI files are iterated to obtain the
corresponding sequence. Then, they are iterated along the tracks, and search is
made for different events for each track. As both the notes and their durations
are needed for the present work, we are interested in events of type NOTE ON
and NOTE OFF [10]. As the name implies, these events are used to determine
the start and end of a particular note, specified in the first byte of the MIDI
message. The second byte of the message indicates the strength of the note
(called “speed” in MIDI messages). This byte is ignored in this project except
in the case of a message of type NOTE ON with speed 0, which is the equiva-
lent of a Message type NOTE OFF [10]. It also takes into account events of type
PROGRAM CHANGE, which indicate a change of instrument. It could be inter-
esting for a future analysis, to group the melodies according to the instrument
for which the user wants to compose.

Once the melodies are extracted from the MIDI files, they are used as the
training set for the Markov Model. The next section details the process to obtain
the new melody that the user has to validate.

3.3 Generating the New Melody (Reuse Stage)

For the intelligent and controlled generation of melodies, a hybrid approach is
proposed in which the algorithm that generates the melody takes into account
both the Markov model and the position of the device. Figure 4 below summa-
rizes the different steps related to the control algorithm and the generation of
melodies detailed throughout this subsection.

The first step in this stage is to obtain a model that represents the data
obtained and serves for the generation of melodies. Markov models are a widely
used tool for modeling the temporal properties of various phenomena, from the
structure of a text to economic fluctuations. Since these models are relatively
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Fig. 4. Schema with the adaptation process to generate a new melody.

easy to generate, they are also used for content generation applications, such
as text or music generation. Thus, this type of model was chosen for the study,
although its results are adapted to the interactive control of the device. Briefly, a
Markov Model represents a special type of stochastic process in which the prob-
ability of an event occurring (in this case a note or silence with a given duration)
depends only on the n previous events. This feature of “limited memory” is what
is known as Markov property. In our case, n was empirically set to 4.

For the purposes of this work, and with specific regard to the control device
to express the duration and the pitch of the notes in the melody, the training
set is compressed in three octaves. For this process, an algorithm was developed
to determine which the three consecutive octaves regroup the largest number
of notes of the input data and will be considered the reference octaves for the
corresponding data. The notes below this reference are moved to the lower ref-
erence octave, and those above the upper reference octave are also moved to the
upper octave. This allows all notes to be placed within the reference octaves.

Additionally, the durations are normalized to 8 possible durations: sixteenth
note, eighth note, eighth note with dot, black, dotted black, white, dotted white
and round (a dot is equivalent to multiplying the length of the note by 1.5). In
this way the 8 possible durations expressed in the sixteenth notes are 1, 2, 3, 4,
6, 8, 12 and 16. The Markov model is then constructed through a simple train-
ing process. It is iterated between all the sequences of notes with the duration
extracted for the selected group of instruments, constantly updating the state
of the Markov model as it is iterating the algorithm and progressively adding
each transition to its corresponding state. Once the loop is finished, it is iterated
again from the beginning of the data to ensure the stability of the Markov model
(i.e., there is at least one transition for each state), but this time the sequence
of the final note is considered a state.

Although the Markov model determines the possible transitions for each state
and the initial probabilities of each one of them, the selection of the notes are
always influenced by the position of the mechanical device. Thus, the probabil-
ities of each note being selected as the next note in the melody are adjusted
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according to the control that the user can execute through the device. After
this step, the probabilities of the remaining transitions are treated as a statis-
tical distribution and the output note is calculated by generating a “random”
observation based on this distribution. After the generation of each note, visual
feedback is given to the user.

In order to control the melody generation, the position of the device must
be translated into a note and a duration. The device works with a space of
2 dimensions (X and Y axes), which are used to control the pitches and their
respective durations in the melody. The Y axis was set to indicate the reference
note (higher or lower pitches), since we intuitively associate “climbing” with
higher notes and “lowering” with lower notes. Likewise, the X axis indicates
a reference duration. In order for all reference points to be accessible through
the use of the device, the coordinate space of the device has to be reduced by
transforming it into a rectangular space. Once the coordinates to be used are
delimited, and for a greater generalization of the control algorithm, both axes are
given minimum and maximum values. On the X axis, 1 represents the shortest
note (sixteenth note) and 16 represents the longest note (round). On the Y
axis, 0 represents silence; 3 reference octaves are represented, from the lowest to
the highest. These delimitations of the space of reference facilitate the training
process of the model.

Another feature added is the possibility of shortening notes that are con-
sidered too long from the users’s point of view. The logic behind this is very
simple: if a long note has been generated and the device is shifted to the left on
the X-axis (towards 0, that is to shorter notes), the current note is “cut” and
the duration of the next one is calculated.

It is important to note that the user can partially control the melody. That
means that the position the user moves the device does not correspond to a
particular pitch, but to a “reference” note or setpoint and duration tr. Therefore,
it is possible that the same position can give different notes (although similar en
duration and pitch) at different moments, according to the Markov Model that
limits which notes are eligible for the melody.

Consequently, after translating the position of the device into a note and a
reference duration, we aim to modify the probabilities of the different possible
transitions of the Markov model according to these values, where a transition
means a new note added to the melody. This modification is made in two com-
plementary ways: on the one hand, the probability of the transitions closest to
the reference value tr is increased, and on the other, all transitions that are too
far from this value are avoided.

The probability of the transitions close to the control is increased as a func-
tion of the parameter k, which determines the weight of the reference when cal-
culating the probability of each transition ti according to the following formula:

P (t) = k · PD(ti, tr) + (1 − k) ∗ PM (ti) (1)

where PD(t) means the probability of the transition following the device, and
PM (t) represents the probability of a transition following the Markov model.
k is empirically set to 0.55.



A User Controlled System for the Generation of Melodies Applying Case 251

To begin, we selected the most probable transitions ti that the Markov Model
provided. PD(t) is then calculated as a function of the distance between each
transition ti and the reference transition tr. As each transition is characterized by
a note and a duration, there are two distances for each transition ti: the distance
of the note and the distance of the duration. The probability has been defined as
the inverse of the normalized Euclidean distance between the reference pitch and
the pitch dp, and the reference duration and the duration of the transition dd.

PD(ti, tr) =
{

1 − ||dp(ti, tr) + dd(ti, tr)|| : dd < ddmax, dp < dpmax

0 : otherwise
(2)

Equation 2 shows that the probability of a transition ti to be selected is
inversely proportional to the distance between ti and the reference transition tr.
The distance dp is calculated applying the Euclidean distance of the coordinate
x of tr and the x-coordinate that would correspond to the transition ti when
represented in the space of the mechanical device. The distance dd also represents
the Euclidean distance of the x coordinate of tr and ti.

It is also possible that the Markov Models might provide some transitions
that must be discarded because they are too far from the reference transition
tr. This limitation of the output range is made by two adjustable parameters
that determine the maximum distance of the notes MAXDP and the duration
of the output transitions with respect to the reference values MAXDD. When
the duration or the pitch distance between ti and tr are above these thresholds,
the probability PD is automatically set to 0, to avoid transitions too far from
the device control. MAXDD and MAXDP values are adjustable, and for the
purposes of our work have been empirically set to 4.3 and 6.2, respectively.

In some situations, the system cannot find any transition that is within the
control range (i.e. all possible transitions are too far from the control point).
For such cases, the transition of the Markov model with the minimum distance
between ti and the tr is selected as the next note in the melody. The next
transition is then calculated by applying the probabilities of the Markov model
and the position of the device.

The process finishes when the user decides to do so. This set of notes is then
re-played for the user evaluation which is fully explained in the next section.

3.4 Validating the Final Melody (Review Stage)

The melody obtained from the machine and the user collaboration needs to be
evaluated in order to measure the usefulness of the creation for the present user.
Such evaluations can be done by following multiple automatic methods. However,
in our proposal both the nature of the results, a creative product that depends
entirely on user performance, and the validation through the opinion of the user
are essential. However, it is important to note that such musical evaluations
always depend on personal preferences, mood, musical training or social culture.
A melody valid for one user may not be pleasant for another. Therefore, the
profiles are created so that the machine can adapt to the preferences of different
users.
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The musical result is presented to the user, who can play the melody sev-
eral times. They are asked for their degree of satisfaction with the final result,
meaning the degree to which the melody has been adapted to their requirements
manifested with the mechanical device. A categorical scale is set from 0 to 10,
where 0 means totally unsatisfied and 10 means totally satisfied with the result.
The rate is then used to decide whether the melody should be stored in the
memory for a future use.

3.5 Storing a New Case (Retain Stage)

All the melodies generated have assigned a global rate. The system should decide
whether the case is stored for a future use. To do so, it dynamically establishes
a threshold which depends on the previously stored cases. If we are storing cases
with low values, a case with a global score of 6 can be very useful. On the
contrary, for cases with high ratings, a case evaluated as 6 are not so interesting.
Thus, the threshold is established by calculating the mean for all the global
rates for the compositions when there are more than 10 songs stored. Initially,
the threshold will be established in 4 when there are not enough data stored in
the memory.

4 Results and Discussion

The evaluation for this system is twofold. To begin, we aim to demonstrate
that the system can be adapted to the preferences of multiple users as they
are running the system. To do so, we show the evolution of the overall rates of
the different melodies when the number of executions are gradually increasing,
and compare it with the same system but without the CBR architecture imple-
mented. Secondly, we aim to determine the usefulness of the system to generate
melodies adapted to users preferences. Therefore, we prepared a poll that collects
the overall opinion of the people who have used the system.

The system was performed as an application installed in a PC, and con-
nected to the mechanical device. Initially, the user can register in the system.
Once they have logged in, they can select if they want to generate a melody
based on a general musical style or a specific author. For this preliminary test,
they can choose among “barroque”, “classical”, “romanticism”, “jazz” and “pop-
rock” styles. They also can select a specific composer among “Vivaldi”, “Bach”,
“Haydn”, “Mozart”, “Beethoven”, “Schubert”, “Albéniz”, “Louis Armstrong”
and “The Beatles”. In a future study we plan to extend the list to include dif-
ferent composers and styles, slightly modifying the crawler to collect any kind
of music and classify the files. As an option, for each composer or style chosen,
they can also select the preferred tonality to generate the melody.

The system then starts to create music. The user can guide this melody
generation by moving the mechanical device ahead if they want a faster melody,
backwards if they are looking for a slower composition, up for higher pitches
or down for lower pitches. Each transition is registered in the system to modify
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the direction of the melody, and all the movements are reflected in the screen in
real time (Fig. 5). Users can finish the melody whenever they want, clicking the
“Stop” button of the application. At this moment, the system shows a screen
with the melody line to re-play or download the MIDI file. In the same screen, a
brief question is also presented to ask users whether they are satisfied with the
melody composed. Once the user has answered the question, he or she can start
the process again for a new melody.

Fig. 5. Captures the screen while the user is composing a melodic line

For all the results, a total of 21 users were selected to create their profile
and test the system during 16 days. About 100 melodies per user were generated
with the system, applying our CBR architecture to learn the preferences of the
users. We began by analyzing whether in general, the melodies generated in
the final days were better evaluated than those melodies created in the initial
stages of the test. Although the users are able to improve their skills in using
the mechanical device, as it is quite easy to use accurately, we assume the main
reason for improvement in the evaluation score is that the system is adapted to
individual user preferences, and better trained according to the previous melodies
generated. To demonstrate this hypothesis, we calculated the mean for all the
evaluations given every 5 iterations of the system.

Additionally, we made a comparative study between the results obtained
from the system with and without the CBR architecture to check if the system
is adapted to user preferences. In this case, the users also compose melodies, but
their feedback is not considered for future use, the new melodies are only based
on the training set that the crawler provides. We also calculated the mean for
all the evaluations for every 5 iterations of the system, and plotted them in the
same graph. Figure 6 shows the final results.

The horizontal axis of the plot represents the number of melodies (iterations)
generated before collecting the evaluation, while the vertical axis represents the
global rate that the melodies have obtained. The graph in blue, which represents
the system with CBR architecture, shows a general increase as the number of
iterations are rising. This tendency demonstrates that the system is able to learn
from the user and reflects their preferences in future melodies. The graph in red,
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Fig. 6. Evaluation results for each fragment extracted from an image. (Color figure
online)

which represents the system without the CBR architecture implemented, does
not show any evolution. The users’ satisfaction depends on the random variables
of the Markov model to generate a melody that fits with user preferences. Nev-
ertheless, we must point out that the scores are very subjective, thus the results
might differ from user to user.

The second part of the test consist of validating the usefulness of the system.
To this end, the users were asked for their experience with the system after 16
days of use. They answered a questionnaire about whether the system is easy
to use, the interface conforms to the real movements of the device, the device
is a helpful tool to control the melody, or the system adapts correctly to their
preferences after a few times of use, as well as the overall score for the system
and possible suggestions. All the questions could be rated from 1 (“Completely
disagree”) to 5 (“Completely agree”). Table 1 shows the mean scores for all these
questions.

Table 1. Shows the final statistics when the users finished testing the system.

Easy to use Interface Control quality Adaptation degree Overall ratings

Ratings 4.22± 0.86 3.23± 1.53 3.88± 1.27 4.09± 0.94 4.01± 1.09

The Table shows that the general satisfaction degree is quite high, with a
mean of 4.01. The users consider the system to be very easy to use even for people
without any musical training (4.22), although the interface could be improved
(3.23). Some users have suggested the addition of a complete score with notes and
rhythms instead of a melodic line in the interface. However, we can conclude the
system can make melodic compositions that adapt to user preferences. Among
the suggestions that could be added for a future study, we would particularly
note the freedom to choose the author and the style, and a system update to
allow the use of different mechanical devices such as joysticks.
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5 Conclusions

This proposal has presented an intelligent system to compose melodies using a
mechanical device to control the duration and the pitch of the generated notes.
The melodies adapt to user preferences gy applying a CBR architecture that
learns from previous solutions provided by the system. As a first step, the pro-
posed approach retrieves a set of MIDI files from which the notes are extracted
with their respective durations. A Markov model is then trained with the data
of the desired group, and the transition probabilities of this model are modi-
fied according to the control device to generate a melody that respects these
“controlled” probabilities.

The results of the different experiments carried out emphasize the importance
of user preferences in the melody generation. The system implemented with the
CBR architecture shows an overall tendency to improve their results as the
number of melodies for a specific use increases. That means the CBR can easily
capture movements with the mechanical device and the user profile. Likewise, the
results also show an optimistic view of the users, who consider the system to be
easy to use and helpful to generate music adapted to their personal preferences.

However, when training only with two dimensions, the notes and their dura-
tions, the Markov model does not capture other important characteristics of the
melodies such as musical phrases or harmony. We can study the possibility of
introducing this information in the system to generate more phrasal music or
to add harmonization to the melody. It would also be interesting to explore the
possibilities offered by a relative control (perhaps based on fuzzy logic) that is
not limited to 3 octaves and which avoids the need to normalize the input data.
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Abstract. The ever growing demands from the software area have led to
the development of large-scale distributed systems which bring together
a wide pool of services and resources. Their composition and deployment
come in different solutions tailored to users requests based on business
models, functionality, quality of service, cost, and value. Bridging differ-
ent parts into one software solution is brittle due to issues like heterogene-
ity, complexity, lack of transparency, network and communication fail-
ures, and misbehavior. The current paper proposes a decision-based solu-
tion for the dynamic adaptation part of a middleware which addresses the
aforementioned problems for large-scale distributed systems. The envi-
sioned architecture is built on case-based reasoning principles and stands
at the base of the adaptation processes that are imperative for ensuring
the delivery of high-quality software. The solution is further extended
through ground models with a focus on reliability, availability of com-
ponents, and failure tolerance in terms of abstract state machines. The
novelty of the approach resides in making use of formal modeling for one
of the emerging problems and introducing an adequate prototype, on top
of which one can apply reasoning and verification methods.

Keywords: Case-based reasoning · Formal modeling · Abstract state
machines · Large-scale distributed systems · Adaptation

1 Introduction

Large-scale distributed systems (LDS) have appeared as a solution to the con-
tinuously expanding computing and storage demands. Their evolution has been
favored by the advances in the area of service-oriented architecture (SOA)
and the development of high-speed communication networks. Services offered
through such architectures bring an increased value to the end client, but there
are still many open questions posed by issues like heterogeneity, network failures,
and random behavior of components, as identified by [15,33,34].

One of the biggest current trends in the IT community represented by cloud
computing searches for efficient methods of expanding. The direction is set
c© Springer International Publishing AG 2017
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towards cloud federations which aim to improve the quality of service (QoS)
by better resource usage, by costs reduction and by failure rate diminution. The
Cloud federation approach matches the description of an LDS and serves as a
good case study for our purposes. The processes and resources are mediated and
coordinated normally with the aid of a middleware. In this case we talk about
cloud-enabled LDS (CELDS).

The solution envisioned in our project proposes distributed middleware com-
ponents containing different units, each in charge of a specific task, as for
instance: service integration, process optimization, communication handling. In
addition to these units, there is an abstract machine containing formal specifica-
tions for different levels: execution, monitoring and adaptation. The adoption of
CELDS demands a deep understanding of the underlying infrastructure and its
running mechanisms. Delivery of reliable services requires a continuous evalua-
tion of the system state and adaptation in case of abnormal execution. Diagnosis
is strongly correlated with the high-level interpretation of collected data. More-
over, different cloud providers tie their clients to their own services, making it
extremely hard to create extensible solutions. The abstract machine supports
formal specifications which can serve as starting points for establishing commu-
nication and interface models for inter-clouds.

The current paper presents a formal approach for modeling the decision
process for the adaptation components inside a CELDS. Our project promotes a
service-oriented approach to heterogeneous, distributed computing that enables
on-the-fly run-time adaptation of the running system based on the replacement
of sets of employed services by alternative solutions. For this we develop an
advanced architecture and an execution model by envisioning and adapting a
wide spectrum of adaptation means such as re-allocation, service replacement,
change of process plan, etc. The approach we follow is an extension on top
of cloud proprietary adaptation components. Model description is done using
abstract state machines (ASMs) [9], which do not constrain the user to explicit
implementation frameworks or programming languages and which are easily
refined into more comprehensive specifications. We choose ASM method, because
it is suitable for designing concurrent systems by expressing action parallelism
and allowing modeling a component in separation with the others.

The remainder of the paper is structured as follows. Section 2 provides an
overview of the system, followed by the structure of the proposed adaptation
framework and its underlying decision support approach in Sect. 3. The formal
specification of the adaptation framework is detailed in Sect. 4. Related work is
discussed in Sect. 5, after which conclusions are drawn in Sect. 6.

2 System Overview

LDS aim to incorporate a large number of software services available through dif-
ferent delivery models (web services, cloud computing applications). The system
specification needs to capture the communication, interaction and dependence
among different components with the purpose of fulfilling users’ requests. The
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focus of our work is directed towards CELDS which are the future solution for
delivering high quality services to a wide spectrum of areas.

A clear image of the whole cloud organization requires collecting data from all
the components and transforming it into domain-specific knowledge. However,
before deciding the system state, it is important to build a robust infrastruc-
ture for communication and deployment of services. The solution we envision
is part of a CELDS architecture model concerned with tackling heterogeneity
of numerous constituent parts. Inner processes in charge with coordination and
administration are included in the middleware specification. The architecture
of the system is expressed as an abstract machine model containing different
modules replicated at node level [10].

Middleware Component

Service
Interface

Dynamic
Deployment

Service
Monitor

Request
Handler

Abstract
Machine

Communication
Handler

Rollback
Engine

Restart
Engine

Optimizer

Abstract Machine

Adaptation
Layer

Monitoring &
Assessment Layer

Execution
Layer

Failure
Detection

Availability &
Assessment
Network
Diagnosis

Event
Storage

Alternative
Meta Storage

Data Storage

Fig. 1. Structure of the middleware and its internal abstract machine

As illustrated in Fig. 1, the middleware component is in charge with different
operations needed for ensuring the composition of services, their communication,
and optimal delivery to the end-client. The core makes use of ASMs for express-
ing the specification of the other components. Among all the aspects, we focus
our attention on the monitoring and adaptation layers. As we rely on formal
specifications, we neglect implementation details of individual services.

The monitoring and adaptation layers are cooperating for the delivery of
expected QoS, each fulfilling clearly defined tasks, but closely collaborating.
Monitors are responsible for collection of data, aggregating it into meaningful
information and communicating observations about abnormal executions to the
adaptation framework. The latter deals with recovering from anomalous situa-
tions, logging them, and finding the best remedy to restore the CELDS to normal
running mode. The main issues tackled by the system are failure detection at
both process and network level, and availability. Flaws and the solution chosen
for their resolution are stored in a case-based repository which is continuously
improved by the adaptation component.

With the focus on CELDS the project addresses service-oriented systems “in
the large” and cloud interoperability, considering resilience, fault tolerance and
performance. With respect to resilience the project targets system architectures
that guarantee that a CELDS keeps running and producing desired results, even
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if some services become unavailable, change or break down. With respect to fault
tolerance the project targets assessment methods that permit the detection of
failure situations and adaptive repair mechanisms. With respect to performance
the project targets likewise the detection of performance bottlenecks and subse-
quent correction. Therefore for CELDS, adaptability is a valuable and an almost
inevitable process. This is mainly because cloud environments are not static, they
are subject to continuous change: they evolve, and the parties must respectively
adapt to new contexts varying from network traffic fluctuations to unavailability
of different system components.

3 Organization of the Adaptation Framework

Taking into account the registered history of system faults and linked solutions,
as well as similarity to certain key comparison factors and indicators, the Adap-
tation Engine aims to maintain its resiliency to gracefully handle and to recover
quickly and efficiently from failures. Its main measures consist in reacting to
and evaluating the data collected and assessed by the monitoring components
in regards to the detected faults within the system, employing the repair of the
encountered problem under presumably optimal performance and adjusting the
solution to higher levels of quality compliance.

The Adaptation Engine must abide by a balance between preventing vio-
lations of established Service Level Agreements (SLAs) and minimizing costs,
risks and resource consumption, while employing the recovery method that trig-
gers the repair action associated to a particular problematic event. Maintaining
such a balance will provide a useful basis for maximizing and maintaining high
quality levels with respect to internal and external quality characteristics like
reliability, efficiency and in use quality characteristics like effectiveness, safety
and satisfaction [1].

As an inner component of the abstract machine included in the middleware
described in Sect. 3, the Adaptation Engine is comprised of two major parts:
the decision phase defined by solution exploration, identification and mainte-
nance, and solution management and enactment phase, each with well delimited
responsibilities and areas of inference and control. The current paper focuses on
the decision phase of the adaptation process, emphasis on the actual adaptation
being presented in a different article.

3.1 Case-Based System Development Procedure

At any point in time, the Adaptation Engine should be able to react to the
input measurements and notifications from the monitoring component and out-
put an adaptation solution that optimally avoids complete system failure and
remedies the reported problems. By exploiting existing information resources
like components’ properties and states (average of QoS failures, cloud’s viola-
tions responsiveness etc.) and by sharing monitoring knowledge, the Adapta-
tion Engine builds and continuously enhances a catalog of cases that consist of
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linked adaptation actions and deterministic behaviors and events between them.
In order to organize the cases in a manageable manner that supports efficient
search and retrieval, the flat/linear model [32] (all cases are organized in the
same level) is used, where the model is characterized by maximum accuracy,
easy maintenance, and easy but rather slow retention in large case repositories.

The case repository is maintained and handled by the Case Manager which
oversees the activities typical for a Case-Based Reasoning (CBR) cycle [3]. The
CBR cycle is defined by identifying, applying, adapting and storing past regis-
tered solutions/experiences to similar problems by heavily relying on the quality
and amount of the collected data, the background knowledge and the pattern dis-
covery mechanism that determines the similarity between two problems/cases
[5]. The development procedure adapted from [12] includes several steps, our
focus at the moment being on the first three steps:

– Knowledge acquisition.
– Case representation which is described in detail in Sect. 3.2.
– Verification and validation in order to demonstrate the correctness, com-

pleteness and consistency of the chosen solution [4]. This is covered in detail
in Sect. 4.

– System implementation which includes case repository and retrieval, and
indexing process implementation.

3.2 Implementation of Case-Based Reasoning

A case Cr represents a formatted instance of a problem Pr linked to a recorded
solving experience Sr. Table 1 singles out the role of each constituent part of the
case in relation to different viewpoints of the adaptation process.

Table 1. The problem part versus the solution part of a case

Viewpoint Problem part (Pr) Solution part (Sr)

Contents Problem Solution

Objective Selection Adaptation

Access Frequent Not frequent

Representation Feature-value tuples Divergent

Data length Fixed Variable

Each case is defined as a universally unique identifier uuid, a collection of
description features subject to a common pattern recognition mechanism and a
finite set of repair actions also known as adaptation schema:

Cr = {uuid, {f1, f2, . . . , fn}, {a1, a2, . . . , am}} (1)

Such repair actions can be the replacement of a component service by an equiv-
alent one or the change of location for a service, up to the replacement of larger
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parts of the CELDS, i.e. a set of running services, by a completely different,
alternative solution. A description feature fi is a predicate of the form:

fi = {param namei, rel, param goali, param valuei}
where rel ∈ {<,≤,=,≥, >, |}, 1 ≤ i ≤ n (2)

where param namei represents the parameter name, param goal i the parameter
goal, param valuei the provided value and rel the appropriate relation operator
between the parameter and its goal. An example of such a feature can be seen
in Eq. 3:

f1 = {“Outgoing bandwidth”, ≥, 33.0, 30.0} (3)

In order to ensure a better case organization that deals with repository overflow
without the loss of generality for the adaptation cases, the parameter value is
represented either by a fixed value, a set of values or a numeric interval - this
will be further detailed in the retain phase of an adaptation case. A feature
without a goal filled in represents a measurement feature intended to convey a
broader system state overview and to strengthen the querying process accuracy.
An example of such a feature is showcased in Eq. 4:

f2 = {“Availability”, |, null, 99.8} (4)

Typical cloud computing specific attributes that would constitute a case fea-
ture would include, to name a few:

– Response time: the duration of time between sending a request to a service
and receiving a response [2].

– Throughput: the number of requests a service can handle in a certain
amount of time [2].

– Price: it is a unit price per hour for usage of the cloud service [6].
– Availability: defines the amount of time the system is operational and acces-

sible when required for use. In cases of downtime service providers generally
pay penalties in different forms for consumers [27].

– Message reliability: services typically communicate with each other or with
consumers through messages. These are dependent on the network perfor-
mance. This means that if the connection channel is not reliable, then message
delivery assurance is necessary.

– Portability: as cloud computing services are accessed over the internet
through interfaces, service consumers need to be sure that the services will
be working on different devices or on different platforms.

– Region: systems need to comply with legislation of the county/territory they
are hosted in. Services should provide their locations to reflect the legal oblig-
ations the consumer would have if he used the service [6].

Based on the above-mentioned attributes, an example list of knowledge fea-
tures constituent for a problematic case reported by the monitoring component
is the following:
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P1 = {{“Outgoing bandwidth”, ≥, 33.0, 30.0}, {“Availability”, |, null,

99.8}, {“Physical machines”, |, null, 18}, {“Price”, |, null, 50},

{“Incoming bandwidth”, >, 20, 15}} (5)

Once an error is reported by the monitoring component, the requested case
ReqC is constructed based on the aggregated data provided by the monitoring
component. The case deemed most similar to the specified problem is retrieved
from the repository through application of domain-specific similarity measures
between the new requested case ReqC and the existing ones ExistC :

i : Sim(ReqC : fi, ExistC : fi), 1 ≤ i ≤ m (6)

for each of the specified features fi in the case base and a nearest neighbor
assessment, based on a strengthened or weakened weighted (w) sum of all the
features, initial and best matches are identified:

x =
∑m

i=1 wi × Sim(fReqC
i , fExistC

i )
∑m

i=1 wi
(7)

Table 2 exemplifies some of the case features and assigned weights that reflect
their relative significance to the case.

Table 2. Assigned weights for the case’s features

Feature Weight Feature Weight

CPU power 3.0 Storage 3.0

Throughput 4.0 Response time 4.0

Memory 3.0 Number of physical machines 3.0

Region 4.0 Outgoing bandwidth 3.0

Security 3.0 Maximum number of users 5.0

Availability 4.0 Price 6.0

The retrieved case’s configuration is loaded and through simple operations
of copy and adapt, the retrieved case is mapped to the current situation by
abstracting away the differences DReqC,SolC between the target problem PReqC

and the retrieved case solution part SSolC:

ReqC = PReqC + DReqC,SolC + SSolC (8)

Reusing this case implies passing the configured solution to the Adaptation
Manager where the defining adaptation actions are executed according to the
action workflow schema describing them. For the case mentioned in Eq. 5, based
on the portfolio of cases stored in the repository, a potential adaptation action
would be to “increase the outgoing bandwidth by 5%”.

ReqC = {null, P1, {“increase the outgoing bandwidth by 5%”}} (9)
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Once the solution is carried out according to its specification, the monitoring
component is requested to apply the workflow analysis and performance, accu-
racy and output evaluation to specific threshold values. In case of continuous
failures (problem persists or is partially satisfactory) the Case Manager needs
then to revise the case and optimize the definition of aggregated features by
applying a set of rules to the feature values of the current case, making it a
better fit with the new case requirements. And thus the cycle is repeated for the
newly refined case. If there is no possibility to improve the unsatisfactory case,
then the same limitation of no automated adaptation option is reached, as when
retrieving an initial case from the repository.

Coming back to the case in Eq. 9, increasing the outgoing bandwidth by
5% does not solve the problem as the bandwidth would be at 31.5 instead of
the targeted value of 33. The revised case’s solution would need to increase
the outgoing bandwidth by a minimum of 10%. So the minimum viable and
satisfactory solution includes an increase by 10%:

ReqC = {null, P1, {“increase the outgoing bandwidth by 10%”}} (10)

If the registered results are positive after applying the case, then the Case
Manager is notified to classify the case as a valid solution, index it and retain
the new problem-solving experience into the case repository for future problem
solving:

ReqC = {eaa61774 − 2aa7 − 11e7 − 93ae − 92361f002671, P1,

{“increase the outgoing bandwidth by 10%”}} (11)

One of the risks with case repositories specialized for exact parameter value
is that the uncontrolled date growth causes performance loss as retrieval and
identification of correct and incorrect cases degrades significantly. A counter-
measure to that is to consider the cases’ parameter value a set or an interval (as
mentioned above) that would deem a stored case similarly suitable to a wider
spectrum of input cases. Coverage and reachability are well known criteria for
assessing and improving case base quality [31]. In other words, the retaining
operations include review options as to generalize the retrieved case by exposing
a larger value interval that includes the updated case as well (if the differences
between the two cases are limited to the parameter values) or index and persist
it as new valid case.

Leake and Wilson [20] examine and underline the importance of a strategic
approach for addition and deletion of cases by balancing the performance and
coverage criteria of such cases. A competence-based maintenance approach is
suggested also by Smyth [30]. A future extension in this direction would be
to consider the performance of a given case as a constituent parameter in the
case’s configuration and a determining factor in the similarity assessment process
between cases.

In order to better understand the intrinsic problems that the decision process
can face, attention is focused also on building ground models in terms of
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ASMs. The designed ground model, subject to subsequent high level stepwise
refinements, guarantees that requirements can be validated and properties as
safety and liveness can be verified, already at the early stages of the system
development.

4 Formal Specification

4.1 Abstract State Machine Theory

Model-driven engineering facilitates the collaboration of stakeholders for defin-
ing specific concepts and entities. Models evolve from natural-language require-
ments, use cases or user stories to formal specifications standing at the base of
the software development process. Focus is oriented towards capturing correctly
the functional and non-functional requirements of the system. Spotting errors
later in the development process leads to higher costs for software projects. By
model-driven techniques, properties can be validated and verified before devel-
opment through simulation and model checking. Thus, costs incurred by wrong
design and development are reduced.

ASMs rely on the concept of evolving algebras proposed by Gurevhich in
[16]. Their proposal was motivated by their power to improve Turing machines
with semantic capabilities. The ASM method allows a straightforward transition
from natural-language requirements to ground model and control state diagrams,
which can be easier formalized. An ASM machine M is represented by a tuple
M = (Σ,S0, R,R0), where Σ is the signature (the set of all functions), S0 is the
set of initial states of Σ, R is the set of rule declarations, R0 is the main rule of
the machine.

ASMs derive from the notion of Finite State Machine (FSM) to which they
add synchronous parallelism capabilities. Hence, in an operation step several
locations can be updated at the same time). They also enhance the in and out
states with the possibility to express data structures.

The specification of an ASM consists of a finite set of transition rules of the
type: if Condition then Updates [9], where an Update consists of a finite set of
assignment f( t1, . . . , tn) := t. As ASMs allow synchronous parallelism execution,
two machines might try to change a location with two different values, triggering
an inconsistency. In this case the execution throws an error.

Rules consist of different control structures that reflect parallelism (par),
sequentiality (seq), causality (if...then) and inclusion to different domains
(in). With the forall expression, a machine can enforce concurrent execution
of a rule R for every element x that satisfies a condition ϕ: forall x with ϕ
do R. Non-determinism is expressed through the choose rule: choose x with ϕ
do R.

Definition 1. A control state ASM is an ASM following the structure of the
rules defined by: any control state i verifies at most one true guard, condk, trig-
gering, thus, rulek and moving from state i to state sk. In case no guard is
fulfilled, the machine does not perform any action.
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Fig. 2. Control state ASM ground model of the Case Manager

Functions in ASMs are classified according to whom the permissions on dif-
ferent operations belong. Static functions refer specifically to constants, while
dynamic functions can be updated during execution. Controlled functions are
written only by the machine, while monitored ones are written by the envi-
ronment and read by the machine. Both the machine and its environment can
update shared functions.

4.2 Control State ASMs

Based on the overall specification of the adaptation framework mentioned in
Sect. 3.2, we define the specific states and transitions of the adaptation processes,
with emphasis on the decision phase. The model contains CaseManager ASM
agents, each of which carries out its own execution. The ground model illus-
trated in Fig. 2 emphasizes the whole decision system rather than the individual
components and represents the starting point for further refinements and speci-
fications. The CaseManager can pass through several states by various rules and
guards.

At initialization, the CaseManager is in the Waiting monitor trigger state.
This initial state is reached again either when the monitors are requested to
evaluate the overall system state after the underlying system update or when a
particular event has been successfully handled and new reported scenarios need
to be tackled through new or existing adaptation cases. Every CaseManager
agent exposes all CBR specific phases, which in turn each determines a state
change (e.g.: once a case is retrieved and reused, the CaseManager is in the
Updating system state; when the new case needs to be retained in the repository,
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the CaseManager is in the state Updating repository ; once the case is reused, the
CaseManager is in state Establish system data and the monitoring component
is signaled on assessing the system status as a result of the latest update).

As a first step towards building the knowledge base or case repository, the
case repository is filled with some meaningful initial cases, representative for the
actions that can be triggered. We need to make sure that the repository is not
filled in with superfluous cases, as although we are talking about a generative
system that must account for all possible problems, the Case Manager needs to
be able to handle the types of problems that do occur in practice [19].

Given this context, there might not be an existing case to match the newly
reported problem; thus the CaseManager is in state Report adaptation solution
unavailable and the system is notified on the lack of possibility of automatic
adaptation for this particular system failure. Another scenario for not retrieving
an adaptation case is of course the unavailability of the case repository. The
CaseManager’s state then changes to Report repository unavailable and thew
problem is handled and reported as a system failure by the monitoring compo-
nent. Thus when a case is not retrieved, the system status and data are assessed
and handled accordingly.

4.3 AsmetaL Specification

ASMETA1 consists of a toolset for simulating, validating and model-checking
ASM models. The specification is written in the AsmetaL language, which is able
to capture specific ASM control structures and functions. The first part of the
specification contains signatures of the domains and of the functions. Dynamic
domains can be extended with new instances. The CaseManager domain is part
of the Agent universe and it behaves as an ASM machine, having its own states
and transitions. The Notification domain is left abstract. The states of an Case-
Manager are part of an enumeration domain. In a future refinement we want to
add the Adaptation Engine agent that handles the deployment of the CaseMan-
agers in the system.

dynamic domain CaseManager subsetof Agent
dynamic abstract domain Notification
dynamic abstract domain Case
enum domain CaseManager States = {WAITING MONITOR TRIGGER |

APPLYING SIMILARITY MEASURES | RETRIEVE COMPLETE CASE CONFIGURATION |
ASSESS SYSTEM DATA AND STATUS | REPORT REPOSITORY UNAVAILABLE |
UPDATING SYSTEM | ESTABLISH SYSTEM STATUS |
REPORT ADAPTATION SOLUTION UNAVAILABLE | UPDATE REPOSITORY }

controlled manager state: CaseManager −> CaseManager States
controlled case repository: CaseManager −> Seq(Case)
controlled monitor notification: CaseManager −> Seq (Notification)
monitored update successful: CaseManager −> Boolean

Listing 1.1. Signatures of domains and functions

CaseManager state is expressed as a controlled function which is updated
by the CaseManager agent itself. The cases assigned to a specific adaptation
solution are expressed as a sequence. Each CaseManager contains a sequence of

1 http://asmeta.sourceforge.net/.

http://asmeta.sourceforge.net/
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Notification requests it sends to the monitor components to validate the post-
update state of the system. A brief extract of the signature of domains and
functions related to the CaseManager agent are captured in Listing 1.1. All the
syntax and control structures presented in Sect. 4.2 are expressed with AsmetaL
and are subject to further simulation and validation. The following code excerpt
in Listing 1.2 represents the rule for retaining a case in the repository.

rule r RetainCase($c in Controller) =
seq

while (manager state($c) = WAITING MONITOR TRIGGER and not(notification response arrived($c)) do
wait

if (update successful($c))
seq

manager state($c) := UPDATING REPOSITORY
extend Case with $case do

seq
case repository($c) := append(case repository($c), $case)
manager state($c) := WAITING MONITOR TRIGGER

endseq
endseq

else
r ReviseCase[$c]

endif
endseq

Listing 1.2. Retain case rule

The rule validates the status of the manager and the monitor’s response to
the sent notification for system status analysis. If the update as part of the
adaptation solution was successful, then the case is added to the already collected
cases. Otherwise, the rule to revise the case in question is triggered.

More than one system failure can be reported in a short time frame. There-
fore, the handling part is done in a sequential mode because, although a case is
locked while it’s associated solution is executed, a parallel execution of simulta-
neous adaptations may try to update system parts or components with different
values at the same time. The inconsistency error was detected at simulation time
with the aid of the AsmetaS tool. We leave as a future work the elaboration of
transaction specific operations, which would permit triggering simultaneously
multiple adaptions within the system. This could be supported by annotating
the case with extensive knowledge on the area of inference in the system of each
case, which would later on be considered in the retrieval phase of the process.

Another aspect to consider as future refinement of the ground model is to
take into account the level of compliance or possible valid states of the system in
relation to the cost of adaptation. This became apparent also through simulations
with AsmetaS tool. One adaptation can bring the system to a state that is
compliant to a certain percentage (not 100%) to the users’ needs but is acceptable
given its cost and the cost of executing a revised case for the needed system
adaptation. The cost in question can represent time, price, resources etc.

5 Related Work

Most of the related work on knowledge management and assessment in self-
adaptable Clouds covers SLA management and, in some cases, preventive SLA
management. Some papers like [14] only describe the monitoring of SLAs while
other papers like [13] do describe in depth the process of how to fulfill an SLA,
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which very often are limited to just one Service Level Objective (SLO) like CPU
usage or response time.

A rule based approach for dynamically dealing with SLAs in combination
with ContractLog is described by Paschke and Bichler [28]. The Conversion
Factory introduced by Hasselmeyer et al. [17] creates at design level Operational
Level Agreements (OLA’s) by combining the SLA, the Business Level Objectives
(BLO) and the system status. The Reservoir model [29] is a framework for
cloud computing which underlines the importance for resource adjustment to
established SLAs, but does not indicate a way to do that.

Successful CBR-based approaches to process or product design have been
developed in [18,22–26]. The main contribution of this paper consists in for-
mally modeling, validating and verifying properties of the Case Manager, which
increase the safety of the LDS. Ensuring from design time that the adaptation
components behave correctly and react to the identified problems of the system
enhances the reliability of the whole system.

Formal modeling, more specific the ASM technique, contributed to the
description of the job management and service execution in [7], work that was
further extended by [8]. ASMs have been also proposed for realization of web
service composition. In [21], authors introduced the notion of Abstract State
Services and showed an use case for a cloud service for flight booking. Service
composition and orchestration in terms of ASMs has been researched by [11].

6 Conclusions

This article pertains to formally capturing, with the required generality, the con-
ceptual and behavioral range of possible dynamic adaptation changes and corre-
sponding evolution patterns of LDS, while achieving the right trade-off between
the functional and non-functional adaptation requirements and the adaptation
cost itself. We defined the specific rules and states of the adaptation model
through the AsmetaL language part of the Asmeta toolset that allows model
simulations.

In the future steps of our work we aim to improve the formal model in order to
capture finer-level details. We plan to achieve separation of concerns by employ-
ing ASM modules for different constituent actors of the adaptation framework.
A parallel development will be to ensure the correctness of the detailed solution
by undergoing verification through the AsmetaSMV tool.
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270 S.T. Nemeş and A. Buga

5. Althoff, K.-D.: Case-based reasoning. Handb. Softw. Eng. Knowl. Eng. 1, 549–587
(2001)

6. Becha, H., Amyot, D.: Non-functional properties in service oriented architecture -
a consumer’s perspective. JSW 7(3), 575–587 (2012)

7. Bianchi, A., Manelli, L., Pizzutilo, S.: A distributed abstract state machine for
grid systems: a preliminary study. In: Topping, B.H.V., Iványi, P. (eds.) Proceed-
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Abstract. An initial case base population naturally lacks diversity of
solutions. In order to overcome this cold-start problem, we present how
genetic algorithms (GA) can be applied. The work presented in this paper
is part of the selfBACKEU project and describes a case-based recom-
mendation system that creates exercise plans for patients with non-specific
low back pain (LBP). In selfBACKCase-Based Reasoning (CBR) is used
as its main methodology for generating patient-specific advice for man-
aging non-specific LBP. The sub-module of selfBACKpresented in this
work focuses on the adaptation process of exercise plans: A GA inspired
method is created to increase the variation of personalized exercise plans,
which today are crafted by medical professionals. Experiments are con-
ducted using real patients’ characteristics with expert-crafted solutions
and automatically generated solutions. In the evaluation we compare the
quality of the GA-generated solutions to null-adaptation solutions.

Keywords: Case-Based Reasoning · Similarity assessment · Adapta-
tion · Genetic algorithm · Cold start problem

1 Introduction

Up to 80% in the adult population of Norway will experience low back pain
during their lifetime, and a study showed that 50% of them had experienced
pain during the last 12 months [18]. About 85% of these will experience non-
specific low back pain, i.e., pain without a known pathomechanism [6]. As an
example, back pain is the largest single cause of sickness leave in Norway, and
it costs about 2% of the gross domestic product. Even though the amount of
research in the area has increased, as well as the access to treatment and less
physically demanding work, the costs have significantly increased over the last
30 years. General physical activity along with specific strength and stretching
exercises constitute the core components in the prevention and management of
non-specific low back pain.

CBR has been used in the domain of health science for a long time, because
its method of using past experiences to solve a new problem lies very close to
c© Springer International Publishing AG 2017
D.W. Aha and J. Lieber (Eds.): ICCBR 2017, LNAI 10339, pp. 272–286, 2017.
DOI: 10.1007/978-3-319-61030-6 19
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how clinical medicine is performed by specialists today. It is also a field where
one often have the advantage of already having a collection of past cases to use
when reviewing a new problem. The use of CBR in health sciences has proven
to be so popular that over the past 10 years it has become a specialized sub-area
within CBR research and application. There exist CBR-systems that are used
commercially in the field of medicine, but it has still not become as successful
here, in terms of successfully deployed applications, as in many other domains
[5,9].

The selfBACKproject aims at creating a self-management tool for patients
with non-specific low back pain, which will support them to self-manage their
pain by obtaining personalized advice and continuous follow-up. After an initial
screening of the patient using questionnaires, the patient gets access to a wear-
able and a smart phone app that is the interface to the decision support system.
The wearable will be used to track activities and obtain objective measurements
while the smart phone app displays feedback, shows progress in achieving the
patient’s goals, and obtains regular follow-up on pain, function and self-efficacy
development. This includes for example whether the pain level decreases, the
functionality increases and coping with pain improves. Figure 1 gives an overview
of the architecture. A more thorough description of the CBR approach in self-
BACK is given in [2]. This work focuses on how an adaptation phase can further
improve the creation of exercise plans.

Fig. 1. The overall selfBACK architecture
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1.1 Background

The adaptation part of CBR is one of the most challenging issues for CBR sys-
tems in general as well as in the health sciences, where it has traditionally been
carried out manually by experts of the domain. In recent years, however, the
problem has been more focused. Several systems explore different approaches to
automatic and semiautomatic adaptation strategies [4]. It has also been argued
that the adding of adaptation is what makes the CBR system an artificial intelli-
gence method, and that without it can be seen as a simple pattern matcher [12].
The challenge with the adaptation phase is that it is hard to find a general strat-
egy for case adaptation, and therefore the adaptation techniques generated are
often domain specific. Adaptation is a challenge not only in the medical domain,
but it is usually more complex here because cases often consist of a large number
of features [22]. The reason for doing adaptation is because usually you can’t
reuse solutions of cases directly when you have a new case [8].

One of the reasons for the focus on adaptation in the work reported here is
to deal with the cold-start problem in the beginning of the deployment of a CBR
system. The cold-start problem describes the situation where the amount of cases
is too low to create a good solution to the new problem [14]. Or, alternatively,
if you want to introduce some variations of the solution to make a system more
personalized or adaptive.

Retrieval-Only. Adaptation is not always necessary, and it is seen as a big
challenge when creating a CBR system. Due to this, some authors skip the
adaptation phase, referred to as retrieval-only. It can be justified by the fact
that it is too complicated or even impossible to acquire adaptation knowledge
in the given domain. Systems that are retrieval-only may just reuse the solution
of the case that is closest to the problem case, or present the information of the
most similar cases to the user. Some also point out important differences between
the current case and similar cases. The system may present the most important
information to an expert of the system, while the experts then manually will
create the new solution for the current patient. This has been successfully used
in systems in the field of image interpretation and organ function courses [22].

Another way to avoid the adaptation problem is to combine CBR retrieval
with other reasoning methodologies [19]. The interest in these multi-modal
approaches that involve CBR is increasing in different areas, including the med-
ical domain. They can be combined in the same application, one reasoning
process can be used to support the other, or the system can switch between the
different reasoning processes. Rule Based Reasoning as well as reasoning form
extended probabilistic and multi-relational models may be combined with CBR.
A straight-forward combination is that rules and cases cooperate such that rules
deal with reasonably standard or typical problems, while CBR faces exceptions,
but they can be integrated in other ways [22]. Another example is to use rules
or other generalized models an explanatory support to the case process [16].
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Genetic Algorithms. Genetic Algorithms (GA) are adaptive heuristic search
algorithms that are based on the natural process of evolution, known as the
survival of the fittest. Systems that use GA are modeled loosely on the principles
of evolution via natural selection through variation-inducing operators such as
mutation and crossover. To have success you have to have a meaningful fitness
evaluation and an effective GA representation. One reason to use this method is
that it is capable of discovering good solutions in search spaces that are large,
complex or poorly understood, where the domain knowledge is limited or the
expert knowledge is difficult to encode in rules or other models. The use of GA
may not find the optimal solution, but it usually comes up with a partially
optimal solution [13].

1.2 Related Work

GAs have already been combined with CBR to optimise case retrieval, clean up
case memory and create new and unique cases. They have also been used in the
adaptation step, to achieve an adaptation technique that is not domain specific
[12]. One of the most well known approaches for applying evolutionary algo-
rithms to case adaptation is [11], in which the incremental evolution of solution
candidates creates novel solutions. While this approach is general and knowl-
edge independent, the work we are presenting in this paper includes domain
knowledge from the case representation for guiding the evolution process.

Case-based reasoning is used in several health systems today, within a lot of
different areas such as clinical diagnosis and treatment in psychiatry [21]. It has
become a recognized and well-established method for the health sciences, and
since the domain of health sciences is offering a variety of complex tasks which
are hard to solve with other methods and approaches, it drives the CBR research
forward. Since CBR is a reasoning process that works similarly to the reasoning
of a clinician, with the use of previous experiences to solve the same or similar
cases, it has become medically accepted and is also getting increased attention
from the medical domain [4]. There are several advantages of using CBR in the
medical domain, one is that with the use of CBR it is possible to find solutions to
problems even though the complete understanding of the domain is not captured,
or if the domain is very complex. The reuse of earlier solutions saves time since
it is not necessary to solve every problem from scratch, and it allows learning
from mistakes. The fact that cases hold a lot of information makes it usable for
a number of different problem-solving purposes, compared to rules that can only
be used for the purpose they were designed for [21].

Looking into previous work, we will now focus on relating our approach to
existing CBR applications in the medical field and later on discuss how genetic
algorithms come into play.

CASEY [17] is one of the earliest medical decision support systems that
applied CBR, and it deals with heart failure diagnosis. It first retrieves similar
cases, then looks at the differences between the current case and the similar case.
If the differences are not too important it transfers the diagnosis of the similar
case to the current one, and if the differences are too large it attempts to explain
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and modify the diagnosis. It falls back on a probabilistic network type of domain
model if this does not work, or if no similar case can be retrieved.

Protos [3] is another well-known early medical CBR system. It addressed
the problem of concept learning and classification in weak-theory domains, such
as medicine. It combined cases with a multi-relational network model used to
explain case matching if features were syntactically different bu semantically
related. Its domain was hearing disorders, and in the final testing it performed
very well compared to clinical audiologists.

Another system that uses CBR deals with anterior cruciate ligament (ACL)
injury [23], and it combines fuzzy logic with CBR. The system is not intended to
interact directly with the user, but with experts such as sport trainers, coaches,
and clinicians for multiple purposes in context of the ACL injury such as moni-
toring progress after an injury and predicting performance. It uses body-mounted
wireless sensors to retrieve the input data for the case, while the solution part
consists of recovery classification, treatment at different stages, as well as perfor-
mance evaluation and prognosis. All the information is stored in the knowledge
base with a profile of the patient and information about the recovery sessions.

One of the top fatal diseases in the world is cancer, and as part of their
cancer treatment patients get diets to reduce the side-effects of the treatment,
as well as making sure they get sufficient nutrition to boost the recovery cycle.
This personalized diet recommendation system for cancer patients [13] makes
use of the data mining techniques of CBR, and combines them with rule-based
reasoning and a genetic algorithm. The CBR part of the system retrieves a set of
diet plans from the case base, while the rule-based reasoning is used on this set
to do further filtering of irrelevant cases. Then the genetic algorithm is used for
the adaptation phase to make sure each diet menu is customized according to
the patient’s personal health condition. The solution part of this system consists
of a menu recommendation that suggest dishes for the patient, as well as a list
of specific nutritional values to be taken daily.

Radiotherapy treatment tries to destroy tumor cells with radiation, and
radiotherapy treatment planning tries to make sure the radiation dose is suf-
ficient to destroy the cells without damaging healthy organs in the tumour-
surrounding area. The normal process of creating a solution to this problem
can take everything from 2–3 h to a few days, which makes it time-consuming,
and it includes a group of experts in the area that you are dependent on. The
Radiotherapy treatment planning CBR-system [21] was created to attempt to
make the process faster and without the need to have several experts involved.
The case base in the created system consists of cases made out of brain cancer
patient descriptions as well as the plan used for the treatment. The treatment,
i.e. the solution part, consists of the number of beams applied to the tumour
and the angles of those beams. The system creates a new solution for the patient
based on earlier patient cases and their treatment plans.
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2 Case Representation

The case representation is based on the selfBACK questionnaire, as this creates
the basis for the data used in the experiments. The questionnaire describes the
characteristics of a patient with non-specific low back pain. It covers areas such
as the pain level, their quality of life despite the pain, functionality, coping
capabilities and their physical activity level.

From the overall characteristics three different types of advice will be gener-
ated to support self-management:

– Goals for physical activity: number of steps/day, maximum of inactive periods
during hours the patient is awake

– Education: Tailored list of educational exercises that support and reassure
the patient in his/her self-management.

– Exercise: A customized list of exercises that combine clinical guidelines for
low back pain with past cases into action items.

In the following, we will focus on the generation of exercise lists based on
given cases. Therefore our case representation consists of two different concepts,
the patient characteristics and the list of exercises at a given time. The patient
characteristics are taken as problem description and the exercise are describing
the solution part. These two different concepts are explained in further detail in
Sects. 2.1 and 2.2.

2.1 Patient Concept

The patient concept consists of 44 attributes that describe different aspects
of the patient’s health. These attributes can be divided into different groups of
information collected by (1) the selfBACK questionnaire, (2) a physical activity
detecting wristband worn by the patient, and (3) an interaction module in the
selfBACK app. The attributes collected by the questionnaire are a combination
of important prognostic factors and outcome measures. Pain self-efficacy and
beliefs about back pain have been shown to have great impact on the future
course of low back pain [15]. Likewise, baseline pain and pain-related disability
have strong influence on the course of low back pain but these attributes are also
important outcome measures [7]. Quality of life at baseline may also influence
the course of low back pain but this is mainly considered an important outcome
measure [10]. An example of a patient concept can be seen in Fig. 2. The patient
data in this case is made up, as data from real patients are confidential.

Demographics. With a new patient it is necessary to know some simple demo-
graphics, such as height, weight, age and gender. These are the basis for each
patient, and are all quite easy attributes to measure. All of these attributes
may influence the solution, as all attributes can be an indication of how well a
patient is able to perform and follow-up on a particular exercise plan. Young
people are usually stronger and more fit than older people, men are in gen-
eral stronger than women, and younger people are usually able to carry out
more intense physical activity or exercises than older people. Obese people
may need to focus on other exercises than normal weight people.
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Quality of life. The impact of low back pain on quality of life is another
important measure of the severity and consequences of the back pain. As an
additional measure, the patient also provides a score in his/her own health
from 0 (worst) to 100 (best).

Pain self-efficacy and beliefs about back pain. Scoring of pain self-efficacy
indicates if the patient is confident that he/she can do various activities
regardless of the pain and is therefore an important measure of how the
patient copes with the pain. A related measure is fear-avoidance beliefs, i.e.,
to what extent the patient believes that physical activity will be harmful and
exacerbate the back pain.

Physical activity and exercise. Information about general physical activity is
assessed by the selfBACK questionnaire and the physical activity detect-
ing wristband. The attributes assessed by the questionnaire include work
characteristics (i.e., physical work demands), physical activity limitations in
everyday activities (work and/or leisure) due to back pain, and level of leisure
time physical activity. Physical activity information that can be derived from
the wristband data includes several attributes, such as step count (including
intensity [i.e., step frequency] during walking/running), and distribution of
active and inactive periods during wake time. The interaction module in the
selfBACK app will ask the patient about accomplishment and adherence
to the exercises prescribed in the self-management plan as well as a rating of
whether the patient perceived the prescribed exercises as useful and enjoy-
able. All these attributes will say something about how active the patient is
and the coping behavior related to his/her low back pain.

Pain and pain-related disability. Information about various aspects and
characteristics of pain is relevant for the case, both because it can track
progress and it provides an indication on how severe the case is. History of low
back pain provides information about whether the patient has experienced
similar problems before, if it is a recurrent problem, or if it is a long-lasting
(‘chronic’) problem. Number of pain sites reported by the patient is impor-
tant to assess musculoskeletal co-morbidity while the scoring of pain-related
disability provide information about how the back pain influence function.

Exercise list. To connect the two concepts, the patient has an attribute that
is a list of all the exercises the patient has in his solution part. This consists
of cases on the form of the exercise concept that is further described below.

2.2 Exercise Concept

The exercise concept consists of four different attributes. An example of how the
exercise concept looks like can be found in Table 1 in the results section.

Description. The descriptive name and type of the exercise. The type can
be a strength, flexibility or pain-relief exercise. All patients are encouraged
to perform strength and/or flexibility exercises each week, unless they are
unable because of strong pain. In general, strength and flexibility exercises
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Fig. 2. Patient example

are not recommended in the acute stage of a low back pain episode. By
performing exercises regularly the patient will increase strength and improve
flexibility, which over time will prevent relapse. In the acute stage or in case
of a relapse, pain-relief exercises can be recommended to help the patient
to relax and reduce the most intense pain. These exercises will mainly help
to relieve acute pain but will have limited relevance when the patient is
pain-free.

Level. An exercise can have different levels. The strength exercises used in this
project have up to six different levels, where each level is a new variation of
an exercise that is more demanding than the former. The patient changes
levels as he/she progresses, i.e., first by increasing the number of repetitions
within a level before moving to the next level.

Repetitions. Each exercise is performed in sets, with a given number of rep-
etitions for each set. There are four levels of repetitions, 8, 10, 12 and 15
repetitions respectively. When the patient is able to perform 12–15 repeti-
tions per exercise the patient moves up a level in the exercise.

Set. The set indicates the number of times the patient should perform the given
repetitions for the exercise.

3 Experiments

In the experiments two different approaches are used, a no-adaptation and a
genetic algorithm, to see how they compare in regard to solution variety as well
as solution quality. Our hypothesis is that the GA inspired approach will produce
better solution variety, but it will also have to produce solutions of good quality
to be useful.

3.1 Case-Set

The cases used for testing the algorithm are gathered from the self-
BACKproject, and consist of data from real patients who experience low back



280 T. Prestmo et al.

pain. A total of nine cases were created with an associated solution crafted by
medical professionals.

3.2 No-Adaptation

The first approach, and also one of the most used approaches, is the no-
adaptation approach. This approach did not require any design choices as this
solution was built out of the box from the myCBR workbench REST API1. This
approach is dependent on a comprehensive case base with a high case variation
to be able to provide a good solution for all the different patients, as this does
not evolve over time. The number of solutions will always be equal to or less than
the number of cases you have, and this does not give enough room for patients
having different needs and different baselines. In addition, this solution does not
allow the patient to increase his or her level, nor the number of exercises or the
frequency of the exercises.

3.3 Genetic Algorithm

A genetic algorithm was incorporated in the CBR cycle to perform an adaptation
on the cases. The idea behind the genetic algorithm is to retrieve the two most
fit cases, and combine them to create a new case. This approach is based on how
nature evolves, and the assumption behind this approach is that the combination
of the two best cases will give a satisfactory solution.

General Algorithm Structure. A genetic algorithm consist of different parts.
It has a fitness function, i.e. a function that helps you describe how good a
given specimen is. It also has a crossover function, which creates a new solution
based on the two fittest individuals. The algorithm is programmed to stop at a
termination condition, where the new solution satisfies the given condition. In
the genetic algorithm you also have a probability of a mutation to happen. This
changes one of the attributes in the solution at random, to possibly create better
solutions, and avoid getting stuck in local maxims.

Adapted Algorithm. The general structure of a genetic algorithm was
adapted to fit the domain. The fitness function in the adapted algorithm is
based on the similarity scores between the cases, and the two fittest individuals
from the population are chosen by retrieving the two most similar cases to the
new problem description from the case base. From these two cases we retrieve
their solution, the exercise list, and we create a chromosome of the solutions
that is used by the genetic algorithm. The chromosome is built up such that all
exercises for the same muscle group are placed inside the same gene, as each gene
represents a specific trait of an individual. An example of how this mapping is
done can be seen in Fig. 3.

1 https://github.com/kerstinbach/mycbr-rest-example.

https://github.com/kerstinbach/mycbr-rest-example
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Fig. 3. The exercise list mapped to a GA chromosome

In Fig. 4 you see the description of the 4R cycle in this work with an adap-
tation example. Based on the patient description the two best matching cases
are retrieved (C1 and C2). The two chromosomes representing the solution parts
(S(C1) and S(C2)) are then sent to the crossover function. Here a new individual
is created of the parent chromosomes, and it is done with a uniform crossover
[24]. The mixing ratio is set to 0.5, since the solution is desired to have a close
to equal mix of the parents’ genes. The adapted algorithm finishes after one
crossover at this moment as there exists no good measures to describe how well
a patient will progress before they have executed the exercise plan. Measure-
ments on progress will be added at later iterations, but in this work we only
address the initial creation of plans.

The exercises also have a probability of 1.5% to have a mutation. These
mutations are given some restrictions, such as that the type of exercise will
be kept, but the level and the number of repetitions may alter by one level.
The reason for such restrictions to the mutation is so that the algorithm should
produce a solution that is feasible for the patient to fulfill and therefore not
demotivating for the patient. Further the suggested solution should not be too
easy and ensure the optimal progress for the patient.

3.4 Experimental Setup

Experiments were conducted in such a way that the solutions to the new prob-
lems created by the different approaches were compared to each other. Every
unique solution was counted in order to check the increase in solution variety,
and then the solution quality was checked. To define how good a solution is it
was compared to the solution created by a medical professional. To be able to
do this, the respective case to be tested was removed from the case base. The
problem part of the case was fed as input to the system, and a new solution
to the problem was generated. This solution, for both the no-adaptation and
the GA systems, was in turn compared to the one that the medical expert had
crafted. The comparison of the two solutions was done by using similarity mea-
sures to check how close the generated result was to the original solution. The
no-adaptation method always creates the same solution, while the GA will return
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Fig. 4. Overview of the 4R cycle (based on [1]) including an adaption example of a
result from a crossover between to chromosomes

solutions that differ from each other. As a result of the fact that the GA will
provide results with varied scores this approach was tested a total of five times
to see how well it performed in terms of best case, worst case and average case.

3.5 Results

Regarding the cold-start problem the number of solutions in the case base will
improve with the GA-approach, as hypothesized. In Fig. 5(a) the evolution of
different solutions in the case base is presented. The number of different solutions
of the no-adaptation method is, also as expected, staying constant, while for the
GA the variation increases. It is expected that the GA-graph will converge with
more iterations as the number of exercises to choose from is a finite number,
as well as the specifications of level, repetitions and set. It still verifies that
the GA-approach creates a greater solution variety when starting with a small
case base.

While the GA clearly is a better solution for increasing solution variety, it only
adds value to the user if the created solutions have an appropriate quality. To
assure that the solutions are satisfactory they are compared to the ones created
by the no-adaptation approach and the expert solutions. A textual example of
the difference in results between the created solutions can be seen in Table 1.
Here none of the solutions created consists of exactly the same exercises. Some
are the same on all three solutions, other exercises differ between the three
solutions. The flexibility exercises recommended are for instance the same three
variation of exercises in all three cases, while in the “strong in mid-position”
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Table 1. Textual representation of different solutions: each solution has a level and
most of them have the number of repetitions specified

Exercise description Expert solution GA solution Retrieval only solution

Strength exercises for

the back extensors

Level: 4 Repetitions: 10

Set: 2

Level: 6 Repetitions: 10

Set: 3

Level: 6 Repetitions: 10

Set: 3

Level: 5 Repetitions: 10

Set: 2

Strength exercises for

the gluts and back

extensors

Level: 1 Repetitions: 10

Set: 3

Level: 1 Repetitions: 10

Set: 3

Level: 2 Repetitions: 10

Set: 3

Strength exercises for

the abdominal muscles

Level: 4 Repetitions: 10

Set: 3

Level: 4 Repetitions: 10

Set: 3

Level: 4 Repetitions: 10

Set: 3

Strength exercises for

the oblique abdominal

and rotators muscle in

the back

Level: 3 Repetitions: 10

Set: 3

Level: 3 Repetitions: 10

Set: 3

Level: 3 Repetitions: 10

Set: 3

Strength “Strong in

mid-position”

Level: 1 Repetitions: 10

Set: 3

Level: 1 Repetitions: 10

Set: 3

Level: 2 Repetitions: 8

Set: 3

Flexibility Level: 2 Level: 2 Level: 2

Level: 3 Level: 3 Level: 3

Level: 4 Level: 4 Level: 4

exercise we see that the solution from the expert and the GA match and that
the retrieval only solution has another suggestion. If we look at the first exercise-
type suggested we can see that the expert solution suggests two exercises while
the two other only suggest one and the same exercise, and the suggested exercise
is neither one of the one’s suggested by the expert.

The different suggested plans from both the no-adaptation and GA methods
were scored against the exercise plan the medical expert created based on their
similarity. Since the GA creates different solutions the results show how they
scored in the best case, the worst case and the average case out of the five runs.
The three different rankings are compared to the similarity scores for the no-
adaptation result and can be seen in Fig. 5(b), (c) and (d). The results are sorted
by the no-adaptation score as this will be similar in all figures, and therefore
give a better impression of the differences between the measures. Both methods
score quite well against the expert crafted solutions, which makes sense as all the
solutions are built up with the same type of exercises. In the best case scenario
for the GA it scores better or equal on eight out of nine cases which suggests
that this method performs better than without any adaptation. The worst case
scenario on the other hand gives another impression, and in this case only two
cases are better on the GA approach while five actually give a worse solution
with adaptation. The average case is still probably the best to look at to get
a good impression on the performance of the two solutions. The average case
shows that the GA performs better in five cases and worse in four. This makes
the GA approach seem only somewhat better than without any adaptation, but
it has another interesting trait to it. If you compare the similarity measures it
shows that the solutions that scores higher with the GA have a larger benefit
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Fig. 5. The results from the experiments. Figure (a) shows the change in solution
variety after testing nine different cases in five runs. The y-axis is the number of
solutions created after each run. Figure (b), (c) and (d) show the quality of the exercise
plans created in average case, best case and worst case respectively. Here the y-axis is
the similarity score with an expert crafted solution.

compared to no-adaptation, while the solutions that perform worse are quite
close in scores. On average the solutions with the GA in fact score 4.8% better,
which shows that in general the gain is larger with the use of this method.

4 Conclusion and Future Work

In this paper we have presented how to apply genetic algorithms for adapting
cases in order to increase the solution variety, which might be necessary when
deploying a new CBR system.

The results from the experiments show that the solutions created by the
genetic algorithm copes better with the cold start problem since it creates a
variation of solutions that are of good quality. With information obtained dur-
ing the follow-up periods within the selfBACKproject, we will gather more
information on user preferences and outcomes in terms of pain and function.
This information will then allow us to create a better fitness function to further
improve the results.

Within selfBACK this approach can be used for recommending behavioral
change or educational sessions. More generally, the approach could fit applica-
tions where some degree of creativity is possible with user feedback available.
This could, for example, be exercises for other rehabilitation programs, product
recommendations, or meal planning.



Evolutionary Inspired Adaptation 285

In our further research, additional adaptation processes will be explored. First
we would like to include adaptation rules based on clinical guidelines in order to
see how they compare with the genetic algorithm. As part of our CBR research
more generally, we have a focus on combining CBR with general domain models
beyond rules, most recently by incorporating graphical models in the form of
Bayesian networks [20]. This is a line of research that will extend our work on
case adaption as well as other CBR processes within the selfBack architecture.
As a further study we also plan to extend the method presented here to become
not only GA-inspired, but more GA-like, as mentioned in Sect. 3.3. In order
to incorporate direct feedback from patients, we plan to provide them with a
web-application where they can rate the generated exercise lists.

Acknowledgement. The work has been conducted as part of the selfBACKproject,
which has received funding from the European Union’s Horizon 2020 research and
innovation programmer under grant agreement No. 689043.
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Abstract. Back pain is a pending subject in our society despite scien-
tific advances. The Kazemi Back System (KBS) is a therapy machine that
allows the patient to correctly perform manipulation exercises to heal or
relieve pain. In this paper we describe and evaluate a CBR approach to
suggest an stream of configuration values for the KBS machine based
on previous sessions from the same patient or other similar patients. Its
challenge is to capture the expertise knowledge of physiotherapists and
reuse it for future therapies. The CBR system includes two complemen-
tary reuse processes and an explanation module. Within our experimen-
tal evaluation we discuss the problem of incompleteness and noise in the
data and how to solve the cold start configuration for new patients.

1 Introduction

Back problems are among the leading causes of workplace absences and, in Spain,
represent an annual expenditure of between 1.7−2.1% of the gross domestic
product (GDP), approximately 16,000 million euros. It comes from a variety of
different causes and affects men and women of different ages. Although back
pain is a universal complaint, an overall exercise routine can be an important
thing for pain relief. Dr. Alireza Kazemi is a physiotherapist and expert in the
treatment of back pain. After more than 10 years using manual therapies in
his clinic consisting of the manipulation of different segments of the back, he
invented a therapy machine (KBS, as in Kazemi Back System) that allows the
patient to correctly perform the same manipulation exercises to heal or relieve
pain, increase elasticity and improve quality of live. The machine has several
pneumatic actuators that apply certain pressure to the back, arms and legs,
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and allow the whole body of the patient to be manipulated. This way, it substi-
tutes the manual manipulations applied by the physiotherapist. The machine is
a prototype in the final evaluation phase, and it is being evaluated with patients
in Dr. Kazemi’s medical clinic. The KBS machine integrates the concepts of
biomechanics, strength, flexibility, neurodynamics and structural and functional
readaptation, which will indirectly activate the local metabolism through move-
ment, which stimulates cellular activation.

Every therapy session is led by the physiotherapist in charge of configuring
the KBS machine with a specific set-up for the list of pneumatic pressures. Each
configuration depends on different factors such as the patient’s clinical data,
previous sessions, personal risks, and others. Physiotherapists interview patients
who fill out a set of questionnaires before the first training session and after
each training session: disability, satisfaction, pain, gain in strength, and gain in
mobility. The use of questionnaires facilitates clinical evaluation as they capture
self-reported general information and the progress of symptoms.

Although the configuration process requires very specialized skills, the set
of values for the configuration stream is similar between different sessions for
the same patient (intrapatient reuse) and between sessions for similar patients
(interpatient reuse). This fact makes Case-Based Reasoning (CBR) a very good
approach to help the expert with the cumbersome task of manually configuring
the machine from scratch in every session.

In this paper we describe a CBR approach to facilitate this process by sug-
gesting a stream of configuration values based on previous sessions. We propose
a data-driven predictive configuration system that reuses cases from patients in
order to suggest the most suitable machine configuration, personalized for each
individual patient. The CBR system learns from the initial manual configuration
by experts and transfers their expertise into the case base to be reused later by
other physiotherapists with other patients. We discuss the representation difficul-
ties, how to deal with missing values in the tests or in the configuration stream,
as well as with various challenges that arise when comparing the resulting value
streams. Within our experimental evaluation we have found a clear problem of
uncertainty and noise in the data because machine sensors may fail and patients
usually drop out of long-term therapies. Among other well-known advantages,
the CBR approach allows noisy and incomplete input data to be dealt with;
facilitates cold start configuration for new patients and it offers doctors certain
explanations on the proposed configuration stream.

The paper runs as follows: Sect. 2 describes the main features of the Kazemi
Back System and some of the existing related work. Section 3 describes the
problem formalization. Section 4 describes a solution to the problem using two
approaches: transformational intrapatient and constructive interpatient reuse.
Section 5 describes our case study and explains the experimental results. Finally,
Sect. 6 summarizes the main results achieved and describes forthcoming work.

2 The Kazemi Back System and Related Work

There is ample literature on CBR systems applied to health sciences. Concretely,
biomedicine is one of the most successful application areas as expertise comes
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Fig. 1. The KBS machine (Patented). Manual therapy (top-left) vs. KBS therapy
(bottom-left). KBS global schema on the right.

from learning by solving problems in practice [4]. One of the most related projects
is the self-BACK project, which aims to develop a decision support system for
patients suffering from non-specific lower back pain. The system will give users
advice in the form of a self-management plan that is based on self-reported
physical and psychological symptoms as well as activity stream data collected
by a wristband. In [3] the authors describe various challenges when representing
and comparing human physical activities using time series data within the self-
BACK project.

A key component of these CBR systems is explanation capabilities [6]. This
feature enhances the acceptance of the solutions proposed by the system. On
the other hand, a recurrent problem is query elicitation due to the complex data
format where case descriptions come from sensors or free text [2]. This problem
is also shared by our system as it is very difficult to describe the back’s (com-
plex) anatomy and spine dysfunctions in a structured way. Regarding similar
applications, the RHENE system [8] uses CBR to adjust the parameters of a
hemodialysis machine.

The benefits of Dr. Kazemi’s treatment have been demonstrated over 10
years with a large number of patients that have received this therapy, as shown
in Fig. 1 (top-left). However the manual manipulation of the patient’s back has
many disadvantages: it requires very specialized expertise and has several risks
concerning the incorrect manipulation of the patient. Therefore, this therapy
cannot be widely applied to patients due to the lack of experts. As a solution to
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these problems Dr. Kazemi invented a machine that reproduces manual therapy.
The Kazemi Back System (KBS) is a novel machine for back pain treatment
consisting of the manipulation of different segments of the back as illustrated in
Fig. 1 (right). KBS involves the whole body in a synchronized and concatenated
way, a fact that distinguishes it from other existing machines. KBS allows move-
ments of the spine to be induced, from the use of pressure in a predetermined
position, preselected according to the kind of injury, intensity of pain and alter-
ations in posture. This series of movements, linked in the body and consequently
along the spine with the intervention of the limbs, involves different structures
of the locomotor system closely related to each other (muscles, tendons, liga-
ments, fascia, intervertebral nerve discs, etc.), and activates local and general
metabolism, joint physiology and muscle contraction-relaxation.

Every time a patient receives treatment, the machine must be configured
with a specific set-up for pneumatic pressures. This is the so-called configu-
ration stream. Experts are in charge of this configuration, which depends on
different factors such as the patient’s clinical data, previous sessions, etc. This
configuration process requires very specialized skills, so the goal of the CBR sys-
tem is to facilitate this process by suggesting a configuration based on previous
sessions. The CBR system learns from the experts and is able to capture their
expertise in the case base to be reused later by other physiotherapists with the
same or other patients.

The choice of a lazy learning approach such as CBR is motivated by several
factors. First, it eases the knowledge acquisition bottleneck, as the experts are
not able to clearly formalize how the therapy is conducted. Next, the system
learns as the therapy evolves. Experts have confirmed that this machine can be
used for different therapies that have not yet been explored. Therefore, the A.I.
behind the control software must be able to learn future patterns. Additionally,
this treatment requires specialized training and the CBR system can be used as
a teaching tool as it includes explanation capabilities. CBR is also appropriate
with uncertainty and noise in the data because machine sensors may fail and
patients usually drop out of long-term therapies.

Next we formalize the problem and the details of the CBR process.

3 Problem Formalization and Query Elicitation

The CBR system receives a description of the patient and returns a configuration
of the KBS machine for a session. This is the basic structure of the cases:

CB = {C = 〈D,S〉} (1)

Queries are identified by a unique patient id (pid) and contain basic patient
information (bd), a clinical description (cd) of the patient that includes a struc-
tured representation of the back’s anatomy and associated problems, and the
session number (sn). This data is formalized as follows:
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Fig. 2. Interface to obtain structured data for the back’s anatomy (left) and spine
problems (right).

Q = D = 〈pid, bd, cd, sn〉 (2)
where

bd = 〈gender, age, height, weight, bmi, text〉
cd =

〈
rear, lateral, spine, text

〉

The basic data and the clinical description are obtained through the inter-
faces shown in Fig. 2. These interfaces include a text field where physiotherapists
can include a text description of the structured data. To exploit this text data
in the CBR cycle we will apply textual CBR techniques [5,10]. The clinical
description includes a structured representation of the back anatomy from rear
and lateral points of view as shown in Fig. 2 (left). They are encoded as vectors
of numbers that represent the deviation of the different spine segments in the
back. However, the spine element of the clinical description is a list of boolean
values indicating concrete vertebra problems. It also includes a text description
as shown in Fig. 2 (right).

Given a description D the CBR system returns a solution S with the most
suitable configuration for the machine. A solution is composed of a list of pres-
sures for every pneumatic actuator. There are five pneumatic actuators for the
cervical, dorsal and lumbar back segments, arms and legs. Each actuator can be
configured with a pressure from 0 to 3 bars with increments of 100 millibars.
Therefore solutions are formalized as:

S = 〈pcervical, pdorsal, plumbar, parms, plegs〉 (3)
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A complete machine configuration also includes the settings for the mechan-
ical actuators that position each pneumatic actuator, i.e. the height of the back
segments and the height, pitch and yaw of the seat. However, these values are
manually configured for every patient and do not change over the treatment.
Therefore, are outside the scope of the CBR system.

4 The CBR Process

Given a query Q describing a patient, the CBR process follows the four standard
stages [1]. It uses a complementary process where both the personal record of
the patient Q and cases from other patients are reused to provide a solution. We
call the set of cases representing previous sessions of that patient the patient’s
personal record.

The approach that retrieves and reuses the patient’s personal record is
referred to as the intrapatient process, whereas the technique that reuses configu-
rations from similar patients is called the interpatient process. The two strategies
can be combined to enhance the system’s performance. This process has been
designed to solve two major problems related to the cold-start [7,12] that the
system must deal with:

1. The personal record is in cold-start: there are few cases because the patient is
at the beginning of the therapy. Thus, the intrapatient process is not suitable.
Therefore the system uses similar patients (interpatient process) to provide
a solution.

2. The case base is in cold-start: there are few patients in the case base. In this
scenario, the intrapatient approach provides a base configuration with better
results than the interpatient process, as similarity values are very low.

The CBR system also includes an explanation module that details the rea-
soning cycle to experts. Although a whole description of the explanation module
is outside the scope of this paper, it is a crucial component of the system as
experts can review the reasons that led to the solution proposed by the system
before applying it to the patient. The explanation interface is shown in Fig. 5.
Next we describe the whole CBR cycle that has been implemented using the
jCOLIBRI software [11].

4.1 Retrieval

Having two approaches implies specific retrieval sets that we refer to RSintra

and RSinter. The collection of the RSintra cases is quite straightforward as it
only contains cases from the patient’s personal record. Therefore, the system
retrieves the previous cases for the query patient.

RSintra = {Ci ∈ CB,∀i(Q.pid == Ci.pid)} (4)

Regarding RSinter the retrieval process begins with a filtering step where
cases are chosen according to gender. As reported by the experts, cases cannot be
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reused from patients with another gender because their anatomy is too different.
Therefore we apply the following pre-filtering:

RS′
inter = {Ci ∈ CB,∀i(Q.gender == Ci.gender)} (5)

Once the cases have been filtered we use a nearest-neighbour method to find
the most similar cases. This method is not only limited to the k best neighbours
but also to a minimum similarity threshold θ to assure the quality of the cases
retrieved and the subsequent adaptation processes.

RSinter = {〈Ci, wi〉 ∈ RS′
inter,∀i(wi ≥ θ)} (6)

where
wi = simil(Q,Ci)

The similarity metric that compares a query description Dq and a user
description Du is defined as the weighted average of the similarities for every
component 〈bd, cd, sn〉.

The basic data (bd) similarity is computed as the average of numerical differ-
ences. Textual CBR metrics are used to compare textual descriptions. Specifi-
cally, we apply cosine distance. For the clinical description (cd), vector differences
are used to compare the rear and lateral elements, but the spine vector is com-
pared through an XOR function that indicates whether there are problems in
the same vertebra. Again, a cosine function is applied to compare the textual
descriptions.

4.2 Reuse

We have designed a complementary adaptation approach where both the
patient’s personal record and the most similar cases from other patients are
combined to maximize system performance.

Firstly, intrapatient adaptation is performed to obtain a base configuration
of the machine, Sintra. It is a preliminary solution that is computed using a
linear regression model over the pressure series found in the patient’s record.
The choice of a linear regression model is motivated by the evolution of the
therapy applied by the physiotherapists. They increase the machine pressures as
the patient improves. Therefore a linear regression method is the most suitable
option to model this behaviour.

From the patient’s record, which was retrieved in RSintra we obtain the pres-
sure series for every pneumatic actuator. Given an ordered list of cases according
to the session number:

RSintra = {C1, . . . , Ci, Ci+1, . . . , Cn} (7)
where

Ci = 〈Di, Si〉
Di.sn = Di+1.sn + 1

n = Q.sn − 1
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Fig. 3. Example of the intrapatient adaptation.

A paired vector of (session number, pressure) is created for every pneumatic
actuator p ∈ Si:

(x, y)p = (x1, y1), . . . , (xn, yn) (8)
where

xi = Di.sn

yi = Si.p

To estimate the pressure of an actuator p for session Q.sn given a paired
vector (x, y)p that represents the previous configurations of p, we use the least
squares estimation, which finds a line that minimizes the sum of the squared
errors (SSE):

SSE =
n∑

j=1

r2j =
n∑

j=1

(yj − ŷj)2 =
n∑

j=1

(yj − β0 − β1xj)2 (9)

Then the regression line is:

y = âβ0 + β̂1x (10)

And therefore, the predicted pressure can be computed as:

p = âβ0 + β̂1Q.sn (11)

Figure 3 shows the intrapatient adaptation algorithm graphically. Lines with
markers represent the pressure vectors retrieved from the personal record. Values
on the horizontal axis indicate the session number. Markers with a black border
at the end of the series show the estimated pressure for the session being queried
(Q.sn = 16 in this example). This graphical representation is used to explain
the process to the user, as shown in Fig. 5.
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Fig. 4. Example of the interpatient process.

Next, interpatient adaptation tries to improve the base solution Sintra by
using the nearest neighbours in 〈Ci, wi〉 ∈ RSinter that include similarity to the
query wi. It applies a weighted average based on those values.

Firstly, the solution provided by intrapatient adaptation, Sintra, is added to
RSinter with a similarity value of 1:

RS = RSinter ∪ 〈Sintra, 1〉 (12)

This way the intrapatient solution has the highest weight and the remaining
solutions in RSinter will modify its pressure values depending on their similarity
to the query. This means that this algorithm implements a transformational
adaptation approach.

It is important to note that in the case of a cold-start of the personal record
there is no Sintra and the system only reuses the solutions in RSinter. In this
situation the system performs a constructive adaptation process from several
solutions because there is no base solution [9].

Likewise, in the case of a cold-start of the case base, RSinter is empty and
Sintra is the only solution available that will be returned for adaptation. Either
way, the adaptation algorithm provides a valid solution. It applies a weighted
average for every pneumatic actuator p ∈ Si:

p =
∑n

1 Si.p · wi∑n
1 wi

(13)

where
Ci = 〈Di, Si〉 ∈ RS

n = |RS|
The interpatient adaptation process is also explained to the physiotherapist

graphically. As Fig. 4 shows it reflects similarity on the x-axis and represents
every solution in RS as a set of marks over the corresponding similarity value.
These marks are the pressure values for each pneumatic actuator found in the
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Fig. 5. Explanation interface of the KBS software

solution of that similar case. Unbordered marks over similarity value 1 represent
the solution found by intrapatient adaptation. Black bordered marks are the
final system’s solution.

Both graphical explanation charts for the intrapatient and interpatient
processes provide a sophisticated explanation system included in the CBR sys-
tem. This feature is very important because physiotherapists must understand
the reasons behind the proposed machine configuration. The explanation inter-
face is shown in Fig. 5 and includes the explanation charts previously described
in Figs. 3 and 4. This figure presents a clear example of the whole adaptation
process. First, the intrapatient adaptation proposes a slight increase of pressure
as the linear regression suggests an incremental pattern in previous configura-
tions. However the interpatient explanation shows that two very similar cases
have lower pressure values. Finally the weighted average takes those cases into
consideration and leverages the final pressure values. This is illustrated over
value 1 on the x-axis where every final mark (bordered) has a corresponding
mark above it that represents the intrapatient solution.
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These charts are displayed to the physiotherapist together with a textual
description of the process that includes the number of retrieved cases, personal
records reused by the intrapatient adaptation and the number of similar cases
reused by the interpatient adaptation.

4.3 Revise and Retain

This kind of medical domain requires a mandatory revision stage where the
physiotherapist supervises the solution proposed by the CBR system.

To perform the revision of the solution the user begins with the explana-
tion provided by the system. There are many therapeutic or patient factors that
could end up with a modification of the proposed solution. Therefore, the expert
can modify the pressure values for each pneumatic actuator through the interface
shown in Fig. 6. He/she can also provide a text description to explain the modifi-
cations. Moreover the revision interface allows previous configurations from past
sessions to be explored. When selecting a previous configuration, the expert can
explore the pressure values and the corresponding explanation of that past revi-
sion process. Once the exercise is completely configured, the revised solution is
stored in the case base together with the query that launched the CBR process.

5 Evaluation

To evaluate the CBR system we used a case base of patient records obtained
during the clinical evaluation of the KBS. This clinical evaluation was performed
with the participation of 40 patients (14 female and 26 male) during 4 months
and allowed mechanical and software problems in the machine to be detected.
Consequently this case base is very noisy and incomplete as 4 months is a long
period and many patients did not complete the evaluation. Moreover, several
technical problems led to the corruption of several records. However, having noisy
data was a precondition when developing the intelligent control software and one
of the main reasons to implement a CBR system, as this kind of reasoning is
able to manage noisy data. Finally, 426 patient records were available for the
evaluation.

Evaluation is performed using cross-validation, specifically, a leave-one-out
approach that counts the number of successful solutions. The evaluation function
that compares the solution suggested by the CBR process (S′) to the actual
solution for the case (S) compares the difference between pressures as follows:

eval : [S × S] → {false, true} (14)
eval(S, S′) = (pcervical − p′

cervical) > δ ∧ (pdorsal − p′
dorsal) > δ

∧(plumbar − p′
lumbar) > δ ∧ (parms − p′

arms) > δ

∧(plegs − p′
legs) > 2δ

The comparison of leg pressure doubles the threshold (2δ) as its values are
much higher than other pressures (aprox. 2000–3000 mbars instead of 700–1000).
During evaluation this threshold is set to δ = 100 mbars.
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Fig. 6. Revision interface of the KBS software

The leave-one-out validation is segmented according to the session number.
This way, the percentage of successful solutions for every session number is aver-
aged independently. It allows the performance of the system to be inspected
as the therapy is carried on. This segmentation is very important in order to
understand the behaviour of the two adaptation approaches. During the initial
sessions there are many similar cases available as almost every patient has com-
pleted these sessions but there are few previous patient’s records. Therefore the
intrapatient adaptation process might work poorly but the interpatient adapta-
tion should provide good results. On the other hand, there are very few records
for the final sessions, thus supplying a lot of data for the intrapatient adapta-
tion and very few similar cases for the interpatient adaptation. This behaviour
is illustrated in Fig. 7, which shows the number of patient records available for
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Fig. 7. Average number of available patient records (left axis) and available neighbours
(right axis) for every session number.

Fig. 8. Evaluation results of adaptation methods (left axis) and average available neigh-
bours (right axis).

every session and the average number of similar neighbours retrieved by the
interpatient retrieval process (Eq. 6) taking into account the θ threshold, which
is configured with θ = 0.5 for evaluation (no significant improvement was found
when varying this value).

Several evaluations have been conducted to inspect the impact of the adap-
tation approaches: (1) combining intrapatient and interpatient, (2) only intrap-
atient and, (3) only interpatient adaptation. Results are shown in Fig. 8, which
illustrates how the combination of the two adaptation approaches provides
the best results. Individually, the intrapatient adaptation method improves as
the number of available previous records increases. On the other hand, the
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interpatient method worsens as the session number increases and there are fewer
cases available. An anomaly is detected in the performance of this adaptation
approach for the initial sessions. Although there are many cases available the
nearest neighbour algorithm does not obtain acceptable performance. The rea-
son is the noise in the initial cases recorded during the clinical evaluation as most
of the mechanical problems emerged during the first weeks of the experiment.
Once problems were solved (around session 15) performance improved and then
decreased when the number of cases fell too low (session 25).

These results confirm the expected behaviour of the system. Globally, the
CBR system provides a 75% success rate, which is a good result considering
that there are only 40 patients in the case base and cases are filtered by gender,
decreasing the number of cases available for retrieval. Moreover few patients
completed the therapy and there were corrupted records, which led to a very
noisy case base.

6 Conclusions and Future Work

In this paper, we have described a CBR solution to the problem of configuring a
therapy machine to alleviate back pain. We have proposed a data-driven predic-
tive configuration system that reuses cases from patients in order to suggest the
most suitable machine configuration, personalized for each individual patient.
The CBR system learns from the initial manual configuration by experts and
transfers their expertise into the case base to be reused later by other physio-
therapists with other patients. To evaluate the CBR system we have used a case
base of patient records obtained during the clinical evaluation of the KBS. This
clinical evaluation was performed by 40 patients during 4 months and allowed us
to detect mechanical and software problems in the machine. Consequently this
case base is very noisy and incomplete as 4 months is a long period and many
patients did not complete the evaluation. Moreover, technical problems led to the
corruption of several patient records. The case base has now 426 patient records
available for evaluation. We have discussed how CBR allows two major prob-
lems related to the cold-start and noisy data to be solved. We have described an
intrapatient process that retrieves and reuses the patient’s personal record, and
a process that reuses configurations from similar patients, called the interpatient
process. The evaluation results allow us to conclude that the combination of the
two approaches provides the best results. Individually, the intrapatient adapta-
tion method improves as the number of available previous records increases. On
the other hand, the interpatient method worsens as the session number increases
and there are fewer cases available. In the experiments we do not distinguish who
the physiotherapist in charge of the case authoring and revision is. As future
work, each machine will be connected to a cloud service, and the CBR system
will reuse cases either from its local case base or from other case bases belonging
to different experts. We will continue with the experiments and we will study
the impact of the provenance of the cases in the system’s performance. We also
will perform experiments on the impact of the explanation capabilities on the
final physiotherapist’s decision.
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10. Recio, J.A., Dı́az-Agudo, B., Gómez-Mart́ın, M.A., Wiratunga, N.: Extending
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Abstract. Knowledge-intensive software systems have to be continu-
ously maintained to avoid inconsistent or false knowledge and preserve
the problem solving competence, efficiency, and effectiveness. The more
knowledge a system contains, the more dependencies between the differ-
ent knowledge items may exist. Especially for an overall system, where
several CBR systems are used as knowledge sources, several dependen-
cies exist between the knowledge containers of the CBR systems. The
dependencies have to be considered when maintaining the CBR systems
to avoid inconsistencies between the knowledge containers. This paper
gives an overview and formal definition of these maintenance dependen-
cies. In addition, a first version of an algorithm to identify these depen-
dencies automatically is presented. Furthermore, we describe the current
implementation of dependency modeling in the open source tool myCBR.

1 Introduction

Knowledge-intensive systems are using a high amount of knowledge that is
not stored in a single knowledge source, but distributed over several knowl-
edge sources. This leads to a better scalability and maintainability. Especially
for systems with several case-based reasoning (CBR) systems, distributing the
knowledge over several small CBR systems rather than using one large CBR
system, has a great benefit on maintainability. There exist several maintenance
approaches for CBR systems [8,9,16,19,20] that aim to maintain a single knowl-
edge container in a single CBR system. However, there could be dependencies
between the knowledge inside a CBR system and between the knowledge of
different CBR systems. These dependencies should be considered for mainte-
nance actions to ensure the consistency and competence of the whole knowledge-
intensive system. Based on these dependencies additional maintenance actions
could be identified to avoid inconsistencies or competence loss. These dependen-
cies [13] are used by the Case Factory approach for maintaining distributed CBR
systems [12]. The initial definition of the dependencies were not sufficient and we
analyzed the required granularity of the dependencies and the possible knowl-
edge on different granularity levels. In this paper we present the refined definition
c© Springer International Publishing AG 2017
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of the maintenance dependencies and the current modeling and implementation
in the open source tool myCBR [5,21]. We also investigate the possibility of
generating dependencies automatically to reduce the modeling effort.

In Sect. 2 we describe related research in the fields of knowledge modeling
and maintenance. Section 3.1 contains a brief description of the Case Factory
(CF) approach and Sect. 3.2 describes in more detail the refined dependencies
required for maintenance with CFs and a first version of the dependency gen-
eration algorithm. In Sect. 3.3 we present the current modeling possibilities in
myCBR. Finally, we give a summary of our paper and an outlook to future work.

2 Related Work

Knowledge modeling has been a focus of research in many communities in the last
decades. Directly related to CBR, the knowledge containers [14] are a central
point for knowledge modeling, which were extended with a maintenance con-
tainer [10]. Our maintenance dependencies clearly belong to the maintenance
knowledge of a CBR system and the Maintenance Map can be treated as an
instantiation of a maintenance container. However, for our maintenance app-
roach with explanations the knowledge from the other maintenance containers
are required, too. The description of knowledge contents in CBR systems on a so-
called knowledge level was first introduced by Aamodt [2]. The CBR community
adapted the knowledge level view from the knowledge acquisition community
to describe knowledge in CBR systems independent from the implementation.
Our approach uses also the knowledge level view, but introduced different sub-
levels of knowledge in the different knowledge containers. This way, we are able
to build a hierarchy of knowledge for our maintenance dependencies to model
abstract and detailed dependencies.

Dependency modeling between knowledge is researched in the economic
domain. The focus is to model the dependencies between knowledge in firms
and organizations or in business processes. Different approaches to model depen-
dencies have been developed, for example strategic dependency diagrams [3],
dependency modeling with OWL-DL, and a meta-model for dependencies [18].
In the business domain, knowledge dependencies are modeled to determine the
performance of a firm or the scalability of business processes.

Software development also deals with dependency modeling. They are for
example used to manage complex software applications and can identify viola-
tions of the architecture, evaluate the scalability of an application and identify
hidden subsystems [17]. Also from the software development perspective comes
an approach for a domain-specific dependency modeling language [1]. In our
approach the knowledge levels and the defined hierarchy is a first step to a
language for maintenance dependency modeling in CBR systems. An explicit
language could help to identify all dependencies between the knowledge items in
and between CBR systems.
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3 Dependency Modeling for Knowledge Maintenance

This section describes the Case Factory maintenance approach and the required
knowledge dependencies. We introduce different knowledge levels and a hierar-
chy of dependencies for CBR systems. In addition, we present a first algorithm
for generating syntactic dependencies automatically and describe the current
implementation of dependency modeling in myCBR.

3.1 Maintenance with Case Factories

The Case Factory approach is an agent-based maintenance approach for dis-
tributed CBR systems and integrated into the SEASALT architecture [4]. The
SEASALT (Sharing Experience using an Agent-based System Architecture
Layout) architecture is a domain-independent architecture for multi-agent sys-
tems to extract, analyze, share, and provide experience. The architecture consists
of five components. The first component is the knowledge source component.
This component contains so-called collector agents that are responsible for the
extraction of knowledge from external knowledge sources. Knowledge sources
could be databases, files, forums, or blogs. The second component, knowledge
formalization, formalizes the extracted knowledge from the collector agents into
a structural representation to be used by the third component, the knowledge
provision component. This component manages the knowledge sources inside a
multi-agent system (MAS) instantiated by the SEASALT architecture. Inside the
knowledge provision component the so-called Knowledge Line (KL) is located.
The KL contains a number of topic agents with access to internal knowledge
sources like CBR systems. The basic idea is to modularize the knowledge among
the topic agents and decide which knowledge is required to solve a given problem.
The fourth component is the knowledge representation, that contains the under-
lying knowledge models for the different agents and knowledge sources. The last
component is the individualized knowledge and contains the user interface for
querying the system and displaying the solution [4].

The extended Case Factory approach extends the SEASALT architecture
with a maintenance mechanism for CBR systems. If a topic agent has access to
a CBR system, a CF is provided to maintain the CBR system. To coordinate
several CFs a so-called Case Factory Organization (CFO) is provided, which
consists of several agents to coordinate the overall system maintenance. A Case
Factory consists of several agents that are responsible for different tasks: moni-
toring, evaluation, coordination, and maintenance execution. A monitoring agent
will supervise the knowledge containers of a CBR system to notice changes to
the knowledge like adding new cases, changing the vocabulary, or deleting cases.
Monitoring agents will only notice the fact that changes have occurred and what
has been changed. Evaluation agents are responsible for a qualitative evaluation
of the consistency, performance, and competence of the CBR system. Which
evaluation strategy is performed is up to the user. Existing approaches like util-
ity footprint [19] or sensitivity analysis [7,22] could be applied as well as new
or modified evaluation strategies. The coordination agent will collect all results
from the monitoring and evaluation agents and create maintenance actions based
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on the collected information. In addition, the agent will use the modeled depen-
dencies to determine additional maintenance actions that should be performed
and sent them to the CFO. The dependencies and their use will be described in
more detail in the next section. Maintenance execution agents are responsible
for executing the confirmed maintenance actions and adapting the knowledge of
the CBR system.

The Case Factory Organization is a superstructure for coordinating the main-
tenance activities of each Case Factory and providing the knowledge engineer with
the required information to confirm or reject maintenance actions. Therefore, sev-
eral agents with different tasks are part of the CFO: coordination agent, mainte-
nance planning agent, explanation agent, and communication agent. The coordi-
nation agent gets all maintenance actions from the different CFs, derives addi-
tional maintenance actions based on the dependencies between CBR systems and
passes the list of maintenance actions to the maintenance planning agent. The
planning agent is responsible for creating a maintenance plan from all derived
maintenance actions. Therefore, the agent checks for duplicate or conflicting main-
tenance actions, the order of maintenance actions and for circular maintenance
actions. Based on these checks a maintenance plan is generated and passed to the
explanation agent. This agent generates a human-readable explanation for each
action in the maintenance plan and adds it to the corresponding maintenance
action. The enhanced plan is passed to the communication agent and displayed to
the knowledge engineer. After a review by the knowledge engineer, the confirmed
or rejected maintenance actions are passed back to the individual CFs [11,12].

3.2 Dependencies

A central part of the Case Factory approach are the dependencies between the
knowledge containers of CBR systems. These dependencies allow an overall main-
tenance planning with respect to connections between the individual knowledge
of different CBR systems. A dependency can be defined with a source, a target,
and a direction. This triple has been used by our first dependency definition and
the source and target were defined as knowledge containers and can be found in
Eq. (1).

d = (kcsysS , kcsysT , t)
where kc ∈ {voc, sim, cb, ada} and sysS, sysT ∈ {1 . . . n} and t ∈ {u, b} (1)

The triple consists of two knowledge containers and a direction. The first
knowledge container kcsysS defines the left side of a dependencies, the source
knowledge container. The second knowledge container kcsysT defines the tar-
get knowledge container. Knowledge containers could be the vocabulary, the
case base, the similarity measures or the adaptation knowledge according to
Richter [15]. The indices sysS and sysT identifies the CBR system, the knowl-
edge container belongs to, assuming all given CBR systems have a number
between 1 and n. The last part of the triple t represents the direction of a
dependency, either (u)ni-directional or (b)i-directional and determines whether
the source and the target knowledge containers can be swapped or not.
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Table 1. Knowledge levels, the contained knowledge, and examples

Knowledge level Contained knowledge Example

Knowledge level 1 CBR system CBR system 1

Knowledge level 2 Knowledge container Vocabulary, case base

Knowledge level 3 Specific case base CB01, CB02

Knowledge level 4 Specific case, similarity
measure, and adaptation rules

Case 123, simtax, rule23

Knowledge level 5 Attributes Aircraft type, systems, status

Knowledge level 6 Specific values A380, display, inoperable

But the information about the affected knowledge containers is not sufficient.
For example, the information that a dependency exists between the vocabulary
of CBR system A and the vocabulary of CBR system B does only allow to derive
a maintenance action for changing the vocabulary. This is not enough informa-
tion for specific and executable maintenance actions. Therefore, we defined six
knowledge levels for CBR systems to find the required granularity of knowledge
for the dependencies. The knowledge levels are shown in Table 1.

These knowledge levels are used to define a hierarchy of granularity for depen-
dencies. The top level of the hierarchy is root level. It contains only one node, the
root node. This root level could also be named as knowledge level 0. The second
level represents the knowledge level 1 and contains nodes for the CBR systems.
The third level, knowledge level 2, contains nodes for the knowledge contain-
ers of a CBR system: vocabulary, case base, similarity measures, and adaptation
knowledge. The Knowledge level 3 contains nodes for the case bases, the other
three branches have no nodes on this level. On knowledge level 4 nodes for the
cases, similarity measures, and the adaptation rules can be found. Knowledge
level 5 contains nodes for the attributes on all branches of the knowledge con-
tainers. The last level contains nodes for the specific values of each attribute.
Figure 1 shows an example hierarchy with the knowledge levels.

Based on this hierarchy, dependencies with different knowledge levels could
be defined. The most abstract dependencies are based on knowledge level 1 and
the most detailed dependencies are based on knowledge level 6. For example, on
knowledge level 1 a dependency between a CBR system A and a CBR system B
could be defined. The dependency does not contain enough knowledge to derive
a specific maintenance action, but the knowledge on this level is required for
the knowledge levels below to differ between the more detailed dependencies.
In addition, it could be used for visualization purposes of dependencies. On
knowledge level 6, a dependency between two specific values could be defined. For
example, there could be a dependency between the value A380 of the attribute
aircraft type in the knowledge container vocabulary of CBR system A and the
value A380 of the attribute aircraft type of the case123 in the case base CB01
in the knowledge container case bases of CBR system A. With this specific
information, among others, a detailed maintenance action could be derived. The
reworked dependency definition can be found in Eq. (2).
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Fig. 1. Example hierarchy for granularity of dependencies

d = (klesource, kletarget, t)
where klesource and kletarget ∈ {hierarchynodes} and t ∈ {u, b} (2)

In the previous definition, the source and target of a dependency are knowl-
edge containers. In the current definition, the source and target are knowledge
level elements (kle), that can be found in the defined hierarchy. The hierarchy is
a set of nodes and edges, but a dependency references only on nodes. Therefore,
hierarchynodes is a subset of the hierarchy, that only contains the nodes. To
identify an element in the hierarchy, every element gets an id code based on
the knowledge level, characters, and continuous numbers. The id code consists
of alphanumeric characters and starts with the number of the knowledge level.
The characters for each knowledge level are combined with an underscore. The
knowledge level 0 will not be considered, because it contains no knowledge. The
nodes on each knowledge level will be continuously numbered. The only excep-
tion is knowledge level 2. The nodes on this level are identified with the starting
character of the knowledge container. For example the id code for the case123
node would be 1 C 1 1 0 0, the id code for the specific value A380 in the same
branch would be 1 C 1 1 1 1. A dependency between the specific value A380 of
the attribute aircraft type in the vocabulary and the same value in case123 in
CB01 in the attribute aircraft type could be found in Eq. (3):

d = (1 V 0 0 1 1, 1 C 1 1 1 1, u) (3)

The dependencies will still be differentiated between intra- and inter-system
dependencies. An intra-system dependencies is defined within a CBR system,
while inter-system dependencies are defined between different CBR systems. An
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intra-system dependency is defined in Eq. (4), while an inter-system dependency
is defined in Eq. (5):

dintra = (klesource, kletarget, t)
where klesource and kletarget ∈ {hierarchynodes}

and #KL6 of klesource �= #KL6 of kletarget
and #KL1ofklesource = #KL1 of kletarget

and t ∈ {u, b}

(4)

dinter = (klesource, kletarget, t)
where klesource and kletarget ∈ {hierarchynodes}

and #KL1 of klesource �= #KL1 of kletarget
and t ∈ {u, b}

(5)

Intra-system dependencies are defined within a single CBR system. There-
fore, the source and the target knowledge level elements have the same CBR
system identification value (#KL1), while they have different attribute value
identification values (#KL2). This is required to avoid dependencies from spe-
cific values to themselves. This way we avoid circular processing of the same
dependencies endless times. In contrast to the previous definition of intra-system
dependencies, dependencies within the same knowledge container are permitted
to model dependencies between different attributes of the vocabulary for exam-
ple. For inter-system dependencies the CBR system identification value (#KL1)
has to be different, while all other knowledge level elements could have the same
identification number, for example when we have a backup copy of CBR system
that contain the same knowledge.

In our first definition of dependencies [13] we introduced three trivial depen-
dencies as intra-system dependencies. These trivial dependencies were defined
between the vocabulary and the three other knowledge containers. On an
abstract level this dependencies still exist, but on the knowledge levels 5 and
6, the number of dependencies cannot be defined in general, because the number
of attributes and specific values depends on the knowledge modeling. Therefore,
the new definition of our maintenance dependencies contain no trivial depen-
dencies any more.

Based on the defined granularity of the dependencies, there could exist hun-
dreds of dependencies in a CBR system. Modeling all these dependencies man-
ually would cause a very high effort for the knowledge engineer. Therefore, the
automated generation of dependencies based on a given knowledge model could
reduce the effort and would allow the application of the Case Factory approach
to existing CBR systems with a manageable effort. For an automated generation
we have to differentiate between syntactic and semantic dependencies. A syn-
tactic dependency is based on a syntactic compliance of values, for example the
specific value A380 of the attribute aircraft type in the vocabulary and the value
A380 in the same attribute in a given case. This dependency could be generated
automatically by searching for the value A380 in existing cases. If the value is
set for the attribute in a case, a dependency is modeled. A first version of an
algorithm to generate syntactic dependencies is shown in Listing 1.1.
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Listing 1.1. Algorithm for generating syntactic dependencies

Definitions:
Va Set o f va lue s f o r a t t r i b u t e a
Ccb Set o f ca s e s in a case base cb

va s p e c i f i c va lue o f a t t r i b u t e a
ccb s p e c i f i c case o f case base cb
vfct s p e c i f i c va lue in s i m i l a r i t y measure
vr s p e c i f i c va lue in ru l e

Input:
A Set o f a t t r i b u t e s in the case s t r u c tu r e
CB Set o f case bases in a CBR system
R Set o f adaptat ion r u l e s
S Set o f s i m i l a r i t y f unc t i on s

Output:
D Set o f s yn t a c t i c dependenc ies

Algorithm:
D = \ emptyset

f o r each ( a t t r i bu t e a in A) {
i f ( check (va e x i s t in ccb ) {

du = new d(va , vc , u )
i f ( e x i s t (D, r e v e r s e (du s ) ) ) {

db = new d(va , vc , b )
D = D − r e v e r s e (du ) }

e l s e {
D = D + db }

}
i f ( check (va e x i s t in vfct ) {

du = new d(va , vfct , u )
i f ( e x i s t ( r e v e r s e (du ) ) ) {

db = new d(va , vfct , b )
D = D − r e v e r s e (du ) }

e l s e {
D = D + db }

}
i f ( check (va e x i s t in vr ) {

du = new d(va , vr , u )
i f ( e x i s t ( r e v e r s e (du ) ) ) {

db = new d(va , vr , b )
D = D − r e v e r s e (du ) }

e l s e {
D = D + db }

}}
re turn D
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The algorithm iterates over all values of all attributes and compares them
with the used values in the cases, the similarity measures and the adaptation
rules. If a compliance is found a new dependency on the sixth knowledge level
is created. The created dependency is defined a uni-directional. For every cre-
ated dependency, the algorithm checks whether a reverse dependency exists, or
not. If a reverse dependency is found, the newly created dependency is set to bi-
directional and the reverse dependency is removed from the list. The new depen-
dency is added to the list. This way explicit dependencies between the knowledge
containers can be generated. Implicit dependencies between the knowledge con-
tainers can be found in several CBR tools and in myCBR, too. But these implicit
dependencies cannot be used to generate maintenance actions and explanations.
Therefore, some dependencies may exist implicitly and explicitly.

With the algorithm syntactic dependencies can be generated, but not seman-
tic dependencies. A semantic dependency is based on user modeled connections
between the knowledge items, for example a case referencing another case. A
reference cannot always be identified automatically, therefore a dependency can
only be generated under specific circumstances. For example, it could be checked
if an attribute exists, that contains unique identifiers of cases. This attribute
could be treated as reference attribute and the identifiers of the cases could be
compared syntactically.

3.3 Dependency Modeling Using myCBR

We have extended the API and workbench of our tool myCBR to model and
visualize dependencies. The algorithm for generation dependencies is not imple-
mented yet. The API was extended with functions and classes to model, save,
and load dependencies. Dependencies are stored in a so-called Maintenance Map.
This Maintenance Map is based on the Knowledge Map [6] and stores all infor-
mation about the dependencies. A Maintenance Map can be exported in RDF
format. The following excerpt from an Maintenance Map shows an example
modeling:

Listing 1.2. Excerpt from an example Maintenance Map

<rd f : Des c r ip t i on rd f : about=”’dependency1”’>
<dep : source >1\ V\ 0 \ 0 \ 1 \ 1</dep : source>
<dep : target >1\ C\ 1 \ 1 \ 1 \ 2</dep : target>
<dep : type>1</dep : type>
<dep : weight>1</dep : weight>

</rd f : Descr ipt ion>
<rd f : Des c r ip t i on rd f : about=”’dependency2”’>

<dep : source >1\ V\ 0 \ 0 \ 1 \ 1</dep : source>
<dep : target >2\ V\ 0 \ 0 \ 1 \ 2</dep : target>
<dep : type>2</dep : type>
<dep : weight>4</dep : weight>

</rd f : Descr ipt ion>

The example shows two dependencies, one intra-system and one inter-system
dependency. For each dependency the source and the target are stored with their
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id code in the defined hierarchy. In addition, the direction of the dependency
and the weight are stored. The direction can either be one or two, one if the
dependency is uni-directional and 2 if it is bi-directional. The weight defines the
importance of the dependency, the higher the weight, the more important the
dependency is. A higher weight can be used to rank maintenance actions based
on the according dependency. The dependencies are stored with their id code in
the Maintenance Map. After reading the dependencies the id code is transformed
into the more detailed knowledge level information.

The workbench was extended with a maintenance view. This view allows a
user the modeling and visualization of dependencies. Figure 2 shows the mainte-
nance view and a modeled dependency. The current implementation allows the
creation of Maintenance Maps for intra- and inter-system dependencies. Intra-
system dependencies are stored into a so-called local Maintenance Map, while
inter-system dependencies are stored in a so-called global Maintenance Map.
The differentiation is only for organizational purpose. After the creation of a
Maintenance Map the associated dependencies could be modeled. A dependency
can currently be modeled up to knowledge level 5. The sixth knowledge level
is under development. For a local Maintenance Map the target CBR system is
automatically set to be identical with the source CBR system. Dependencies
with missing information cannot be saved to avoid incomplete and inconsistent
dependencies.

Fig. 2. Maintenance view with dependency

In addition, the workbench has a visualization component to generate an
overview of the modeled dependencies. A simple list of dependencies would be
adequate for few dependencies, but having dozens or hundreds of dependen-
cies between several CBR systems, simple list would cause high effort to find
and edit a specific dependency. Therefore, a graphic representation of the mod-
eled dependencies would provide a better overview. Two different visualizations
are currently implemented. Figure 3 shows a simple graph representation of the
Maintenance Map. The vertices are arranged in a circle to get clear overview of
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the edges which represent the dependencies. Figure 4 shows a formatted graph of
the Maintenance Map. The different knowledge levels are colored and associated
groups of dependencies are displayed together. Vertices with no dependencies
have a brighter color. Because the Maintenance Map can be edited by a user,
empty dependencies can be created. An empty dependency is not treated as
inconsistent and is represented with a gray vertex in the graph.

Fig. 3. Simple visualization of
dependencies

Fig. 4. Formatted visualization of
maintenance map

An evaluation of the dependency modeling and the algorithm has not been
done yet, because the implementation of the sixth knowledge level has to be
completed before we can generate specific dependencies on the value level of the
hierarchy.

4 Summary and Outlook

This paper gives an overview of the improvements for the maintenance depen-
dency modeling. We describe the newly defined knowledge levels for CBR sys-
tems and how the associated hierarchy is used to model dependencies with
different granularity. A formal definition of the improved dependencies is also
given. In addition, we describe a first algorithm to generate syntactic dependen-
cies automatically. Finally, we give an overview of the current implementation
state of the dependency modeling in myCBR. Currently, we are integrating the
knowledge level 6 into myCBR to be able to model all proposed granularities of
maintenance dependencies. After the implementation is finished, we will use the
improved dependencies in a multi-agent system with different CBR systems and
associated Case Factories to evaluate the utility of the improved maintenance
dependencies. In addition, we will improve the visualization of the dependen-
cies to be able to show a scrollable visualization with different details for each
knowledge level.
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Abstract. Online judges are online repositories with hundreds or thou-
sands of programming exercises or problems. They are very interesting
tools for learning programming concepts, but novice users tend to feel
overwhelmed by the large number of problems available. Traditional rec-
ommendation techniques based on content or collaborative filtering do
not work well in these systems due to the lack of user ratings or semantic
descriptions of the problems. In this work, we propose a recommenda-
tion approach based on learning itineraries, i.e., the sequences of prob-
lems that the users tried to solve. Our experiments reveal that interest-
ing learning paths can emerge from previous user experiences and we
can use those learning paths to recommend interesting problems to new
users. We also show that the recommendation can be improved if we
consider not only the problems but also the order in which they were
solved.

1 Introduction

Online judges are online repositories with hundreds or even thousands of pro-
gramming exercises [9]. Each programming exercise is made of a public statement
describing the problem to solve and a private set of test cases that will be used to
automatically validate the solutions submitted to the system. This way, online
judges can automatically compile and execute the code submitted by the users
and check its correctness. Programming exercises usually impose certain restric-
tions regarding to execution time and memory usage so that solutions must be
efficient as well as correct. Examples of such systems are the UVa Online Judge1

and Codeforces2, to mention just two of them.
These systems are usually used for training on-site programming con-

tests such as the ACM-ICPC International Collegiate Programming Contest3.

Supported by UCM (Group 910494) and Spanish Committee of Economy and Com-
petitiveness (TIN2014-55006-R).

1 https://uva.onlinejudge.org.
2 http://codeforces.com/.
3 https://icpc.baylor.edu/.
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Some of them also hold online contests that coincide with the publication of new
problems. This way, the users may practice with fresh problems and compete
with others to climb positions in the system ranking.

Online judges are also valuable resources to teach and practice different pro-
gramming skills. That is the case of Acepta el reto4 (Spanish translation of Take
on the challenge), an online judge developed by some of the authors of this
paper, which is used in different subjects in Computer Science at the Univer-
sidad Complutense de Madrid. Teachers usually select a small set of problems
with an appropriate level of difficulty, in which the solutions require putting
into practice the concepts learned in the subject. This way, when the students
try to solve those problems, they are actually involved in a learning by doing
educational experience.

The role of the teacher proposing collections of suitable problems is necessary
because, unfortunately, online judges pay little or no attention to the newbies
who are not biased by programming contests but just want to practice algorithms
or data structures. Usually, these users are overwhelmed by the large number of
problems available in the repository and do not know how to choose which one
they should try to solve next. This problem could be mitigated with the presence
of some type of recommendation mechanism to guide those users. Unfortunately,
recommender systems are quite uncommon in these systems and the existing
ones are usually based on the Global Ranking Method, which just recommends
the problem with more correct solutions in the system that the user has not
resolved yet.

The lack of more sophisticated problem recommender systems in online
judges can be explained by the fact that users hardly ever rate problems, they
do not express their preferences on their profiles and the information about the
problems is nonexistent or, at most, consists on a few tags with programming
concepts that should be used in the solutions. The absence of user ratings and
the very shallow description of the problems make very difficult and ineffec-
tive the use of classical approaches like collaborative filtering or content-based
techniques.

In our previous work [8], we represented user-problem interactions as an
implicit social network and, then, we used similarity-based link prediction tech-
niques to recommend specific problems to each user. In this paper, we propose
an alternative case-based approach based on learning itineraries. A learning
itinerary comprises the sequence of problems that a user has attempted to solve
(successfully or not), and it is a simplified view of the user interactions with
the system. In this work, we evaluate different knowledge-light similarity mea-
sures for sequences to retrieve similar learning itineraries and recommend inter-
esting problems to the user. Our hypothesis is that interesting learning paths
can emerge from previous user experiences and constitute a collective source of
expert knowledge that can be used to recommend interesting problems to new
users. The results of our first experiments seem to support this hypothesis and

4 https://www.aceptaelreto.com (Spanish only).

https://www.aceptaelreto.com
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stress that, in addition to the set of problems attempted by each user, it is also
important to consider the order in which they were solved.

The rest of the paper is organized as follows. Next section describes the
online judge and the dataset used in our experiments. Section 3 details the con-
cept of using learning itineraries to model the users and shows an example.
Next section describes the process to recommend specific problems to the user
using similar learning itineraries and the different similarity measures employed
to compare them. Section 5 depicts the experimental setup and discusses the
results obtained. Finally, the paper closes with some related work, conclusions
and future lines of research.

2 Acepta el reto Online Judge

Acepta el reto (ACR) is an online judge created by two of the authors in 2014. It
focuses on Spanish students, who find it hard to use other judges (with English
statements) because of the language barrier. Problems are tagged according to
the programming concepts needed to solve them, the kind of data structures
required and some other aspects.

Users select the next problem to confront with and then try to solve it sub-
mitting code solutions in one of the accepted languages (currently C, C++ and
Java). The system compiles the source code and runs it against many test cases
whose solutions are known by the judge. The output generated by the submitted
code is compared with the official solution and a verdict is provided.

From the system’s point of view, a submission can be seen as a tuple
(d, p, u, c, v) where d is the submission date, p and u are the problem and user
respectively, c is the source code sent by the user, and v is the verdict emitted
by the judge. As in many other online judges, the verdicts and their meanings
are the following:

AC (Accepted): The submitted solution was correct because it produced the right
answer, and it did not exceed the time and memory usage thresholds.

PE (Presentation Error): The solution was almost correct, though it failed to
write the output in the exact required format (having an excess of blanks or
line endings, for example).

CE (Compile Error): The solution did not even compile.
WA (Wrong Answer): The program failed to write the correct answer for one or

more test cases.
RTE (Runtime Error): The program crashed during the execution (because of

segmentation fault, floating point exception. . . ).
TLE (Time Limit Exceeded): The execution took too much time and was

cancelled.
MLE (Memory Limit Exceeded): The solution consumed too much memory and

was aborted.
OLE (Output Limit Exceeded): The program tried to write too much information.

This usually occurs if it runs into an infinite loop.
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Table 1. Descriptive analysis of the ACR submissions: the original dataset (Raw) and
the filtered dataset (Solved), where only the first AC-PE verdict for a user-problem
submission is considered.

Metric Raw Solved

# Submissions 110,364 18,067

# Problems 289 289

# Users 3,678 2,892

Density 0.10 0.02

Earliest submission 2014/02/17 2014/02/17

Latest submission 2017/02/13 2017/02/13

Time span 1092 days 1092 days

Problems

Maximum # submissions per problem 5,613 1,157

Median # submissions per problem 232 33

Average # submissions per problem 381.88 87.03

Minimum # submissions per problem 8 1

# Problems with at least 10 submissions 276 229

# Problems with at least 50 submissions 216 29

# Problems with at least 100 submissions 146 96

Users

Maximum # submissions per user 2,576 249

Median # submissions per user 10 3

Average # submissions per user 30.01 6.84

Minimum # submissions per user 1 1

# Users with at least 5 submissions 2,415 801

# Users with at least 10 submissions 1,790 407

# Users with at least 20 submissions 1,198 145

Verdicts

# Submissions with AC-PE 36,824 18,067

# Submissions with CE 7,061 -

# Submissions with runtime-limit error 31,924 -

# Submissions with wrong answer 33,443 -

Generally, users suffering a negative verdict try to fix their code and they
then resubmit it. Sometimes, users resubmit accepted code with changes, in
order to optimize the solution and improve their ranking position, but these
improvements can lead into a negative verdict. However, from the system’s point
of view, the problem has been already solved by that user, despite the non-AC
verdict in their last submission.
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We carried out an exploratory analysis of the ACR database in order to famil-
iarize ourselves with the data contained in it and to find relevant information for
our recommendation purposes. Although the ACR system does allow all these
resubmissions described above with no restrictions, for the sake of simplicity we
filter the submissions in order to make easier to model the relationship between
users and problems. After all, from a user’s point of view, a problem can be:

– Unattempted : the user did not submit any solution to the problem yet.
– Attempted : the user submitted one or more solutions to the problem, but all

of them were invalid.
– Solved : the user submitted several solutions for a problem and at least one

was correct. In this category, we consider both AC and PE verdicts, since PE
verdicts are close to being correct.

At the time of this writing (February 2017), ACR has 3,678 registered users,
289 problems and around 110,000 submissions (including resubmissions). The
recommendation approach described in this paper will work with sequences of
solved problems, ignoring the attempts that pursue to enhance their accepted
submission. For this reason, we filter the dataset removing all the submissions
representing attempts and we keep only the first accepted submission (AC or
PE) for a user in a problem. This way, the number of submissions drops from the
original 110,000 to 18,000. Table 1 provides a catalogue of descriptive statistics,
as proposed in [3], about both datasets: the original (Raw) submission dataset
and the filtered (Solved) dataset.

Figure 1 shows the number of submissions per month before and after filtering
the dataset. In this analysis, we group together runtime errors (RTE) and all
the verdicts related to limits exceeded (TLE, MLE and OLE). The high number
of submissions in March 2014–2016 and December 2016 is due to a local contest
organized by the authors on those months. ACR contains the problems of past
editions and, the weeks before those contests, the contestants use the judge for
training purposes. Figure 2 shows the cumulative number of submissions in both
datasets.

Fig. 1. Number of submissions per month in the raw (left) and filtered (right) dataset.
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Fig. 2. Cummulative number of submissions per month in the raw dataset, categorized
by verdict (left) and the cummulative number of accepted submissions in the filtered
dataset (right).

3 Learning Itineraries

The submissions made by a specific user to an online judge constitute a directed
graph, where nodes represent problems, and an edge between node A and node
B exists if the user made a submission to problem A, followed by a submission
to problem B. A self-loop in this graph is an indication of a problem that was
tried twice in a row (Fig. 3a).

Users who are submitting solutions in an online judge are usually learning
about programming and algorithms. The graph of attempted problems becomes
their learning itineraries through these subjects. A recommendation regarding
the next problem to resolve is, in this way, a hint about the path the user should
follow in their own learning.

Nevertheless, online judges usually lack recommenders for suggesting users
the next problem to solve. At best, they just list the problems unattempted
by the user, in descending order of DACU (Distinct ACcepted Users). This is
considered good enough under the hypothesis that a problem solved by many
different users is easier than those solved by just a few.

Unfortunately, that assumption is not always true. It is common that prob-
lems that are prototypical for a family of algorithms (for example 8-queen or
knapsack problems) would have a higher DACU value than easier problems.
Moreover, DACU can hardly be considered a recommendation system, because
it blindly creates the same learning itinerary for all users, paying no attention
to their preferences or previous knowledge.

In this work, we propose a recommender system based on the user learn-
ing itineraries. Our hypothesis is that two users with similar learning paths
would have similar interests, knowledge and even learning preferences. As will
be described in the next sections, when recommending a problem to a user, the
system looks for users with similar itineraries and suggest the untried problems.

Learning itineraries become our cases. An interesting aspect that makes this
approach suitable for online judges is that these cases can be acquired automati-
cally from the normal interactions between the users and the system, something
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important in a context where users are not used to rate problems or explicitly
express their preferences.

Currently, each case is just a shortened version of a complete learning
itinerary. Specifically, instead of considering all the submissions, we only use the
first accepted solution for each problem, that is, the filtered dataset described in
Sect. 2. This has the effect of flattening the learning itineraries to just a sequence
without repetition (Fig. 3b).

39 44 259

258

141

25633

203 195 209 6 70 159 252 255 349

(a) Using the raw dataset. Dark nodes are problems with at least an AC submission,
and shaded nodes are problems without AC but at least a PE submission.

39 44 259 258 141 256 203 195 6 70 159 255 349

(b) Using the filtered dataset (first AC-PE)

Fig. 3. Learning itinerary of a particular user. Nodes represent problems (numbers are
just ids with no meaning) and edges represent consecutive submissions.

4 Recommending Problems to Users

We propose a case-based recommendation approach based on the sequences of
problems collected from the use of the online judge. These sequences represent
previous experiences that can be exploited to recommend problems to the users
of the online judge.

Our recommendation approach is based on a case base that stores learning
itineraries or sequences of solved problems. A case is represented by a tuple
(ui, Li), where ui is a user and Li = [pi, . . . , pn] is a learning itinerary containing
the problems solved by ui. The learning itinerary is ordered according to when
ui solved each problem, so if pr appears before ps in Li is because ui solved pr
before ps.

The process to recommend k problems to a specific user is quite simple.
Given a target user uq, we use their itinerary Lq as the query to perform a
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recommendation. We retrieve from the case-base the most similar itinerary to Lq,
according to a sequence similarity measure. Then, we create a list of Candidate
Problems incorporating the problems from the retrieved itinerary that has not
been solved by the user uq yet. In other words, we only select the problems
that do not belong to Lq. The construction of the Candidate Problems of size
k follows an iterative approach, retrieving the next most similar itinerary from
the case base until we collect k or more candidates.

Next, the adaptation phase creates the recommendation list ranking the prob-
lems contained in Candidate Problems. To do that, we use a voting system that
scores each problem with the sum of the similarities of the retrieved itineraries
in which those problem appears with Lq. Finally, we select the top k problems
in the ranking.

Figure 4 shows an example of this process. In this case, we want to recommend
k = 2 problems to Bob, who has solved 3 problems so far in this order: LBob =
[1, 6, 5]. The table on the left side shows the most similar itineraries retrieved
from the itinerary case base. The Candidate Problems (the problems not solved
by Bob yet) are underlined. The ranking process is shown on the right side. The
score for each candidate is the sum of the similarities of the itineraries in which it
appears. In this example, the system would recommend Bob the problems [8, 3],
in that order.

LBob = [1, 6, 5]

Itinerary Similarity

6, 1, 8, 5 0.75
1, 3, 6, 5, 4 0.6

5, 8, 3 0.2

(a) Most similar itineraries retrieved

ranking(8) = 0.75 + 0.2 = 0.95

ranking(3) = 0.6 + 0.2 = 0.8

ranking(4) = 0.6

(b) Candidate ranking

Fig. 4. Example to recommend 2 problems to Bob. The system would recommend the
problems 8 and 3, in that order.

4.1 Similarity Measures for Learning Itineraries

Our case-based approach relies on finding similar learning itineraries or sequences
of problems. Regarding the calculation of this similarity, learning itineraries are
sequences that contain the identifiers (an integer) of the problems solved by the
users.

The similarity measure, therefore, consists on the evaluation of the similarity
between plain list of numbers. Moreover, we will consider the problem id’s as
numbers for simplicity, but they are just id’s that may be seen as labels, not
as numbers. In that sense, two different integers that are closed in N does not
necessarily mean similar problems.

Let L1 = [p11, p12, . . .] and L2 = [p21, p22, . . .] be two different learning
itineraries. We have considered four different similarity measures:
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– Jaccard index [10]: The similarity between two lists is the ratio between the
number of common elements and the total number of distinct elements. Let
E(L) be the set of elements in L, then:

J(L1, L2) =
|E(L1) ∩ E(L2)|
|E(L1) ∪ E(L2)|

– Edit distance similarity [11]: It is based on the number of operations required
to transform one sequence into the other. In our case we have considered as
operations insertion, deletion and substitution. The number of operations is
divided by the length of the longest sequence.

– Normalized compression distance (NCD) [6]: It uses the relationship between
the lengths of the compressed sequences. Let x and y be string representations
of L1 and L2, and let Z(x) be the length of x compressed, then:

NCD(x, y) =
Z(xy) − min{Z(x), Z(y)}

max{Z(x), Z(y)}
– Order constraints similarity: It is an extension of the Jaccard index that takes

into consideration the number of common elements and ordering constraints
in both sequences. Let OC(L) be the set of constraints a ≺ b indicating that
a appears before b in L. Then, the order constraints similarity is computed
as follows:

OCS(L1, L2) =
|E(L1) ∩ E(L2)| + |OC(L1) ∩ OC(L2)|
|E(L1) ∪ E(L2)| + |OC(L1) ∪ OC(L2)|

Note that our learning itineraries do not contain duplicated elements because
we only consider the first time each problem is solved. In order to work with
duplicates, the Jaccard and Order Constraints similarities should be extended
to use multisets.

It is also worth mentioning that Jaccard similarity was not designed to work
with sequences and, therefore, it does not take into account the particular order
followed by the problems that appear in the sequences. Furthermore, all the
similarity measures proposed are knowledge-light, in the sense that they do not
take into account the semantic information of the items/problems in order to fine
tune the similarity between paths. All the strategies are mainly binary regarding
the distance between two problems: they are just either equals or distinct. In
the future we plan to study how to incorporate this semantic information in the
similarity assessment process.

5 Experimental Setup and Evaluation Results

In this section we evaluate the performance of different similarity measures to
recommend new problems to ACR users. In order to evaluate the recommen-
dation approach, we split users’ itineraries into two subsequences. The former
subsequence represents the problems that the user has already solved and we
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use it as a query to retrieve similar itineraries. Its length will be QL. The latter
subsequence represents the problems that the user will solve in the future and
we use it to validate the recommendations. The quality of the recommendations
is evaluated using the following standard metrics:

– Precision, Recall and F-Score in top k recommendations [12].
– At least one hit (1-hit): ratio of recommendations in which at least one rec-

ommended problem was solved by the user. It corresponds to the metric
Success@k with a success condition of guessing right at least one problem.

– Mean Reciprocal Rank (MRR): it evaluates the quality of a ranked list of
recommendations based on the position of the first correct item [14]. Since we
only provide one list of recommendations per user, the MRR can be computed
as MRR = 1/ranki

, where ranki is the position of the first attempted problem
in the recommendation list.

It is worth noting that, in these experiments, we populate the case base with
itineraries with length 5 or higher (i.e. users that have solved at least 5 problems).
We made this decision for two main reasons. The first one is that most of the
ACR users are transient users who only solve one or two problems before they
stop using the system. We think that these users add noise to the case base and,
anyway, they are probably not good examples for future recommendations. The
second reason is that our recommendations are based on the similarity between
sequences of problems, so we require the sequences to have a minimum length
in order to be interesting. With this restriction, the case base contained 964
itineraries with a suitable length.

In the first experiment, we used a leave-one-out evaluation with all the
itineraries available in the case base. Note that this experiment is not very real-
istic, in the sense that we do not consider the temporal constraints present in the
recommender system. In other words, in order to recommend new problems to
each user, we use all the other itineraries, including those that extend after the
query’s timestamp. Despite this unrealistic scenario, the leave-one-out approach
evaluates the quality of the recommendations for every itinerary in the case base
and can provide some insights.

There are two parameters to configure in this experiment: the number of
recommended problems (k) and the length of the query (QL). As described
above, QL is used to split the test itinerary in 2 parts: the query and the val-
idation sequences (problems already solved and problems that will be solved
in the future). Although we tried different configurations, the best results were
obtained recommending only the best problem to the user (k = 1) and using
query sequences with length 3 (results appear in Table 2).

It is interesting to highlight that the highest precision result corresponds
to Jaccard (followed closely by Order Constraints) because this similarity mea-
sure does not take into account the relative order of the problems. Initially, we
thought that the reason was that the query sequences were really short and,
therefore, the order was not so important. However, these results remained con-
sistent using longer queries. In fact, using longer queries or recommending more
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Table 2. Results of the leave-one-out evaluation with k = 1 and QL = 3.

Similarity Precision Recall F-Score 1-Hit MRR

Jaccard 0.4160 0.0705 0.1109 0.4160 0.7080

Edit distance 0.3890 0.0660 0.1041 0.3890 0.6945

NCD 0.3444 0.0566 0.0894 0.3444 0.6722

Order constraints 0.4077 0.0710 0.1113 0.4077 0.7038

problems only reduces the precision of all the recommendations. Now, we sup-
pose that these strange results can be explained because most of the ACR users
are students from our faculty that only solve the problems that the teacher rec-
ommends during the course. This way, there are several students solving the
same set of problems and, since we do not consider the temporal constraints in
this experiment, the order of the problems is not very important. Recall (and
therefore F-Score) values are really small because we only recommend one prob-
lem and the validation sequences usually contains several more problems, so the
recommendation coverage is very small.

In the second experiment, we wanted to test a more realistic scenario. Now
we only consider the information available at the instant of the recommendation.
In order to do that, we selected a particular timestamp t to split the itineraries
in two sets. The test set was built with itineraries of users who solved at least
5 problems before t and at least 5 problems after t. The sequence of problems
solved before t was used as the query and the sequence of problems solved
after t, for validation. The case base of itineraries was built with the remaining
itineraries but removing any problem solved after t. The date selected to split the
itineraries was 2016/10/20 because that timestamp allowed to build the largest
test set with 117 itineraries.

In this experiment, the only parameter to configure is the number of rec-
ommendations (k) because the length of the queries (QL) is determined by the
timestamp and might be different for each query (but at least 5). Moreover, this
time we obtained the best results when we recommended only the best problem
to each user (as shown in Table 3).

As we expected, the precision results are smaller than in the previous exper-
iment because now we only use the information available at the time of the
recommendation. This time, the recommendations based on Order Constraints
and Edit Distance performed much better than Jaccard so we conclude that, in
a realistic scenario, the order in which the problems are solved does seem to be
important. Order Constraints is the clear winner in all the evaluation metrics
with a precision of 29.06% and MRR of 0.6453. Like in the previous experiment,
the small values of Recall and F-Score are due to the fact that we only recom-
mend one problem. The NCD, which works very well in some domains, is very
ineffective in our system maybe because the compressed sequences are really
small.
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Table 3. Evaluation results splitting the dataset at t = 2016/10/20 with k = 1.

Similarity Precision Recall F-Score 1-Hit MRR

Jaccard 0.1795 0.0115 0.0213 0.1795 0.5897

Edit distance 0.2308 0.0205 0.0367 0.2308 0.6154

NCD 0.1795 0.0173 0.0307 0.1795 0.5897

Order constraints 0.2906 0.0233 0.0425 0.2906 0.6453
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Fig. 5. Precision, 1-hit and MRR evolution when we increase the number of recom-
mended problems (k).

Finally, Fig. 5 shows the evolution of the precision, 1-hit and MRR metrics
when we increase the number of recommendations (k) from 1 to 7. Precision
and MRR values tend to decrease as we recommend more problems, probably
because those problems come from itineraries that are less similar and, therefore,
less relevant to the user. On the other hand, the 1-hit metric increases with the
number of recommendations because the more recommendations provided, the
easier to guess right one of the future problems that the user will solve.

6 Related Work

An online judge like ACR can be seen as an online repository that stores a large
amount of educational resources. These repositories traditionally suffer from the
problem of how the student will find learning activities that best match their sit-
uational circumstances, prior knowledge, or preferences. Technology Enhanced
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Learning (TEL) is the application domain that covers technologies that pro-
vide solutions to these problems when dealing with teaching and learning activ-
ities. Nowadays, recommender systems have become extremely interesting in
TEL research, specially for recommending learning resources, peer students and
sequences of resources or learning paths [5].

Most of the recommendation approaches that aim to suggest learning
resources apply collaborative filtering or content-based techniques. Systems like
CYCLADES [2] or ISIS [4] use collaborative filtering engines, which impose the
rating of the learning resources by the students in order to find similar pref-
erences. Our approach does not need explicit ratings but it uses the implicit
results (attempted-accepted) in user submissions, which represents the interac-
tions among users and problems in the online judge.

On the other hand, content-based techniques require an explicit description
of the learning resources and, commonly, the student has to query the repository
in terms of keywords or topics. This way, the recommender imposes the student a
knowledge about the domain of the stored resources. ACR problems are indexed
with metadata about the type of the previous knowledge needed to solve it.
However, our previous work [8] highlighted that using the implicit similarity
between problems according to the students who solved it can perform better
results than using a content-based approach based in this problem metadata.

Case-based Reasoning techniques have also been considered for recommend-
ing learning activities. Alves et al. [1] proposes a case-based agent that helps
the student in the current learning activity providing new learning resources
using a Fuzzy approach. The work in [13] uses a simplified CBR model with-
out the revision and adaptation phase for recommending learning objects in
the computer programming domain. It follows a knowledge-intensive approach,
where the educational resources are tagged and indexed using an ontology that
provides knowledge about the similarity between the concepts that represent
the domain topics. Additionally, the ontology defines successful learning paths
through the domain concepts. Those paths are exploited by the recommenda-
tion strategy, which filters out the learning objects that cannot be covered by
the user’s current knowledge. Our approach does not describe successful learning
paths but it supposes that these paths emerge from previous user experiences
with the repository.

Case-based planning has been employed for suggesting learning paths, a
sequence of recommended resources that guides a student towards achieving
a learning goal [7]. In this work, the system retrieves abstract plans from a case-
base and the chosen plan is incrementally personalized, selecting the learning
resources that instantiate the plan as long as the student interacts with other
resources. As stated before, we cannot define learning paths in ACR. However,
a deep analysis of the problem resolution sequences could abstract prototyp-
ical sequences in order to help novel users. The identification of behavioural
patterns in navigation history has been also employed before for recommenda-
tion purposes [15] so this could be an interesting research work to follow in the
future.
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7 Conclusions and Future Work

Online judges are online repositories with hundreds or even thousands of pro-
gramming exercises. They can be very interesting tools to teach and train dif-
ferent programming concepts but they require a teacher or instructor to select
subsets of problems with an appropriate difficulty for their students. This issue
could be alleviated including recommendation methods, but the lack of user
ratings and the shallow semantic description of the problems in these systems
make difficult to use classical recommendation techniques based on content or
collaborative filtering.

In our search for alternative recommendation approaches, we have previously
tried to represent the user interactions as a social network and use link prediction
techniques [8]. In this work, we propose a different approach based on learning
itineraries, i.e., the sequences of problems the users tried to solve. Learning
itineraries are abstract representations of the user interactions that consider the
order in which the problems were solved.

In this work we have described a case-based recommender that leverages
the implicit learning itineraries that emerge from the online judge submissions.
The recommender provides a user with a catalogue of problems finding similar
itineraries to the one followed by the target user and selecting the problems
that she did not try to solve yet. Several sequence similarity metrics have been
studied in order to select the most similar itineraries.

Our experiments reveal that interesting learning paths can emerge from pre-
vious user experiences and that we can use those learning paths to recommend
problems to new users. The similarity measure that achieves better results in
our experiments to retrieve relevant learning itineraries is based on the number
of common ordering constraints between the problems of both itineraries.

There are several ways to continue our research. Currently our itineraries only
consider the problems solved by a user. We plan to enrich this representation with
information about the problems unsuccessfully attempted. From a pedagogical
point of view, knowledge about failure can be as important as knowledge about
success. Another line of improvement is related to the similarity measures used in
this work because they do not contemplate different degrees of similarity between
problems (they are the same problem or they are different). Although there is not
much semantic knowledge about the problems available in the system, exercises
are tagged with some programming concepts and the online judge stores statistics
about how many users attempted to solve each problem and how many finally
solved it. We will try to use this information to compare problems based on the
programming techniques involved in their solutions and their difficulty.

The results presented in this paper are theoretical because the recommenda-
tion module has not been incorporated into the online judge yet. Every recom-
mender system introduces some bias in the way users interact with the system
so, for now, we would like to keep trying different approaches before we make a
final decision.
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Abstract. The need to adhere to recommended physical activity guide-
lines for a variety of chronic disorders calls for high precision Human
Activity Recognition (HAR) systems. In the SelfBACK system, HAR is
used to monitor activity types and intensities to enable self-management
of low back pain (LBP). HAR is typically modelled as a classification
task where sensor data associated with activity labels are used to train
a classifier to predict future occurrences of those activities. An impor-
tant consideration in HAR is whether to use training data from a general
population (subject-independent), or personalised training data from the
target user (subject-dependent). Previous evaluations have shown that
using personalised data results in more accurate predictions. However,
from a practical perspective, collecting sufficient training data from the
end user may not be feasible. This has made using subject-independent
data by far the more common approach in commercial HAR systems.
In this paper, we introduce a novel approach which uses nearest neigh-
bour similarity to identify examples from a subject-independent training
set that are most similar to sample data obtained from the target user
and uses these examples to generate a personalised model for the user.
This nearest neighbour sampling approach enables us to avoid much
of the practical limitations associated with training a classifier exclu-
sively with user data, while still achieving the benefit of personalisation.
Evaluations show our approach to significantly out perform a general
subject-independent model by up to 5%.

1 Introduction

Human Activity Recognition (HAR) is the computational discovery of human
activity from sensor data and is increasingly being adopted in health, security,
entertainment and defense applications [9]. An example of the application of
HAR in healthcare is SelfBACK [2], a system designed to assist users with low
back pain (LBP) by monitoring their level of physical activity in order to provide
advice and guidance on how best to adhere to recommended physical activity

c© Springer International Publishing AG 2017
D.W. Aha and J. Lieber (Eds.): ICCBR 2017, LNAI 10339, pp. 330–344, 2017.
DOI: 10.1007/978-3-319-61030-6 23
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guidelines. Guidelines for LBP recommend that patients should not be seden-
tary for long periods of time and should maintain moderate physical activity.
SelfBACK continuously reads sensor data from a wearable device worn on the
user’s wrist, and recognises user activities in real time. This allows SelfBACK
to compare the user’s activity profile to the recommended guidelines for physical
activity and produce feedback to inform the user on how well they are adher-
ing to these guidelines. Other information in the user’s activity profile include
the durations of activities and, for walking, the counts of steps taken, as well
as intensity e.g. slow, normal or fast. The categorisation of walking into slow,
normal and fast allows us to better match the activity intensity (i.e. low, mod-
erate or high) recommended in the guidelines. HAR is typically modelled as a
classification task where sensor data associated with activity labels are used to
train a classifier to predict future occurrences of those activities. This introduces
two important considerations, representation and personalisation.

Many different representation approaches have been proposed for HAR. In
this paper, we broadly classify these approaches into three: hand-crafted, trans-
formational and deep representations. Previous works have not provided a defin-
itive answer as to which feature extraction approach is best due to the often
mixed or contradictory results reported in different works [14]. This may be
attributed to the differences in the configurations (e.g. sensor types, sensor loca-
tions, types of activities etc.) used in different works. For this reason, we conduct
a comparative study of five different representation approaches from the three
representation classes in order to determine which representation works best for
our particular configuration (single wrist-mounted accelerometer) and our choice
of activity classes.

The second consideration for HAR is personalisation, where training exam-
ples can either be acquired from a general population (subject-independent), or
from the target user of the system (subject-dependent). Previous works have
shown using subject-dependent data to result in superior performance [3,8,
16]. The relatively poorer performance of subject-independent models can be
attributed to variations in activity patterns, gait or posture between different
individuals [11]. However, training a classifier exclusively with user provided
data is not practical in a real-world configuration as this places significant cog-
nitive burden on the user to provide sufficient amounts of training data required
to build a personalised model. In this paper, we introduce a nearest neighbour
sampling approach for subject-independent training example selection. In doing
so, we achieve personalisation by ensuring only those examples that best match a
user’s activity pattern influence the generation of the HAR model. Our approach
uses nearest neighbour to identify subject-independent examples that are most
similar to a small number of labelled examples provided by the user. In this way,
our approach avoids the practical limitations of subject-dependent training. Our
work draws inspiration from selective sampling in CBR where useful cases are
sampled from the set of available cases for building effective case-bases [7,17].

The rest of this paper is organised as follows: in Sect. 2, we discuss important
related work on personalised HAR and selective sampling of examples. Section 3
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discusses the different feature representation approaches considered in this work,
while our kNN sampling approach is described in Sect. 4. A description of our
dataset is presented in Sect. 5, evaluations are presented in Sect. 6 and conclu-
sions follow in Sect. 7.

2 Related Work

The common approach to classifier training in HAR is to use subject-independent
examples to create a general classification model. However, comparative evalua-
tion with personalised models, trained using subject-dependent examples, show
this to produce more accurate predictions [3,8,16]. In [16], a general model was
compared with a personalised model using a c4.5 decision tree classifier. The
general model produced an accuracy of 56.3% while the personalised model pro-
duced an accuracy of 94.6% using the same classification algorithm, which is an
increase of 39.3%. Similarly, [3,8] reported increases of 19.0% and 9.7% between
personalised and general models respectively. However, all rely on access to
subject-dependent training dataset. Such an approach has limited practical use
for real-world applications because of the burden it places on users to provide
sufficient training data.

Different types of semi-supervised learning approaches have been explored
for personalised HAR e.g. Self-learning, Co-learning and Active learning, which
bootstrap a general model with examples acquired from the user [11]. Both Self-
learning and Co-learning attempt to infer accurate activity labels for unlabelled
examples without querying the user. This way, both approaches manage to avoid
placing any labelling burden on the user. In contrast, Active learning selectively
chooses the most useful examples to present to the user for labelling. Hence,
while Active learning does not avoid user labelling, it attempts to reduce it to
a minimum using techniques such as uncertainty sampling which consistently
outperform random sampling [12]. Our work does not focus on uncertainty, but
instead uses similarity as the focus.

While semi-supervised learning approaches address the data acquisition bot-
tleneck of subject-dependent training, they do not address the presence of noisy
or inconsistent examples in the general model. It is our view that part of the
reason why general models do not perform very well is that some examples are
sufficiently distinct from the activity pattern of the current user that they con-
tribute more to noise in the training set. Therefore, an attempt at selecting only
the most useful examples from the training set for classifier training is likely to
improve classification performance.

In CBR, sampling methods have been employed for casebase maintenance.
Here the aim is to delete cases that fail to contribute to competence such that
edited case-bases consistently lead to retrieval gains [15]. Case selection heuristics
commonly exploit neighbourhood properties as a cue to identify areas of uncer-
tainty and in doing so, active sampling approaches are adopted to inform case
selection [4,17]. For our intended application, the criterion for example selection
is very well defined. We seek to select examples from the available training set
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that are similar to examples supplied by the user, in order to personalise our
classifier to the user’s activity pattern. Accordingly, we use a k Nearest Neigh-
bour sampling approach where the k most similar examples to the user’s data
are selected.

3 Feature Representation

Feature representation approaches for accelerometer data for the purpose of HAR
can be divided into three categories: handcrafted features, frequency transform
features and deep features.

3.1 Hand-Crafted Features

This is the most common representation approach for HAR and involves the com-
putation of a number of defined measures on either the raw accelerometer data
(time-domain) or the frequency transformation of the data (frequency domain)
obtained using Fast Fourier Transforms (FFTs). These measures are designed
to capture the characteristics of the signal e.g. average acceleration, variation in
acceleration, dominant frequency etc. that are useful for distinguishing different
classes of activities. For both time and frequency domain hand-crafted features,
the input is a vector of real values −→v = v1, v2, . . . , vn for each axis x, y and z.
A function θi (e.g. mean) is then applied to each vector −→v to compute a sin-
gle feature value fi. The final representation is a vector of length l comprised
of these computed features

−→
f = f1, f2, . . . , fl. The time-domain and frequency

domain features used in this work are presented in Table 1. Further information
on these features can be found in [5,20] respectively.

Table 1. Hand-crafted features for both time and frequency domains.

Time-domain features Frequency domain features

Mean Dominant frequency

Standard deviation Spectral centroid

Inter-quartile range Maximum

Lag-one-autocorrelation Mean

Percentiles (10, 25, 50, 75, 90) Median

Peak-to-peak amplitude Standard deviation

Power

Skewness

Kurtosis

Log-energy

Zero crossings

Root squared mean
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While hand-crafted features have worked well for HAR [9], a significant dis-
advantage is that they are domain specific. A different set of features need to
be defined for each different type of input data i.e. accelerometer, gyroscope,
time-domain or frequency domain values. Hence, some understanding of the
characteristics of the data is required. Also, it is not always clear which features
are likely to work best. Choice of features is usually made through empirical eval-
uation of different combinations of features or with the aid of feature selection
algorithms [19].

3.2 Frequency Transform Features

Frequency transform feature extraction involves applying a single function φ
on the vectors of raw accelerometer data to transform these into the frequency
domain where it is expected that distinctions between different activities are bet-
ter emphasised. Common transformations that have been applied include FFTs
and Discrete Cosine Transforms (DCTs) [6,13]. FFT is an efficient algorithm
optimised for computing the discrete Fourier transform of a digital input by
decomposing the input into its constituent sine waves. DCT is a similar algo-
rithm to FFT which decomposes an input into it’s constituent cosine waves. Also,
DCT returns an ordered sequence of coefficients such that the most significant
information is concentrated at the lower indices of the sequence. This means that
higher DCT coefficients can be discarded without losing information, making
DCT better for compression. The main difference between frequency transform
and frequency-domain hand-crafted features is that here, the coefficients of the
transformation are directly used for feature representation without further fea-
ture computations. An overview of transform feature representation is presented
in Fig. 1.

Fig. 1. Feature extraction and vector generation using frequency transforms.

A transformation function (DCT or FFT) φ is applied to the time-series
accelerometer vector −→v of each axis x′ = φ(x), y′ = φ(y) and z′ = φ(z), as well
as for the magnitude vector m = {mi1, . . . ,mil}. The output of φ is a vector of
coefficients which describe the sinusoidal wave forms that constitute the original
signal. The final feature representation is obtained by concatenating the absolute
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values of the first l coefficients of x′, y′, z′ and m′ to produce a single feature
vector of length 4× l. The value l = 48 is used in this work, which is determined
empirically.

3.3 Deep Features

Recently, deep learning approaches have been applied to the task of HAR due to
their ability to extract features in an unsupervised manner. Deep approaches are
able to stack multiple layers of operations to create a hierarchy of increasingly
more abstract features [10]. Early work using Restricted Boltzmann Machines
for HAR have only shown comparative performance to FFT and Principal Com-
ponent Analysis [13]. More recent applications have used more of Convolutional
Neural Networks (CNNs) due to their ability to model local dependencies that
may exist between adjacent data points in the accelerometer data [18]. CNNs are
a type of Deep Neural Network that have the ability for feature extraction by
stacking multiple convolutional operators [10]. An example of a CNN is shown
in Fig. 2.

Fig. 2. Illustration of CNN

The input into the CNN in Fig. 2 is a 3-dimensional matrix representation
with dimensions 1×28×3 representing the width, length and depth respectively.
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Tri-axial acceleromter data typically have a width of 1, a length l and a depth
of 3 representing the x, y and z axes. A convolution operation is then applied
by passing a convolution filter over the input which exploits local relationships
between adjacent data points. This operation is defined by two parameters, D
representing the number of convolution filters to apply and C, the dimensions
of each filter. For this example, D = 6 and C = 1 × 5. The output of the convo-
lution operation is a matrix with dimensions 1 × 24 × 6, these dimensions being
determined by the dimension of the input and the parameters of the convolution
operation applied. This output is then passed through a Pooling operation which
basically performs dimensionality reduction. The parameter P determines the
dimensions of the pooling operator which in this example is 1 × 2, which results
in a reduction of the width of its input by half. The output of the pooling layer
can be passed through additional Convolution and Pooling layers. The output of
the final Pooling layer is then flattened into a 1-dimensional representation and
then fed into a fully connected neural network. The entire network (including
convolution layers) is trained through back propagation over a number of gener-
ations until some convergence criteria is reached. Detailed description of CNNs
can be obtained in [10].

4 kNN Sampling

The main limitation of a general activity recognition model is that it fails to
account for the slight variations and nuances in movement patterns of indi-
viduals. However, we hypothesise that similarities do exist in activity patterns
between users. Hence, by identifying data that is most similar to the current
user’s movement pattern, we can build a more effective HAR model that is per-
sonalised to the current user.

In order to identify similar data to the current user’s activity pattern, we
need sample data from the user. In our current approach, we assume that the
user provides a small sample of annotated data for each type of activity. This
is similar to the calibration approach which is commonly employed in gesture
control devices and is also used by the Nike + iPod fitness device [11]. Our
selective sampling approach is illustrated in Fig. 3.

The user provides a sample of ni annotated examples for each class ci ∈ C.
These annotated examples are passed through feature extraction (e.g. DCT) to
obtain a set of labelled examples Li. The centroid of these examples (mi) is then
obtained as the average of all examples in Li using Eq. 1.

mi =

∑ni

j lij

ni
(1)

Where lij ∈ Li. The centroid mi is used along with kNN to obtain the k
most similar training examples Si from the set of training examples Ti that
belong to class ci. The selected examples Si are then combined with the user
labelled examples Li to form a new training set T ′

i which is used for training a
personalised classifier.
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Fig. 3. Nearest neighbour sampling approach.

5 Dataset

A group of 50 volunteer participants was used for data collection. The age range
of participants is 18–54 years and the gender distribution is 52% Female and
48% Male. Data collection concentrated on the activities provided in Table 2.

Table 2. Details of activities classes.

Activity Description

Lying Lying down relatively still on a plinth

Sitting Sitting still with hands on desk or thighs

Standing Standing relatively still

Walking slow Walking at slow pace

Walking normal Walking at normal pace

Walking fast Walking at fast pace

Up stairs Walking up 4–6 flights of stairs

Down stairs Walking down 4–6 a flights of stairs

Jogging Jogging on a treadmill at moderate speed
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The set of activities in Table 2 was chosen because it represents the range of
normal daily activities typically performed by most people. Three different walk-
ing speeds (slow, normal and fast) were included in order to have an accurate esti-
mate of the intensity of the activities performed by the user. Identifying intensity
of activity is important because guidelines for health and well-being include rec-
ommendations for encouraging both moderate and vigorous physical activity [1].

Data was collected using the Axivity Ax3 tri-axial accelerometer1 at a sam-
pling rate of 100 Hz. Accelerometers were mounted on the right-hand wrists of
the participants using specially designed wristbands provided by Axivity. Activ-
ities are roughly evenly distributed between classes as participants were asked to
do each activity for the same period of time (3 min). The exceptions are Up stairs
and Down stairs, where the amount of time needed to reach the top (or bottom)
of the stairs was just over 2 min on average. This data is publicly available on
Github2.

6 Evaluation

Evaluations are conducted using a leave-one-person out methodology where all
data for one user is held out for testing and the remaining users’ data are used
for training the model. A time window of 5 s is used for signal segmentation and
performance is reported using macro-averaged F1 score, a measure of accuracy
that considers both precision (the fraction of examples predicted as class ci that
correctly belong to ci) and recall (the fraction of examples truly belonging to
class ci that are predicted as ci) for each class.

Our evaluation is composed of two parts. Firstly, we compare the different
representations discussed in Sect. 3 using 2 classifiers: kNN and SVM. In the
second section, we use the best representation/classifier combination to compare
different selection approaches for generating personalised HAR models.

6.1 Feature Representations

In this section, we compare the feature representation appraoches presented in
Sect. 3 as follows:

– Time: Time domain features
– Freq: Frequency domain features
– FFT: Frequency transform features using FFT coefficients
– DCT: Frequency transform features using DCT coefficients.

Each representation is evaluated with both a kNN and SVM classifier. In
addition, we include a CNN classifier. The architecture of our CNN uses 3 convo-
lution layers with convolution filter numbers D, set to 40, 20 and 10 respectively.
Dimensions of each convolution filter C, are set to 1 × 10 × 3. Each convolution
1 http://axivity.com/product/ax3.
2 https://github.com/selfback/activity-recognition/tree/master/activity data.

http://axivity.com/product/ax3
https://github.com/selfback/activity-recognition/tree/master/activity_data
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layer is followed by a pooling layer with dimension P, set to 1×2. The output of
the convolution is fed into a fully connected network with 2 hidden layers with
900 and 300 units respectively and an output layer with soft-max regression.
Training of the CNN is performed for a maximum of 300 generations as longer
training generations did not improve performance. The inclusion of CNN allows
us to compare the performance of a state-of-the-art approach against conven-
tional HAR approaches.

Fig. 4. Evaluation of different representations and classifiers.

Note from Fig. 4 that the best result is achieved using DCT representation
with SVM classifier, while second best is FFT with SVM. In general, SVM
out performed kNN on all representation types. The poor performance of kNN
might be because the dataset does not provide clearly separable neighbourhoods.
Indeed it is intuitive to think many examples from similar classes e.g. sitting and
lying, as well as slow, normal and fast walking would be within close proxim-
ity in the feature space and might not be easily distinguishable using nearest
neighbour similarity. CNN came in third best in the comparison. This indicates
the potential of CNN for HAR, however, in our evaluation, it did not beat the
much simpler frequency transform approaches. Our results are consistent with
the findings of [14] where CNNs did not out perform conventional approaches.
Also, the high cost of retraining a CNN makes this approach impractical for
personalisation using our approach.

6.2 Selective Sampling

The seconds part of the evaluation uses the best representation/classifier combi-
nation, i.e. DCT+SVM to compare different sampling approaches for generating
a personalised HAR model. The sampling approaches included in the comparison
are as follows:

– All-Data: uses entire training set T without sampling;
– knnSamp: uses the kNN sampling approach presented in Sect. 4, but uses only

the selected training examples S for classifier training;
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– knnSamp+: uses the kNN sampling approach presented in Sect. 4 and uses
the combined set T ′ = S ∪ L for model generation; and

– Random: selects training examples at random for classifier training.

For any given user, 30% of test data is held-out to simulate user provided
annotated data for personalisation. The remaining 70% forms the test data.

Fig. 5. Results for personalised model generation strategies.

Figure 5 shows the results of the different sampling approaches where the
x-axis shows the percentage of training examples selected while the y-axis shows
the F1 score. The horizontal line shows the result for All-Data. Observe that both
knnSamp and knnSamp+ significantly outperform all other approaches when no
more than 50% of the training set is used, with the best result achieved using
only 30% of the training set. F1 score declines after 50% as more of the noise
from dissimilar examples in the training set are introduced into the model. The
high accuracy of knnSamp compared to the other approaches indicates that the
nearest neighbour selection strategy effectively selects useful similar examples for
activity recognition. The best improvements of both knnSamp and knnSamp+

compared to the other approaches are statistically significant at 99% using a
paired T-test. Unsurprisingly, no improvement is achieved through random selec-
tion of training examples. Note that adding the user data to the entire training
set without sampling produces only marginal improvement (+0.008 F1 Score).

6.3 Discussion

To further understand the performance gain of our personalisation approach,
we present the break down of the performance (precision, recall and F1 score)
by class for the best performing sampling method knnSamp+ (with 30% sam-
pling of training data) in Table 3. Here, we can see that personalisation had
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produced considerable improvement in the F1 scores of lying, sitting, walk slow,
walk normal and walk fast. From the confusion matrix in Fig. 6, we can observe
that without personalisation, about 50% (547) of lying examples are predicted as
sitting. However, personalisation produces better separation between lying and
sitting which is evidenced by the higher recall score of lying (0.91) and higher
precision of sitting (0.90) after personalisation.

Fig. 6. Confusion matrices for All-Data (left) and knnSamp+ (right).

Table 3. Precision, recall and F1 scores by class for All-Data and knnSamp+.

All-Data knnSamp+

Precision Recall F1 Score Precision Recall F1 Score

Lying 0.80 0.49 0.61 0.81 0.91 0.86

Sitting 0.62 0.92 0.74 0.90 0.87 0.89

Standing 0.91 0.82 0.86 0.92 0.85 0.89

Up stairs 0.63 0.57 0.60 0.68 0.57 0.62

Down stairs 0.79 0.70 0.74 0.75 0.67 0.71

Walk fast 0.63 0.66 0.65 0.70 0.72 0.71

Walk normal 0.53 0.51 0.52 0.68 0.60 0.64

Walk slow 0.69 0.72 0.70 0.80 0.74 0.77

Jogging 0.93 0.98 0.95 0.82 1.00 0.90

A similar pattern can also be observed with the three different walking speeds.
From Fig. 6, it can be observed that without personalisation, only about half (559
examples) of walking normal are predicted correctly, with most of the other
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half split between walking slow (201 examples) and walking fast (276 examples)
giving a low recall score of 0.51. In addition, 240 walking fast examples are miss-
classified as walking normal which results in a low precision score for walking
normal of 0.53. However, with personalisation, the number of walking normal
examples predicted correctly increases to 674 while the number of misclassified
walking fast examples reduces to 95 which improves the recall and precision
scores to 0.68 and 0.60 respectively.

In contrast, the activities down stairs and jogging suffer a slight decline in
F1 score, from 0.74 and 0.95 without personalisation to 0.71 and 0.90 with
personalisation respectively. With personalisation, more examples from other
classes are being misclassified as jogging. This requires further investigation to
identify the root cause. However, jogging still benefits from higher recall from
0.98 to 1.0 with personalisation.

7 Conclusion

In this paper, we have presented a novel nearest neighbour sampling approach
for personalised HAR that selects examples from a subject-independent training
set that are most similar to a small number of user provided examples. In this
way, much of the irrelevant examples in the general model are eliminated, the
model is personalised to the user, and accuracy is improved. Evaluation shows
our approach to outperform a general model by up to 5% of F1 score. Another
advantage of our approach is that it avoids the practical limitation of subject-
dependent training by reducing the data collection burden on the user.

Many different representation approaches have been proposed for HAR with-
out a definitive best approach, partly due to the differences in configurations (e.g.
sensor types, sensor locations etc.) and partly due to different mix of activity
classes. Therefore, it is important to determine which representation approach is
best suited for the configuration used in SelfBACK i.e., a single wrist-mounted
accelerometer, as well as the types of activities. Accordingly, another contri-
bution of this paper is a comparative study of five representation approaches
including state-of-the-art CNNs on our dataset. Results show a frequency trans-
form approach using DCT coefficients to outperform the rest.

A number of considerations have been identified for future work. Firstly, a
method that further reduces if not eliminates the need for user annotated data
will further improve the user experience of our system. Secondly, evaluations in
this paper have only been applied on short time durations that immediately fol-
low the user examples. Test data covering longer durations are needed in order
to evaluate the performance of the personalised model over longer periods of
time. If the accuracy of the model drops due to long term changes in context,
it would be interesting to be able to identify these context changes in order to
initiate further rounds of personalisation. Note that success in automatic acqui-
sition of labelled examples should significantly aid this process of continuous
personalisation with minimal impact on user experience.
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Abstract. Cancer registries are important tools in the fight against
cancer. At the heart of these registries is the data collection and cod-
ing process. Ruled by complex international standards and numerous
best practices, operators are easily overwhelmed. In this paper, a system
is presented to assist operators in the interpretation of best medical cod-
ing practices. By leveraging the arguments used by the coding experts
to determine the best coding option, the proposed system is designed
to answer the coding questions from operators and provide an answer
associated with a partial explanation for the proposed solution.

Keywords: Interpretation of best practices · Interpretive case-based
reasoning · Coding standards · Cancer registries · User assistance · Deci-
sion support

1 Introduction

The Luxembourg National Cancer Registry (NCR) is a systematic, continu-
ous, exhaustive and non redundant collection of data about cancers diagnosed
and/or treated in Luxembourg. For every case matching the inclusion criteria of
the NCR, data about the patient, the tumor, the treatment and the follow up
are collected. The main objectives of the NCR are cancer monitoring (incidence
rates, survival rates, comparisons on an international level, . . . ) and the evalu-
ation of cancer case management (diagnosis, treatment, . . . ) in Luxembourg.

There are numerous cancer registries around the world (over 700 according
to the Union for International Cancer Control1), with varying means and goals.
1 http://www.uicc.org/sites/main/files/private/UICCCancerRegistries-whywhathow.

pdf.
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In order for the collected data to be comparable, it is necessary to have a com-
mon definition of the collected data and the coding practices. This lead to the
creation of various international coding standards, providing both common ter-
minologies (e.g. the International Classification of Diseases (ICD)) and coding
best practices [9]. It is essential to follow these standards in order to obtain
standardized and reliable data. However, the broadness and complexity of the
standards can make the work of the operators difficult. The operators are the
people in charge of collecting and coding cancer cases. It takes months of time to
attain excellence. Time and practice are essential. Complex cases add an extra
level of difficulty.

The aim of this research is to address this complexity, by assisting both
operators and coding experts in the interpretation of coding best practices.

As an illustrating example, let us consider the case of a particular male
patient from the NCR. In 2013, he suffered from lasting pains in his side and
a sudden loss of appetite. On January 12th, 2014, a CT scan of his left kidney
revealed nothing out of the ordinary. As the patient’s condition continued to
deteriorate, a second scan was made on February 15th, 2014. This time, two
suspicious neoplasms were found and the clinicians suspected cancer. Another
CT scan made on March 10th, 2014 showed signs of multiple renal adenopathy,
which reinforced the cancer suspicion. On June 2nd, 2014, a renal biopsy was
carried out and the following histological findings pointed to a renal cell carci-
noma. The operator, after reading the complete file and carefully selecting the
important facts, determined that this type of cancer meets the inclusion criteria
of the NCR and has to be coded into the database according to international
standards. The most important values collected by the registry for this tumor are
the incidence date (February 15th, 2014), the topography (C64.9 – Kidney) and
the morphology (M-8312/3 – renal cell carcinoma). The majority of questions
concerns these values and, thus they are primary focus of this research project.

This example was rather easy to code. For the operator, the task is more com-
plex as the data are contained within the various letters and free text reports
that constitute the medical record. These documents have to be evaluated and
summarized. It is possible for two reports to provide conflicting data. Here, the
first CT scan showed nothing, unlike the following ones. Sometimes, important
data are simply missing from the patient record. This can be the case if the
patient has continued his treatment abroad or in a different hospital, if the
patient died from an unrelated cause (e.g. car accident) or if the patient refused
further treatment. Another possible explanation for the missing information is
the difference in objectives between treatment and coding. Some aspects are
assumed implicitly by the clinicians. In the case of breast cancer, no mention of
a palpation usually means that no tumor is palpable, though a palpation was
actually performed. However, in the case of the NCR, both exam and result must
be explicitly documented. As such, aspects deemed unimportant by the clinicians
might actually be very important for the registry and vice-versa. Furthermore,
most medical reports do not structure their data beyond simple sectioning or
identifying information (type of report, clinician, patient, . . . ). The important
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information (e.g. the description and the conclusion) is found in the free text
sections. In addition, this text can be very ambiguous (vague conclusions, incon-
sistencies between factual description and medical conclusion).

In order to solve these conflicts, which require not only a deep knowledge
of the coding standards, but also a solid medical background, coding experts
are consulted. The coding experts need to determine the coding practices which
should be applied to the problematic patient record. However, as consistency
is a key requirement for cancer registries (needed for temporal analysis and to
track tendencies), experts have to ensure that two identical cases receive the
same coding. If the standards clearly state how to solve such an instance, it is
only a matter of finding the proper practices and interpreting them accordingly.
This is not always possible, as the coding standards do not (and cannot) cover all
possible aspects of a cancer patient. Should such a situation occur, a new practice
is designed to complement existing ones. For any future identical patient, this
new practice should then be applied (in order to guarantee the consistency of the
registry). It is therefore crucial to remember these particular coding questions
and how they were solved (e.g. what practices were eventually used).

Context and motivation are discussed in Sect. 2. Section 3 introduces some
definitions and notations. Section 4 describes an approach to assist the data
collection process for cancer registries and how case-based reasoning (CBR [1])
was applied. In Sect. 5, a prototype of the proposed method is described. The pro-
posed method is discussed and compared with related work in Sect. 6. Section 7
presents a conclusion and points out what further efforts need to be undertaken
in the future.

2 Context and Motivation

For the Luxembourg National Cancer Registry, the operators can ask questions
at any time using a ticketing system. The operator provides a free text descrip-
tion of their question with the minimum amount of required data about the
patient, the tumor and, if relevant, the treatment. However, for the most part,
the operator chooses what is worth providing. Of course, should anything impor-
tant be missing, the experts will ask additional data or provide a tentative answer
taking into account the missing data (e.g. if the missing value is A, then solution
B, else solution C).

While providing a very individualized response, this approach complicates
the sharing process. As the operators can only see the questions asked by other
operators from the same hospital, a common question will be asked and answered
several times. This repetition can lead to inconsistent answers for the same
question. As consistency is an important quality measure for cancer registries,
this issue needs to be addressed. As of today, this issue is remedied partially with
continuous training sessions for the operators, during which the most important
questions are discussed with coding experts.

Answering all the problems encountered by the operators is very time con-
suming for coding experts. The aim of this research is to decrease this workload.
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To achieve that goal, a shared tool for both operators and coding experts is
implemented. It allows the operators to ask questions, tries to answer them as
best as possible and provides experts with an interface to answer the remaining
questions.

Given the similarity between the working process of the experts and case-
based reasoning, we have chosen to base our approach on CBR. Nevertheless,
other reasoning or optimization algorithms were also considered for this task.
Very popular methods are black box learning algorithms (like neural networks).
Indeed, given enough representative data, this approach would yield good results.
Some papers explored this in a related domain, automatic data collection or
annotation. This research area focuses on the creation of solutions for the anno-
tation and coding of electronic medical patient records. In a workshop of the
2007 BioNLP conference, a shared task focused on the assignment of ICD-9-
CM codes to radiology reports [15]. Several methods were proposed with very
interesting results (see [8]). However, those good results are due to two factors
specific to radiology. The classification only used around 40 diagnosis codes from
ICD-9-CM (out of over 14 000) and a representative data set (with proportionate
representations for every possible code) was provided. While there are consider-
ably fewer codes for cancer registries, there is no comprehensive data set available
for the learning and evaluation process of any of the proposed methods. This is
probably one of the major problems for this kind of method. Another weakness
is the explanation. By contrast to automatic coding, for which explaining the
reason why the system has chosen to code a patient record in a given way may
be slightly less important, it is essential for a decision support system.

3 Preliminaries

Case-Based Reasoning. In a given application domain, a case is the representa-
tion of a problem-solving episode frequently represented by a pair (pb, sol(pb))
where pb is a problem related to the application domain and sol(pb) is a solution
of pb. Given a new problem tgt—the target problem—, case-based reasoning
aims at solving tgt by reusing a case base. A source case is an element of the
case base. A classical way to do so consists in selecting a source case judged
similar to tgt (retrieval step) and to reuse it to solve tgt.

RDFS is a knowledge representation language of the semantic web [5]. An RDFS
formula is a triple (s p o) that can be understood as a sentence in which s is
the subject, p (the predicate) is a verbal group and o is an object. Thus (romeo
loves juliet) is a triple stating that mister Montague has strong feelings for
miss Capulet. An RDFS base is a set of triples and is generally assimilated to an
RDFS graph where nodes are subjects and objects, and where edges are labeled
by properties. E.g., the graph

romeo juliet 13
loves

loves

age

states that Romeo and Juliet love each other and that Juliet is 13.
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Some properties are associated with semantics, in particular rdf:type,
abbreviated as a and meaning “is an instance of”, and rfds:subClassOf, abbre-
viated as subc and meaning “is a subclass of”. For example, from

G = romeo Man Human
a subc

it can be inferred that romeo Human
a

.

SPARQL is a query language for RDFS. In this paper, the only type of SPARQL
query used is ASK. This query tests the existence of a subgraph in a given graph,
using variables. In SPARQL, variable names start with ?, e.g., ?x, ?tumor. For
example, the following query tests if someone (?x) (in the queried graph) loves
a human (?human): ASK {?x loves ?human . ?human a Human}.

RDFS was chosen for its status as a recognized knowledge representation
language, with numerous available tools. It also provides access to the Linked
Open Data, which are open knowledge bases. This enables the usage of previously
coded medical knowledge for the resoning tool presented in this paper.

4 Case-Base Interpretation of Best Practices

This section describes the proposed approach to assist operators in their coding
task. This research project has been elaborated after discussing actual coding
problems with operators and experts from the Luxembourg National Cancer
Registry. First, the running example is introduced, followed by an overview of
the global architecture of the system. Finally, the representation of the cases and
the steps of the proposed approach are detailed.

4.1 Introduction of the Running Example

For the following sections, the same example will be used to explain and demon-
strate the proposed approach. In the descriptions below, important patient fea-
tures are in bold italics.

Target problem (tgt). The question concerns the nature (primary, metasta-
sis, . . . ) of a lung tumor. This is a recurring question, as the lung is an organ that
very easily develops metastases. As the coding of the tumor varies heavily based
on its nature, it is an important question for the operator. The nature of the
tumor depends on its localization and where the cancer initially developed. There
are essentially two possibilities: primary or secondary. The tumor at the initial
localization is the primary tumor. From that tumor, cells may detach themselves
and, traveling through the body using the cardiovascular system, develop new
tumors in other body parts. These new tumors are called metastases and are of
secondary nature.

The target problem concerns a woman, born on December 5th, 1950. In
2006 , breast cancer was diagnosed and treated. In 2016 , a lung tumor was
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discovered within the right lower lobe. A CT scan indicated no mediastinal
adenopathy2. A histological analysis of a sample identified the morphology3

of the cancer as adenocarcinoma . The TTF1 marker test was negative4.
After further testing, no other tumor site was found. In the patient record, it
was noted that the oncologist considered the lung tumor to be of primary
nature .

For our example, three source cases are described hereafter. A case is a rep-
resentation of a coding episode based on best coding practices. For the sake of
simplicity, all the source cases concern the same subject, i.e. the nature of a lung
tumor. For each case, the patient record is described, followed by the answer and
a description of the arguments in favor of and against the proposed answer.

Source 1 (srce1) concerns a woman, born on July 23rd, 1946. In 2012 , she was
diagnosed with breast cancer (adenocarcinoma) and treated. In 2015 , a
lung tumor was discovered within the middle left lobe. A histological analysis
identified the morphology of the cancer as small-cell carcinoma .

In this case, the answer to the question of the nature of the lung tumor was
primary tumor. As for the argumentation, there was one strong argument in
favor , namely the morphology of the tumor. Indeed, small-cell carcinoma most
commonly arise within the lung.

Source 2 (srce2) concerns a woman, born on March 14th, 1930. In 2011 , she
was diagnosed with colorectal cancer and treated. In 2013 , a lung tumor
was discovered within the left middle lobe. A CT scan indicated no mediasti-
nal adenopathy and showed multiple pulmonary opacities indicative of a
lung metastasis. The patient was already very fragile, thus no further tests were
performed. The oncologist concludes that the lung tumor was a metastasis
of the previous cancer.

In this case, the answer to the question of the nature of the lung tumor was
a metastasis (of the colorectal cancer). There were four weak arguments in
favor in this case: the close antecedent, the absence of mediastinal adenopathy,
the oncologist’s opinion and the multiple pulmonary opacities.

Source 3 (srce3) concerns a man, born on August 14th, 1953. In 2000 , prostate
cancer was diagnosed and treated. In 2014 , a lung tumor is discovered
within the upper left lobe. A CT scan indicated no mediastinal adenopathy .
A histological analysis of a sample identified the morphology of the cancer as
adenocarcinoma . After further testing, no other tumor site is found. In the
patient record, it is noted that the oncologist considered the tumor to be of
primary nature.

In this case, the tumor was primary. There were three weak arguments in
favor : the oncologist’s opinion, the fact that no other synchronous tumor was

2 An adenopathy is an enlargement of lymph nodes, likely due to the cancer.
3 The morphology describes the type and behavior of the cells that compose the tumor.
4 For primary lung adenocarcinoma, TTF1 marker is usually positive.
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found and the long time span between the previous cancer and the current one
(a shorter time span would have been in favor of a metastasis). There was also
one weak argument against , namely the absence of mediastinal adenopathy.

4.2 Global Architecture

Figure 1 summarizes the main process for our approach. It uses a 4-R cycle
adapted from [1] and four knowledge containers [16]. To solve a new problem, first
a description must be provided. That description is then used with the domain
knowledge (DK) and the retrieval knowledge (RK) to find a suitable source case
srce and its solution sol(srce) within the case base. Then, in the reuse step,
the solution sol(tgt) for tgt is produced from (srce, sol(srce)) together with
the domain knowledge and adaptation knowledge (AK). The pair (tgt, sol(tgt))
may then be revised by an expert, leading to the pair (tgt′, sol(tgt′)). Finally,
this pair may be retained by adding it into the case base.

tgt retrieve reuse

reviseretain

Knowledge base

RK CB DK AK

(srce, sol(srce))

sol(tgt)

(tgt , sol(tgt ))

(tgt , sol(tgt ))

Fig. 1. Adapted 4-R cycle and knowledge containers for the proposed approach.

4.3 Case-Based Interpretation of Best Practices

A case (srce, sol(srce)) is composed of three parts: the question, the patient
record and the solution.

The question part indicates the subject (incidence date, topography, tumor
nature, . . . ) as well as the focused entity from the patient record. In the running
example, the question is about the tumor’s nature and focuses on the lung tumor.

The patient record represents the data from the hospital patient record
(patient features, tumors, exams, treatments, . . . ) needed to answer the question.
The relevant data depends on the subject and is defined by coding experts. For
the source cases, only the required information is provided. For the target prob-
lems, this assumption cannot be made. The operator may simply not know what
is needed and thus is encouraged to provide as much information as possible.

The solution contains the answer to the question, an optional textual expla-
nation and the most important arguments in favor of (pros) and against (cons)
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source3

record3

question3

solution3

TumorNature

tumor3

Primary

arguments3

wp2
3

wp1
3

wp3
3

wc13

hasQuestion

concernsRecord

hasSolution

a

concernsTumor

describesTumor

a

dependsOn

hasWeakPro

hasWeakPro

hasWeakPro

hasWeakCon

Fig. 2. Partial RDFS graph for source case srce3 (patient record details in Fig. 3).

the given answer. The optional explanation is provided by the coding experts,
and may point out key features or best practices for operators. The arguments
have two uses. They will help explain the answer to operators and serve as a
reminder for coding experts. They will also be used by the algorithm during the
retrieval step to match the target case with solution cases. In the proposed app-
roach, three types of arguments will be considered: strong pros, weak pros and
weak cons. The difference between a strong and a weak argument comes from
their reliability for a given conclusion. A strong argument is considered to be a
sufficient justification for an answer, unlike a weak argument which is more of
an indication or clue. It can be noted that there are no strong cons in the source
cases. Indeed, such an argument would be an absolute argument against the
given answer. Formally, an argument is a function a that associates a Boolean to
a case and is stored as a SPARQL ASK query. The argument type (i.e., strong
or weak and pro or con) is defined by the coding experts, in accordance with the
coding standards and best practices.

A partial RDFS graph for srce3 is shown in Figs. 2 and 3. One of the pros is
that no other synchronous tumor is found. This argument wp13 is formalized as
follows:

wp13(case) =

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

ASK {
case hasQuestion ?question .
case concernsRecord ?record .
?question concernsTumor ?tumor .
FILTER NOT EXISTS {
?record describesTumor ?other tumor .
?tumor != ?other tumor .
?tumor isSynchronousWith ?other tumor

}
}

wp13 applies to srce3 means that wp13(srce3) = true.
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Fig. 3. Partial RDFS graph for the patient record of srce3.

4.4 Retrieve

The retrieval of source cases is limited to cases concerning the same subject as
the target problem. For the running example, this means that only source cases
concerning the nature of the tumor will be taken into account.

To find the most appropriate source case among the selected cases, the argu-
ments will be considered. The arguments are part of the reasoning process which
leads the coding experts to the final solution. As such, they can be used to iden-
tify similar cases.

Knowing the target problem tgt, retrieval knowledge consists in preferring
one source case to another, the preferred source case being the retrieved one.
This preference relation is denoted by the preorder �tgt.

For a given source case srce, let sp(srce) be the set of its strong pros,
wp(srce) the set of its weak pros and wc(srce) the set of its weak cons. For
srce3, sp(srce3) = ∅, wp(srce3) = {wp13, wp23, wp33} and wc(srce3) = {wc13}.

Let args ∈ {sp, wp, wc} be an argument type, N args(srce, tgt) denotes the
number of arguments of type args of a the source case srce which are valid for
a case tgt.

N args(srce, tgt) = |{a ∈ args(srce) | a(tgt) = true}|

Table 1 presents the different values of N args(srcei, tgt) for tgt and the
possible source cases srce1, srce2 and srce3. For example, out of the four weak
pros of srce2, only one can be applied to tgt, thus N wp(srce2, tgt) = 1.

To compare two source cases srcei and srcej, three criteria are combined.
The first criterion concerns the strong pros and consists in computing:

Δsi,j = N sp(srcei, tgt) − N sp(srcej, tgt)
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Table 1. Number of valid source case arguments for the running example
N args(srcei, tgt) and their distance to tgt.

args sp wp wc dist(srcei, tgt)

srce1 0 0 0 3.45

srce2 0 1 0 5.37

srce3 0 3 1 2.51

The second criterion concerns the weak pros and cons and consists in computing:

Δwi,j = λp ∗ (N wp(srcei, tgt) − N wp(srcej, tgt))

− λc ∗ (N wc(srcei, tgt) − N wc(srcej, tgt))

where λp and λc are two non-negative coefficients that are currently fixed to
λp = 2 and λc = 1. When more data are available, these parameter values will
be reevaluated. The third criterion concerns the patient record similarity and
consists in computing:

Δdisti,j = dist(srcej, tgt) − dist(srcei, tgt)

where dist is a distance function between patient records. dist has been imple-
mented using an edit distance between graphs [6].

These criteria are considered lexicographically, first Δsi,j, then Δwi,j and finally
Δdisti,j , that is srcei �tgt srcej if

Δsi,j > 0 or (Δsi,j = 0 and (Δwi,j > 0 or (Δwi,j = 0 and Δdisti,j ≥ 0)))

This means that, for our approach, the criterion based on the strong pros
outweighs the one based on the weak pros and cons, which in turn outweighs
the criteria based on the patient record similarities. This order has been chosen
to match the coding experts’ reasoning. For the implemented prototype, several
source cases are retrieved, ordered by �tgt and according to a threshold (which
remains to be accurately fixed).

Table 2 shows the values of the various helpers for the running example.
None of the strong arguments of the source cases are valid for tgt, thus the
weak arguments are considered. The comparison shows that srce3 is preferred
to srce2 and that both are preferred to srce1.

Table 2. Comparing source cases with respect to the target problem of the running
example case (with λp = 2 and λc = 1).

i j Δsi,j Δwi,j Δdisti,j �tgt

1 2 0 −2 1.88 srce2 �tgt srce1

1 3 0 −5 −0.94 srce3 �tgt srce1

2 3 0 −3 −2.86 srce3 �tgt srce2
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4.5 Reuse

Once an appropriate source case has been found, the solution associated to the
source case is copied and then the arguments that do not apply to the target prob-
lem, if any, are simply removed. This step is repeated for every retrieved source
case. For the running example, the most appropriate source case is srce3. The
answer for srce3 is to consider the tumor to be of primary nature and thus, for
tgt, the answer to the question is also a primary tumor. All the arguments of
(srce3, sol(srce3)) apply, therefore sp(tgt) = sp(srce3), wp(tgt) = wp(srce3)
and wc(tgt) = wc(srce3).

4.6 Revise and Retain

Currently, the retrieve and reuse steps have been implemented in a prototype
described in Sect. 5. This section presents first thoughts about the revise and
retain steps.

Let (tgt, sol(tgt)) be the reused case. It may be revised by a coding expert,
to modify the answer and/or add, remove or modify some arguments. The expert
may also want to remove information from tgt as to keep only the relevant infor-
mation with regard to the problem-solving process (i.e., the reuse of the argu-
ments). In such a situation, (tgt, sol(tgt)) is substituted by (tgt′, sol(tgt′)),
where tgt′ is more general than tgt. (tgt′, sol(tgt′)) is a generalized case that
has a larger coverage than (tgt, sol(tgt)) [12].

When the system will be in use, the revise step is going to be triggered sys-
tematically, at least for the very beginning. Nevertheless, this should unburden
the experts, since, hopefully, revising a case will be less time-consuming than
solving it.

For now, it is planned to retain all the revised cases. Currently, between 100
and 200 cases per year require expert help. If the case base happens to be too
large, a case base management process may be considered [17].

It may occur that the retrieve step fails, if some thresholds are chosen for the
retrieval step. For example, it can be considered that for the source case to be
retrieved, at least one of its pros has to be applicable to the target problem. In
such a situation, the target problem is solved by the coding experts, and thus,
the revise and retain steps enrich the case base. This constitutes a case authoring
process.

5 A Prototype

The prototype is a web application, allowing an operator to ask questions. It
tries to solve these questions, using the approach previously described (Sects. 4.4
and 4.5). The web application is composed of two parts: a form for the descrip-
tion of the target problem (see Fig. 4) and a presentation the proposed solutions
accompanied by a summary of the target problem (see Fig. 5). In this first imple-
mentation, the number of items that can be provided by the user are fixed (e.g.,
there can only be one tumor, one antecedent and one synchronous tumor) and
only a single question subject is possible, namely the tumor’s nature.
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Fig. 4. Form used to describe the target problem of the running example.

Fig. 5. Summary of the described target problem and the proposed solution. The most
appropriate source cases are shown similarly to the target problem (not visible in this
screenshot).
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6 Discussion and Related Work

The system described in this paper can be seen as an example of interpretative
case-based reasoning. Other approaches in this area include Murdock et al. [14].
Their approach focuses on assisting intelligence analysts in evaluating hypotheses
of hostile activities such as take over attempts by criminal groups. The hypothesis
(target problem) is matched to a model (source case), which represents a general
sequence of events for the given hypothesized event. Then, their system compares
the facts from their target hypothesis with those from the model. If a successful
match is found, their system relies on this match to generate arguments to justify
or discredit the hypothesis. It is left to the user to decide whether or not the
target hypothesis is valid. Contrarily to our approach, the arguments are used
solely to explain the proposed solution.

Case-based reasoning has been used a lot in the legal domain (HYPO [3],
CATO [2]). Here, source cases are old court cases. The argumentation focuses
on the reuse of these precedents, on how similarities can be highlighted and
differences downplayed, in order to justify the desired outcome for the target
court case. This marks a difference with the approach described in this paper,
where arguments are described per case and implicitly linked to the source case.

Particularly in the context of assisting users, explanations are essential, as
they provide a measure of understanding for the user and promote the trustwor-
thiness of the system. Similarly to this research, pros and cons are considered by
McSherry in [13]. He describes a system for binary classification which uses the
closest source case to provide the conclusion and the closest source case with the
opposite conclusion to compute which attributes favor the conclusion (pros) and
which attributes do not (cons). Unlike our approach, each argument is linked
to a single attribute. Thus they cannot show how the combination of attributes
might influence a given outcome.

In health sciences, case-based reasoning is not the only area that is cur-
rently very actively researched [4]. Automatic annotation of medical documents
is another such area [15]. While our approach focuses on assisting operators in
their tasks, these approaches seek to replace the need for operators in their cur-
rent capacity. They focus on analyzing and annotating medical reports [10,11].

7 Conclusion and Future Work

In this paper, an approach to assist operators in the interpretation of best med-
ical coding practices has been proposed. This approach is based on discussions
with operators and coding experts on actual coding problems. A dozen tricky
problems were discussed in detail, among a hundred simpler problems. The cod-
ing questions asked by the operators are compared to previous questions and
solved by reusing the pros and cons of previously given solutions.

This approach has modeled the reasoning processes of the coding experts that
were observed. A first prototype has been developed for this purpose and has
to be deployed and evaluated (does the system decrease the experts’ workload
while maintaining the coding quality?).
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Currently, the arguments used by our approach remain very simple. As such,
they only cover a part of the problem-solving process and resemble hints or
highlights. To better represent the solving process, more complex arguments are
required. Complex arguments could be combined from simpler arguments using
a few operators (e.g. and, or). This should allow for the inclusion of other argu-
ments which, by themselves, do not favor or disfavor a given outcome, but might
do so when combined. Furthermore, arguments of a source case are presently
reused as such for the target problem. It is planned to examine how these argu-
ments could be adapted to take into account the differences between the source
case and the target problem.

Another crucial aspect for the cancer registries is the evolution of the coding
practices. Any change in the coding practices will provoke changes in the case
base and the associated knowledge containers. It might be interesting to consider
methods to detect the needed changes and to help maintain the represented
knowledge [7].

When the system is tested, validated, improved and routinely used by oper-
ators and experts, a second version of it will be designed that is less domain-
dependent. The objective is to build a generic system for argumentative case-
based reasoning using semantic web standards.
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Abstract. Every year millions of people around the world train for, and
compete in, marathons. When race-day approaches, and training sched-
ules begin to wind down, many participants will turn their attention to
their race strategy, as they strive to achieve their best time. To help with
this, in this paper we describe a novel application of case-based reasoning
to address the dual task of: (1) predicting a challenging, but achievable,
personal best race-time for a marathon runner; and (2) recommending
a race-plan to achieve this time. We describe how suitable cases can be
generated from the past races of runners, and how we can predict a per-
sonal best race-time and produce a tailored race-plan by reusing the race
histories of similar runners. This work is evaluated using data from the
last six years of the London Marathon.

Keywords: Case-based reasoning · Recommender systems · Sports
analytics

1 Introduction

Running a marathon is hard. It depends on months of dedicated training and
the discipline to follow a time-consuming and exhausting schedule. To complete
a successful marathon a runner also needs an appropriate race-plan for the event
itself. The runner must select a suitable target finish-time and carefully plan the
pacing of their race, stage by stage, kilometer by kilometer. The aim of this work
is to help marathon runners to achieve a new personal best during their next
race. We do this by using case-based reasoning to solve these dual problems by:
(1) predicting a best achievable finish-time; and (2) recommending a tailored
pacing plan to help the runner achieve this time on race-day.

This work sits at the intersection between personal sensing, machine learning,
and connected health. An explosion of wearable sensors and mobile devices has
created a tsunami of personal data [1], and the promise that it can be harnessed
to help people to make better decisions and live healthier and more productive
lives [2,3]. Indeed, within the case-based reasoning community there has been
a long history of applying case-based, data-driven methods to a wide range of
healthcare problems [4]. Recently, the world of sports and fitness has similarly
c© Springer International Publishing AG 2017
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embraced this data-centric vision, as teams and athletes embrace the power of
data to optimise the business of sports and the training of athletes [5,6].

In this work we focus on recreational marathon running, helping runners to
plan their race strategy for optimal performance. A key concept is that of pace,
measured in minutes per mile/km, so that higher pace means slower speed. There
is a growing body of research that explores the various factors that influence
pacing during the marathon and other endurance events. For example, the work
of [7] looks at the effect of age, gender, and ability on marathon pacing to
conclude that female runners are typically more disciplined (running with less
pace variation) than male runners; see also [8,9]. Then there is the runner’s
pacing strategy : how the runner plans to adjust their pace during the race [10].
There are 3 basic pacing strategies, based on how the pace of a runner varies
between the first and second-half of a race. For example, we say that a runner
completes an even-split if their pace is even throughout the race. Running a
positive-split means the second-half of the race is slower (higher pace) than the
first-half of the race, whereas a negative-split means the runner speeds-up in the
second-half of the race, running it faster than the first-half. Many elites and
disciplined runners will aim for even or slightly negative-splits [11]. Recreational
runners typically run positive-splits, slowing during the second-half of the race,
sometimes significantly. And for some this means hitting the wall, referring to
the sudden onset of debilitating fatigue and a near-complete loss of energy that
can occur late in a race [12]. At best, this temporarily slows even the swiftest of
runners; at worst it reduces them to a shuffling gait for the rest of the race.

All this is to say that running the marathon is a challenge, and the difference
between a good day and a terrible day, training aside, may well come down to
how carefully a runner plans their race: what finish-time to aim for; positive vs.
negative vs. even splits; avoiding hitting the wall etc. This is where we believe
there is a significant opportunity to support marathon runners, by advising them
on a suitable a target finish-time and providing them with a concrete race-plan,
one that is personalized to their ability and tailored to the marathon course.

2 Problem Definition

The problem addressed by this work is how to help a marathon runner achieve a
new personal best in their next race. We will assume we are dealing with a runner
who has completed at least one previous marathon and so has a race record to
serve as a starting point. As a reminder, this problem involves two related tasks:
the prediction of a suitable target finish-time and the recommendation of an
appropriate pacing plan.

2.1 Best Achievable Finish-Time

We start by assuming our runner wants to beat their current best-time, but
by how much? If they are too conservative they will chose a finish-time that
does not fully test them, and may leave them disappointed if they finish too
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comfortably on race-day. If they are too ambitious they may select finish-time
that is beyond their ability and risk sabotaging their race; aiming for an overly
ambitious target time is one sure way to end up hitting the wall later in the
race. The point is that selecting a best achievable finish-time is non-trivial and
getting it wrong can have a disastrous effect on race-day.

2.2 Race Plans and Pacing Profiles

Given a best achievable finish-time, the next task is to devise a suitable race-
plan. We will assume the marathon is divided up into 8×5 km stages or segments
(0–5 km, 5 km–10 km, . . . , 35 km–40 km), plus a final 2.2 km segment (40 km–
42.2 km); many big-city marathons measure times in 5 km segments and so race
records typically provide these split-times. For the purpose of this work a race-
plan, or pacing plan, will consist of a sequence of average paces (measured in kms
per minute) for each of these race segments. For the avoidance of doubt we will
refer to a pacing plan as a proposed set of paces for the runner and a pacing profile
as the actual set of paces achieved by the runner in their race. For example,
Fig. 1(a) illustrates a race-record for a runner who completed a marathon in 4 h
and 13 min; that is an average pace of 6 mins/km. The corresponding pacing
profile shows they ran a positive-split, starting their race 10% faster than their
average pace during the first 5K and 10K segments of the race, and slowing in
the second-half, to finish 7% slower than their average pace in the final segment.

Most conventional pacing plans are fairly simple by encouraging the runner
to run an even-split. For example, if our runner wishes to run a 4-hour (240 min)
marathon then this suggests an average pace of 5 min and 41 s per km for the
duration of the race. Some plans may account for positive or negative splits,
by advising the runner to run the first half of the race more quickly or slowly,
respectively. However, in general, conventional plans are not especially tailored
for the runner or the course, and so they leave considerable room for improve-
ment, especially when it comes to achieving a new personal best. Thus, in this
work we argue for a more personalized and customized approach to pacing, so
that runners can benefit from a pacing plan that is suitable for their goal time,
their personal fitness level and ability, and that is tailored for the peculiarities
of a given marathon course.

3 Using CBR to Achieve a Personal Best
in the Marathon

The key insight of this work is that we can use a CBR approach to both predict
suitable target finish-times and recommend tailored pacing plans, based on the
runner’s own race experience and the experiences of similar runners who have
achieved personal bests on the target course. To do this we will rely on a case
base of race pairs, representing a pair of race records for a single runner. Each
race record contains a pacing profile and a finish-time for a completed race; see
Fig. 1(b). One of these race records corresponds to a non personal best (nPB)
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race, the other to a personal best (PB) race; the nPB plays the part of the case
description while the PB is the case solution. Given a target/query runner (q),
and their own recent race record (finish-time and pacing profile), we generate
a finish-time prediction and pacing plan recommendation based on the PB ’s of
cases that have a similar nPB to q, as summarised in Fig. 1(c).

3.1 Case Generation

Each case in the case base corresponds to a single runner, r, with a nPB part
and a PB part; see Eq. 1. To be represented in the case base, r must have at
least two race records, and in general may have n > 2 race records if they have
run many races; for example, in Fig. 1(b) we highlight 3 race records for r (for
marathons m1,m2,m3).

cij(r,mi,mj) =
〈
nPBi(r,mi), PB(r,mj)

〉
(1)

The race record with the fastest finish-time is considered to be the personal
best, and it is paired with the remaining n − 1 non personal best records, pro-
ducing n − 1 cases. As per Fig. 1(b), r’s best race is m2, with a finish-time of
236 min. This is paired with the two nPB records (m1 and m3) to produce two
cases, c(r,m1,m2) and c(r,m3,m2) as shown.

3.2 Case Retrieval

Retrieval is a three-step process, as shown in Algorithm 1. Given a query race
record (q) — that is a runner, a finish-time, and a nPB pacing profile — we
first filter the available cases (CB) based on their finish-times, so that we only
consider cases for retrieval if their finish-times are within t minutes of the query
finish-time. This ensures that we are basing our reasoning on a set of cases that
are somewhat comparable in terms of performance and ability.

Next, we filter on the basis of gender, only considering cases for retrieval
if they have the same gender as the query runner. The reason for this is that
physiological differences between men and women have a material impact on
marathon performance. On average women tend to finish about 12% slower than
men [7], and thus men and women with the same approximate finish-times will
be racing at very different levels of maximum effort; in relative terms, a 3-hour
female finisher will be performing at a higher level of effort than a 3-hour male
finisher, for example. Hence we separate male and female cases for more effective
matching, during retrieval.

Finally, we perform a standard, distance-weighted kNN retrieval over the
remaining candidate cases C, comparing q’s pacing profile to their nPB pro-
files. These pacing profiles are real-valued vectors and, for now, we use a simple
Euclidean-based similarity metric for similarity assessment. We select the top k
most similar as the retrieved cases, R.
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Fig. 1. Races, cases, predictions, and recommendations. (a) An example race record for
a runner, showing a finish-time and a pacing profile containing pacing data for each of
the 5 km race segments; (b) Converting race records into cases; (c) An overview of the
CBR process: given an nPB race record as a query, the system retrieves a set of k cases
with similar nPB parts, and combines these to generate a personal best finish-time
prediction and a pacing plan to achieve this finish-time.
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Algorithm 1. Outline CBR Algorithm.
Data: Given: q, query race record; CB, case base; k, number of cases to be

retrieved; t, finish-time threshold.
Result: pb, predicted finish-time; pn, recommended pacing profile.
begin

C = {c ε CB : Time(q) − t < T ime(c) < Time(q) + t}
C = {c ε C : c.gender == q.gender}
if len(C) ≥ k then

R = sortk(sim(q, c) ∀ c ε C)
pb = predict(q, R)
pn = recommend(q, R)
return pb, pn

else
return None

end
end

3.3 Personal Best Finish-Time Prediction

Given a set of similar cases, R, we need to estimate the best achievable finish-
time for q. Each case in R represents another runner with a similar nPB to q,
but who has gone on to achieve a faster personal best on the same marathon
course. The intuition is that since these PBs were achievable by these similar
runners, then a similar PB should be achievable by the query runner.

For the purpose of this work we test three straightforward prediction
approaches in which the predicted PB time of the query runner is a simple func-
tion of the personal best times of the retrieved cases. With each approach the pre-
dicted PB finish-times are weighted based on the relative difference between the
query runner’s finish-time and the corresponding nPB finish-time of a retrieved
case; see Eq. 2. This adapts the PB times based on whether they were achieved
by similar runners with slightly slower or faster nPB times.

w(q, c) =
q(nPB).finish
c(nPB).finish

(2)

Best PB . In Eq. 3 the predicted finish-time is the weighted PB finish-time of
the single fastest retrieved case, Cbest; the case with the minimum PB time. For
example, if the query runner has a finish-time of 245 min, and the nPB time
for the best retrieved case is a slightly faster 240 min, then the weighting factor
will be 1.02 (245/240). If the PB time of this retrieved case is 232 min then the
predicted PB time for q will be just over 236 min.

PBbest(q, C) = w(q, Cbest) • Time(Cbest(PB)) (3)

Mean PB . Our second prediction approach calculates the weighted mean of the
PB finish-times of the retrieved cases, as in Eq. 4. This will obviously tend to
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provide a slower predicted time than the Best PB approach above, but it will
be more representative of the personal bests achieved by the similar runners.

PBmean(q, C) =
∑

∀iε1...k w(q, Ci) • Time(Ci(PB))
k

(4)

Even PB . Finally, our third approach (Even PB) is based on the idea that
more consistent or even pacing is better than more varied or erratic pacing.
By measuring the coefficient of variation (CoV ) of the relative paces in the PB
pacing profile for each retrieved case, we can estimate their pacing variation, and
select the one (Ceven) with the lowest CoV value. The PB time of this Ceven

case is used as the predicted time for q.

PBeven(q, C) = w(q, Ceven) • Time(Ceven(PB)) (5)

3.4 Pacing Recommendation

Given a predicted personal best finish-time it is straightforward to turn this into
an average pace (mins/km) for q to run her race. However, as discussed previ-
ously, such an approach is unlikely to be successful, due to a variety of factors
including ability, discipline, and course conditions. Therefore, in this section we
describe how to use CBR to fulfill the requirement for a more personalized and
tailored pacing plan with which to achieve this new personal best finish-time. In
fact, a key advantage of CBR in this regard, compared to a more global, eager
learning approaches, is precisely that it retains access to the local cases and their
pacing profiles. It means that we can use the PB profiles of retrieved cases as
the basis for a pacing plan for q and, in what follows, we describe 3 different
approaches as companions to our 3 prediction approaches.

Best Profile. The first recommendation approach (Best Profile) reuses the PB
pacing profile of the case with the best PB time, Cbest. In other words, we take
the relative pacing from Cbest and map its relative paces to the average pace
for predicted PB time for the query runner. For example, if the predicted PB
time is for 232 min, indicating an average pace of 5 min 30 s per km, and the PB
profile in Cbest calls for a first 5 km that is 5% faster than average pace, then
the generated pacing profile for q will advise running the first 5 Km at just over
5 min and 13 s per km.

Mean Profile. The second approach (Mean Profile) generates a new pacing
plan based on the mean relative segment paces of the PB profiles from the k
retrieved cases. So, if, on average, the PB profiles of the retrieved cases have
their runners starting 6% faster than their average pace then our Mean Profile
plan for a 232-minute finish will suggest that q begins her race at 5 min and 10 s
per km.

Even Profile. Finally, we can generate our pacing plan based on the PB profile
of Ceven, the case with the most even pacing profile. If its profile calls for the
first 5 km to be run at a pace that is just 2% faster than average race pace then
the pacing profile for q will suggest a pace of 5 min and 23 s per km.
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3.5 A Worked Example

Up to now we have described an approach to generating cases from pairs of
race records. We have shown how these cases can be reused (according to three
different strategies, Best, Mean, Even) as the basis for finish-time predictions
and pacing recommendations, to help q achieve a new personal best in their
marathon. By design we have kept our case representation, retrieval, and reuse
strategies straightforward, to make it easy to embed this approach in a practical
application for runners.

A summary example of such an application is depicted in Fig. 1(c) in which
a (query) runner submits a (nPB) race record for a 248-minute finish-time with
a pace profile that indicates a strong positive-split; they started out fast and
completed the first-half of the race quite a bit faster than the second-half of
the race. In terms of providing this information to the CBR system, it may be
feasible for the runner to provide their race number and for the appropriate
record to be pulled from the public race records in real-time. Large marathons
such as London or Boston could readily accommodate this by integrating the
service as part of their site offering.

In any event, having submitted a race record, the CBR system retrieves a set
of k cases, c1 . . . ck and, using one of the strategies above, generates a predicted
PB time and suitable race plan for the runner. In this example the predicted
PB time indicates to the runner that she should be able to achieve a personal
best finish-time of 237 min, a fairly significant 11-minute improvement over her
previous time. The recommended pacing plan suggests running the race with a
slight positive-split, starting out a few percent faster than their target average
pace of 5 min and 37 s per km, while running a slightly slower second-half of
the race; it is a much more evenly paced race plan than their nPB race record.
Importantly, this pacing plan provides our runner with a set of concrete paces
for each of the race segments based on how other runners (with similar nPB
records to the query runner) have run to a PB on the same course; in short, it
provides the runner with a more personalized and tailored race plan than might
otherwise be available.

4 Evaluation

To evaluate our approach we will focus separately on the tasks of finish-time
prediction and profile recommendation using data from the last six years of the
London Marathon (2011–2016).

4.1 Dataset

Briefly, our London dataset includes 215,575 race records for 185,143 unique
runners. Each race record contains, among other features, the 5 km split-times
and finish-times that we need as the basis for our case base. 37% of runners are
female and just over 20% (or 37,704 unique runners) appear more than once in
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the dataset. This means we can construct at least 37,704 cases. However, since
many of these repeat runners have only run 2 races this does limit the variation
available for the identification of personal best times and profiles. Consequently,
in this study we limit our data to runners who have run 3 or more races; this way
we can choose a personal best race from at least 3 races and every runner will
be represented by at least 2 cases. There are 5,390 such runners and on average
they have run 3.4 races each, leading to a case base of 12,968 individual cases
with 5,390 personal bests.

4.2 Methodology

For the purpose of this evaluation we use a standard 10-fold cross-validation
methodology to test prediction accuracy and recommendation quality. Briefly,
we randomly hold-out 10% of cases to act as a test-set and use the remaining
90% of cases as the basis for prediction and recommendation, repeating this 10
times and averaging the results. Thus, the nPB part of each test case is used as
a query and the PB part is held back to evaluate the finish-time prediction and
pacing plan recommendation.

Evaluation Metrics. To evaluate prediction accuracy we calculate the aver-
age percentage error between the predicted personal best time and the actual
personal best time held back from the test case. To evaluate the quality of the
recommended pacing plan we estimate the similarity between this recommended
plan and actual pacing profile that was also held back; our measure of profile
similarity is based on the relative difference between the segment paces of the
recommended plan and the segment paces of the actual pace profile.

Test Algorithms. For each prediction/recommendation session we generate
predictions/recommendations using the 3 CBR approaches (Best, Mean, Even)
as described earlier. While in theory we could possibly mix-and-match between
prediction and recommendation strategies, for the purpose of this study, we use a
like-with-like approach and pair each prediction strategy with the corresponding
recommendation strategy. Thus when we refer to the Best strategy, for example,
we mean the Best prediction strategy combined with the Best recommendation
strategy.

4.3 Prediction Error and Profile Similarity vs. k

To begin with we will look at prediction accuracy and recommendation quality
versus k, the number of cases retrieved; see Figs. 2 (a) and (b). Both graphs
contain ribbon-plots for each of the 3 test algorithms. Each ribbon-plot shows
the prediction error (or profile similarity) for all runners, as the marked central
lines, and separately for male and female runners, as the boundary lines. In this
way we can get a sense of how gender influences prediction error and pacing
profile similarity, as k varies.
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Fig. 2. Prediction error (a) and pacing profile similarity (b) versus k for Best, Mean,
and Even strategies, for all runners and men and women.

With respect to prediction error, we can see how our strategies behave quite
differently for increasing k. Mean produces the lowest errors and benefits from
increasing values of k, before stabilising for k ≥ 10; Mean achieves an error of
≈4.5%, for all runners, and as low as 4% for women. In contrast, Even produces
predictions with an average error of ≈6% regardless of k, while the accuracy of
Best deteriorates steadily with increasing k. The problem for Best is that more
retrieved cases generally lead to faster best finish-times to use as a prediction.
So Best tends to predict more and more ambitious personal best times as k
increases, times that have not been achieved by our test runners.

When it comes to pacing profile similarity — our proxy for recommendation
quality, and with higher similarity equating to better quality — we see a similar,
albeit inverted pattern in Fig. 2(b). The Mean strategy out-performs the others,
recommending pacing plans that are increasingly similar to actual PB pacing
profiles (before stabilising at k ≈ 5). The profile similarity of Even recommen-
dations is largely unaffected by k, while the Best recommendations become less
and less similar to the actual PB pacing profiles as k increases; once again more
cases mean faster best CBest’s with pacing profiles that are increasingly different
from the personal best race records of the test users.

It is also interesting to note how the prediction accuracy (and profile similar-
ity) for all strategies is better for women than for men, regardless of k. This is
something that is not so surprising in marathon running research, where recent
studies have shown how female runners tend to run in a more disciplined man-
ner than their male counterparts [7,8]. In short, women run more evenly paced
races, they are less likely to hit the wall, and so their races unfold in a more
predictable fashion, compared to men’s races. Our results suggest that this also
extends to the matter of predicting a personal best time and recommending a
bespoke pacing plan.
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4.4 On the Influence of Ability

These results speak to the utility of the Mean strategy when it comes to making
accurate personal best predictions and recommending high quality pacing plans.
But the difference between men and women suggests that all runners are not
equal. Building on this idea, it is also useful to consider the relationship between
accuracy/quality and a runner’s ability, in terms of finish-times. For example, is
it easier to predict personal best times for faster or slower runners?

Fig. 3. Prediction error (a) and pacing profile similarity (b) vs. nPB finish-time for
Best, Mean, and Even strategies, for all runners and men and women.

These prediction error and profile similarity results, for different finish-times,
are presented in Figs. 3(a) and (b); for simplicity the results have been aver-
aged over all values of k. Clearly, finish-times have a significant impact on both
prediction error and profile similarity. For example, the fastest (elite) runners
benefit from very accurate personal best predictions by all three strategies, but
as finish-times increase so too do prediction errors, and at different rates for dif-
ferent strategies. Once again the Mean strategy benefits from the most accurate
predictions across all finish-times, and the difference between men and women
generally persists. It is interesting too to note that error rates begin to fall again
after the 300-minute mark, suggesting that the PBs of slower finishers are more
predictable.

The similarity of recommended pacing profiles to the actual personal best
profiles falls as finish-times increase; see Fig. 3. The Mean strategy continues
to perform better than Even and Best and women enjoy more similar pacing
profiles than men.
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4.5 Personal Best Differences

One more factor that may influence prediction accuracy and recommendation
quality is the ambitiousness of a personal best. Are very ambitious personal
bests more or less difficult to predict and plan for? To test this we define the PB
Difference as the relative difference between a runner’s non personal best time
and their personal best time; for example, a PB difference of 0.1 indicates that
the PB time of a case is 10% faster than its nPB time.

Fig. 4. Prediction error (a) and pacing profile similarity (b) vs. PB Difference for Best,
Mean, and Even strategies, and for all runners and men and women.

Figures 4(a) and (b) shows how prediction error and profile similarity are
influenced by PB Difference. As we might expect, runners whose PB times are
less ambitious (lower PB Difference values) enjoy more accurate predictions for
Mean and Even) than runners with larger PB differences; see Fig. 4(a). Likewise,
profile similarity is also highest for runners with lower PB Difference values; see
Fig. 4(b).

Again, the Best strategy performs poorly in general but with one notable
exception. If PB times are more than 12% faster than their nPB times, then the
inherently ambitious Best strategy out-performs Mean and Even. That said, it
is worth noting that a 12% improvement in marathon finish-time represents a
very significant improvement, and is not so common in practice; in our dataset
less than 20% of runners achieve such an improvement.

5 Discussion

These results point to Mean as the best strategy to use in practice, because
it offers more accurate PB finish-time predictions and more similar PB pacing
profiles when compared with the actual PBs of the test runners. Even also
performs well but Best appears to be far too ambitious.
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5.1 Callibrating Personal Best Ambitions

With all this discussion about error rates and similarities it is easy to lose sight of
the practical reason for the proposed system: to help marathon runners plan for,
and achieve, new personal best finish-times. And so, as we draw to a conclusion,
it is worth forming a more concrete sense of what these new PB times are likely
to be for runners’ nPB times. These results are presented in Fig. 5 for our most
accurate strategy, Mean, as a graph of the predicted PB improvement in minutes
versus the nPB time.

Fig. 5. Prediction PB finish-times for runners based on their non PB finish-times.

As we might expect, the predicted PB improvement increases with finish-
time; it is ‘easier’ for a 5-hour marathoner to increase their time by 20 min than
it is for a 3-hour marathoner. What is particularly encouraging here is the scale
of the improvements on offer. For example, a 4-hour marathoner can expect to
improve their PB time by just over 20 min on average (±75 s based on the error
associated with predictions for such runners). This should be very encourag-
ing for most recreational marathoners, and the combination of these accurate
predictions and sensible, tailored pacing profiles may help many enthusiastic
marathoners to improve significantly in their next race.

5.2 Pushing Beyond the PB

Our various strategies have been evaluated using the actual PB races of test
runners and it should be pointed out that it remains unclear whether these
runners could have produced even better PBs had they received the right pacing
advice when they ran these races; no doubt some did but most will have adopted
fairly simply pacing strategies. Perhaps with the right pacing advice the more
ambitious Even or Best predictions might be achievable on the day.

Certainly conventional marathon wisdom suggests that a more even pacing
profile is better and thus in practice we may find an additional benefit to present-
ing runners with the Even pacing plan even though its corresponding finish-time
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prediction is marginally less accurate (faster) than the mean. By following this
Even profile the runner may achieve a more ambitious finish-time. Testing this
hypothesis requires further work but it speaks to the potential benefits of pre-
senting Mean and Even predictions and recommendations to runners, rather
than focusing exclusively on just one strategy, such as Mean.

5.3 PB Quality

Another factor worth considering is the method by which PBs are identified.
Currently they are the fastest race record for a runner. They may or may not
reflect a genuine PB. As part of future work we plan to explore this by using
different techniques for selecting more reliable PBs. Limiting our case base to
runners who have run many races is one way to do this. Another way might be
to limit PBs to those race records that have more even pacing profiles. Either
way these approaches will provide a way to at least partially evaluate the likely
impact of PB quality.

6 Conclusions

We have proposed a case-based reasoning solution to help marathon runners
achieve a personal best at their next race. It represents a novel application of
CBR to an important, open problem for marathon runners, namely how to select
a best achievable target-time and how to pace the race to achieve it.

We have described and evaluated three CBR variations using a large-scale,
real-world dataset from the London Marathon. The results indicate that the
Mean CBR approach is capable of accurately predicting personal best finish-
times and of recommending high-quality pacing plans. This may prove to be
extremely valuable in helping runners to calibrate their expectations and plan
effectively for their next race-day. By using training data from other marathons
it will be possible to produce similarly personalised predictions and tailored
recommendations for different marathon courses.

As part of future work we plan to explore other factors that likely impact pre-
diction and recommendation performance, PB quality for example, as discussed,
but also the length of time between a nPB and a PB in a case for instance; if
the race-pair represent races 5 years apart, for example, will this affect predic-
tion or recommendation? There is an exciting opportunity to also include this,
and related ideas, into a new generation of exercise apps to help provide users
with sensible training advice and real-time race feedback. Moreover, there is
considerable opportunity to further enrich the case representation, either with
additional race histories and/or context information, which has the potential to
further improve prediction accuracy. Finally, there is no reason why this should
be limited to marathon running or even running. Similar techniques may prove
valuable for shorter races, for example, or other types of events, cycling, race-
walking, triathalons etc., all of which are obvious targets for future research.
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Abstract. Bipartite graphs are a common structure to model relation-
ships between two populations. Many times a compression of the graph
to one population, namely a one mode projection (OMP), is needed in
order to gain insight into one of the populations. Since this compression
leads to loss of information, several works in the past attempted to quan-
tify the connection quality between the items from the population that
is being projected, but have ignored the edge weights in the bipartite
graph. This paper presents a novel method to create a weighted OMP
(WOMP) by taking edge weights of the bipartite graph into account.
The usefulness of the method is then displayed in a case-based reason-
ing (CBR) environment as a local similarity measure between unordered
symbols, in an attempt to solve the long-tail problem of infrequently used
but significant symbols of textual CBR. It is shown that our method is
superior to other similarity options.

Keywords: Bipartite graph · One-mode projection · Textual case-based
reasoning · Local similarity · Weights · Long-tail

1 Introduction

Complex network analysis is a field that is currently being vastly researched both
under theoretical models and for practical use. The bipartite graph is a special
type of network where nodes belong to two distinct populations, and includes
only connections between population, but not within them. An example of such
a graph can be seen in Fig. 1(a).

Bipartite graphs can model many real world systems, such as economic net-
works where countries are connected to the products they export [10], or col-
laboration networks of scientific coauthoring of papers where each author is
connected to the paper they (co)authored [13,18]. Even human preferences can
be modeled and studied using bipartite graphs [14,29].

Many times the goal of researching this type of networks is to model the rela-
tionships between items of only one population based on their connections to the

c© Springer International Publishing AG 2017
D.W. Aha and J. Lieber (Eds.): ICCBR 2017, LNAI 10339, pp. 375–389, 2017.
DOI: 10.1007/978-3-319-61030-6 26



376 R. Stram et al.

other, for instance the economic relations between countries, or coauthorships.
To this end the network is many times projected onto the population we want
to focus on, in a process called one-mode projection (OMP). Here nodes from
one population are connected to each other if they share at least one neighbor
in the bipartite graph.

Looking at the example of coauthorships, many times authors collaborate on
more than one paper, some more than others. If we look at authors l1, l2, and
l3, authors l1 and l2 could have coauthored five papers together, while authors
l1 and l3 only one. Clearly the relationship between l1 and l2 is different from
the relationship between l1 and l3. This information is lost if we disregard the
number of neighbors ri two items share in the bipartite graph.

Fig. 1. (a) A bipartite graph consisting of two populations, L and R. (b) The OMP of
the L population with simple weights counting the number of common neighbors

To reduce information loss, several methods have been proposed to take the
number of shared neighbors into account and introduce edge weight in the pro-
jected network. The simplest form of weighting is to count the number of common
neighbors two nodes share [19] (see Fig. 1(b)). When looking at nodes from one
population in the bipartite graph, a higher degree may cause a lower impact of
the nodes in the other population on each other. As an example we consider
again a collaboration network. Two authors who collaborated on a paper might
have a stronger connection if they were the sole authors, as opposed to a paper
with many other authors. In order to include this information, Newman intro-
duced a factor of 1/(nk−1) to each weight, where nk is the number of authors, or
the degree, of paper k [16,17]. Another problem that might arise with such pro-
jections is that adding another connection for authors who already collaborated
on many papers before should not have the same impact as a new connection
between authors who collaborated on only one or two papers in the past. To add
a saturation effect, Li et al. suggested using a hyperbolic tangent function [15].
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Another method to evaluate the relationship between two nodes l1, l2 from
the same population using a OMP is described by Zweig et al. [30]. Here random
graph models are used to find the expected occurrence of a connection motif
between two nodes l1 and l2, namely M(l1, r, l2), where r is a common neighbor in
the bipartite graph, and use it to quantify the interestingness of this motif. Only
the pairs with the highest interestingness are connected in the OMP. Although
the resulting one-mode graph does not contain weights, each edge describes a
strong relationship.

A problem that all these methods share is that all weights on the OMP, if
they exist, are symmetrical. Going back to our collaboration network example,
a new author with very little published papers would likely give a higher weight
to his relationship with a new coauthor, than an author who already has many
publications. All the methods described ’till now would give the same weight
to a connection between these two authors. Moreover, many papers are written
by a single author, and this information will be lost in the projection since
only collaborations are taken into account. Zhou et al. proposed looking at each
connection in a bipartite graph as a resource that is being allocated from nodes
of population L to nodes from population R, and vice versa [29]. This means that
each node l ∈ L equally distributes its resource to all nodes r ∈ R it is connected
to, and then all nodes r ∈ R distribute their resources to all nodes l ∈ L they
are connected to. This creates a path between each two nodes l1, l2 ∈ L that
share at least one neighbor r ∈ R, with a weight corresponding to the resource
allocation between all members of this path. As a result, walking this path from
two different directions would result in two different weights.

The methods described above assume that the connections between the pop-
ulations have an equal weight, and disregard the possibility that the edges in
the bipartite graph may be weighted. This work presents a new method to find
the weights between two items from the same population that are connected by
at least one neighbor in a bipartite graph, while taking into account the edge
weights of the bipartite graph, thus creating a weighted OMP (WOMP).

We will first describe our method for WOMP in Sect. 2, then we will discuss
its usefulness in modeling similarities between keywords in a textual case-based
reasoning (CBR) system in Sect. 3. Section 4 describes the area of application of
this work. Experiment results will be shown and analyzed in Sect. 5, demonstrat-
ing the superiority of the WOMP over other methods in determining similarities
in CBR systems. Section 6 will talk about other works in the CBR field, among
others, that are related to this work, while the conclusions and future work will
be discussed in Sect. 7.

2 Method

We turn to look at a bipartite graph with two populations of nodes L and R,
where each edge between nodes li ∈ L and rj ∈ R holds a weight wij . Our goal is
to find the weight wL→L

ab between each la, lb ∈ L that share at least one common
neighbor in R. To derive this weight we expand the resource allocation method
described in [29] to include weights in the original bipartite graph.
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The idea behind the resource allocation method is that each node in the graph
holds a certain amount of resources, that is then distributed to its neighbors.
The weight of an edge then describes part of the resources that is passed along
the edge. To find the weight between two nodes from the same population we
need to follow the distribution path of the resources.

Fig. 2. (a) The flow of resources from population L to R in a bipartite graph. (b) The
flow of resources from population R to L in a bipartite graph. (c) The WOMP of the
bipartite graph.

Consider a bipartite graph G(L,R,E) where E is the edge list containing
tuples (li, rj , wij), where wij is the weight between nodes li ∈ L and rj ∈ R, and
|L| = n, |R| = m. Let’s say we want to find the WOMP of population L. First
we define the amount of resources that each node li ∈ L has as:

WL
i =

m∑

j=1

wij (1)

In case there is no edge between li and rj we consider wij = 0. Next, we
define the resource that li allocates to rj as the ratio between the amount of
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resources that this edge contributed to li and the total amount of resources that
li possesses:

wL→R
ij =

wij

WL
i

(2)

It is clear to see that wL→R
ij ∈ [0, 1], and represents the portion of resources

that flow through this edge. From here we can conclude that the resources that
node rj accumulates is the sum of those that have been allocated to it from all
its neighbors:

WR
j =

n∑

i=1

wL→R
ij (3)

This flow of resources is visualized in Fig. 2(a). Now we switch directions
and distribute resources from R to L. Nodes rj allocate the following to their
neighbors li:

wR→L
ij =

wL→R
ij

WR
j

(4)

The change in flow direction can be seen in Fig. 2(b). Please note that wR→L
ij

is calculated analogously to wL→R
ij , as the ratio between the amount of resources

that this edge contributed to rj and the total amount of resources that rj pos-
sesses.

To find the weight between two nodes la, lb ∈ L one must follow the flow of
resources from la to lb:

wL→L
ab =

m∑

j=1

paj · pbj · (wL→R
aj + wR→L

bj ) (5)

Where pij ∈ {0, 1} indicates whether or not there is an edge between li and
rj . To make this notion concrete we give an example of how to find the weight
wL→L

12 between nodes l1 and l2 from Fig. 1(a). One can see that their shared
neighbors are r1 and r2. First we follow the flow of resources from left to right,
and then we follow the flow from right to left:

wL→L
12 = wL→R

11 + wR→L
21 + wL→R

12 + wR→L
22

In order to find the weight wL→L
21 , the same links are used but the flow

direction of resources is switched:

wL→L
21 = wL→R

21 + wR→L
11 + wL→R

22 + wR→L
12

One should note that at this stage wL→L
ab ≥ 0, and allows values greater than

1. To illustrate this we look at another specific case, namely wL→L
41 , we have:

wL→L
41 = wL→R

43 + wR→L
13
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It is clear to see that wL→L
41 ≥ 1, since wL→R

43 = w43
WL

4
= w43

w43
= 1 and

wR→L
13 ≥ 0. The next step is then to normalize the weights to values in [0, 1],

and to do that the following normalization is used:

WL→L
ab =

wL→L
ab

wL→L
bb

(6)

Where wL→L
bb describes the highest possible portion of resources that can

flow to lb.
This method produces asymmetrical weights for the projection onto popu-

lation L, creating a directed graph where each connection is bi-directional. An
illustration of a WOMP can be seen in Fig. 2(c).

3 Similarities in Textual Case-Based Reasoning

In the world of expert systems, an attempt is made to mimic the responses of
experts of a given field to certain situations, and possibly to surpass the experts
based on some performance measure. Case-based reasoning (CBR) is a paradigm
that can be used to implement an expert system. Under CBR, situations may be
described in many different ways, from attribute-value pairs, to object-oriented
(OO) classes, to graphs.

The idea behind CBR is that similar problems have similar solutions. In
order to solve a problem that is described by a situation, an attempt is made to
find past situations that are similar to the current one and adapt their solutions
to fit the problem [21]. A perfect CBR system would be able to evaluate the
a-posteriori utility of each case ci in the case base to a new problem. This utility
function is, however, unknown, and so an approximation attempt is made using
heuristics [25]. This means that a CBR system depends heavily on the similarity
measure between two situations to perform well.

Two types of similarities are used in CBR, local and global. If we focus
on an attribute-value type case description, the local similarity can be defined
as the similarity between the values of each attribute. Attributes with numeri-
cal values may use a distance measure to define this similarity, while symbolic
attributes may utilize taxonomies or similarity tables to model the relationships
between the different symbols. The global similarity describes the similarity of
whole cases by amalgamating the local similarities. We define simlocal(v, w) as
the local similarity function between two values v, w of a given attribute, and
simglobal(c1, c2) as the global similarity of two cases c1, c2.

Many times the sources for the situation descriptions are in the form of
free-text, and a popular method to tackle this is to transform the text into
an attribute-value form by extracting wanted features from it [6,7,27,28]. Usu-
ally the values are an unordered set of symbols describing keywords and phrases,
meaning that the next step is to model the similarity between them. Many times
the extracted terms are presented to the experts in the field, and those experts
then provide insight into the local similarity. Unfortunately, descriptions in free-
text form can cause an explosion of keywords for each attribute, many of which
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are informative and descriptive of the situation but are used very rarely. There
is only so much information experts can provide a developer about the situation
descriptions, and so to best utilize their support experts may be asked to model
the relationships only between the most frequently used symbols. This creates a
long tail of rarely used attribute values that are informative to the case descrip-
tion, but are excluded from the similarity modeling process. A possible solution
to this problem is to simply define simlocal(v, w) = equal(v, w) where equal(v, w)
is the equality function, if either v or w is unmodeled. This solution is not infor-
mative and could affect the quality of the retrieval. In order to prevent this and
make full utilization of these values, we propose to use WOMP to supplement
our knowledge about the relationships between all values of an attribute.

4 Application Area

This work is a contribution to the OMAHA project [1], which is a joint project
with Airbus and Lufthansa System to assist aircraft technicians in diagnosing
faults using CBR methods. It is a step in the toolchain that was developed
in order to tackle the challenges presented by this project [20]. The problem
descriptions of past experiences are given in free-text form, and following the
toolchain are transformed into an attribute-value form by extracting keywords
from the text and assigning them to features. The toolchain was also developed
to extract knowledge from the dataset, such as completion rules for the queries,
or the importance of each attribute [26]. Although the most common keywords
were modeled by the experts in the field, i.e. the experts explicitly quantified
their similarity values, many others were disregarded due to time and labor con-
straints. Our goal is to quantify the similarities of these keywords using WOMP
as follows:

1. For each attribute create a bipartite graph where L is the set of all keywords
that appear under the given attribute, and R is the set of all possible diag-
noses. A keyword k ∈ L in connected to a diagnosis d ∈ R if it appeared in
a case with diagnosis d. The weight of each edge is the number of cases with
diagnosis d that k appeared in.

2. Find the WOMP of the keywords L according to the method described in
Sect. 2.

3. Use the weights of the edges between the keywords as their similarity value
for the given attribute.

Unfortunately the Airbus fault description dataset does not contain well
defined diagnoses yet, so in order to test our hypothesis we used a different
dataset with similar conditions, namely the internet movie database1 (IMDb).
A casebase was built using the MyCBR tool [5], where each case describes a
movie with only one attribute, namely the keywords related to the movie as
reported by IMDb, and the diagnosis for each case is the genre of the movie.
This means that the system receives a set of keywords as a query, and tries to
diagnose the genre by retrieving movies with similar sets of keywords.
1 http://www.imdb.com/.

http://www.imdb.com/
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5 Experimental Results

Two disjoint sets of movie descriptions were constructed by randomly choosing
movies that were released between 2005 and 2015, contained a set of keywords,
and belonged to one of the following genres: horror, action, romance, and comedy.
Short films were ignored. One set contained 6,000 items, namely 1,500 movies
from each genre and was used as a training set, while the other contained 500
movies from each genre, 2,000 in total, and was used as the test set.

Fig. 3. The accuracy results of the four methods that were tested: the equality function,
the simple OMP representing the number of common neighbors, the resource allocation
(RA) method suggested by Zhou et al., and the WOMP method proposed in this paper.

Four weight functions were used to define the local similarity between the
keywords. First, the equality function was used. Then, a bipartite graph was
built where population L described the keywords, while R contained the genres.
The edge weights described the number of movies each keyword appeared in
that belong to the given genre. The second similarity function described the edge
weights of the simple OMP, counting the number of neighbors each two keywords
shared, disregarding the edge weights in the bipartite graph, and normalizing this
number by the maximal degree of the nodes in L. The third function was the
resource allocation (RA) method described by Zhou et al. [29], where again edge
weights of the bipartite graph are disregarded. Lastly, the WOMP was used to
define the similarity function while utilizing the information in the edges. Only
movies from the training set were used to model each similarity. To evaluate
how well these similarities performed, four case bases were built from the test
set, one for each similarity function, and a retrieval test was performed on each
movie in the test set. A case was deemed correctly retrieved if it belonged to
the same genre as the query case. To quantify how well each similarity function
performed confusion matrices were constructed for the highest ranked retrieved
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results in the first 1–20 positions. The retrieval accuracy as described by Eq. 7
was then calculated for each matrix.

accuracy =
CorrectDiagnoses

AllDiagnoses
(7)

Figure 3 shows the results of the evaluation. While all four similarity functions
performed above the random accuracy level (25%), WOMP produced the best
results. The equality function started off as the best method for the first rank,
but then quickly decline and became the worst method starting from the third
rank. The graph for the simple OMP is similar in shape to the equality function,
however its decline is smoother, and the overall score is higher. The results for
the RA method performed the worse, and then the second worse, however its
shape is interesting. For the first 5 ranks the accuracy is increased, and then it
starts to slowly decline.

Fig. 4. The average similarity value by rank of the three methods that were tested:
the equality function, the simple OMP representing the number of common neighbors,
and the WOMP method discussed in this paper.

It is clear that the proposed method, namely WOMP, received the best results
starting from rank 2 by a comparably large margin. Another difference that can
be seen is the rise in accuracy in the WOMP when considering more ranks, which
can be compared to RA, as opposed to the decrease thereof in the other two
methods. This can be explained by the differences in average similarity values
for different ranks, as shown in Fig. 4. The equality function and the simple
OMP show a rapid decline for higher ranks. This is probably due to the limited
similarity values two keywords can take ({0, 1} for the equality function and
{0, 0.25, 0.5, 0.75, 1} for the simple OMP), and the relatively big step between
each value (1 for the equality function and 0.25 for the simple OMP). This leads
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to low confidence in the lower ranks, and a lower accuracy. The WOMP and
RA, on the other hand, produce more finely grained similarity values, creating
a continuous and smoother transition between ranks. Even well after rank 10
the average similarity value for WOMP is above 90%, creating a ripe condition
for a confidence vote, leading to the rise in accuracy the further we get through
the ranks. Even though it is not yet visible at rank 20, logically one can assume
that accuracy will decrease after a certain point for WOMP, and the shape of
its graph should be comparable to the RA. One can also see that the similarity
values for RA are also quite high, even though the accuracy for this method is
quite low. This leads to the conclusion that RA may not be a suitable weighting
method when the bipartite graph is weighted.

Table 1. The frequency of the key-
words for different number of appear-
ances in the dataset with bucket size
interval of 100.

# Appearances Frequency

100 34771

200 191

300 41

400 24

500 8

600 3

700 2

800 2

>800 1

Table 2. The frequency of the key-
words for different number of appear-
ances in the dataset with bucket size
interval of 10.

# Appearances Frequency

10 31930

20 1458

30 559

40 286

50 186

60 133

70 80

80 52

90 45

100 42

>100 272

In order to demonstrate the long tail abilities of the WOMP, we turn to
look at term frequency in the dataset. Table 1 shows the frequency of the key-
word under the different buckets of number of appearances with an interval of
100. This table supports the long tail assumption that many keywords are infre-
quently used in the dataset. To make matters more precise, Table 2 focuses on
the first bucket, and divides it into even smaller buckets with an interval of 10.
When considering that the dataset contains 35,043 keywords in total, 91% of
them appear less than 10 times. Our assumption is that experts do not have the
resources to model the similarities of infrequent terms, and in order to demon-
strate that WOMP can help with this long tail, we constructed another case
base where the 9% most frequent terms remain with the similarity values as
calculated by WOMP to simulate the experts’ input (since it was shown to pro-
duce the best results), and the remaining 91% were modeled with the equality
function.
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Fig. 5. The accuracy results of the WOMP and a WOMP version where the 91% least
frequent terms had their similarity values replaced by those produced by the equality
function

Figure 5 compares the retrieval accuracy of the both versions of the WOMP.
One can clearly see the boost in accuracy that WOMP provides when it is used
to model the similarities of the least frequent terms.

6 Related Work

Textual CBR is a well researched field, where problem descriptions and solutions
in textual form are processed and transformed into cases that can be compared
to each other. Usually, cases are represented in an attribute-value form. One of
the first examples of this is PRUDENTIA, a system that transforms legal texts
into cases and allows the retrieval of similar cases. This system as described
by Weber et al. [27] follows experts guidelines and the strict structure of legal
texts to extract terms and assign them to the correct attribute. The similarity
between terms is completely modeled by experts.

A more recent example is described by Bach et al. [4], where cases in
attribute-value form were extracted from textual service reports of vehicle prob-
lems. Here natural language processing (NLP) methods were used to extract
terms from the text. The relationship between these terms was completely mod-
eled by the experts, organizing them in taxonomies and similarity tables. This
work is particularly similar to OMAHA, however the long-tail problem of infre-
quent terms was solved by disregarded anything the experts did not model.

The task of modeling similarities of terms without the help of an expert
was tackled by Chakraborti et al. [8]. Here the 1st, 2nd, and 3rd co-occurrence
degrees of terms in documents were explored and combined using a weighted
sum to find the similarity value between two terms. A similar approach was
further explored by Sani et al. [22] who compared the 1st degree co-occurrence
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with a lexical co-occurrence approach (LCA). In LCA the association patterns of
two terms are compared in order to produce a similarity value. Both approaches
were supplemented by term weights determined by the significance of the term
to the domain. These approaches can be seen as a graph problem, although
they were not so explicitly defined, and can be compared to the OMP method
described by Zweig et al. [30], since significant connections are rewarded. All
these approaches, however, disregard the strength of the connection between a
term and the document, as connections are unweighted.

There have been several works that explicitely describe the combination of
network analysis and graph theory with CBR. Cunningham et al. [9] tackled
the textual CBR problem by transforming text into a graph representation by
connecting terms according to their sequence of appearance. The similarity mea-
sure that was used was maximum common subgraph, meaning that a similarity
between individual terms was not necessary. A major drawback of this method
is that the complexity of the similarity assessment is polynomial, as opposed to
linear when using attribute-value form.

Another work that combines CBR and graph theory is the Text Reason-
ing Graph (TRG) as described by Sizov et al. [23,24]. The TRG models causal
relationships with textual entailments and paraphrase relations. In their first
attempt, the TRG required that the solution of each case contain an analysis
part, from which the TRG was extracted. Case similarity was calculated based
on the vector space model with TF-IDF weights, while the graph was used
only in the reuse step of the CBR cycle [2]. The TRG was later expanded to
include the problem description. Two cases are then compared by looking at the
problem description part of the graph and finding the so called longest com-
mon paraphrase (LCP). Combining the LCP with an informativeness measure
of the phrases creates a ranked list of useful cases. As stated before, this method
requires an analysis description of how each case was solved, something that may
not be readily available in many applications, including our own.

An approach that was similar to ours is described by Jimenes-Diaz et al. [12].
Here OMP was used for link prediction in a recommender system. The idea here
was to create a system that recommends programming tasks for students to prac-
tice on, according to previously solved tasks. The authors created a unweighted
bipartite graph of tasks and students who solved them and derived the simple
OMP, with number of common neighbors in the bipartite graph as weight. These
weights were then used as a similarity measure between two tasks with the goal of
predicting new links between tasks and users. A comparison was made between
several weighting methods, and the simple OMP was found to produce the best
predictions. This comparison is closely related to Zhou et al. [29], on which our
WOMP method is based, who used resource allocation instead of simple OMP
to evaluate the relationships between two nodes from the same population in
a bipartite graph. The usefulness of this method was demonstrated on a movie
recommendation system, where a user was recommended movies according the
ones he liked in the past. Resource allocation was shown to be a powerful method
compared to others.
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When looking outside the scope of CBR there have been other attempts at
estimating the similarities between object, most notably SimRank [11]. Here
a PageRank-like algorithm was utilized to iteratively find similarities between
nodes in a graph, with an extension to bipartite graphs. The main idea behind
this algorithm is that “two objects are similar if they are related to similar
objects.” This work was later expanded with SimRank++ to take edge weights
into account [3]. Both SimRank and SimRank++, however, produce symmetrical
weights and have a relatively high time complexity.

7 Conclusions and Future Work

In this paper we presented a novel method to employ edge weights of bipartite
graphs when building a OMP of a single population, namely the WOMP. This
method is a generalization of the resource allocation based OMP presented by
Zhou et al. [29]. The resulting OMP is a directed graph where all edges are bidi-
rectional and are differently weighted in each direction, creating an asymmetrical
similarity value between each two nodes in the graph.

This method was then used as a similarity measure between keywords
extracted from free text, and evaluated as a supplementary similarity function for
textual CBR. The idea here was to use WOMP as a similarity function between
keywords that are infrequent but informative and have not been modeled by
the experts in the field due to various constraints. An evaluation of the accu-
racy of WOMP weights, as opposed to the equality function, the simple OMP,
and the unweighted resource allocation method was made and it was shown
that WOMP produced superior results. A simulation of experts evaluation was
also compared to WOMP, and has shown the contribution of this method when
weighing infrequent keywords.

The WOMP uses resource allocation to model the relationship between two
items from a single population in a bipartite graph. The edge weights of the
bipartite graph are regarded as partial resources that make a whole, while each
node contains the same amount of resources. This means that weights with
different scales but a similar ratio produce the same wL→L

ab values. In the future
we plan on integrating the actual edge weight into the resource, thus allowing
different amounts of resources to produce different results even if the scales are
the same.
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24. Sizov, G., Öztürk, P., Štyrák, J.: Acquisition and reuse of reasoning knowledge
from textual cases for automated analysis. In: Lamontagne, L., Plaza, E. (eds.)
ICCBR 2014. LNCS, vol. 8765, pp. 465–479. Springer, Cham (2014). doi:10.1007/
978-3-319-11209-1 33

25. Stahl, A.: Learning similarity measures: a formal view based on a generalized CBR
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Abstract. Game AI is a well-established area of research. Classic strategy
board games such as Chess and Go have been the subject of AI research for
several decades, and more recently modern computer games have come to be
seen as a valuable test-bed for AI methods and technologies. Modern board
games, in particular those known as German-Style Board Games or Eurogames,
are an interesting mid-point between these fields in terms of domain com-
plexity, but AI research in this area is more sparse. This paper discusses the
design, development and performance of a game-playing agent, called SCOUT,
that uses the Case-Based Reasoning methodology as a means to reason and
make decisions about game states in the Eurogame Race for the Galaxy. The
purpose of this research is to explore the possibilities and limitations of
Case-Based Reasoning within the domain of Race for the Galaxy and Euro-
games in general.

1 Introduction

Historically, the most prominent examples of game AI research have focused on
achieving and exceeding human skill levels of performance in classic board games [4,
16, 17], while others have used those games as a test bed for experimenting with
specific technologies and methodologies, or within the bounds of various limitations
such as avoiding using domain knowledge [5, 15, 18].

Laird and van Lent [8] argued that despite impressive successes in their speci-
fic domains, this research had done little to progress the field towards development
of a general human-level AI, and that modern computer games of many different genres,
including computer strategy games, provided a superior test bed for human-level AI.

Race for the Galaxy (RftG) falls into a category of modern board games known as
Eurogames. These games typically involve more complex rule-sets than traditional card
and board games, have mixtures of hidden and open information and deterministic and
stochastic elements, and are less abstract. Because of this, they bear more similarities to
computer strategy games than do traditional board games. In recent years several agents
for playing various Eurogames have been developed [6, 7, 19]. In general the approach
to creating these agents has been more in keeping with the approaches taken in classic
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strategy board game AI systems. In contrast, a key aim of this project is to train
SCOUT from examples of games played by a human player, using the Case-Based
Reasoning (CBR) methodology [2]. Our hope is that if SCOUT can successfully mimic
the decisions made by a human player, then it can implicitly gain some of the benefit of
the human’s strategic reasoning, and demonstrate a style of playing the game that
resembles that of the human. Of course the primary goal of playing a game like RftG is
to win, so that remains our main focus in terms of results, but we would also like to
observe the way in which SCOUT goes about winning, and try to encourage diverse
and adaptive play styles. Additionally, where possible we aim to limit our use of RftG
domain knowledge in developing the system, with an eye toward exploring methods
that could be generalised to other Eurogames.

2 Race for the Galaxy

Race for the Galaxy [9] is a popular Eurogame in which players attempt to build the
best empire by constructing a tableau of cards. The game is highly stochastic as the
game progresses as cards are randomly drawn from the deck, lending a high degree of
variety and unpredictability to gameplay, but player actions are resolved determinis-
tically, resulting in a richly strategic and skillful game. RftG has several expansions
which increase the complexity of the game further, and can be played by up to six
players. Currently, SCOUT is designed to be played only in a two-player game without
expansions.

The rules are significantly more complex than classic board games such as chess;
fortunately, it is not necessary for the purposes of this paper to understand how to play
the game. A complete description of the game and its rules is available at the pub-
lisher’s website [14].

Multiple computer implementations of RftG have been developed for online play.
Currently, the most commonly used game engine is that hosted by the site
boardgamearena.com, while our work was done with an offline open-source game
engine developed by Keldon Jones [7]. In terms of its reasoning processes, SCOUT is
designed to function largely independently of the game engine with which it is playing
RftG, and could be implemented to work with any game engine. Henceforth we will
use “RftG game engine” when referring to this part of the system in general, and
“Keldon game engine” when referring to the specific engine used in our implemen-
tation. The Keldon AI is sophisticated by the standards of popular game AI and plays
the game competently at an intermediate level. It is generally outplayed by a skilled
human player but is able to win with favourable draws, and it will regularly beat a
novice human player (Fig. 1).
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3 SCOUT’s Design

This section aims to give an overview of each of the functional elements of the latest
version of SCOUT. The next section will detail the specific design choices and
developments which lead to this structure.

SCOUT consists of a group of independent modules, each of which handles one
aspect of its functionality, along with a multipart case-base. The aim of this approach is
to be flexible and to facilitate easy experimentation with, and comparison of, different
approaches to developing an AI system for RftG or potentially other Eurogames. This
was inspired by Molineaux and Aha’s TIELT system for integrating AI systems with
RTS games [1, 10].

There are 6 modules in the current iteration of SCOUT:

1. The Head module
2. The Interface module
3. The Case Controller module
4. The Placement Reasoning module
5. The Phase Reasoning module
6. The Payment Reasoning module

In brief, the Head module determines how to process incoming requests from the RftG
game engine and facilitates communication between separate modules; The Interface
receives game information and decision requests from the game engine and translates
them into the specification used by SCOUT; The Case Controller module organises and
maintains a registry of the case-bases; The Placement, Phase, and Payment modules
each reason about the game state and make decisions when a relevant request is made
by the game engine.

Fig. 1. A game of RftG in progress in the Keldon engine [7], with the Human player close to
defeating the Keldon AI with a military strategy.
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This model is very flexible, for example: In order to work with a different imple-
mentation of RftG, only the Interface module would need to be modified. If we wished
to try a completely new reasoning process for card placement, we could swap out the
Placement module. Alternatively, if we wish to disable any part of SCOUT’s reasoning
system and defer back to the Keldon AI, this can be achieved with a simple switch in
the Head module. Meanwhile, all other parts of the system function unchanged. This is
particularly useful during testing, as it allows us to measure the influence of another
part of the system on SCOUT’s overall performance in isolation. Modules make
requests of one another via the Head but their internal processes are irrelevant to each
other, particularly with regards to the reasoning modules. The Case Controller is of
course specific to a CBR approach, but the Placement system, for example, could be
reworked to classify a game state using a neural network while the Phase module
continued to use the CBR system and each would still work in tandem.

4 SCOUT’s Development

The basis of SCOUT’s reasoning faculties was an initial case-base generated by a
human player playing 1,000 games against the Keldon AI. Every game that the human
player won (748 games) was stored, and cases were extracted from it. By using these
cases, we hoped that SCOUT would be able to take advantage of the human player’s
superior skill by mimicking their play style. We also experimented with cases gener-
ated by running the Keldon AI against itself, in order to generate more cases than a
human player could do in a reasonable amount of time.

SCOUT maintains three distinct case-bases that are interrelated but organised
independently of one another. These are:

Fig. 2. Visibility between the modules that constitute SCOUT.
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1. The Phase Case Base
2. The Settlement Case Base
3. The Development Case Base

Each case base is used for a particular decision, clearly indicated by its name: The
Settlement and Development Case-Bases are used by the Placement Reasoner to make
Settle and Develop decisions respectively, and the same case-bases are used by the
Payment Reasoner to make Payment decisions, while the Phase Case-Base is used by
the Phase Reasoner to make Phase decisions.

4.1 SCOUT Prototype

The initial prototype of SCOUT, programmed in Python, was capable of making
placement decisions using a k-NN algorithm on a case-base with simplified cases with
only two indexed features. Despite it’s simplicity, it was capable of performing its task
with some success, and when used in tandem, with the Keldon AI or a human player
making the other game decisions, it was consistently superior to a system making
random placement decisions. This encouraged us to proceed with the project and was
also illuminating about the problem domain.

In essence, the reasoning approach for SCOUT was to attempt to recreate previous
winning tableaux by exploring a case-base of completed tableaux, retrieving those most
similar to the tableau in the current problem state, and then choosing to place a card
which would make the current state’s tableau even more similar to the retrieved
tableau. The motivating principle behind this was that cards which are together in a
tableau in successful games potentially have good synergy with one another and
attempting to recreate a successful tableau is analogous to repeating a successful
placement strategy. The system therefore attempts to capture the reasoning process of a
human player trying to build a coherent tableau from experience of prior games.

This type of case model is what Richter and Weber would describe as “an extended
view of a CBR system”, whereby problem states are compared with potential solutions
directly [13, p. 41]. Later versions of SCOUT used a more standard case model, where
a case is represented as a pairing of a problem and a solution, and the system compares
problem states to other problems in the case-base, as opposed to comparing potential
solutions.

A major factor in beginning with this approach was that completed game tableaux
were able to be exported from a completed game within the Keldon engine by default,
and thus we were able to prototype the system before beginning the challenging task of
reverse-engineering the Keldon game engine to produce more sophisticated cases.

4.2 Retrieval

The reasoning approach for SCOUT’s placement system was essentially to attempt to
find the game states from previous successful games most similar to the current game
state and adapt the decision made in that case to the current situation. This was a more
standard CBR approach than the system used by the prototype. The rationale behind
this was that if a case was similar enough to the current state in the relevant features
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then SCOUT could take advantage of all of the reasoning and planning that the player
used to make a decision in the original case.

A k-NN algorithm was used to retrieve cases. Each case in the case-base now
represented a specific game state, defined in the same terms as the problem situation,
and with a single solution. Deciding what card to place in the current game state
essentially became a classification problem, where each of the 95 cards were repre-
sented by a class, and cases with a particular card as a solution belonged to the class
representing that card. By correctly classifying the problem case, the system deter-
mined the best card to place.

As is typical, the algorithm passed through the entire case-base and evaluated the
similarity of a case to the problem case by summing the weighted similarities of each
indexed case feature. From each of the k best matching cases an appropriate solution
for the problem was adapted and added to a multiset of solutions, and finally, a single
element of the multiset was randomly selected as the solution. The elements in the
multiset were frequently homogeneous because SCOUT’s retrieval algorithms were
effective in classifying the cases consistently. Therefore the random element was much
less pronounced and often completely deterministic, as all retrieved cases yielded the
same solution. When the stochastic element did come into effect this was generally
heavily biased toward a single good possibility, with an improbable secondary possi-
bility providing some desirable variation.

Indexing
SCOUT processes cases into an internal representation of the case with 23 features,
representing a game state, paired with the decision that was made in response to that
game state, which constitutes the case’s solution. The features are as follow, and are
unindexed where not specified:

• game id. A non-unique nominal id shared by all cases which were generated within
the same game.

• case name. A unique nominal id for each case.
• game round. An integer representing the game round in which the game state

occurs. Indexed with high importance for both decision types.
• player chips. An integer representing the number of victory point chips the player

possesses.
• player hand. A set of nominal ids representing the cards in the player’s hand.

Indexed with low importance for both decision types.
• player hand size. An integer representing the number of cards in the player’s hand.

Indexed with high importance for Action/Phase Selection decisions.
• player military. An integer representing the player’s military score. Indexed with

high importance for Placement decisions.
• player goods. A set of nominal ids representing the player’s goods. Indexed with

high importance for Action/Phase Selection decisions.
• player score. An integer representing the player’s total score. Indexed with low

importance for both decision types.
• player tableau. A set of nominal ids representing the cards in the player’s tableau.

Indexed with very high importance for both decision types.
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• player tableau size. An integer representing the number of cards in the player’s
tableau. Indexed with high importance for both decision types.

• opponent chips. An integer representing the number of victory point chips the
opponent possesses.

• opponent hand size. An integer representing the number of cards in the opponent’s
hand. Indexed with high importance for Action/Phase Selection decisions.

• opponent goods. A set of nominal ids representing the opponent’s goods.
• opponent military. An integer representing the opponent’s military score
• opponent score. An integer representing the opponent’s total score.
• opponent tableau. A set of nominal ids representing the cards in the opponent’s

tableau. Indexed with moderate importance for Action/Phase Selection decisions.
• opponent tableau size. An integer representing the number of cards in the oppo-

nent’s tableau. Indexed with very low importance for both decision types.
• score difference. An integer representing the player’s score minus the opponent’s

total score. Indexed with moderate importance for Action/Phase Selection decisions.
• deck. An integer representing the number of cards currently in the deck.
• discard. An integer representing the number of cards currently in the discard pile.
• pool. An integer representing the number of victory point chips currently available.

Indexed with high importance for Action/Phase Selection decisions.

Two of these features, case name and game id, have no meaning within the game
and are only used to identify cases, but the remaining features are all potentially
indexed features. We judged this number to be too high; especially since player tableau
and opponent tableau in particular are highly complex features in themselves. Thus, we
aimed to identify which of these features were most relevant to Placement decisions.
Reducing the number of features as much as possible was important because k-NN
algorithms have a tendency to be sensitive to irrelevant, interacting and noisy features
[12] Such identifications could be made with domain expertise, however since we
wished to find a method by which this could be done naively, and also which had the
potential to expose unexpected patterns, we used statistical analysis on the case-base to
identify the most relevant features. For each numeric feature, the distribution of values
across the entire case-base was compared to its distribution of values among cases from
each class separately, and if these distributions were found to vary significantly across
several classes and the general distribution then these features were determined to be of
relevance in terms of case similarity. For example, the Development “Contact Spe-
cialist” is almost always played when the player has 0 or −1 military score, while
across the entire case base cards are played with various military scores.

5 Results and Discussion

5.1 SCOUT’s Performance vs. Keldon AI

SCOUT’s overall performance does not reach the Keldon AI’s level, let alone that of a
human player, but it does demonstrate an ability to play reasonably and competitively.
This section will cover the results of many runs of games against the Keldon AI, along
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with other benchmarks. This will be followed by discussion about SCOUT’s strengths
and weaknesses as indicated by these results.

For comparison we tested other agents controlling the placement decision: the
Keldon AI, a Random agent, and a Human. The Random agent merely selects one of
the possible options with equal probability. The purpose of this is to give an indication
of the absolute minimum level of performance possible. The Human player is the same
whose cases comprise SCOUT’s case-base. Contrasting the Random agent, this is
intended to give a rough indication of ideal performance.

Each test was comprised of 5,000 games against a player controlled by a pure
Keldon AI agent, except for the Human, for which the test was only 1,000 games. The
number of games was selected by running the Keldon AI against itself until it reached a
stable victory rate. The victory rate includes tied matches, hence the Keldon AI’s
victory rate against itself being slightly greater than 50% (Table 1).

The Human’s win rate is clearly the best, but the results show the total inability of the
Random agent to win a game (barring very exceptional circumstances). This demon-
strates the reasoning quality of the controlling agent. This is the most important result, as
it clearly indicates that SCOUT, though not as strong as the Keldon AI in overall per-
formance, is capable of playing and winning in a way that a non-reasoning agent cannot.

5.2 Score Distribution

Figure 2 shows the distribution of score ratios across 5,000 games between SCOUT
and Keldon AI. Scores are best measured relative to the opponents score, as it is not
useful to measure scores in absolute terms across multiple matches. Shorter matches
typically have a lower winning score, but they are not necessarily indicative of inferior
performance to a higher score from a different match, indeed the opposite is often the
case. Within a single match, however, close scores typically give some indication that
the performance of the competing players was also close.

Representing the score of a match as Si = Ssi/Ski where Ssi is SCOUT’s score in a
match and Ski is Keldon AI’s score, gives log-normal distribution of scores. These
scores show that although SCOUT loses the majority of matches against Keldon AI, it
usually achieves a competitive and respectable score. The score ratios have a median of
0.85, indicating that although reaching a 50% win rate against Keldon AI would mean
an 66% increase in win rate; it would take only an 18% increase in SCOUT’s scoring to
bring it to that level.

Table 1. Victory rate of four different agents controlling all strategically significant decisions vs.
the Keldon AI agent

Full controlling agent Victory rate

SCOUT2 30.2%
Keldon AI 51.0%
Random 0.04%
Human 74.8%
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5.3 Phase Selection

Comparing the frequency of selected Actions/Phases of SCOUT to the Keldon AI and
the human player whose cases trained it, it can be seen that SCOUT’s choices follow
the same general trend as both other players (Fig. 3). This is evidence of reasonable
play compared to the random agent that would have an equal frequency distribution
across all actions.

A noticeable feature is that despite our observance that SCOUT follows a
Consume-Produce strategy as frequently as possible, it in fact does not select Produce
as frequently as either other player. This is likely explained by SCOUT’s inability to
perfectly manage its producer cards against its consumer cards. We regularly observed
it producing many more goods than it could consume at once, and hence over three
turns it would call Produce, then Consume, then Consume again, whereas a skilled
human player, and to a lesser extent Keldon AI, tend to have more balanced numbers
and thus call Produce and Consume on alternate turns.

A more promising observation is that across the first four action types, SCOUT’s
frequencies are more similar to the human player than to Keldon AI, indicating some
success in mimicking the human’s play style, at least in terms of selection frequency.

5.4 Directly Observed Games

Finally, during development we directly observed and analysed many hundreds of
games played between SCOUT and Keldon AI. This section details results and

Fig. 3. Distribution of scores from 5000 games between SCOUT and Keldon AI, SCOUT won
or drew the game when x � 1.0 (31.7%). Note that the value of won or drawn games here is
slightly higher as it includes those drawn matches that went against SCOUT in the tiebreaker.
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observations of a random selection of games observed during the 4th era of a run.
Game 1 was selected to be observed at random, and the rest are those that occurred in
sequence thereafter. It represents better than average performance by SCOUT, which
won 50% of these games. These observations are limited by their subjective nature, but
they are useful in terms of gaining more insight into SCOUT’s performance than
simply raw scores and victory rates can provide (Fig. 4).

Game 1, SCOUT: 26 - Keldon AI: 23. Won with Consume-Produce strategy against
Consume-Produce Strategy. Made a questionable early decision to pass on a good
placement, likely triggered by having another good card in hand that SCOUT played
two turns later. Both cards could have been placed with correct hand management,
however.

Game 2, SCOUT: 36 - Keldon AI: 33. Won with Consume-Produce strategy against
a tableau with several large worlds and the key card Galactic Survey: SETI. SCOUT
played near-perfectly.

Game 3, SCOUT: 17 Keldon AI: 25. Lost with an incoherent tableau against
Consume-Produce strategy. SCOUT’s draws were sufficient that it could have played a
good Develop strategy. Keldon AI played well.

Game 4, SCOUT: 30 - Keldon AI: 25. Won with Consume-Produce strategy against
an incoherent tableau. Made some poor placement decisions but won due to unfortu-
nate draws for Keldon AI.

Fig. 4. Frequency of Action Card selection for different agents
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Game 5, SCOUT: 20 - Keldon AI: 35. Lost with an attempted Consume-Produce
strategy against a Consume-Produce strategy. SCOUT made fatal errors, repeatedly
wasting goods and actions, probably due to our feature generalisation indicating that
the tableau was similar to other tableaux with subtle but important differences.

Game 6, SCOUT: 25 - Keldon AI: 26. Lost with Consume-Produce strategy against
Military strategy. Both agents played reasonably.

Game 7, SCOUT: 46 - Keldon AI: 43. Won with Military strategy against a Con-
sume- Produce strategy. SCOUT played near-perfectly and made difficult decisions
correctly, and Keldon AI played well. This was the best of the 10 games and the one
that most resembled a match between skilled humans.

Game 8, SCOUT: 26 - Keldon AI: 24. Won with a mixed strategy against a Military
Strategy. SCOUT made a few poor placement decisions that led it away from an
effective Consume-Produce strategy, but won because Keldon AI also played poorly.

Game 9, SCOUT: 20 - Keldon AI: 35. Lost with a Consume-Produce strategy against
Consume-Produce Strategy. SCOUT was unfortunate not to draw any of the good
consumer cards. Keldon AI had good draws and played well.

Game 10, SCOUT: 26 - Keldon AI: 31. Lost with a mixed strategy against
Consume-Produce Strategy. SCOUTmade a modestly effective tableau with poor draws.

It can be seen that SCOUT pursues a clear Consume-Produce strategy whenever
possible, and also often when it is not possible. Since this is generally the best strategy,
this is good for SCOUT’s overall success rate, but occasionally damages the quality of
its reasoning. Game 7 shows that when the situation is right it will pursue a military
strategy very effectively.

6 Future Work and Conclusions

The aim of this research was to explore the use of CBR to play a modern board game, a
domain that has received comparatively little attention in game AI research, despite
offering many interesting challenges. SCOUT has demonstrated that a system using
CBR and very limited domain knowledge can create a feasible agent for playing RftG.
As of yet, however, it does not play at the same level as the current standard of
RftG AI, the Keldon AI, which uses more conventional search and evaluation methods.
The Keldon AI is a sophisticated system that has been developed and improved over
many years, and reaching its level of performance is a high benchmark. Therefore
while it is disappointing that SCOUT’s performance is not up to this standard, we have
had some success in creating a system which can make reasonable decisions for a
complete and complex game.

In attempting to create a system from scratch, which includes the capacity to reason
about various types of decisions and to evaluate, maintain, and improve its own
case-bases, we have undertaken a large project with a broad scope. This may have
come at the expense of focused optimisation of key elements. As a result, we do not
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believe SCOUT currently reaches the full potential of an agent using this methodology.
This leaves the potential for future work in refining these aspects of the system, which
could include systematically deriving feature weighting, or the development of more
sophisticated retrieval algorithms. From a broader perspective, a hybrid approach
which combines SCOUT’s ability to recognise successful combinations of cards and
make decisions in terms of a coherent strategy, combined with a system that can
evaluate possible moves in the terms of game itself, such as that of the Keldon AI, may
result in a system that is superior to both, and also closer to a human player’s reasoning
process. Combining CBR with other methodologies is a popular approach to such
systems [3, 20]. SCOUT’s architecture has the potential to be used as a basis for
different AI agents for RftG, as could our fork of Keldon Jones’ RftG engine, with the
improved modularity of its control system.

While this paper focused on training SCOUT with human players’ cases in an
attempt to benefit from their reasoning, it may also be interesting to experiment with
automatic case elicitation as per Powell’s CHEBR system [11], beginning with a small
or empty initial case-base. We have demonstrated, however, that a random agent is
completely incapable of winning a game of RftG, so a different approach would need to
be taken in the early stages of generating the case-base. In particular, an evaluation
function that took more into account than the final result would be necessary. The
overall performance of SCOUT’s learning functionality proved to be limited, but there
is potential to adjust its parameters and tweak its deletion policies.

Most importantly, future work that aims to improve upon SCOUT’s performance
would require access to a much larger case-base of games by skilled human players.
This could open up the possibility for using data mining techniques to gain insight into
feature weights, and of course give greater coverage in the initial case-bases.
A case-base that includes negative cases to indicate potentially poor decisions to
SCOUT, may also improve performance [2].
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Abstract. Current approaches for retrieval and adaptation in process-
oriented case-based reasoning (POCBR) assume a fully elaborated query
given by the user. However, users may only have a vague idea of the work-
flow they desire or they lack the required domain knowledge. Conversa-
tional case-based reasoning (CCBR) particularly addresses this prob-
lem by proposing methods which incrementally elicit the relevant fea-
tures of the target problem in an interactive dialog. However, no CCBR
approaches exist that are capable of automatically creating questions
from the case descriptions that go beyond attribute-value representa-
tions. In particular, no approaches exist that are applicable to workflow
cases in graph representation. This paper closes this gap and presents a
conversational POCBR approach (C-POCBR) in which questions related
to structural properties of the workflow cases are generated automati-
cally. An evaluation in the domain of cooking workflows reveals that
C-POCBR can reduce the communication effort for users during
retrieval.

Keywords: Process-oriented case-based reasoning · Workflow
retrieval · Conversational case-based reasoning · Workflows

1 Introduction

Process-oriented case-based reasoning (POCBR) [18] addresses the integration of
case-based reasoning (CBR) [5,24] with process-aware information systems [26].
A case in POCBR is usually a workflow or process description expressing pro-
cedural experiential knowledge. Among other things, POCBR aims at providing
experience-based support for the modeling of workflows [11,14]. In particular,
new workflows can be constructed by reuse of already available workflows that
have to be adapted for new purposes and circumstances. In traditional POCBR,
retrieval and adaptation are fully automatic and assume a fully elaborated query
from the beginning [6,20,21]. However, in practice, users may only have a vague
idea of the workflow they desire or they lack detailed domain knowledge and
thus have serious difficulties to provide a precise query.

Conversational case-based reasoning (CCBR) [1,2,9] addresses this prob-
lem by focusing on the interactive nature of problem solving in particular.
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CCBR approaches include methods which incrementally elicit the relevant fea-
tures of the target problem in an interactive dialog, often with the aim of min-
imizing the communication effort for the user. The basic assumption behind
CCBR is that guided question answering requires less domain expertise than
providing detailed queries from scratch. CCBR research so far focuses on meth-
ods for question selection and dialog inferencing and is mainly applied to diagno-
sis, help-desk support, and product recommendation [12,15–17]. Only very few
approaches have been proposed that address synthetic applications [13,23,27].
Today, no CCBR approaches exist that automatically elicit questions from case
descriptions that go beyond attribute-value representation to construct queries
for retrieval. In particular, no such approach exists so far that is applicable for
workflow representations as required for POCBR.

We present a new conversational POCBR approach, called C-POCBR. We
consider graph-based workflow representations for cases and we propose an app-
roach that considers the structural properties of workflows during the C-POCBR
retrieval. Questions related to structural properties of cases are automatically
constructed based on extracted workflow fragments and a respective question
selection strategy is proposed. Thereby, we aim at reducing the effort and the
required expertise for the definition of queries in POCBR. We illustrate and
evaluate the approach in the cooking domain [19].

In the following, Sect. 2 briefly introduces POCBR and CCBR before Sect. 3
describes our C-POCBR approach. An experimental evaluation is presented in
Sect. 4 while Sect. 5 summarizes our findings and discusses future work.

2 Foundations and Related Work

We now briefly describe relevant foundations and related work in the fields of
POCBR and CCBR.

2.1 Process-Oriented CBR

POCBR [18] aims at supporting various tasks in process-aware information sys-
tems [26] such as process and workflow modeling, monitoring, analysis, or exe-
cution. In this paper, we focus on workflow modeling by reuse of best-practice
workflows from a repository (case base). Thus, we aim at retrieving a workflow
from a repository for reuse that is best suited to a specific situation.

In POCBR, cases are often represented as processes or workflows. Broadly
speaking, a workflow describes a logical or chronological order (referred to as the
control-flow) of tasks that are needed to reach a certain outcome – the work-
flow output [26]. Tasks exchange physical products or data, which is defined
by the data-flow. In cooking workflows, tasks represent required cooking steps
and exchange ingredients in order to produce a certain dish. We describe work-
flows as semantically labeled directed graphs by adopting the representation by
Bergmann and Gil [6].
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Definition 1. A workflow is a directed graph W = (N,E) with a set of nodes
N and a set of edges E ⊆ N ×N . Nodes N = ND ∪NT ∪NC can be data nodes
ND, task nodes NT , or control-flow nodes NC . Each node n ∈ (ND ∪ NT ) has
a semantic label S(n) ∈ Σ, where Σ is a language for semantic annotations.
Edges E = EC ∪ ED can be control-flow edges EC ⊆ (NT ∪ NC) × (NT ∪ NC),
which define the order of the tasks and control-flow nodes or data-flow edges
ED ⊆ (ND × NT ) ∪ (NT × ND), which define how the data is shared between
the tasks.

A workflow W ′ = (N ′, E′) is a partial workflow (we write W ′ ⊆ W ) of a workflow
W = (N,E) if W ′ is a subgraph of W with N ′ ⊆ N and E′ ⊆ E. Figure 1 gives
an example of a purely sequential cooking workflow describing the preparation
of a tomato sandwich.

Fig. 1. Example of a cooking workflow

The language Σ for the semantic labels of nodes is structured hierarchically
in two distinct domain-specific taxonomies, i.e., a data taxonomy of cooking
ingredients and a task taxonomy of cooking steps. Thereby, workflows can be
generalized regarding their semantic labels [20]. Generalized workflows provide a
more general description and thus stand for a set of more specific workflows. For
example, the workflow in Fig. 1 can be generalized by generalizing the ingredient
american cheese to the more general ingredient cheese from the data taxonomy.
A workflow W ∗ is a generalization of a workflow W (we write W ∗ � W ) if there
exists a total mapping of data nodes and task nodes from W ∗ to W , in which
each semantic label in W ∗ is more general (or equal) according to the taxonomies
than the respective label in W .

In order to obtain a reusable workflow, similarity search or process model
querying can be applied [8]. Outside of POCBR, various query languages have
been proposed [3,4,25], which are used in visual query editors to formulate graph-
based queries. Matching workflows from a repository are then obtained by apply-
ing graph edit measures [7] or graph/subgraph similarity measures [6,10]. We
focus on similarity search as it is able to provide results even if exact matches
are not available.

Queries in POCBR are used to describe the users’ requirements for retriev-
ing the most useful workflows [22]. In previous work [22], we proposed a
process-oriented query language (POQL) to specify such queries. A POQL query
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Q = (Q+, Q−) consists of a query part Q+ = (q+) with a single query work-
flow and a restriction part Q− = (q−

1 , . . . , q−
n ) with several restriction workflows

q−
i . The query workflow represents properties the searched workflow should ful-

fill. Each restriction workflow represents one undesired situation that should be
avoided. For a POQL query Q and a case workflow Wc, we define the following
similarity measure:

sim(Q,Wc) =
sim+(q+,Wc) · sizewf (q+)

sizeq(Q)

+

∑
q−∈Q−(sim−(q−,Wc) · sizewf (q−))

sizeq(Q)

(1)

The similarities sim+ and sim− are weighted with the number of nodes and
edges contained in a query’s workflow q, i.e., sizewf (q) = |N | + |E|. They are
normalized with the overall size of the query Q, i.e., sizeq(Q) = sizewf (q+) +∑

q−∈Q− sizewf (q−).
The query similarity sim+ is assessed according to our similarity measure [6],

which treats the similarity computation sim+(q+,Wc) ∈ [0, 1] between the query
workflow q+ = (Nq, Eq) and a case workflow Wc = (Nc, Ec) as an optimization
problem:

sim+(q+,Wc) = max{simm(q+,Wc)| admissible mapping m} (2)

The similarity computation requires a search for the best possible admissible
mapping m : Nq ∪ Eq → Nc ∪ Ec of nodes and edges of q+ to those of Wc.
A mapping is admissible, if it is type-preserving, partial, and injective. The core
of the similarity model is a local similarity measure for semantic descriptions
simΣ : Σ2 → [0, 1]. In our example domain, similarity values between semantic
labels are derived from the data and task taxonomy that reflect the closeness of
the concepts (refer to [5] for more details).

The restriction similarity sim− is assessed with a binary measure that returns
1 if Wc does not fulfill the restriction q−. If a restriction workflow q− is a gen-
eralization of a partial workflow of Wc, the similarity is 0.

sim−(q−,Wc) =
{

0.0 if ∃W ′ ⊆ Wc : q− � W ′

1.0 otherwise (3)

2.2 Conversational CBR

While in many CBR applications a complete description of the target problem
is assumed to be available in advance, CCBR [1,2,9,15] particularly addresses
the interactive nature of problem solving. In CCBR, the user only has to answer
posed questions, which presumably requires less domain expertise than provid-
ing queries from scratch. The CCBR dialog [1] often begins by asking the user
to specify a brief textual description of her problem. Subsequently, a dialog is
started consisting of a sequence of questions to be answered by the user. A goal
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in a conversation is to pose relevant questions, potentially suitable to elaborate
the query and to determine the most useful case efficiently. The user interface
consists of a question and solution display. If the user answers a question, the
dialog component extends the query based on the given answer, performs a
similarity-based retrieval, and updates the solution and question displays. Users
can delete or alter answers to previously asked questions at any time. By select-
ing a solution, the conversation terminates.

To perform the dialog, the case representation in CCBR is enriched with an
additional set of question-answer pairs stated in natural language. Thus, case
authoring can become more demanding in CCBR, because suitable questions
need to be formulated. Hence, the automatic creation of questions is desirable
and often achieved by deriving questions from case attributes. CCBR research
focuses on enhancing case representation to include knowledge relevant for the
questioning strategy [9], methods for question selection, and methods for dialog
inferencing and termination [2,9,12,15]. Our research is based on the similar-
ity variance measure proposed by Kohlmaier et al. [12] which prefers questions,
whose answers most probably have the highest influence on the similarity distrib-
ution of the most similar cases. CCBR finds its application mostly in analytical
applications such as sequential diagnosis [17], customer help-desk support, or
product recommendation [12,16]. Only very few approaches have been proposed
that go beyond interactive query elicitation. Leake and Wilson [13] describe an
approach for interactive case acquisition, retrieval, and adaptation for a spe-
cific design problem. Muñoz-Avila et al. [23] describe an interactive case-based
planner which recursively applies a CCBR approach to guide the planning pro-
cedure of a hierarchical task network (HTN) planner. Weber et al. [27] propose
a CCBR approach as part of their adaptive workflow system CBRflow. How-
ever, they use a traditional case representation consisting of manually defined
question-answer pairs to explicitly acquire reasons and constraints for a specific
workflow adaptation instance.

Today, no CCBR approaches exist that elicit questions to construct queries
for cases represented as workflows as required for POCBR.

3 A Conversational POCBR Approach

Based on the generic CCBR approach, we now present a new approach that
is particularly tailored to POCBR and thus named conversational POCBR (C-
POCBR). In a nutshell, users are guided through the query process by a sequence
of questions about their desired workflows. The more questions are answered,
the more knowledge about desired and undesired properties is available, which is
stored in an internal query for retrieval. A major focus is put on the automatic
creation of questions to avoid that they need to be specified manually. For this
purpose, we consider workflow fragments as characteristic properties of a work-
flow, which we refer to as features. The basic idea is to extract features from the
workflows stored in the case base automatically, which are then used as the sub-
ject of questions. In order to conduct efficient conversations, we rank features by
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their ability to distinguish workflows from one another. Furthermore, identified
relations between features enable to generate coherent follow-up questions and
to infer irrelevant features based on already answered questions.

Fig. 2. Conversational POCBR process

Figure 2 illustrates the conversational POCBR process. The process is divided
into two phases. The offline phase comprises pre-computations for the initial
setup. During this phase, extraction, ranking, and analysis of features takes
place and a feature table is created. Subsequently, the actual conversation is
conducted in the online phase. In the following, we describe both phases in more
detail.

3.1 Offline Phase

At first, features are extracted based on the graph-based representation of the
workflows. As those features will occur in the questions posed to the user, they
must be as simple and understandable as possible. For this purpose, we consider
various design guidelines investigated in related work [1,12,24]. In principle, a
feature can be any fragment of a workflow. In a workflow, the smallest possible
feature consists of a single workflow item. This can be a single node such as a
data or a task node. More complex features can be created by extracting partial
workflows. To derive questions on a more general level of detail, we apply a gen-
eralization algorithm [20], which generalizes semantic labels based on the domain
taxonomies. The generalization produces a generalized workflow W ∗ from the
original workflow W , from which more general features can be extracted. We
extract and annotate two different kinds of features for each workflow W in the
case base:

– specific feature nodes and generalized feature nodes, i.e., single nodes from
W and single nodes for all generalizations within the taxonomy up to the
respective node in the generalized workflow W ∗.

– specific feature workflows and generalized feature workflows, i.e., partial work-
flows (consisting of more than one node) from W and W ∗, respectively.



Conversational Process-Oriented Case-Based Reasoning 409

A feature workflow describes structural properties of a workflow. Its definition
is inspired by the idea of streamlets [21] proposed for compositional adaptation
in POCBR:

Definition 2. For a workflow W = (N,E) and a data node d ∈ ND, a feature
workflow Wd of W is a partial workflow Wd = (Nd, Ed) that consists of all task
nodes NT

d ⊆ NT connected to d and connected by control-flow edges. Moreover,
Wd comprises all data nodes ND

d ⊆ ND connected to NT
d and the subset of edges

Ed = E ∩ ((NT
d × ND

d ) ∪ (ND
d × NT

d ) ∪ (NT
d × NT

d )) connecting the nodes.

A feature workflow Wd is a workflow according to Definition 1 and consists of at
least one task and one data node, i.e., d.

Figure 3 exemplifies all features extracted from a cooking workflow (see dot-
ted rectangles). The specific workflow is depicted in the middle of the figure.
Related features (such as specific and generalized features) are arranged near
one another. For instance, the specific feature node pepper is related to the gen-
eralized feature node flavoring. Based on the taxonomy, an additional generalized
feature node spice laying inbetween those two is extracted as well.

With respect to the cooking domain, we applied some domain-specific restric-
tions. For the sake of simplicity, we assume a simplified workflow structure with-
out control-flow nodes and with the control-flow restricted to a single sequence
of tasks. Thus, parallel or alternative sequences as well as cycles are omitted. For
the feature extraction, we omit single task nodes as they are mostly of no rele-
vance when considered on their own. In addition, to obtain easy-to-understand
feature workflows, we exclude tasks (marked with “∗”) that produce new data
by consuming other data.

In the second step of the offline phase, features are sorted in descending order
by their ability to distinguish workflows from one another. By this means, we
reduce the length of a conversation. We adopt the simVar measure by Kohlmaier
et al. [12], which utilizes the similarity variance as a ranking criterion. It esti-
mates the variance of the similarity of the most similar cases assuming that the
value of the respective feature in the query is known. Features with a higher
simVar value are preferred.

Fig. 3. Examples of a workflow’s features
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According to the POQL query (see Sect. 2.1), the user can either select a
feature as desired or undesired during the conversation. Thus, the similarity
variance is pre-computed for both situations. To calculate simVar, all similarities
between the extracted features and the workflows stored in the case base must
be computed. Each feature is added into the query part and the restriction part
of an empty query, respectively. Then, for both queries, the similarities to each
workflow from the case base are computed (according to Eq. 1) and cached. For
a feature f and a case base CB , we define the similarity variance as follows:

simVar(f,CB) =
1

|CB |
∑

W∈CB

(sim(Qf ,W ) − μf )2

μf =
1

|CB |
∑

W∈CB

sim(Qf ,W )
(4)

Qf denotes the query consisting of the feature f . sim(Qf ,W ) is the semantic
similarity between the query Qf and a workflow W . Moreover, μf is the arith-
metic mean of the similarities between the query and each workflow W from the
case base CB . The simVar value is computed in two ways for each feature f .
The feature can either be added to the query part Q+ of the query Q or it can
be added to the restriction part Q−. Thus, simVar+ and simVar− are computed
separately and the average simVar is defined by the arithmetic mean:

simVarMean(f,CB) =
simVar+(f,CB) + simVar−(f,CB)

2
(5)

Initially, features are ranked by their simVarMean value in descending order.
Features with a value of 0 are ignored since they are not suitable to distinguish
workflows from one another as they are part of every workflow in the case base.

In the next step, relations between features are analyzed. For each feature f
all related features are determined and stored in a feature table FT . Formally, the
set of related features Frel(f) of a feature f ∈ FT contains those features g ∈ FT
that share a common partial workflow with f which is either a generalization of
f or g:

Frel(f) = {g ∈ FT |∃f ′ ⊆ f : (f ′ � g ∨ g � f ′) ∨ ∃g′ ⊆ g : (g′ � f ∨ f � g′)}
Related features can be differentiated by their number of nodes and by their
generality of nodes. A feature may have related features that are larger, equally
large, or smaller as well as related features which are more specific, equally
specific, or more general. For example, for the feature workflow f1 = {slice, ham},
the related feature g1 = {cut, meat} is more general and equally large while the
feature g2 = {parma-ham} is more specific and smaller.

3.2 Online Phase

The online phase of the C-POCBR dialog component is described in Algorithm 1.
The dialog component iteratively creates and displays questions until the user
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Input : CB : Case Base, FT : Feature Table
Output: A solution workflow S

C-POCBR Dialog Algorithm(CB,FT)
Q ← ∅,CW ← CB,CF ← FT
repeat

q ← questionSelection(Q,CF)
displayQuestion(q)
if userIgnoresQuestion then

CF ← updateCandidateFeatures(CF , q)
end
if a ← userAnswersQuestion then

Q ← extendQuery(Q, a)
CW ← retrieveAndDisplayCandidateWorkflows(CW , Q)
CF ← updateCandidateFeatures(CF ,CW , a)

end
if W ← userExcludesWorkflow then

CB ← CB \ {W}
CW ← retrieveAndDisplayCandidateWorkflows(CB, Q)
CF ← updateCandidateFeatures(CF ,CW )

end

until S ← userSelectsSolution(CW ) OR stoppingCriteria
return S

Algorithm 1. C-POCBR Dialog Algorithm

selects a workflow or until stopping criteria are fulfilled. The set of candidate
workflows is updated, if a question is answered or if a workflow is excluded by
the user.

The dialog component is always initialized with the full case base CB as
well as with the feature table FT . The dialog starts with an empty query Q1.
Initially, the set of candidate features CF , i.e., relevant features to be asked in
a question, is the full set of features from the feature table. The initial set of
candidate workflows CW encompasses the whole case base.

In the main loop, the dialog component selects a question based on the candi-
date features CF considering the simVarMean scoring, the previously answered
questions, as well as the feature relations (details are described below). Each
question involves one or in certain cases several candidate features and is dis-
played to the user. Then, the user has four options to react:

1. Ignoring a question: In this case, the feature being subject of the question as
well as larger related features and more specific related features are removed
from the set of candidate features and the question selection determines the
next best question.

2. Answering a question: If a question is answered by the user, the query Q
is extended and a similarity-based retrieval with the extended query on the
current set of candidate workflows CW is performed. After each retrieval,
workflows that are less similar than the average of all workflow’s similarities
are removed from CW and thus are not included in subsequent retrievals. By
this means, only the most suitable workflows are retained with respect to the
current query. The workflow with the highest similarity from CW is displayed

1 In principle an initial pre-modeled query could be used as well, but we have not yet
investigated this option.
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to the user. In addition, the table of candidate features CF is updated as
well. Only features contained in the candidate workflows CW remain in CF ,
which ensures that only relevant questions are posed. Thus, with each retrieval
performed, CW and CF are further reduced. In addition, the ranking of the
remaining features CF is updated according to simVarMean (see Eq. 5) by
using CW instead of CB.

3. Excluding a suggested workflow: The user may explicitly exclude a suggested
workflow as possible solution, which removes the workflow from the case base
CB (only temporary for this dialog) and triggers a new retrieval. As a con-
sequence, it is likely that more candidate workflows CW than before exist
because of the lower average similarity of all workflows to the current query.
Consequently, more candidate features CF may become available.

4. Selecting a solution: If the user selects a workflow as the desired solution the
retrieval terminates successfully.

We now describe in more detail the question selection method applied. We
provide three major types of questions, which are depicted in Table 1. Based
on the ranking of the candidate features, the subject matter of a question is
determined. If the user answers that the suggested feature is desired, specific
follow-up questions are selected in the subsequent iterations of the main loop.
Those follow-up questions aim at further refining the previous question asked.
Follow-up questions are derived from the set of related features stored in the
feature table.

Table 1. Question sequence in a conversation

Order Question type Subject matter Example

1. Initial feature
question (FQ)

Highest ranked
feature

Q: Is {meat} a desired feature?
A: desired, undesired, irrelevant

2. Follow-up
specialization
question (SQ)

More specific
feature(s)

Q: Is there a suitable specialization for {meat}?
{poultry}, {ham}, {chicken}, . . .
A: apply, select undesired feature(s), irrelevant

3. Follow-up
enlargement
question (EQ)

Larger
feature(s)

Q: Is there a suitable enlargement for {chicken}?
{shred, chicken}, {chop, chicken}, . . .
A: apply, select undesired feature(s), irrelevant

At the beginning of a conversation the highest ranked feature from the can-
didate features is suggested in a feature question (FQ). This type of question is
not related to previously suggested features and it will be asked as long as the
user selects the suggested feature as irrelevant or undesired.

In case of a previously answered FQ as desired, a first follow-up question,
i.e., a specialization question (SQ), is posed suggesting one or (if available)
several equally large but more specific features. Again, the features are sorted
by their simVarMean value. The user can choose a specialization, select features
as undesired, or mark all specializations as irrelevant. This type of question
is repeated as long as the user chooses specializations and as long as further
specializations are available.
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Following the SQs, an enlargement question (EQ) is displayed to the user
that suggests, if available, larger and not more general features than the previ-
ously selected and/or specialized feature. More general features are omitted since
they would widen the current context of the previous feature. Just as in SQ , the
user has three different options: choose an enlargement, select an enlargement
as undesired, or mark all enlargements as irrelevant. If no more EQs are avail-
able, the next initial FQ is selected, addressing a new and potentially unrelated
subject matter.

When the set of candidate features CF is updated due to an ignored or
answered question, irrelevant features can be inferred based on the relations
between features. If a question is marked as irrelevant, all the related features
(e.g., more specific and larger features) are marked as irrelevant, too. If suggested
features are selected as undesired, they are added to the restriction part of
the current query and related irrelevant features are no longer considered as
candidate features, to prevent the system from repetitively asking the user what
she does not like. If a feature is marked as desired, also related features such as
more general features are removed from the candidates table. If a user chooses
a specialization or an enlargement, the target feature that is already present
in the query is replaced with the new feature. In this event, related features of
the target feature without those that are still relevant for the new feature are
removed from the feature table.

4 Evaluation

We now describe the evaluation comparing the presented C-POCBR approach
with a traditional POCBR approach in which the user models a POQL query
(see Sect. 2.1) manually using a query editor. The evaluation aims at testing
three hypotheses and is conducted with a simulated user as well as with human
users. Hypothesis H1 states that if the user’s requirements can be fulfilled by a
workflow from the case base, then this workflow must be retrievable by correctly
answering all questions posed. However, as questions are created automatically,
real users may give wrong answers due to misunderstood questions. Therefore,
hypothesis H2 targets the basic utility from the user’s perspective. Furthermore,
hypothesis H3 relates to the user interaction effort by comparing the conversa-
tional approach with the query modeling approach. The following hypotheses are
formulated under the assumption that the user’s requirements can be fulfilled
entirely by one workflow in the case base:

H1. The desired workflow is retrieved with C-POCBR when all questions are
answered correctly.

H2. The C-POCBR dialog enables users to retrieve the desired workflow.
H3. C-POCBR reduces the communication effort required to retrieve the desired

workflow.
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4.1 Evaluation Setup

For the experiments, we used the already existing CookingCAKE system [19],
which is part of the CAKE framework2. It already includes a graphical POQL
editor, which is used as implementation of the POCBR approach. In addition,
we implemented the C-POCBR approach3 as an extension of CookingCAKE.
Thus, both systems to be compared use the same case base, similarity measures,
and retrieval implementation4.

In all experiments, we use a case base of 61 cooking workflows that describe
the preparation of sandwich recipes. We created search scenarios for the evalu-
ation that describe queries in plain text to be given to the users. According to
the structure of POQL queries, a search scenario describes a required workflow
together with several restriction workflows. Queries are constructed in a semi-
automatic process in which each workflow from the case base is turned into a
textual description of a search scenario that contains sufficient information to
unambiguously specify it. In this process, feature workflows (see Definition 2)
are added iteratively to the query either as requirement or as restriction until a
unique specification is obtained. In a last step, textual descriptions are written
by hand based on the constructed queries. In total for 60 workflows (out of 61)
an appropriate search scenario description could be constructed.

4.2 Experimental Evaluation

Hypothesis H1 is tested using an experiment with a simulated user, which auto-
matically answers the posed questions of the C-POCBR approach correctly. We
adopt the methodology by Aha et al. [1], who evaluate a conversational retrieval
with a leave-one-in cross validation. Consequently, in each of the 60 search sce-
narios the corresponding target workflow remains in the case base. During a
conversation, the algorithm ignores questions that are not relevant in the spe-
cific search scenario; all other questions are answered according to the described
search scenario. The conversation for a scenario is considered successful, if the
proposed best fitting workflow that is displayed during the conversation is equal
to the workflow from which the search scenario was derived. It turned out that
the target workflow is retrieved in each of the 60 search scenarios, which fully
confirms hypothesis H1. In average, 10.25 questions were asked in the dialog.

Hypotheses H2 and H3 are tested in experiments with eight human users
who simultaneously performed the experiments on different computers while all
interactions are being logged. After a familiarization phase in which the users
are introduced to the usage of the POCBR and the C-POCBR approach, we
randomly distributed the eight participants evenly to one of two groups. Fur-
thermore, we randomly chose four textual search scenarios of similar size. Each
user evaluated both approaches on the basis of the four scenarios. Thus, each
2 See cake.wi2.uni-trier.de.
3 Online demo available at cookingcake.wi2.uni-trier.de/conversation.
4 During the experiments, the available adaptation methods of CookingCAKE are not

used.

http://cake.wi2.uni-trier.de
http://cookingcake.wi2.uni-trier.de/conversation
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approach was used 16 times in total. The first group evaluated the POCBR app-
roach with two scenarios and conducted the C-POCBR with the other scenarios
afterwards. The second group evaluated both approaches in the opposite order.
Finally, all users filled in a questionnaire capturing their subjective experience
during the experiment.

Table 2. Experimental results: avg. values across all successful retrievals and users

POCBR C-POCBR

Number of successful conversations 15/16 14/16

Total conversation time 5:34 min 5:40 min (30 questions)

Required conversation time 4:46 min 2:16 min (9 questions)

Table 2 summarizes selected measures extracted from the logged experiment
data. The values shown are average results over all successful queries and all
users for the POCBR and the C-POCBR approach. The number of successful
conversations shows that only a few of the 16 query runs were not successful as
the target workflow was not identified and selected by a user. Thus, hypothesis
H2 can be confirmed.

To assess the communication effort, the conversation time used in the
POCBR and the C-POCBR approach were compared. In addition, the number
of questions posed in the C-POCBR approach were determined. The total con-
versation time is the time span from the start of the conversation (in C-POCBR)
or point in time when the user begins to enter the query in the POQL editor
(in POCBR) until the desired workflow is retrieved and identified by the user.
For POCBR and C-POCBR those time spans are quite comparable. We discov-
ered that users following the POCBR approach tend to completely model the
given query scenario, before they start the retrieval for the first time. Sometimes,
the first retrieval does not lead to the desired workflow and modifications of the
query have to be performed until the desired workflow is retrieved. In C-POCBR
the users follow the dialog and investigate the presented workflow. In average
30 questions are answered before the user identified that the desired workflow is
displayed. When analyzing these results in more detail, we found out that quite
often the desired workflow is presented to the user but she did not recognize
it as the desired result. In those cases, the dialog could have been terminated
earlier if the user would have analyzed the displayed result more thoroughly.
We analyzed this effect in detail and determined the required conversation time,
i.e., the time until the desired workflow is displayed the first time in the dialog
loop. We also determined the number of questions the user was asked during
this period. We can see that if users would have checked the displayed workflows
more thoroughly, the C-POCBR approach could have been more than twice as
fast as the POCBR approach. The fact that this does not happen is an indi-
cation that the workflow presentation in the C-POCBR implementation needs
additional explanation functions that better allow the user to identify how the
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presented workflow relates to the answers of her query. However, with respect to
the dialog component, we consider hypothesis H3 at least partially confirmed.

Figure 4 shows the results obtained from the questionnaires that the users
filled after they performed the conversation. The values are average ratings
over 16 conversations with C-POCBR. Users consider the majority of the posed
C-POCBR questions to be comprehensible and relevant. Moreover, the retrieval
results were also rated to be reasonable with respect to the answered questions.
The results indicate that the automatic creation of questions provides useful
questions for the conversation. Users did state different opinions on whether the
question sequences are sensible.

Fig. 4. Average user ratings of C-POCBR conversations on a five-point likert scale

In addition, users compared both approaches at the end of all experiments.
Three out of eight users stated that the C-POCBR approach could be enhanced
by allowing the user to model an initial query. Five out of eight participants
stated the POCBR approach to be easier to use than the C-POCBR approach.
Users indicated that sometimes general concepts in questions were difficult to
understand as the subsumption of concepts was not always clear to them. Six out
of eight participants claimed that POCBR is faster than C-POCBR, although
this subjective assessment clearly conflicts with the measured values. One reason
may be that the users are more actively involved during the modeling with the
POCBR approach.

5 Conclusions and Future Work

We presented a novel approach to conversational POCBR that conducts an inter-
active dialog with users to facilitate the retrieval of workflows. To save effort for
defining suitable questions, a method for the automatic creation of questions
based on extracted features was described. Our work showed that those features
are meaningful subjects of questions and that they are suitable to distinguish
workflow cases from one another. The quality and performance of conversations
was improved by ranking, analyzing, and selecting relevant features. We evalu-
ated the approach with simulated and real users and showed that when questions
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are always answered correctly, the desired workflow is found in a straight-forward
manner. Furthermore, our results indicate that the conversational query process
has the potential to be faster than the traditional query approach and thus is
able to reduce the communication effort for users.

The evaluation revealed some issues that should be investigated in future
work. We discovered that users did not recognize the target workflow immedi-
ately and that more general questions caused problems of comprehension. Thus,
the presentation and explanation of workflows and features should be improved.
For the sake of simplicity, we omitted control-flow elements such as loops, par-
allel, and alternative sequences and restricted the description of nodes to their
semantic label. Thus, it is desirable to evaluate the approach in domains with
more complex workflows. In such domains, we assume that the conversation more
strongly outperforms the modeling due to the increased complexity involved in
modeling. In addition to POCBR domains, we assume the questioning strategy
presented in this work to be also applicable more broadly in CCBR with com-
plex case representations, provided that feature vocabularies are organized in
a hierarchy and co-occurring features are identified. Also, future work should
investigate how adaptability of workflows can be considered during a conver-
sation. By this means, interactive retrieval could be combined with interactive
adaptation to provide an even more powerful problem solver for users.
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Abstract. The case-based reasoning community has extensively stud-
ied competence-based methods for case base compression. This work has
focused on compressing a case base at a single point in time, under the
assumption that the current case base provides a representative sample
of cases to be seen. Large-scale streaming case sources present a new
challenge for competence-based case deletion. First, in such contexts, it
may be infeasible or too expensive to maintain more than a very small
fraction of the overall set of cases, and the current system snapshot of the
cases may not be representative of future cases, especially for domains
with concept drift. Second, the interruption of processing required to
compress the full case base may not be practical for large case bases in
real-time streaming contexts. Consequently, such settings require main-
tenance methods enabling continuous incremental updates and robust
to limited information. This paper presents research on addressing these
problems through the use of sieve streaming, a submodular data summa-
rization method developed for streaming data. It demonstrates how the
approach enables the maintenance process to trade off between mainte-
nance cost and competence retention and assesses its performance com-
pared to baseline competence-based deletion methods for maintenance.
Results support the benefit of the approach for large-scale streaming
data.

Keywords: Case-based maintenance · Case deletion · Sieve streaming ·
Streaming algorithm

1 Introduction

Case base maintenance has been extensively studied in case-based reasoning
research, with particular focus on competence-preserving methods for controlling
case-base growth (e.g., [9,13,14,19,21]). These commonly compress the case base
periodically, based on criteria such as competence models generated from the
full current case base, under the representativeness assumption that problems
in the current case base are a good proxy for the entire problem space [15].
For standard CBR scenarios, such methods have been shown to provide good
compression while limiting competence loss. However, the increasing prevalence
c© Springer International Publishing AG 2017
D.W. Aha and J. Lieber (Eds.): ICCBR 2017, LNAI 10339, pp. 420–434, 2017.
DOI: 10.1007/978-3-319-61030-6 29



Maintenance for Case Streams 421

of streaming data sources presents a new context for CBR maintenance. For
example, in e-commerce applications, streams of orders can exceed millions of
cases per day, and biomedical sensors may generate a stream of tens of millions
of readings each day, at the rate of thousands of readings a second [11]. Some
CBR research addresses streaming data issues such as temporal aspects and
information aggregation across cases, but to our knowledge, not the maintenance
methods required for large streaming sources under real-time constraints.

Handling large case streams in real time will require case-base maintenance.
However, this presents challenges for traditional competence-based deletion.
First, in the large-scale streaming context, a representative case sample may
be difficult to obtain, or infeasible to store, due to data size; the system may
need to be fielded with only a small fraction of potential cases and potential
case coverage. Second, periodically compressing the entire case base may require
interrupting system processing, with scale increasing the time required for full
case-base compression. Consequently, there is a need for maintenance strategies
explicitly targeting big data streaming scenarios. In addition, even a case base
with good competence at a given time may be affected by later concept drift
[12], requiring robustness to concept drift as well.

The need to handle streaming data is well known in the knowledge discov-
ery community. This paper examines the applicability of a knowledge discovery
method, Badanidiyuru et al.’s sieve-streaming [2] algorithm, to streaming CBR
maintenance, and its tradeoffs with respect to standard CBR approaches. Sieve
streaming is a data summarization algorithm for ongoing extraction of represen-
tative elements from a data stream in a single pass without access to the full
dataset, using a fixed memory size, and with guarantees on level of approximation
to the optimal set. We propose applying this to integrate ongoing maintenance
into the case base, replacing the standard case base with a set of candidate case
bases managed by sieve streaming, and between which the system can shift,
based on ongoing quality estimates, every time a case is processed. In a previous
small-scale study we did an initial test of this approach [20]. This paper presents
a more extensive evaluation, including for concept drift settings. The experi-
ments support the method’s capability for continuous case-based maintenance
robust to concept drift.

2 Previous Work on Case-Base Maintenance and Concept
Drift

Case-base maintenance has been extensively studied in CBR, but the need for
case-based maintenance to address concept drift has received less attention.
Leake and Wilson [8] propose addressing domains where external environment is
changing by using a trend-based maintenance approach, triggered by diachronic
analysis of changes over time; they later proposed that patterns in the types
of solved problems could also be treated as a form of trend information and
exploited [18].
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Lu and Zhang [10] propose the use of competence models to detect concept
drift, which could in turn be used to guide case-base maintenance. Widmer and
Kubat [17] present methods for storing concepts associated with recurring con-
texts to re-use when those contexts arise; such methods could be applied to CBR
as well. Cunningham et al. [3] observe that a CBR system can address concept
drift by selecting a new case base, composed only of recent cases, when accuracy
falls below a threshold, and note the possibility of a CBR system addressing
concept drift by incremental replacement of selected examples over time; this
paper provides and evaluates such an approach. Delany et al. [4] present a two-
stage maintenance protocol to address the concept drift in spam, including both
ongoing case addition and periodic re-indexing.

3 Sieve Streaming for Case-Base Maintenance

3.1 Integrating Sieve-Streaming Maintenance into the CBR Cycle

Case-base maintenance is often seen as a process separate from core CBR
processing, that is triggered outside of other steps in the CBR cycle. Our app-
roach integrates maintenance directly into the case base. This integration is
important because it enables the use of maintenance information—in the form
of candidate case bases—to be applied flexibly, with problems always solved
using the best candidate case base.

The approach builds on the sieve-streaming algorithm, introduced by Badani-
diyuru et al. as a means to “summarize a massive dataset ‘on the fly”’ [2]. Sieve
streaming selects a high utility subset of a data stream in real time, without
requiring storing the entire dataset or multiple passes through the data. The
utility of the selected subset is guaranteed to be within a constant factor of the
optimum possible on the stream, regardless of stream size.

In sieve streaming, the utility of a subset as a whole is derived from the utility
of its members, and each member’s utility is evaluated based on its relation to
other members of this subset. Those characteristics make the sieve streaming
algorithm easily applicable to case-base maintenance: For case-base maintenance,
utility can be instantiated as competence, with finding a high utility subset
corresponding to finding a high competence compressed case base.

In the sieve-streaming algorithm, maintenance is done continuously, and a
set of approximations of the optimal subset is used to help select and retain data
points (cases) that provide a sufficient gain of utility. For each approximation,
a “sieve” is constructed (in the CBR context, each sieve can be considered as a
candidate case base). Corresponding to the changes of the utility characteristics
of the sieves, those sieves will be created or deleted dynamically. The sieve with
maximal utility is the desired result of the algorithm: the case base to use.

As illustrated in Fig. 1, in our sieve-streaming-based maintenance approach,
the sieve streaming maintenance system replaces the standard case base. As
problems are solved, the resulting case is provided to the sieve streaming mech-
anism, which determines whether to add the case to one or more sieves. When
cases are retrieved, they are retrieved from the highest utility sieve.
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Fig. 1. Illustration of CBR framework with adapted sieve-streaming algorithm (CBR
cycle adapted from [1] and Sieve-Streaming process from [2])

3.2 Defining Utility for Sieve Streaming Maintenance

Applying sieve streaming to generating competent compact case bases requires
a utility function reflecting competence. However, issues arise for basing utility
on commonly used competence notions such as coverage and reachability [14] and
relative coverage (RC) [15]. Those models focus directly on the contributions
of a particular case. This is useful to guide case-base editing operations(case
deletion, addition, etc.), for example, for ordering cases presented to condensed
nearest neighbor [5]. However, the sieve streaming utility function must reflect
an estimate of overall competence. The choice to retain a case is made based
on its potential utility contribution to a particular sieve; this depends on the
dynamically changing contents of sieves.

Sieve streaming requires that the utility function be submodular, i.e., that
case addition satisfies a “diminishing returns property:” the marginal gain of
adding a case to a set must decrease as the set of cases becomes large. As the
basis of our utility function, we follow Badanidiyuru et al. in using a function
based on K-medoid clustering. K-medoid clustering aims to minimize a “loss
function” the average dissimilarity between each point and the medoid of the
cluster to which it is assigned. In the context of competence, if the medoid cluster
points correspond to the cases retained in the case base, and other points in the
cluster correspond to problems to be solved, this loss function can be seen as
reflecting the average level of dissimilarity in retrieved cases for solving the other
problems in the case set. We use a monotone submodular form of the K-medoid
loss function [7]. Our function assesses utility for a set of cases, compared to a
reference set; Sect. 3.4 describes our choices for reference sets. The K-medoid loss
function can be used to estimate utility for both single cases and sets of cases
for any non-negative similarity measures. The utility of sets of cases is estimated
by averaging the pair-wise minimum dissimilarities between cases from that set



424 Y. Zhang et al.

and the evaluation set, and the utility of a single case c is evaluated by applying
the same utility function to the singleton set {c}.

3.3 The Sieve Streaming Algorithm and Its Integration

The integration of sieve streaming maintenance into the CBR process is shown
in Algorithm 1. Given a problem stream, the system applies CBR to the prob-
lem, using the current case base selected by sieve streaming, and generates a
new case. The new case is then processed by sieve streaming maintenance. The
maintenance steps rely on a utility function f to calculate the utility of a set of
cases. As described in the previous section, we base this on the K-medoid utility
function. By tracking a maximum utility m of all cases encountered, the system
dynamically generates a new set of approximations of optimal case base choices,
Onew, and deletes or adds sieves during processing. For approximations that first
appeared in Onew, new empty sieves will be created in a case base candidate list
l; and for approximations in Oold but not in Onew, the corresponding sieves and
the cases they contain will be deleted from l permanently.

We denote sieves as Sv, where v is the threshold for the sieve. For each sieve
Sv, the algorithm calculates the marginal gain of utility Δf (Sv ∪{c}) for adding
case c to a sieve Sv. If the current number of cases in sieve Sv does not reach the
pre-determined upper boundary of sieve capacity k, and the calculated marginal
gain is greater than the marginal value threshold (v

2 − f(Sv))/(k − |Sv|), the
case is added to the sieve. Otherwise, the case is discarded. Finally, the system
identifies the sieve with maximum utility as the case base, to be used for the
next retrieval.

In the sieve streaming algorithm, once a sieve is full, the sieve is no longer
changed. The sieve can be removed when the m value is updated (line 8) the
corresponding approximation value no longer appears in the set Onew.

3.4 Evaluation Set Sampling for Utility Calculations

In streaming approach, retention decisions are based on the utility calculation,
which estimates the competence contributions of cases. Because utility is used
to choose between sieves, it must be calculated independently of the sieve con-
tents. Consequently, a separate dataset must be generated for this purpose. One
possibility is simply to sample from the first cases that have been seen. We call
this the static sampling method.

The static method has limitations for a large scale stream with concept drift,
as prior cases may no longer apply. The reservoir sampling algorithm [16] was
introduced as a complement to static sampling, for situations such as concept
drift. The evaluation set is first sampled uniformly from existing cases, then
updated dynamically from incoming cases by substituting new items for old
with a certain probability. This may increase the representativeness of cases.
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Algorithm 1. Streaming maintenance integrated with CBR stream processing.
Maintenance algorithm adapted from Badanidiyuru et al. [2]
1: Onew ← φ
2: Oold ← φ
3: l ← φ
4: m ← 0

5: while problem stream not empty do
6: read problem p from stream

CBR problem processing and case generation
7: c ← make-case(p, CBR(p, Ccurrent))

Maintenance process
8: m ← max (m, f({c}))
9: Oold ← Onew

10: Onew ← {(1 + ε)i|i ∈ Z, m < (1 + ε)i < 2km}
11: for each v ∈ Onew and /∈ Oold do
12: Sv ← φ
13: add Sv to l

14: for each v ∈ Oold and /∈ Onew do
15: remove Sv from l

16: for each sieve Sv in l do
17: Δf (Sv ∪ {c}) = f(Sv ∪ {c}) − f(Sv)

18: if |Sv| < k and Δf (Sv ∪ {c}) ≥ v
2 −f(Sv)

k−|Sv| then

19: Sv ← Sv ∪ {c}
20: Ccurrent ← arg maxSv∈l f(Sv) � Set current case base to best sieve

3.5 Complexity of Sieve Streaming vs. Conventional Maintenance

Given that a motivation for sieve streaming maintenance is handling large-scale
case streams, computational complexity considerations are important. We first
consider space complexity. By Badanidiyuru’s analysis [2], when the system
instantiates the sieves, the number of sieves is constrained by O = {(1 + ε)i|i ∈
Z,m < (1 + ε)i < 2 km}, where k is the maximum capacity of each sieve, ε is a
user-settable parameter determining the quality of the set of approximations O,
and m is the maximum utility of the cases seen (smaller ε values increase mem-
ory requirements). From this, the number of sieves equals log(1+ε)2k. Because the
maximum capacity for the sieves is restricted by k, with |Si| ≤ k, multiplying the
number of sieves and maximum capacity establishes that the maximum number of
cases stored in memory for the streaming approach is klog(1+ε)2k. Because k and
ε are user-determined, this shows that the maximum memory cost is a constant,
independent of the number of incoming cases n. Consequently, the space complex-
ity of the streaming approach is O(1). Because the maximum memory cost refers
to the upper bound of space cost, while usually only some of sieves reach the max-
imum size k [2], in practice cost is expected to be below the maximum.
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The time complexity of each application of the sieve streaming maintenance
process follows the basic sieve-steaming algorithm cost nlogk

ε [2], where n is the
number of input cases seen in the stream. As previously mentioned, k and ε are
fixed user-set parameters, so logk

ε is constant. The desired level of approximation
to an optimal compressed case base, reflected in the user’s choice of parameter
settings, will have an important effect in practice, as will the cost of utility
calculations, determined by the utility strategy chosen. Because sieve streaming
maintenance is a triggered for every new case, the overall time complexity of the
streaming maintenance approach is O(n).

The baseline methods we consider are Smyth and McKenna’s [15] CNN-
FP and RC-FP. CNN-FP selects footprint cases based on Condensed Nearest
Neighbor [5]; RC-FP also applies CNN but first sorts the candidate cases based
on their Relative Coverage. When CNN-FP is applied periodically by adding
cases until reaching a size threshold t, maximum space is t, so space complexity
is O(1). Maintenance will be triggered n

t times for a n case input stream, and
CNN requires a maximum of t2 time, so for n cases processed the maximum
time cost is nt, for time complexity O(n).

Processing cost for the streaming approach, CNN-FP and RC-FP depends
on the similarity method chosen. However, the similarity assessment cost is a
function of the number of cases stored in the sieves (for the streaming method)
or the compressed case base (for CNN-FP or RC-FP), independent of n. Thus
the streaming approach and CNN-FP both have O(n) time complexity and O(1)
space complexity. The primary benefit of the sieve approach lies in the ability to
exploit the time-accuracy trade-off with different combinations of k and ε, and to
have theoretical guarantees on the competence level achieved. For instance, with
small k and large ε, there will be fewer sieves in the case base, and each sieve
will have less capacity, reducing the maintenance processing time, but also the
competence. Conversely, with large k and small ε, more sieves will be generated,
and each sieve will have larger capacity, leading to better case base competence
at the cost of higher time. While the ability to choose maximum case base size
in CNN-FP also enables trading off time and accuracy, the CNN-FP offers no
guarantees for quality level at a particular case base size.

4 Evaluation

We conducted experiments to address four questions:

1. How do parameter settings for the streaming approach enable tuning perfor-
mance to trade off processing speed, case base size, competence, and retrieval
quality?

2. How does the performance of the streaming approach compare to the base-
line methods for speed, compressed case base size, competence, and retrieval
quality?

3. How well does streaming retention handle concept drift, in terms of accuracy
and speed of response to concept drift, compared to baseline methods?
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4. How does the streaming approach perform for large-scale case streams, for
competence and processing time?

Question two extends preliminary tests of Zhang et al. [20]. The other questions
address new issues.

4.1 Experimental Design

Performance Criteria: Performance results consider four factors: (1) process-
ing time, (2) case base size, (3) competence, and (4) retrieval quality. Compe-
tence is calculated for the whole case base; retrieval quality is calculated by
summing the retrieval distance between test cases and retrieved cases for all
cases processed in the input stream.

Datasets: Experiments were run using three test domains:

1. Travel Case Base:1 This was selected as a widely used CBR benchmark. It
contains 1470 cases, each with a unique identifier plus 6 categorical features
and 3 numerical features.

2. 3D Spatial Network:2 This case base contains 434,874 cases, each with a
unique ID and three numerical features. This was selected to provide a large
scale test.

3. Artificial Concept Drift Datasets: This synthetic dataset was generated
to enable controlled experiments on the effects of concept drift. We generated
two variants, each with 2000 cases, each of which including four numerical
attributes. The 2000 cases belong to five different groups. Each group includes
400 cases. Two types of concept drift data were generated:
(a) Sudden Concept Drift: Here the groups have almost no overlap. The

four features in the each group are randomly generated from the same
Gaussian distributions, and the Gaussian distributions for the five case
groups are constructed with standard deviation of 10 and means of 100,
200, 300, 400 and 500, respectively. We concatenate the sets of cases into
an input stream with 2000 cases consisting of 5 groups, with four sudden
concept drifts occurring, between the different groups.

(b) Gradual Concept Drift: The dataset is generated as above, except
for changing the standard deviation to 30 instead of 10. This results in
approximately a 10% overlap between any two groups.

4.2 Question 1: Tuning Performance Characteristics

A potential benefit of the streaming approach is the ability to adjust parame-
ter settings to trade off competence retention and speed. Our first experiments

1 http://cbrwiki.fdi.ucm.es/mediawiki/index.php/Case Bases.
2 https://archive.ics.uci.edu/ml/datasets/3D+Road+Network+(North+Jutland,

+Denmark) [6].

http://cbrwiki.fdi.ucm.es/mediawiki/index.php/Case_Bases
https://archive.ics.uci.edu/ml/datasets/3D+Road+Network+(North+Jutland,+Denmark)
https://archive.ics.uci.edu/ml/datasets/3D+Road+Network+(North+Jutland,+Denmark)
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examine how parameter settings can affect processing speed, case base size, com-
petence, and retrieval quality. We tested the system with varying ε and k on a
1000-case stream randomly selected from the 3D spatial network, with ε from
0.05 to 0.50, in increments of 0.05, and k from 25 to 200 in increments of 25.

As shown in Fig. 2a, running time decreases as ε increases, and running time
increases as k increases. As shown in Fig. 2b, case base size increases when k
increases, with ε having slightly more impact on case base size when k is large.
Figure 2c shows competence improvement with larger k, but ε does not have the
significant impact on the competence for this case base. In Fig. 2d, ε has less
impact on accumulated retrieval distance than k. As k becomes small, distance
increases significantly.

(a) Running time with different k, ε (b) Case Base Size with different k, ε

(c) Competence with different k, ε (d) Accumulated Retrieval Distance with
different k, ε

Fig. 2. Effects of parameter changes

4.3 Question 2: Performance Comparison

To address question two, we evaluated the performance of the streaming app-
roach along with baseline algorithms CNN-FP and RC-FP in four dimensions:
Speed, Case Base Size, Competence and Retrieval Quality. Test results are aver-
aged over five runs; each test run is conducted on a case stream of 1000 cases
randomly selected from Travel Agent Case Base. For CNN-FP and RC-FP, the
case base size limit was 100 cases; compression was triggered when that limit was
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reached, with the maximum size of the compressed case base limited to 50 cases.
Based on tests of the relationship between those parameters, we selected an ε
value of 0.1, at which the number of sieves is fairly stable for different ε values,
and a maximum case base size k of 200 cases. Figure 3 shows the experimental
results.

1. Maintenance Processing Time (Fig. 3a): CNN-FP and Sieve-Streaming have
similar time performance. Both CNN-FP and Sieve-Streaming run much
faster than RC-FP

2. Case Base Size (Fig. 3b): Compared to CNN-FP and RC-FP, Sieve-Streaming
results in a more compact case base with more consistent size.

3. Competence (Fig. 3c): CNN-FP and RC-FP start with better competence.
However, as more cases are processed, the competence of the streaming app-
roach rises continuously, exceeding the baseline algorithms rapidly.

4. Retrieval Quality (Fig. 3d): RC-FP has the lowest accumulated retrieval dis-
tances and best retrieval quality. CNN-FP and the streaming approach have
similar retrieval quality.

These results are generally similar to the sample result in Zhang et al. [20],
and further support the promise of the approach. They also support the ini-
tially surprising result that the streaming approach does not necessarily increase
processing speed. However, as the results for Question One show, speed depends
on parameter settings, and it depends on similarity and stream characteristics
as well. Our previous tests had the surprising result that CNN-FP ran faster
than the streaming approach. For these experiments, we optimized the imple-
mentation of the streaming approach, which yielded faster running time, very
close to CNN-FP. We note that in these experiments, the similarity metric is
simple. Because CNN-FP relies on a larger number of similarity measurements,
we expect that the streaming approach would outperform CNN-FP for similarity
metrics that are more complex. We see this as a subject for further investigation.

4.4 Question 3: Concept Drift

To test the ability of the streaming approach to handle sudden or gradual concept
drift, we tested it with the artificial concept drift dataset described in Sect. 4.1.
The streaming approach was evaluated on the input case stream with two evalu-
ation set sampling settings, static and dynamic, as introduced Sect. 3.4. In both
settings measurements are averaged over 10 runs. Figure 4 shows the results.

Figures 4a and b show case base size during processing. For sudden con-
cept drift in Fig. 4a, we noticed that with the static sampled evaluation set, the
case base size dropped immediately when concept drift occurred, then rapidly
recovered to a steady level. On the other hand, with the dynamically sampled
evaluation set, slight fluctuations of case base size could be observed, but the
overall trend was more steady and lower than with static sampling. For gradual
concept drift in Fig. 4b, with static sampling, the case base size also dropped
immediately and recovered to a higher level in a short period, then gradually
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(a) Time with n = 1000 (b) Case Base Size with n = 1000

(c) Competence with n = 1000 (d) Accumulated Retrieval Distance with n
= 1000

Fig. 3. Performance comparison

decreased; with dynamic sampling, the fluctuations could also be observed, and
the overall level is similar to or slightly higher than static sampling.

Figure 4c shows that, for the static setting, the competence of case base drops
first then recovers with case base size changes; and for the dynamic setting, the
plot follows a stairstep pattern of increases, and the average competence level is
better than the static setting. Figure 4d shows an upward trend for both static
and dynamic settings, and static sampling showed more clear “stairs” and had
a higher competence level than dynamic sampling.

In both Fig. 4e and f, the static setting shows better accuracy. We believe this
is due to fluctuations in case base size changes with the dynamic setting. Also,
with gradual concept drift, static sampling fits better with the overlaps in the
data stream. Generally, with both static and dynamic sampling, the streaming
maintenance approach is sensitive to sudden or gradual concept drift and then
adapts rapidly with making use of previous knowledge.

We tested CNN-FP with same datasets. It also captured the concept changes
but the streaming approach performed better in both competence and retrieval
accuracy. Here the changes of case base size more reflected the periodic compres-
sions than concept drift. Figures 5a and b show that with CNN-FP competence
is lower than with the streaming method. For both sudden and gradual con-
cept drifts, the competence first dropped then recovered slowly, and always to
lower competence than streaming method. The competence plot of the streaming
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(a) Case Base Size (Sudden) (b) Case Base Size (Gradual)

(c) Competence (Sudden) (d) Competence (Gradual)

(e) Retrieval Distance (Sudden) (f) Retrieval Distance (Gradual)

Fig. 4. Concept drift with n = 2000, 5 patterns

method here used same experimental data as Fig. 4c and d but with a different
scale. The result supports the stability of the streaming method in this scenario.

When concept drift is detected, the system will delete old sieves together
with their contents, which could lead to the immediate changes of case base size
and competence when selecting a sieve to return as new case base. As cases pass
through the maintenance component, new cases are accumulated in sieves again,
and both the size and competence of case base recover.

4.5 Question 4: Scale-Up to Large Case Streams

To investigate streaming for large scale input streams, we randomly selected a
stream with n = 400,000 from 434,874 examples from a 3D spatial network
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Fig. 5. CNN vs. sieve-streaming with concept drift, n = 2000, 5 patterns

Table 1. Large scale performance as a function of maximum sieve size (k)

k Average competence Average retrieval distance Average time

50 0.6733 0.0883 0.0254 s

100 0.6681 0.0581 0.0712 s

200 0.6971 0.0503 0.3299 s

300 0.7023 0.0429 0.6244 s

dataset as input case stream and tested the approach for sieve sizes k =
50, 100, 200, 300. Table 1 lists the average competence, retrieval distance, and
time per incoming case. As expected, as k increases, the competence increases
and average retrieval distance decreases, which we attribute to the increasing
capacity of the sieves. However, this also leads to an increase in execution time.

To further illustrate the streaming approach’s performance for large case
bases, Fig. 6 shows behavior over time for k = 200. The raised offset region at
the upper right on both graphs shows an extreme magnification of the start of
the graph (the maximum number of cases on the offset is 10,000, compared to
400,000 cases on the overall graph). Case base size and competence both follow a

Fig. 6. Large scale case base with n = 400,000
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similar pattern; the value is variable in the beginning and then grows gradually.
This suggests that the streaming approach is effective in capturing coverage of
the large case base. On the other hand, the retrieval distance (tested but not
shown in the figure, for reasons of space) is steady and effectively linear. The
results suggest that the streaming approach is capable of handling large streams.

5 Conclusion

In this paper, we examined the properties of a case base maintenance approach
based on sieve streaming. In contrast to traditional methods, the streaming app-
roach can guarantee the competence level of the case base, given specific memory
restrictions. We illustrated the trade-off between accuracy and efficiency for dif-
ferent parameter settings, which can be chosen based on user needs. With larger
ε and smaller k, the streaming approach can react rapidly, with the drawback
of losing accuracy. The streaming approach can also provide increased accuracy,
with the drawback of reducing time efficiency. For the large scale input case
streams, the streaming approach consistently maintains a substantial case base
size and a steady competence level. The approach also demonstrated its effec-
tiveness in handling concept drift. For both sudden and gradual concept drift
the system is sensitive and responds rapidly. This supports that the streaming
maintenance approach is promising for on-line or real-time environments, sat-
isfactory for handling concept drift, and suitable for large-scale case streams.
Interesting future issues include further study of processing speed compared to
CNN-FP and further study of handling of concept drift in real-world scenarios.
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