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Chapter 1
Engineering Configuration Graphical User
Interfaces from Variability Models

Quentin Boucher, Gilles Perrouin, Jean-Marc Davril, and Patrick Heymans

Abstract In the past, companies produced large amounts of products through mass
production lines. Advantages of such an approach are reduced production costs
and time-to-market. While it is (still) appropriate for some goods like food or
household items, customer preferences evolve to customised products. In a more
and more competitive environment, product customisation is taken to the extreme
by companies in order to gain market share. Companies provide customisation tools,
more commonly called product configurators, to assist their staff and customers in
deciding upon the characteristics of the product to be delivered.

Our experience reveals that some existing configurators are implemented in an
ad-hoc fashion. This is especially cumbersome when numerous and non-trivial
constraints have to be dealt with. For instance, we have observed in two industrial
cases that relationships between configuration options are hard-coded and mixed
with GUI code. As constraints are scattered in the source code, severe maintenance
issues occur.

In this chapter, we present a pragmatic and model-driven way to generate
configuration GUIs. We rely on feature models to represent and reason about the
configuration options and their complex relationships. Once feature models have
been elaborated, there is still a need to produce a GUI, including the integration
with underlying reasoning mechanisms to control and update the GUI elements.
We present a model-view-presenter architecture to design configurators, which
separates concerns between a feature model (configuration option modelling), its
associated solver (automated reasoning support) and the presentation of the GUI. To
fill the gap between feature models and configuration GUISs, the various constructs
of the feature model formalism are rendered as GUI elements through model trans-
formations. Those transformations can be parametrised through beautification and
view languages to derive specific configuration GUIs. We illustrate our approach on
an IPv6 addressing plan configurator.
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1.1 Introduction

In the past, companies produced large amounts of products through mass production
lines. Advantages of such an approach are reduced production costs and time-to-
market. While it is (still) appropriate for some goods like food or household items,
customer preferences evolve to customised products. Even car production which
was a major example of mass production has moved to the customisation category.
Henry Ford played a pioneering role in the mass production of cars. Fordism aimed
to achieve higher productivity by standardizing the output, breaking the work into
small well specified tasks, and using conveyor assembly lines. However, Ford’s
quote “Any customer can have a car painted any colour that he wants so long as
it is black” already illustrates the limitations of mass production, back in 1923.

In a more and more competitive environment, product customisation is taken
to the extreme by companies in order to gain market share. Companies provide
customisation tools, more commonly called product configurators, to assist their
staff and customers in deciding upon the characteristics of the product to be
delivered. This trend is further strengthened by the ever-growing presence of such
configurators on the Internet.

The key idea behind configurators is to provide end-users with an easy-to-use
Graphical User Interface (GUI) where they can select the desired options and
customise their product. The result of the configuration is then used by the
manufacturer in order to produce the final product with the required options.
Generally, the user is guided by the GUI in her process. That guidance manifests
itself in different ways. First, configuration can be broken down into steps. Typically,
a step represents a set of logically linked configuration options. That set depends on
different parameters such as user requirements, application domain, etc. Constraint
verification is another guidance mechanism. Selecting an option might, for example,
require the inclusion or exclusion of another one. Many more constraints examples
are available around us. Configurators should preclude inconsistent activation or
deactivation of configuration options to avoid frustration on the user side and
technically unrealistic products on the manufacturer side. Furthermore, constraints
are of different natures. Some are of technical nature while others originate from
business rules. Both may change over time.

Our experience reveals that some of those existing configurators are implemented
in an ad-hoc fashion. This is especially cumbersome when numerous and non-
trivial constraints have to be dealt with. For instance, we have observed in two
industrial cases [46] that relationships between configuration options are hard-coded
and mixed with GUI code. In other words, the configuration logic is not separated
from the rest of the application code. As constraints are scattered in the source code,
severe maintenance issues occur. For example, engineers are likely to introduce
errors when updating or adding new constraints between options in the configurator.
Moreover, as recognized by our industrial partners developing such configurators,
the correctness and the efficiency of the reasoning operations are not guaranteed.
More reliable and maintainable solutions are thus needed, especially for safety-
critical systems.
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We propose a pragmatic and model-driven way to generate configuration
GUIs [18]. We rely on Feature Models (FMs) to represent and reason about the
configuration options and their complex relationships. FMs have been extensively
studied in academia during the last two decades, primarily in the software product
line community [52]. FMs are now equipped with formal semantics [80], automated
reasoning operations and benchmarks [4, 12], tools [7, 14, 54] and languages [8, 24].
In essence, an FM aims at defining legal combinations of features authorised or
supported by a system. In our case, configuration options are modelled as features
and each configuration (specification of a product) authorised by the configurator
corresponds to a valid combination of features in an FM. A strength of FMs is that
state-of-the-art reasoning techniques, based on solvers (e.g., SAT, SMT, CSP), can
be reused to implement decision verification, propagation, and auto-completion in
a rigorous and efficient way [8, 12, 49]. Therefore, FMs are a very good candidate
to pilot the configuration process during which customers decide which features are
included in a product.

Once FMs have been elaborated, there is still need to produce a GUI, including
the integration of underlying reasoning mechanisms to control and update the
GUI elements. On the one hand, some FM-based configuration GUIs rely on
solvers [7, 14, 54]. But such GUIs do not consider presentation concerns and
their generation process is rigid, avoiding the derivation of customised GUIs [43].
Furthermore, existing graphical representations of FMs (e.g., FODA-like notation or
tree-views) are not adapted to user-friendly configuration [69]. On the other hand,
model-based approaches for generating GUIs simply produce the visual aspects
of a GUI [15, 16, 26, 42]. This is not sufficient for configurators since constraint
verification is paramount for their usability and performance.

Our approach is to combine the best of both worlds, i.e., correct configurations
together with user-friendly generated GUIs. We present a model-view-presenter
(MVP) architecture to design configurators, which separates concerns between an
FM (configuration option modelling), its associated solver (automated reasoning
support) and the presentation of the GUI. To fill the gap between FMs and
configuration GUIs, the different constructs of the FM formalism are rendered
as GUI elements through model transformations. The transformations are based
on a meta-model for TVL [20, 24], a textual language for feature modelling.
Transformations can be parametrised through beautification and view languages to
derive specific configuration GUIs.

The rest of the chapter is organized as follows. First, in Sect. 1.2, we give some
background information about feature models and GUIs. The existing work linking
feature models and GUIs is also addressed. In Sect. 1.3, an overview of our approach
is proposed. Then, in Sect. 1.4, we present the implementation of the approach.
It includes three different languages as well as a Web configurator generator. All
the concepts are illustrated with throughout an IPv6 addressing plan configuration
example. Finally, before concluding, we present the lessons learned in Sect. 1.5 and
discuss some perspectives to our work in Sect. 1.6.
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This book chapter is essentially based on a PhD thesis presented by the first
author in September 2014 at the University of Namur (Belgium). For more detailed
information about the approach, the interested reader may refer to [18].

1.2 Background

Here, we introduce the background required to understand the contents of this
chapter as well as existing approaches that we compare to ours. Feature models
being the starting point endeavour, we introduce them in Sect. 1.2.1. Then, in
Sect. 1.2.2, we introduce Ul-related concepts and generation.

1.2.1 Feature Modelling

Software Product Line Engineering (SPLE) is an increasingly popular software
engineering paradigm which advocates systematic reuse across the software lifecy-
cle. Central to the SPLE paradigm is the modelling and management of variability,
i.e., “the commonalities and differences in the applications in terms of requirements,
architecture, components, and test artefacts” [70]. Variability is typically expressed
in terms of features, i.e., first-class abstractions that shape the reasoning of the
engineers and other stakeholders [25].

Feature models were introduced as part of the FODA (Feature Oriented Domain
Analysis) method 25 years ago [52]. They were introduced as graphical notations
whose purpose is to document variability. Since their introduction, FMs have
been extended and formalised in various ways [30, 80] and tool support has been
progressively developed [74]. The majority of these extensions are variants of
FODA’s original tree-based graphical notation.

Graphical FM notations based on FODA [52] are by far the most widely
used. Most of the subsequent proposals such as FeatuRSEB [44], FORM [53] or
Generative Programming [29] are only slightly different from the original graphical
syntax (e.g., by adding boxes around feature names).

A number of textual FM languages were also proposed in the literature.
Table 1.1 compares them against the following criteria: (i) human readability, i.e.,
whether the language is meant to be read and written by humans; (ii) support
for attributes; (iii) decomposition (group) cardinalities; (iv) basic constraints, i.e.,
requires, excludes and other Boolean constraints on the presence of features;
(v) complex constraints, i.e., Boolean constraints involving values of attributes;
(vi) mechanisms for structuring and organising the information contained in an FM
(other than the FM hierarchy); (vii) formal and tool-independent semantics, and
(vii) tool support.

We should note that all these languages are remotely related to constraint pro-
gramming, and several implementations use constraint solvers internally. Moreover,
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Table 1.1 Existing textual variability modelling languages

2 o 8
S o ; g £ -
3 & 2 S 0 £ g
= 8 = 15 Ny £ 2 &
g 2 2 < = 2 = 3
£ E B = £ E £ 3
E] 8 E] 3 15) = 5] o)
Language T < @) Mm @] 2 = =
FDL [32] v v v
FMP [7] v v v v v
GUIDSL [8] v v v
FAMA [13] v v v v v
pure::variants [14] v v v v v
SXFM [60] v v v
VSL [78] v v v v v
KConfig! v v v v v

as pointed out by Batory [8], FMs can be seen as simplified grammars where
products correspond to sentences. Similarly, FMs with attributes can be seen as a
form of attribute grammar, albeit without the distinction of synthesised or inherited
attribute [9, 55]. What distinguishes FMs from constraint programming and attribute
grammars is their domain-specific nature and independence from any of these
technologies.

1.2.2  User Interface Modelling and Generation

This section is decomposed into two sub-sections. In the first one, we give a
short description of major user interface description languages which could be
used as target languages for our generation approach. In the second, existing work
combining variability models (more exactly FMs) and GUIs is presented.

1.2.2.1 User Interface Description Languages

In the Human-Computer Interaction (HCI) research domain, automation of UI
development is an important topic. A whole spectrum of approaches ranging from
purely manual design to completely automated approaches have been proposed.
Manual design is of no interest to us as we seek to automate the generation of
interfaces. On the other hand, fully automated approaches generate moderately
usable GUISs, except for domain specific applications [64].

Most approaches propose a partially automated process which uses extra infor-
mation about the Ul stored in models. They are all grouped under the Model-based
User Interface Development (MBUID) denomination, generally supported by an
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MBUID environment (MBUIDE). It can be defined as “a suite of software tools
that support designing and developing Uls by creating interface models” [42].
Each MBUIDE defines its own set of models to describe the interface. The different
MBUIDES and the associated models have been surveyed by Gomaa et al. [42] and
the W3C [87]. Here, we give a summary of User Interface Description Languages
(UIDLs) used in MBUID. XML-based UIDLs have also been surveyed by several
authors [41, 81]. Such languages can be used to represent the generated GUIs at a
more “abstract” level. They are grouped in four categories.

The first category groups all languages based on the Cameleon Reference
Framework (CRF) [22]. There, the Ul development is decomposed into four
abstraction levels: Task and Concepts (T&C), Abstract User Interface (AUI),
Concrete User Interface (CUI) and Final User Interface (FUI), the last being the
most concrete one. T&C is computing independent, AUI is modality independent
and CUI is platform independent. This framework is globally well accepted by the
UI community as shown by the numerous MBUID approaches which, directly or
indirectly, rely on it to define their models and development processes. Among
them, we can mention the Software Engineering for Embedded Systems using a
Component-Oriented Approach [33, 73], Model-based IAnguage foR Interactive
Applications XML (MARIA XML) [65], or USer Interface eXtensible Markup
Language (UsiXML) [58]. Among all those approaches/languages, the last one is
probably the most mature while most others seem abandoned.

The User Interface Markup Language (UIML) [6, 45] and its derivative, the
Dialog and Interface Specification Language (DISL) [62] make part of the second
category. UIML has been defined by the OASIS consortium? which seeks to develop
standards for e-business and Web services. The language must be combined with
other techniques such as user task modelling or transformation algorithms in order
to be able to generate a full-fledged Ul In UIML, look-and-feel, interaction and
connexion of the UI with application logic can be defined.

The third category contains Web-application languages. Initially, XForms [86]
was defined for HTML-XHTML documents by the W3C. Its purpose is to separate
presentation from data in Web forms in order to improve re-use. Now, XForms
can be used with any markup language. XForms is not an UIDL per se but allows
to define GUIs at an abstract level. Second, XICL [82] is meant to develop user
interface components for browsers. Lastly, the eXstensible user-Interface Markup
Language (XIML) [72] represents interaction data for Web pages and applications
at abstract and concrete levels.

Finally, we can also mention the following languages which do not fit into any
of the above categories. The Generalized Interface Markup Language (GIML) is
an UIDL used in the Generalized Interface Tool Kit (GITK) project [56]. The Mul-
tiple Device Markup Language (MDML) supports four target environments [51]:
desktop, mobile, Web and voice. Similarly, the Simple Unified Natural Markup
Language (SunML) [66] supports several target environments such as PCs, PDAs

2See https://www.oasis-open.org/
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Table 1.2 Existing user 3 o
interface description & )
languages 2 -GZ 2 |
=) 3 3 z
Language 8 s} = = =

UsiXML [58] v v v v

UIML [6, 45] v v
XForms [86] v v v v

GIML [56] v v

MDML [51] v v v

SunML [66] v v v

TADEUS-XML [63] | Vv v

or voice. The Adaptable & Mergeable User INterface (AMUSINg) IDE provides
tool support to edit SunML models and generate Swing software [66]. Finally,
in TADEUS-XML [63], a UI description is made of two parts: a presentation
component and a model component (or abstract interaction model).

None of the approaches proposed with these languages addresses the specific
issues that arise when generating configurators like the integration of underlying
reasoning mechanisms for controlling and propagating user choices in the GUIL
Modelling techniques have been developed to support adaptations of interfaces at
runtime [15, 16]. In the same way, configurators should be adapted to reflect the user
interactions (i.e., selections/deselections). In our context, the kind of modifications
applied to the configurator interfaces are typically lightweight (e.g., some values
are greyed) and can be predicted. Moreover, we can take advantage of planned
variability to make use of efficient solvers to manage the configuration process.

Our user interface description languages comparison is summarized in Table 1.2.

1.2.2.2 Feature Models and GUIs

In most variability-related tools, FMs are represented and configured using tree-
views. We can, for example, mention pure::variants [14], FeatureIDE [54] or
Feature Modeling Plug-in [7]. Those tools have a graphical interface in which
users can select/deselect features in a directory-tree like interface where constraints
are automatically propagated. Several visualization techniques have been proposed
to represent FMs [69], but they are not dedicated to end users which are more
accustomed to standard interfaces such as widgets, screens, etc. Generating such
user-friendly and intuitive interfaces is the main goal of our work. An exception
is the AHEAD tool suite of Grechanik et al. [43]. Simple Java configuration
interfaces including check boxes, radio buttons, etc. are generated using beautifying
annotations supported by the GUIDSL syntax used in the tool suite.
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Pleuss et al. combine SPLs and the concepts from the MBUID domain to
integrate automated product derivation and individual UI design [68]. An AUI is
defined in the domain engineering phase and the product-specific AUI is calculated
during the application engineering. The final Ul is derived using semi-automatic
approaches from MBUID. Some elements like the links between Ul elements and
application can be fully automatically generated while others like the visual appear-
ance are also generated automatically, but can be influenced by the user. While we
share similar views regarding MBUID, our overall goals differ. Pleuss et al. aim at
generating the Ul of products derived from the feature model while our interest is
on generating the interface of a configurator allowing end users to derive product
according to their needs. We are therefore not concerned with product derivation
but rather with the link between feature model configuration and Uls.

Schlee and Vanderdonckt [79] also combined FMs with GUI generation. Relying
on the generative programming paradigm, the authors represent the Ul options with
an FM which will be used to generate the corresponding interface. Their work
illustrates a few transformations between FM and GUI constructs which can be seen
as patterns. Yet, they do not consider sequencing aspects which we believe to be a
critical concern for complex Uls. Gabillon et al. extended that work by supporting
multi-platform Uls built from FMs representing UI options [39]. However, they do
not tackle Uls which allow the configuration of an FM.

Quinton et al. proposed a model-driven framework called AppliDE that bridges
the gap between an application FM and its mobile version [75]. Their main purpose
is to reduce the time-to-market between the design of the application and its
availability on multiple platforms. Based on the meta-model of the configured
product and the one representing the capabilities of smartphones, they can deduce
which device is able to run the application. Similarly to us, they use model
transformations to finally generate GUIs. However, their approach does not focus
on configurators and is limited to mobile phone software.

Botterweck et al. developed a feature configuration tool called S>T? Configu-
rator [17]. It includes a visual interactive representation of the FM and a formal
reasoning engine that calculates consequences of the user’s actions and provides
formal explanation. This feedback mechanism is of importance to end users. Yet,
S2T? also presents a tree-like view on the configuration that we believe is not suited
to all kinds of end users.

1.3 The MVP Configurator Pattern

Several architectural models have been introduced to structure modules such as the
GUI in an interactive application. Among them, the model-view-controller (MVC)
has wide acceptance in the development of GUIs. One reason is that it is one of the
first serious attempts to structure Uls, dating back to the late 1970s. In December
1979 at the Xerox Palo Alto Research Laboratory (PARC), Trygve Reenskaug first
described the MVC pattern [77].
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Fig. 1.1 Model-view-
controller architecture
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In this paradigm, Models represent knowledge. They could be a single object
or a structure of objects. Views are (visual) representations of their corresponding
model. They basically highlight some attributes and suppress others, acting as a
“presentation filter”. Finally, Controllers act as the link between a user and the
system. The idea behind this pattern is to make a clear distinction between domain
objects which model real world elements, and GUI elements depicted on the screen.

The MVC architecture defined by Reenskaug is depicted in Fig. 1.1. There, the
Model manages the data and behaviour of the application domain. It responds to
requests about its current state (usually from the View) or requests instructions
to change its state (usually from the Controller). The View simply manages
the layout of the information contained in the Model. This might require to query
the state of the Model. Finally, the Controller interprets inputs from the user
(keyboard, mouse, etc.) and informs the Model/View.

In [21], Burbeck presents two variants of the MVC pattern where the role of
the model varies: active or passive. In the passive version, the model is exclusively
modified by the controller (i.e., it cannot be modified by any other source). As soon
as the controller detects a user action, it modifies the model and informs the view
that the model has changed and should be refreshed (Notifies dotted line in
Fig. 1.1). In this scenario, the model is unaware of the existence of the view and the
controller. In the active version, the state of the model can be changed by an external
component. Since only the model can detect that it has been changed, it needs to
notify the view that it must be refreshed. The observer pattern [40] is generally used
to keep the model independent from the other components. Views subscribe to be
informed of the changes in the model.
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Fig. 1.2 Model-view-presenter architecture

We rely on an MVC variant — model-view-presenter (MVP) [71] — to propose a
generic architecture for configuration interfaces. It separates the responsibilities for
the visual display and the event-handling behaviour into two different components
named View and Presenter, respectively. The View detects changes in the GUI and
forwards the corresponding events to the Presenter. That component contains the
logic to handle those events. Centralizing the behaviour inside a single component
makes it easier to test, and its code can be shared between different views that
have the same behaviour. As for the MVC architectural pattern, MVP comes in
two versions: passive view and supervising controller. They are depicted in Fig. 1.2.
In the passive version, interactions between the View and the Model are handled
exclusively by the Presenter. In the other one, the View can directly interact
with the Model for simple events, more complex ones still being handled by the
Presenter. In Fig. 1.2, dashed lines correspond to interactions specific to the
supervising controller version.

The key idea of our approach is to separate variability reasoning at the FM level,
event handling and the actual representation of the GUI. Thus, our architecture is
inspired by the passive view version of the MVP pattern and is decomposed into
three tiers (see Fig. 1.3).

Here, we focus on the MVP-related models (shown in green in Fig. 1.3) while the
supporting components (in blue) are considered as third-party software. The roles
involved in our adaptation of the pattern are as follows:

* Model: The model is an FM. The feature model is used to effectively engineer a
configuration GUL. It is connected to a reasoning engine which is responsible of
interactive configuration and is exposed through a generic API.

e View: The view contains a description of the GUI to be displayed to the user.
This description is generated from the FM using transformation rules. Ideally,
rather than generating the interface in its implementation language, a GUI model
should be generated for it. This has two advantages; (i) GUI models are more
concise and thus easier to generate and (ii) we can target several platforms from
the same GUI model.
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Fig. 1.3 An MVP architecture for configurators

* Presenter: The presenter is the central point of our architecture. It listens to user
actions, updates the FM and interacts with the reasoning engine to determine the
list of changes to be propagated to the GUI. Once this list is populated, it updates
the GUI model by adding, removing, hiding, making visible or updating elements
affected by the changes.

From a dynamic perspective, interaction between components works according
to the numbered arrows. The preliminary step is to translate the FM in a format
compatible with the SAT/SMT solver. This translation is made once and allows
efficient reasoning by exploiting this robust technology. Once an instance of the
FM is encoded within the solver, the configurator can be used interactively. For
example, ticking a check box in the GUI will trigger an event through the view
model and will be propagated to the presenter (1) User action). Depending on
the nature of this action, the presenter will generate an update request (2) Update
FM) for the configuration APIL. This API will in turn update the FM instance (e.g.,
by setting a Boolean variable corresponding to the feature associated with the check
box to true via(3) Forward update). The solver will compute the new list of
features to be (de)selected as aresult (4) Changes). This result will be transferred
to the presenter ((5) Notify) that will make decisions regarding changes in the
GUL The GUI is then updated ((6) Update GUT) accordingly.

Our architecture does not use the supervising presenter version of the original
MVP pattern in the sense that there is no direct link between the FM and the
view model. The main reason is that interactive configuration can induce complex
GUI updates for which a specific behaviour has to be provided. Since most of this
behaviour can be made generic, presenters can be reused amongst different GUIs.
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1.4 From Feature Models to MVP Configurators

1.4.1 Illustration

In this section, we illustrate the different languages and components of our approach
by modelling a configurator for computer network topologies and IPv6 addressing
plans. Preparing an IPv6 addressing plan is an important task for network managers
who need to deploy IPv6 in their organizations.

One of the core networking aspects found in addressing plans is the practice of
dividing a computer network into multiple networks called subnets. The computers
that belong to the same subnet have their IP addresses prefixed by a common
bit-group and the exchange of traffic between different subnets is supported by
routers. The purpose of an addressing plan is to logically divide the network into
subnets based on the structure of the organization so that the IPv6 addresses can be
effectively managed in groups. This split can greatly simplify the management of
networks, especially within large organizations.

Throughout the remainder of this section, we present the different models
supporting the generation of GUIs for a configurator that can assist practitioners
in their preparation of an addressing plan. We also introduce the required computer
network concepts for understanding this domain-specific configuration task.

1.4.2 Variability Modelling
1.4.2.1 General Principles and Language

As previously mentioned, FMs are the base models of our approach. However,
while they are the de-facto standard for representing the variability in the scientific
community, our industry partners, discussions at the 2010 variability modelling
(VaMoS) workshop [11] as well as literature reviews [23, 48] suggest that in
the industrial world, in contrast, FMs appear to be used rarely. In [46], some
of the authors of this chapter identified their shortcomings. To overcome those
shortcomings, these authors also designed TVL (Textual Variability Language), a
text-based FM language. The idea of using text to represent variability in SPLE
is not new [9, 32] but seems to be recently gaining popularity [3, 28]. In terms of
expressiveness, TVL subsumes most existing dialects. The main goal of designing
TVL was to provide engineers with a human-readable language with a rich syntax
to make modelling easy and models natural. Further goals for TVL were to be
lightweight (in contrast to the verbosity of XML for instance) and to be scalable
by offering mechanisms for structuring the FM in various ways.

Basically, the TVL language has a C-like syntax: it uses braces to delimit blocks,
C-style comments and semicolons to delimit statements. The rationale for this
syntax choice is that nearly all computing professionals have come across a C-like
syntax and are thus familiar with this style. Furthermore, many text editors have
built-in facilities to handle this type of syntax.
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In TVL , the root keyword is used for the root feature and each decomposition is
introduced by the group keyword, which is followed by the decomposition type.
The and, or, and xor decomposition types were renamed to allOf, someOf and
oneOf in TVL. These names are inspired by [32] and make the language more
accessible to people not familiar with the Boolean interpretation of decomposition.
The decomposition type can also be given by a cardinality. Cardinalities can use
constants, natural numbers, or the asterisk character (which denotes the number of
children in the group). The decomposition type is followed by a comma-separated
list of features, enclosed in braces. If a feature is optional, its name is preceded by
the opt keyword. Each feature of the list can declare its own children. If each feature
lists its children this way, the tree structure of the FM will be reproduced in TVL
with nested braces and indentation. This can become a scalability problem for deep
models, something we experienced in industrial cases. To this end, TVL allows one
to declare a feature in the decomposition of its parent by just providing a name. A
declared feature can then be extended later on in the code. Besides the group block,
a feature can contain constraint and attribute declarations, all enclosed by a pair
of braces. If there is only a group block, braces can be omitted. This reduces the
number of braces in a pure decomposition hierarchy. To model a Directed Acyclic
Graph (DAG) structure (as in FORM [53]), a feature name can be preceded by the
shared keyword, meaning that it is just a reference to a feature already declared
elsewhere.

Attributes can be defined inside the body of a feature. They are declared like
variables in C, in order to be intuitive for engineers. The attribute types supported
by TVL are integer (int), real (real), Boolean (bool), and enumeration (enum) whose
values set is specified with the in keyword. TVL further provides syntactic sugar to
define the domain and the value of an attribute. If the value of an attribute depends
on whether its parent feature is selected or not, the iffn: and ifOut: keywords can be
used. Furthermore, to concisely specify cases in which the value of an attribute is an
aggregate of another attribute that is declared for each child, an aggregation function
can be used in combination with the children and selectedChildren keywords
(followed by an ID denoting the attribute).

In TVL, constraints are Boolean expressions inside the body of a feature. There
is also syntactic sugar for guarded constraints. Constraints can be guarded using
the same ifln: and ifOut: guards as for attributes.The ifIn: guard means that
the constraint only applies if the parent feature is selected. To facilitate specifying
constraints and attribute values, TVL comes with a rich expression syntax. The
syntax is meant to be as complete as possible in terms of operators, to encourage
writing of intuitive constraints. For instance, to restrict the allowed values of an
enum, the set-style in operator can be used. For enum e in {a, b, ¢, d,
..}, the constraint e in {b, c} serves as syntactic sugar fore != a && e
= d && .., whichis much less readable.

TVL offers two mechanisms that can help engineers structure large models. The
first is the include statement, which takes as parameter a file path. As expected,
an include statement will include the contents of the referenced file at this point.
Includes are in fact preprocessing directives and do not have any meaning beyond
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the fact that they are replaced by the referenced file. Modellers can thus structure
the FM according to their preferences. The second structuring mechanism, hinted at
before, is that features can be defined in one place and be extended later in the code.
Basically, a feature block may be repeated to add constraints and attributes to the
feature. These mechanisms allow modellers to organise the FM according to their
preferences and can be used to implement separation of concerns [83]. This way the
engineer can specify the structure of the FM upfront, without detailing the features.
Feature attributes and constraints can be specified in the second part of the file, or in
other files using the include statement. The only restriction is that the hierarchy of
a feature can only be defined at one place (i.e., the group keyword can only be used
once for each feature).
More detailed information about TVL can be found in [20, 24].

TVL ,

Hereabove, we introduced TVL as we initially defined it [20, 24]. In the meantime,
the language has been extended by other researchers in our laboratory. The purpose
of those extensions is to support all constructs found in industrial cases. Basically,
three main constructs were added, string attributes, feature cardinalities and feature
references.

A string attribute is defined using the string keyword. Similarly to other attribute
types, an ID is then given to the attribute. The naming convention is the same,
the attribute ID has to start with a lower case letter. For example, “string
myString” is a valid attribute declaration. It is also possible to define string
constants in TVL,.

In the original TVL syntax, each feature can be configured (at most) once.
Like most existing languages, ours lacks a construct that allows to duplicate a
sub-tree of the FM to configure a product. TVL, now supports so-called feature
cardinalities. Their semantics is defined elsewhere [61] and will not be addressed
here. Syntactically, feature cardinalities are represented in a similar way to group
cardinalities, with bounds between brackets. The cardinality directly follows the
name of a feature. If it is not defined, the [1..1] cardinality is assumed. Furthermore,
the root feature cannot have a cardinality, i.e., it still has to be unique. Bounds can
be either an integer value or a constant, or the asterisk character. Here, the asterisk
character means that the number of feature instances is unlimited.

A feature reference is an attribute which value identifies an instance of a multi-
feature. It is declared by using the keyword shared and the type of the targeted
multi-feature. For example, “shared F myFeatureRef” represents a feature
reference which name is myFeatureRef and which type is F. If we assume that
the cardinality of F is [0..2], then the value of myFeatureRef can be either F-0
or F-1 which represent the two potential instances of F.
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1.4.2.2 Addressing Plan Example

We present a TVL model for the configuration of subnets and the allocation of
IPv6 addresses. The model is visible in Listing 1.1. There, constraints have been
removed in order to keep the code as compact as possible. The root feature is
decomposed into four sub-features. The feature named Subnet (lines 18-23)
contains information related to a subnet such as its name or its [Pv6 prefix. It also
contains two feature references that target the sibling features UseType (lines 24—
27) and Location (lines 28-31). These two features represent the groups that
are defined within an addressing plan and that determine how IPv6 address blocks
will be distributed in the organization. For example, in the case of a university
campus, the groups could be defined by a set of use types such as student, staff
or professors which refer to the different types of users on the network, and by a set
of locations such as computer sciences or economics which refer to the different
faculty buildings on the campus. By identifying each subnet by a pair of use-
type and location, the addressing plan guarantees that the IPv6 addresses will be
consistently distributed. For example, it can ensure that all students in economics
will be assigned an IP address from the same subnet. Below the root feature,
there are six attributes (lines 6-15). The attribute networkPref ix represents the
IPv6 prefix of the network. The attribute st rategy indicates whether subnets are
primarily identified by use types or by locations. useTypes indicates the total
number of use types for the addressing plan and futureUseTypes represents the
number of new use types that could emerge in the future. Likewise, locations
indicates the total number of locations and futureLocations indicates the
number of potential future locations. The feature Host (lines 32-56) contains
information related to hosts on the network. The attribute subnet represents the
subnet which the host belongs to. The feature Interface (lines 36-48) represents
the communication interfaces through which the host sends packets to other hosts
on the network. The feature ConnectedInterface (lines 44-46) represents
the interfaces that belong to neighbour hosts and which the host can directly send
packets to. Finally, the feature RoutingTableEntry (lines 49-54) represents
lines in the routing table of the host. The attribute destination represents
the addresse(s) that must be eventually reached by the sent packets. The attribute
sendingInterface represents the local interface from which the host sends
packets, while the attribute nextHop represents the neighbor interface which the
host must forward the packets to.

Listing 1.1 TVL model (excl. constraints) for the IPv6 addressing plan configurator,

enum GroupingStrategy im {LocationFirst, UseTypeFirst};
root AddressPlan ({
/" Address space

string networkPrefix;
GroupingStrategy strategy;

NN AW =
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/1 Use types
int useTypes;
int futureUseTypes;

// Locations
int locations;
int futureLocations;

group someof {
Subnet [0..x] {
shared UseType useType;
shared Location location;
string subnetName;
string subnetPrefix;
}s
UseType [0..x] {
string useTypeName;
string useTypePrefix;
}s
Location [O0..x] {
string locationName;
string locationPrefix;
}s
Host [0..x] {
string hostName;
string loopback;
group someof {
Interface [0..x] {
string index;
string macAddress;
real delay;
shared Subnet subnet;
string ipAddress;

group allof {
ConnectedInterface [O0..x] {
shared Interface connectedInterface;
}
}
1,
RoutingTableEntry [0..%] {
string destination;
int metric;
shared Interface sendinglnterface;
shared Interface nextHop;

Q. Boucher et al.
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1.4.2.3 Widget Selection

When thinking about GUI generation, the first task that comes to mind is to translate
the different FM constructs into graphical widgets. In other words, the question
is: How should the different TVL constructs be rendered in a configurator? For
this purpose, we have analysed some existing software configurators [2]. More
specifically, 111 Web-based configurators were investigated since they represent a
significant share of existing GUIs today. The (less formal) analysis of configuration
GUIs implemented in other technologies has confirmed most findings. “How are
configuration options visually represented and what are their semantics?” is the
research question which helped us to identify the types of widgets, their frequency
of use, and their semantics (i.e., the corresponding FM constructs). In decreasing
order, the most popular widgets in Web-configurators are: combo box item, image,
radio button, check button and text box. Some of them are also combined with
images, namely check button, radio button and combo box item. In that case, option
selection is performed either choosing the image or using the widget. Other less
frequent widgets are slider, label, file picker, date picker, colour picker, etc.

The most significant outcome of this empirical study is that the range of graphical
widgets is not very large. Actually, according to our analysis, only five of them seem
sufficient to represent most variability constructs. We could thus confine ourselves
to those widgets, but this would too drastically limit our approach which aims to
be generic. It is therefore necessary to propose a more flexible mapping in order
to meet user requirements. Nevertheless, we should also impose some restrictions
to ensure the generation of “coherent” GUIs. By coherent, we mean that a widget
representing a given variability construct should reflect its semantics. For example,
check boxes should be avoided to represent xor-decompositions to avoid confusion.
Note that this could be mitigated by adding a label warning the user that the choices
are mutually exclusive.

We thus proposed a mapping between FM constructs and GUI widgets. Cus-
tomization of the interface is made possible by offering several widgets for most
variability constructs. All those mappings are summarized in Table 1.3. It is divided
into three main categories: Groups, Attribute types, and Features &
Attributes. The second column represents the different constructs of each
category. The name of the different widgets associated to each construct are
displayed in the third column and illustrated in the HTML format in the last one.

1.4.3 View Definition
1.4.3.1 General Principles and Language
Previously, we presented mappings between FM constructs and GUI widgets. That

might be adequate for simple FMs but the limits of such a simple transformation are
rapidly reached. First, it does not take the different concerns that might be included



18 Q. Boucher et al.

Table 1.3 Graphical widgets mappings

Category Construct Widget HTML example
Groups and Check button
(optional features) Listbox  |[dme &) T
‘Radiobox | -_T_ruzz @ I_Jang _____
or List box
Check box
xor |Listbox ___ _ |l )
Radio box
cardinality Check box
Attribute integer _T_ex£ b_ox_ _________________
types Slider . 5
real _T_cx£ b_ox_ _________________
Slider m— 4.9
Boolean Check button
‘Listbox  |[dme &
Radiobox | ® True = False
enumeration _L_ist_ ng ______ Q ______
.
Radio box
Features & feature/attribute Label Feature label

Attributes Image ﬁ

in an FM [83] into account. The groups of logically linked constructs vary from
person to person and should be taken into account while generating configuration
GUIs. Furthermore, the structure of the generated GUI will be strongly related to the
FM hierarchy. Indeed, during the generation process, the FM will, in most cases, be
traversed using a depth-first approach in order to generate a feature together with
its contents, thus resulting in “nested” and “staired” GUIs. Nested since the widgets
corresponding to the contents (attributes or group) of a feature will be displayed
inside (or under) the widget corresponding to the feature itself. Staired as the width
of the generated GUI will depend on the depth of the FM assuming that an horizontal
offset between a feature and its contents exists in the GUI. This offset will be used
in most cases in order to depict the relationship between a feature and its contents.
The deeper the FM, the wider the generated GUI. While those staired GUIs may be
valuable in some cases, they quickly become cumbersome.

To break out of the FM hierarchy, we propose to use views on them. Views are “a
simplified version of an FM that has been tailored for a specific stakeholder, role,
task, or, to generalize, a particular combination of these elements, which we call



1 Engineering Configuration Graphical User Interfaces from Variability Models 19

a concern. Views facilitate configuration in that they only focus on those parts of
the FM that are relevant for a given concern. Using multiple views is thus a way to
achieve separation of concerns in FMs” [50].

One of the benefits of views is that they allow to break the hierarchy defined in the
FM. However, in some cases this hierarchy is still valuable in the configuration GUIL
Consequently, the view definition language should allow to split the FM hierarchy
while providing mechanisms to keep the tree structure inherent to such models, at
least for sub-parts of it. In the following, some desirable characteristics of such a
language are pointed out:

¢ Full sub-tree — It should be possible to select a sub-tree of the FM. This selection
would preserve the structure of the original model. A sub-tree is composed of its
root (which can be the FM root or any other feature) and optionally a list of
features to exclude (incl. their sub-features and attributes) from the selection, a
so-called stop list. The full FM is a specific case where the root of the sub-tree is
the FM root and the feature stop list is empty.

» Partial sub-tree — Similarly, it should be possible to select elements in a given
sub-tree. This sub-tree would also be defined by a root feature and optionally a
stop list. Then, it would be possible to include or exclude some elements like
a feature and its contents, an attribute, all groups, all attributes, etc. Here, the
structure of the FM is not preserved since the purpose is to select some elements
inside a sub-part of it.

* Feature — It should be possible to select a feature and its contents. Mechanisms
to select only parts of feature’s contents should also be provided.

¢ Attribute — Selection of an attribute, and its sub-attributes for structured ones,
should also be possible.

We propose TVDL (Textual View Definition Language), a text-based view
definition language which presents those characteristics for TVL. However, it could
easily be applied to any other variability modelling language. As for TVL, the goal
of TVDL is to supply engineers with a human-readable and lightweight language.

In TVDL, a view model has to import a TVL FM and is composed of a collection
of Views. Basically, a view is given a name and has contents. Its name is a character
string starting either with an upper-case or lower-case character. This name must be
unique and can thus be used as ID for the view. The contents are then enclosed in
braces. Similarly to TVL feature extensions, there is no separator (e.g., semicolon)
between the different TVDL views.

We implemented the four different types of views introduced above in TVDL .
Additionally, we propose grouping views which are composed of a set of sub-views
previously declared. The name of grouping views is preceded by the dollar sign.
Each view is composed of one or several view expressions which can be combined
using the && symbol. And each view expression references either a TVL feature or
attribute.

The first view expression type, full sub-tree, is defined using the asterisk
character. A so-called stop list can be defined to determine the branches of the FM
which are not covered by the view expression. The branch is thus pruned before the
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stop list element, i.e., it is not included. A stop list is composed of stop elements
which are a TVL feature name or its (fully) qualified name preceded by the slash
character. A stop list is composed of at least one stop element.

In the partial sub-tree expression, the sub-tree is used as search space. Its purpose
is to select attributes only, to exclude some features or attributes, to exclude all
attributes or groups, etc. contained in a given sub-tree. In this kind of view, the
hierarchy is not preserved since one can exclude some elements, so breaking
the hierarchy and creating confusion about the semantics of the partial FM. The
difference with full sub-tree views is the filter added to the partial sub-tree selection.
Three different sub-tree filters exist. They all start with the pipe character. The
first one is lists. A list can either be an inclusion or an exclusion (preceded by
the exclamation mark) one. The coverage of an inclusion list is the union of
elements covered by each of the list elements. Conversely, the coverage of a sub-
tree expression refined by an exclusion list is the difference between the set of
elements covered by the sub-tree expression and the set of elements covered by
the list elements. List elements can be, regardless of the list type, IDs of TVL
features or attributes, attributes or groups keywords. Those elements can be mixed
inside the same list and TVL IDs must refer to constructs covered by the sub-tree
expression. If a feature ID is included in an exclusion list, this feature as well as all
its contents (attributes and group) will be excluded from the view. Conversely, in an
inclusion list, the feature and its contents only will be included in the view coverage.
Attribute IDs included in an exclusion (resp. inclusion) list will be excluded (resp.
included) in the view coverage, as well as sub-attributes for structured attributes. The
groups keyword in an exclusion (resp. inclusion) list will exclude (resp. include)
all groups from the view coverage. The same principle applies to the attributes
keyword. Attributes are the second kind of refinement for sub-tree expressions.
The attributes keyword is used for this purpose. It means that the view covers all
attributes contained in the sub-tree expression. It is also possible to further refine
the view with a refinement list which can either be an inclusion or exclusion one
but, in this case can contain only IDs of TVL attributes covered by the sub-tree
expression. This refinement list is also preceded by the pipe character. Finally, it
is also possible to select all feature groups contained in a sub-tree of an FM with
the groups keyword. In this case, the view coverage is a set of feature groups. It is
possible to refine this groups expression with an inclusion/exclusion list (preceded
by the pipe character). But, in this case, the list contains TVL feature IDs only. We
chose to allow features since it is the only way to identify feature groups in TVL. If
a feature is covered by an inclusion (resp. exclusion) list, its group will (resp. will
not) be covered by the groups expression.

In TVDL, it is also possible to select a single feature in a view. Similarly to
partial sub-trees, refinements exist for those feature selections. The only difference
is that the group keyword has to be used instead of groups in the case of partial
sub-trees given that each feature contains (maximum) one group in TVL. Finally,
refinement lists can also be defined on features. As for partial sub-trees, it can either
be an inclusion or exclusion list. This list can contain the TVL ID of the feature’s
attributes, and/or the group or attributes keywords. For inclusion lists, the view will
cover the feature itself plus the elements mentioned in the list.
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The last kind of expression, namely attributes, is the simplest one. Indeed, we
have chosen to disallow their refinement. The only way to refine attributes would
be to select only some sub-attributes of a TVL structure attribute. But, given our
experience in variability modelling, it makes no sense to split such attributes.
Indeed, if they had to be split, they would have been represented as a feature with
attributes.

1.4.3.2 Addressing Plan Example

The TVDL model for the addressing plan configurator is given in Listing 1.2. At
line 1, the TVL model previously introduced is imported before defining the four
different views. The first one, MainTab (line 3) contains the global properties of the
addressing plan that is currently configured. The second view, SubnetTab (line 5),
displays information related to subnets and groups in the organization (i.e. use
types and locations). The third view, InterfaceTab (line 7), shows information
related to the communication interfaces of the hosts that are on the network. Finally,
the fourth view RoutingTableTab (line 9) shows the routing table entries of
the interfaces. Stop lists are used for defining MainTab, InterfaceTab and
RoutingTableTab.

Listing 1.2 TVDL model for the addressing plan example

import "addressing_plan_demo.tvl"
MainTab { AddressPlan:x/Subnet/UseType/Location/Host}
SubnetTab {Subnet && UseType && Location}

InterfaceTab {Host:%/RoutingTableEntry}

O 00O N W=

RoutingTableTab {Host:%/Interface}

1.4.4 Widget Selection

As for FM constructs, we propose a mapping between views and GUI widgets. Each
view can be depicted either as a Tab or as a Window. Tabs could be nested in other
Tabs or Windows, but not conversely.
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1.4.5 Beautification
1.4.5.1 General Principles and Language

In the previous sections, our focus was on the direct translation of FM constructs
into GUI elements. Even if this translation is technically feasible, the result would be
rough as it is relies only on information contained in FMs which is rather technical.
For example, using feature and attribute names as label for the input fields might
not be expressive enough to understand their meaning.

A first solution would be to extend existing languages. Missing information
would be directly added in TVL and TVDL. At the first glance, this solution seems
to be the best one in the context of configuration GUI generation. All information
would be located in the same place. While this might help to design configuration
GUIs, variability and view models would be cluttered with GUI-related information.
This information is completely irrelevant in other contexts and might disturb
variability modellers. We want to keep TVL and TVDL languages independent of
the GUI generation process in order to preserve the separation of concerns [83]. For
all those reasons, we chose to propose a new language dedicated to GUI-specific
information.

This language plays the same role as CSS (Cascading Style Sheets) [85] for
HTML pages, i.e., it contains beautification information. For this reason, we called
our language FCSS, standing for Featured Cascading Style Sheets. As in usual
CSS, properties include layout information but also feature-specific visualisation
strategies. Other properties are related to the rendering of TVL attributes and groups,
and TVDL views. The availability of certain options may also depend on the target
language.

An FCSS Beautification Model refers to a TVL model and optionally
to a TVDL one. Then, it is composed of four different kinds of parts, namely
Global Properties, View Properties, Feature Properties and
Attribute Properties.

Global properties definition sections start with the dot character and are, like
the three other categories, delimited by curly braces. Several global sections can
exist. However each global property can only be defined once in the whole model,
i.e., it can neither be defined several times in the same global part nor in different
global parts.

A property has a name, and a value separated by a colon. It is closed by a
semicolon. Fourteen global properties exist, five are related to feature groups, four
to features, another four to attributes, and a single one for views.

Global Properties

A global group property exists for each kind of TVL decomposition. For and-
decompositions, it is named andGroup and can take a single value, namely fextbox,
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at the moment. Setting this property might thus be useless. Our intent is to extend
the language in the light of experience with Web configurators, requests from
customers, etc. It can be seen as a variation point whose variants still have to be
defined. orGroup is a second global group property which can take either listbox
or checkbox as value. xorGroup is the third property and its available values are
listbox and radiogroup. The last kind of groups, card-decompositions, is represented
by the cardGroup property and can, at the moment, take a single value, namely
checkbox. Finally, the Boolean groupContainer property is used to determine
whether groups and their sub-features have to be visually grouped together in the
rendered configuration GUI. This is typically done with a bordered box.

The first property dedicated to features is simply called feature and determines
how they are rendered in the GUI. Available values are text and image. Those values
speak for themselves. The optFeature property determines how optional features
have to be rendered. Three values exist, checkbox, listbox, and radiogroup. With a
check box, the optional feature is selected if (and only if) it is checked. The list-
box contains two values, true and false. Similarly the radio group contains two
radio buttons labelled with the same Boolean values. Note that, optional features are
generally used with and-decompositions. That may help explain why the andGroup
property has a single value. unavailableContent is the third feature property. It can
take three values, hidden, greyed, or none. This value determines the strategy to
apply with the contents of a feature when the latter is not selected. It can either
not be visible to the user (hidden), or visible but not editable (greyed), or visible
and editable (none). With this last option, the user can select any option at any
time. Given the structure of an FM, setting the value of a construct (attribute or
feature) will automatically select all its ancestors in the configuration GUI. Finally,
a selectFeature property exists and can take the same values as optFeature, namely
checkbox, listbox, or radioGroup. In TVDL, we allow to not cover a group if all
its sub-features are covered. As a consequence, the group is not rendered in the
configuration GUI. Given that all its sub-features are depicted, we propose to use a
selection widget in front of all of them, similarly to optional features. In this way,
the user is still able to select group’s sub-features and the group cardinality will
be verified by the solver (the presenter in our architecture). The group is scattered
all over the configuration GUI but it is still possible to select its sub-features while
sticking to its cardinality.

The four attribute properties correspond to the four attribute types available in
TVL. Their purpose is to determine the graphical widget of the corresponding type.
The intAttribute and realAttribute properties represent integer and real attributes.
They have the same set of values, namely fextbox (a box containing the value)
or slider. The rendering of Boolean attributes is influenced by the boolAttribute
property. It can take three values, namely checkbox, listbox, or radioGroup. Note
that this set of values is the same as optional features given the Boolean type of both
constructs. The last attribute type available in TVL is enumeration. Its corresponding
global property is named enumAttribute and can take listbox or radiogroup as
values.
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Finally, it is also possible to influence the rendering of views defined in the TVDL
model with the view property. As introduced in previous section, available values are
tab and window. The tab value means that all views will be represented by tabs in
the same window. With the other value, window, each view will be rendered in its
own window. In the latter case, navigation links between windows should be made
available in each window.

Properties defined inside this global part can be seen as “default” values which
can be overridden by other ones defined at a lower (i.e., more specific) level. As
a case in point, properties defined at the view level have priority over global ones.
Conversely, if a global property is not refined for a given construct, it will be used
as default behaviour to generate the corresponding widget in the configuration GUI.

View Properties

View-specific definition sections start with the dollar sign followed by the TVDL
ID of the corresponding view. The different properties can then be defined inside
the block delimited by curly braces. As for global properties, view-specific ones
end with a semicolon.We can classify view-specific properties into two categories:
those which apply to the view itself and those which apply to elements covered by
the view.

We propose four properties which directly relate to the view referenced in the
view-specific definition section (i.e., the TVDL view ID directly following the
dollar sign). Using the Boolean generate property, one can define whether or not
a view has to be rendered in the configuration GUI This might, for example, be
useful if the user has defined a view which is relevant in some contexts (technical,
commercial, etc.) but should not be displayed in the GUI. It means that the TVDL
model can contain views which are irrelevant for GUI generation. We also propose
to define labels and help texts for views. Those properties are named label and
help, respectively. They both take a double quoted string as value. The label
property makes it possible to not use the view ID which might be too technical
for the end-user. The help text might help the user understand the meaning or the
purpose of a view. It is designer’s responsibility to choose the right words to help
configuration GUI users in their task. Finally, we propose the unavailable property
which determines what to do with the view contents when the view is not available.
Values for this property are hidden, greyed and none, and their meaning is the same
as for the unavailableContent global property.

The other category of view-specific properties is similar to the global properties.
Indeed, properties falling in this category will influence the rendering of constructs
covered by the view. For this reason, the proposed properties are exactly the same
as global ones presented earlier. The 14 properties will not be recalled here for the
sake of conciseness. However, we would like to draw the attention to one of them,
view. As a reminder, this property allows to define the widget corresponding to
views. Setting this property will have an influence on the views contained in the view
corresponding to the view-specific definition section, not on that view itself. The
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view property thus only makes sense for grouping views. In our opinion, all views
declared at the same level should be depicted by the same widget. This explains why
we did not propose a widget property in the first category. However, if needed, this
property could be easily added.

Feature Properties

The goal of this third category is to set properties for a given feature. Contrarily
to the two previous categories, this one covers a single element which is a TVL
feature. A feature-specific definition section starts with the ID of a feature in the
referenced TVL model. It is the single category which has no starting symbol (like
the dot character for global parts, or the dollar sign for views). Its contents are then
delimited by curly braces. Seven different feature-specific properties are available.

Among the seven feature-specific properties, three are shared with view-specific
ones, namely label, help, and unavailable. Available values and semantics are
similar. For this reason, they will not be detailed here.

Four properties that are really specific to TVL features are given. widget is the
first one and allows to set the widget for the feature in the rendered configuration
GUL It is the feature-specific counter-part of the feature global and view-specific
properties. The same two values are available at the moment, text and images.
Similarly, the opt feature-specific property has the same role as optFeature discussed
earlier. As a reminder, available values are checkbox, listbox, and radiogroup. The
role of this property is to determine the widget depicting the optionality of the
feature in the GUI This property only makes sense for optional features. The select
property is equivalent to featureSelect and takes the same three values, checkbox,
listbox, and radiogroup. Its role is to set the selection widget for features whose
group is not covered by TVDL views. It should thus only be defined for features
falling in this category.

The last feature-specific property, group, is a little more complex and has a
different syntax. It can contain other properties. In this sense, a parallel can be
drawn with TVL struct attributes. Its contents, replacing its value, are delimited
by curly braces. There, six properties can be defined. Three of them are the
common ones, label, help, and unavailable. Our experience with existing Web
configurators and discussions with industrial partners showed that, in some cases, it
should also be possible to define this information for groups. The widget property
defines the widget for the group. Available values are textbox, listbox, checkbox,
and radiogroup. They will depend on the decomposition type, textbox only for
and-decompositions, listbox and checkbox for or-decompositions, listbox and radio-
group for xor-decompositions, and checkbox for card-decompositions. The Boolean
container property has the same role as the groupContainer global property, that is
determine whether the group and its sub-features have to be graphically enclosed
together, for example using a box. Finally, the default property defines which
group’s sub-feature will be selected in the configuration GUI. Available values will
be the group’s sub-features. Ideally, default values should be defined in another
language which is out of the scope of this thesis. For this reason, it is temporarily
included in FCSS.
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Attribute Properties

The last category of properties, attribute-specific ones, is the simplest one. This is
due to the nature of attributes which are the simplest TVL constructs. An attribute-
specific definition section starts with the # symbol directly followed by the TVL ID
of an attribute. The properties are then declared inside a block delimited, like other
categories, by curly braces.

The label, help, and unavailable properties are the same as the ones previously
discussed. A single property really specific to TVL attributes exists. It is called
widget and can take fextbox, listbox, checkbox, radiogroup, and slider as value. As
for group widgets, values will depend on the attribute type. textbox and slider for int
and real TVL attributes, checkbox, radiogroup, and listbox for bool attributes, and
listbox and radiogroup for enumerations.

1.4.5.2 Addressing Plan Example

In our addressing plan example, the FCSS model contains only labels for views (e.g.
line 6), features (e.g. line 46) and attributes (e.g. line 49). Due to space constraints,
only the beginning of the FCSS model is visible in Listing 1.3. All other entries are
similar to those depicted in the code excerpt.

Listing 1.3 FCSS model for the addressing plan example

1 |import "addressing_plan_demo.tvl"
2 |import "addressing_plan_demo.tvdl"
3

4 | // Views

5

6 | $MainTab {

7 label: "main";

8 |1

9

10 | $SubnetTab {

11 label: "Subnets and Groups";
12 |}

13

14 | $InterfaceTab {

15 label: "Interfaces";

16 |}

17

18 | $RoutingTableTab {

19 label: "Routing Tables";

20 |}

21

22 | // Features and attributes

23

24 | AddressPlan {

25 label: "Address plan properties";
26 |}
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27 |#AddressPlan.networkPrefix {

28 label: "Numero client";

29

30 |#AddressPlan. strategy {

31 label: "Strategy";

32 |}

33 |#AddressPlan.useTypes {

34 label: "Number of use types";
35 |}

36 |#AddressPlan. futureUseTpes {

37 label: "Number of future use types for expansion";
38 |}

39 |#AddressPlan.locations {

40 label: "Number of locations";
41 |}

42 | #AddressPlan. futureLocations {
43 label: "Number of future locations for expansion";
44 |}

45

46 | Subnet {

47 label: "Subnet";

48 |}

49 | #Subnet.useType {

50 label: "Use type";

51 |}

52 |#Subnet.location {

53 label: "Location";

54 |}

55 |#Subnet.subnetName {

56 label: "Name";

57 |}

58 | #Subnet.subnetPrefix {

59 label: "Prefix";

60 |}

1.4.6 Putting It All Together
1.4.6.1 General Principle

After having made the role of each model of our approach explicit, we explain
here how they fit together. Our vision is based on the decoupling of the FM and
the configuration GUI by combining separation of concerns [83] and generative
techniques [79]. The base process is sketched in Fig. 1.4 and relies on the notion
of AUI [22]. According to the W3C [89], an AUI is “an expression of a Ul
in terms of interaction units without making any reference to implementation
neither in terms of interaction modalities nor in terms of technological space (e.g.,
computing platform, programming or markup language)”. In other words, an AUI
is a language- and target platform-independent description of the UI, which allows



28 Q. Boucher et al.
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Fig. 1.4 Interface generation process

considering mappings from the feature model in a unique and reusable manner. This
AUI can be directly generated from the FM with the possibility to use Views to tweak
configuration interface decomposition. The layout of the elements composing the
UI can be guided by a Property sheet containing beautification information. Once
created, the AUI can then be transformed into a CUI. Depending on the required
sophistication level of the interface, different combinations of views and property
sheets can be envisioned.

Based on the FM (TVL) and the associated Property sheet (FCSS), an AUI can
be defined for the configurator. AUI languages describe Uls in terms of Abstract
Interaction Objects (AlOs). Those AIOs present the advantage of being independent
of any platform and any modality of interaction (graphical, vocal, virtual reality and
so on). In this way, we keep our approach as generic as possible. This AUI will
finally be translated into a CUI which is the implementation of the UI in a given
language for a specific platform. Views can also intervene in this generation process
(using TVDL). Once they have been defined, views-related beautifying information
similar to FM-related one can be defined in the Property sheet. It is meant to beautify
the UI with views-related information like their display name, help text, colours and
styles.

1.4.6.2 Addressing Plan Example

Our original intent was to generate configuration GUIs encoded in a given UIDL.
They could then be transformed into multiple target implementations (e.g., HTML,
GWT, etc.). As mentioned in Sect.1.2.2, UIDL support is still immature or
proprietary. As a reminder, we can mention that existing UIDLs either do not fit
our requirements or tool support for transforming models into final GUIs are not
available to us. This last point is really important to evaluate the quality of the
generated configurators. Indeed, it is easier to show a final GUI than a model
describing it to an end-user.
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Fig. 1.5 Generation process with Acceleo
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Fig. 1.6 Address plan tab of the HTML configurator for IPv6 addressing plans

‘We thus had to skip the UIDL model in our MDE transformation chain to prefer
a direct generation approach. For the target interface technology, we chose the
HTML5 language [88], the latest version of the HTML standard. As previously
mentioned, a lot of configuration interfaces are Web-based, as illustrated by
Cyledge’s configurators database [27]. By choosing HTML, we thus cover a lot of
configurators. For other target languages, we depend on the availability of UIDLs,
especially UsiXML which is in the standardization process [84]. In addition to the
HTML target language for the static part of configuration GUISs, the presenter is
developed in JavaScript, its natural complement.

No detail will be provided about the generator which is based on a model-to-
text approach. Interested reader can refer to [18]. Basically, our implementation of
model transformations takes the three models (TVL, TVDL, and FCSS) as input (see
Fig. 1.5) and generates an HTML document.

The HTML page generated by our Acceleo tool is depicted in Figs. 1.6, 1.7, 1.8,
and 1.9. Each figure represents the same HTML file with a different tab selected.
The content of each page is automatically rendered by our generator.
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Fig. 1.7 Subnets and groups tab of the HTML configurator for IPv6 addressing plans

The first view (see Fig. 1.6) presents the user with the general properties of the
addressing plan. It allows her to specify the number of locations and use types that
are present in the organization, as well as the number of locations and use types that
may potentially arise in the future. It also allows the use to select which strategy
should be applied for the identification of the subnets that form the network.

The second view (see Fig. 1.7) allows the user to configure subnets and groups.
She can instantiate use types, locations and associate them to subnets. The view
offers to specify the IP prefixes that will identify the subnets and their hosts. In the
example shown in Fig. 1.7, which follows the creation of an addressing plan for a
university campus, all students from the faculty of economics will be grouped in the
subnet identified by the prefix 2000:de4 :abe7:0001: : /64.

The third view (see Fig.1.8) enables the configuration of hosts and their
interfaces. This is the view where the user can manage information related to
hosts on the network and where she can associate hosts to their subnets. The panel
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Fig. 1.8 Interfaces tab of the HTML configurator for IPv6 addressing plans

labelled “Connected interface” allows the user to configure the direct connections
between interfaces that belong to distinct hosts. Figure 1.8 also offers an example
of three nested features rendered into the panel labelled Host, Interface and
Connected interface.

Finally, the fourth view (see Fig.1.9) addresses the configuration of routing
tables. In our example, the panel labelled Routing table entry shows a line
in the routing table that indicates how packets directed to hosts identified by the
prefix 2000 :de4 :abe7:2: : /56 should be routed.
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Fig. 1.9 Routing table tab of the HTML configurator for IPv6 addressing plans

1.5 Lessons Learned

We applied our approach on several research (such as the IPv6 addressing plan) as
well as industrial cases.? Globally, our interlocutors were pleased with the generated
HTML interfaces even if none of them used the full power of the FCSS model.
We could thus conclude that the default behaviour of our generator matches the
expectations of our first partners. The ease and speed with which interfaces could
be generated allowed us to easily interact with people without variability modelling
background. The different models changed a lot over time and all required changes
were supported by the proposed languages. Some even challenged us and were not
able to find weak points for TVDL.

However, our partners missed three things in the generated configuration Web
page. First, they would like an additional “summary” tab. Finalisation being case-
specific, we decided to not handle it in our generator. Instead, it should be developed
based on user requirements. A possible implementation would be a Web service
which, for a given configuration, returns the expected summary.

3Unfortunately, these cases could not be reported here for confidentiality reasons.
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A much finer-grained handling of feature instances was also required by one
of our interlocutors. In the interfaces currently generated, the number of clones is
handled by a number input. Decreasing (resp. increasing) the number of feature
instances will delete (resp. add) the HTML code corresponding to those instances,
starting from the last. It is thus not possible to delete a given instance. This
functionality can easily be added to our generator. Ideally, a button to create a new
instance should also be added after the current last one.

One of our partners required to be able to define features having several parents.
Theoretically, this request is supported by TVL through the shared feature construct.
Those constructs are also supported by our Acceleo generator. However, we did
not use them given that the current version of the solver does not support such
features. This specific case study allowed us to get accurate requirements for shared
constructs. The generator should be modified accordingly.

We now report our findings about the approach, including the solver, the TVL,
TVDL and FCSS languages, the presenter or the generated configurator based on
our collaborations.

Completeness of TVL. In the biggest TVL model we had to produce so far, we
count four duplicable features. The same comment applies to string attributes added
in TVL , and used ten times in the same case study, that is 17,9% of the attributes.
Generally speaking, TVL offered the required expressiveness. Shared features also
proved relevant, even if they are currently not supported by the underlying solver.

Completeness of TVDL. The view definition language has been assessed. It turned
out that it supports all views required by our partners with one exception. To deal
with this weakness, an abstract feature was added right under the root feature. In the
future, TVDL should be extended in order to avoid such collateral effects on other
models.

Completeness of FCSS. We did not use a lot of FCSS properties and focused
mainly on labels. On the one hand, it does not allow us to thoroughly evaluate the
language. On the other hand, it implies that the default behaviour corresponds to
actual user needs. There is room for improvement. First, it should be possible to
define the position of a label, before or after the TVL construct with which it is
associated. Second, several FCSS properties should be made available for more fine
grained TVL constructs. For example, it is not possible to define a label for the values
of an enum attribute. The same comment applies to sub-attributes of structures. For
such attributes, it is even not possible to change the widget, which is somewhat
restricting. Defining the step for number attributes, the break point between radio
groups and list boxes, etc. worth exploring according to our interlocutors. Finally,
colours could also be defined for elements to be rendered in the GUI. An interesting
feature would be to generate the same interface in several languages with different
FCSS models. For this purpose, we could use the include mechanism of TVL in
FCSS.

Communication with the solver. The JavaScript presenter fulfils its role of
interface between the HTML page and the solver perfectly and behaves as expected.
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Behind the scene, this component is probably the most complex one and should be
simplified. At the moment, it handles some behaviours which should be on solver
side. Migrating them would make the JavaScript much simpler and respect the
separation of concerns. For example, the presenter currently handles transactions.
Changing the value of a select box representing a xor-decomposition is an example
of such a transaction. It can be decomposed into two tasks: (1) unassign the
previously selected value and (2) assign the new one to frue. After the first step, the
solver randomly selects an option to comply with the group cardinality and returns
it to the presenter. That value is ignored by the presenter as it knows that, in the
second step, another value will be sent to the solver. In the future, the solver should
handle requests containing multiple changes. The solver might be in an invalid state
while the transaction is processed. At the end of it, the solver should be in a valid
state. Otherwise, it means that the transaction is an invalid one.

Role of generated GUIs. In our different use cases, the generated interfaces
provided valuable input to initiate discussion. Working only at TVL level seemed
abstract for most of our interlocutors. HTML interfaces generated in less than one
minute made the process more interactive. TVDL views were even tailored according
to the audience. Indeed, high level managers do not have the same concerns as
technicians. As expected, none of our interlocutors envisions to reuse the generated
configuration GUI as-is in their final products. There are several reasons for this,
including the graphical charter, legacy tools, etc. These reasons motivated us to
focus on the correctness of the interface (with respect to configuration) and its
structure (tabs, views) and to not aim for 100% automation neither possible nor
desirable.

Propagation strategies. In the current solution, there are two possible outcomes to
user changes. Either it is not valid and the previous state is reset, or it is acceptable
and propagations are automatically applied in the GUI. While, in the first case, the
implemented behaviour seems the single viable one, several strategies should be
made available for valid changes. At the moment, the user is not informed of the
consequences of her choices which are automatically propagated in the interface.
Providing an explanation mechanism could minimize user’s lack of comprehension
concerning a propagated value. Such information requires modifications at the
solver level. Alternatively, the set of propagations could be displayed to the user
before applying them in the configuration GUI. If she confirms her choice, the
configuration is updated according to the values in the set. Otherwise, the previous
GUI state is reset, i.e., like for invalid changes. The two behaviours can co-exist.

Source of propagations. Initially, the presenter was able to handle values prop-
agated by the solver in a specific way. In the prototype version, they were greyed
out in order to prevent user changes. But this approach was rather restrictive with
respect to the results sent back by the solver. For example, if a feature is selected,
the propagation set contains its parent which will be greyed out in the configuration
GUI. While this behaviour respects the semantics of FMs, it is not adapted to GUIs.
In such a case, the user would have to deselect all sub-features to unblock the parent
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one. Instead, it should be possible to set the parent to false with the unassignment of
child features as side effect. We identify three categories of propagation sources:
cross-tree, hierarchy, and siblings constraints. The first category should trigger
the disabling mechanism (e.g., grey out). The second one has been illustrated
by the example earlier in this paragraph. Finally, siblings constraints should be
handled differently by the presenter depending on the widget representing the
group. For example, xor-decompositions rendered as a list box or a radio group are
automatically handled by the widget, contrarily to those depicted by a set of check
boxes. In the future, the solver should return three propagation sets, differently
handled by the presenter.

Display strategies. A top-down strategy is applied in our generator. By this, we
mean that the contents of a feature are displayed in the configuration GUI as soon
as it is selected. The Web page is thus populated as the user makes choices. However,
some configurators might require a different display strategy. Theoretically, our
approach can support other strategies with mechanisms such as the unavailable
property in the FCSS model. We will require other case studies to evaluate the
alternative behaviours.

1.6 Perspectives

1.6.1 Multiple Targets

We envision two solutions to target multiple output languages. The critical point
is to have an UIDL suited to our configuration needs. The first solution consists in
selecting a relevant subset of an UIDL like UsiXML to meet our requirements while
still taking advantage of existing code generators. The second approach is to define
our own UIDL dedicated to configuration GUISs. In that case, UI concepts would be
strongly connected to FM concepts.

1.6.2 Ordering Views

In the GUI generation approach, the different views are rendered in the GUI in the
same order as in the TVDL model. These views are all accessible to the user at
any time. Such a behaviour is not suited to all situations. In the future, generated
configurators should support explicit view ordering and activation/deactivation.

To describe those behaviours, feature configuration workflows [47] or multi-step
SPL configuration [91] could be used. There, the workflow defines the configuration
process and each view on the FM is assigned to a task in the workflow. A
view is configured when the corresponding workflow task is executed. A feature
configuration workflow is thus a combination of views on the FM, workflow and
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the mapping between them. Up to now, feature configuration workflows focused
on distributed configuration among several stakeholders but one might easily adapt
them to other purposes like the dynamic behaviour of a GUI in our case.

After having defined views, the workflow representing the dynamic aspect of the
GUI thus has to be modelled and its tasks attached to the different views to create
a so-called FCW. FCW-related beautification information can also be stored in the
FCSS along with information related to the FM and views.

1.6.3 Re-engineering

In our previous empirical study of 111 Web configurators, we were able to identify
several common bad practices among online configurators, such as incomplete
reasoning over configuration constraints, counter-intuitive representation of options
or the loss of all the user’s decisions when navigating backwards. The study reveals
that developing an online configurator like any other typical Web application (i.e.
without specific, adapted, and rigourous engineering methods) can lead to issues in
reliability, runtime efficiency, and maintainability. These issues could be addressed
though the migration from a legacy ad-hoc configurator to a better model-driven
engineered configurator.

In this chapter, we focus on the creation of new configurators through the
elaboration of feature models and the generation of configuration GUIs. We believe
that our approach can also be useful in the context of re-engineering existing
configurators. The re-engineering process consists of two steps.

1. The configuration models of the existing configurator are recovered by applying
reverse-engineering techniques.
2. A new configurator is created from the recovered models.

The approach described in this chapter can be used to implement the second
step of this re-engineering process as it can support the engineering of configuration
GUIs from recovered feature models. As for the first step, Abassi et al. [1] propose
a supervised semi-automatic process for reverse-engineering TVL code from web-
based configurators. The user starts with the definition of variability data extraction
patterns (vde patterns) which specify the variability information to be extracted from
a given Web page written in an HTML-like language. A Web Wrapper is then used
to extract the variability data from a given page, based on a given a set of vde
patterns, and save it into an XML format. Some manual user configurations are
also simulated in order to extract dynamic content such as configuration constraints.
The information extracted through steps 2 and 3 can be edited and transformed into
a feature model. Typically, several FMs are extracted from one Web configurator,
e.g., one FM for each configuration step. These FMs are merged by FAMILIAR, a
tool-supported language to merge multiple FMs into a single one [5].

Figure 1.10 presents the full re-engineering process, the contribution of this
chapter being represented on the right side by the forward-engineering steps. The
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Fig. 1.10 Re-engineering process for configurators

interested reader can refer to [19] for more detailed discussion of the re-engineering
process.

1.6.4 Product Selection

The configuration model of a configurator is a concise representation of the technical
and functional properties of all variants for a product line. Typically, the configurator
is the system through which the particular requirements of the current user are
collected, and which exploits the configuration model to derive the product with
the properties meeting these requirements. This means that the system gradually
refines the features and attributes that will be included in the single final product at
each user interaction.

For some product lines, while the configuration process still consists in collecting
requirements from the user and verifying their consistency, the resulting config-
uration is used to compute a set of candidate products which all meet the user’s
expectations. This can be the case when a customer needs to select a candidate
product from a catalogue, but is first asked to complete a configuration task in
order to define the environment in which it will be deployed. In this scenario,
the purpose of this first configuration task is to filter out the invalid products, that
is those which do not hold the properties that would make them suitable for the
configured environment. For such product lines, the process of choosing the final
product can thus be divided into two phases. Firstly, a configuration phase that
determines the valid products. Secondly, a selection phase through which the user
selects one final product among all valid products. Figure 1.11 illustrates the two
phases for a catalogue of servers.

In the previous sections, we propose a generative approach for supporting
configuration tasks. An interesting research direction would be the extension of our
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Fig. 1.11 The configuration phase and the selection phase for a catalogue of servers

work to the engineering of selection phases in order to help users rank competing
valid products and evaluate trade-offs. In the remainder of this section, we discuss
product comparators and knowledge-based recommender systems, two types of
systems which could benefit from a model-driven development approach.

1.6.4.1 Product Comparators

Product comparators aim at assisting customers during the evaluation of product
assortments. These systems help their users to visualize the similarities and differ-
ences between competing products within product comparison matrices (PCM). A
PCM offers a tabular representation of the characteristics of competing products that
helps customers to rapidly compare them and evaluate trade-offs between them.

While the structure of PCMs may appear simple, they can contain heterogeneous
data and be frequently updated as new products and features emerge. For these
reasons, practitioners can benefit from a model-driven approach for maintaining
PCMs.

The interested reader can refer to Bécan et al. [10]. The authors propose a meta-
model for PCMs and discuss model-based techniques as well as automated tools for
developing PCMs.

1.6.4.2 Knowledge-Based Recommender Systems

Like product comparators, a recommender system aims at helping customers to nav-
igate competing product ranges. Knowledge-based recommender systems (KBRS)
are a particular type of recommender systems that share common characteristics
with configurators. Indeed, they also collect requirements from their users and
exploit knowledge about the products to provide purchase recommendations (see
Felfernig et al. [36] for a more detailed coverage of KBRS). Similarly to config-
urators and their configuration models, KBRS operate a knowledge base which
synthesizes the knowledge about the product properties and their relationships with
customer requirements.

Oftentimes the development of KBRS gives rise to a domain knowledge acqui-
sition bottleneck, a challenge also encountered by developers of configurators. This
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problem refers to the need for practitioners to encode knowledge about the products
into the formalism used within the knowledge base of the system. This acquisition
phase is critical as the resulting knowledge base will determine the behaviour of
the system. The term bottleneck refers to the fact that this phase often proves
to be both time-consuming and error-prone. It thus requires particular effort and
cautiousness from practitioners when searching product documentation or engaging
with domain experts in order to ensure the completeness, accuracy and consistency
of the knowledge base.

This challenge has lead to previous research effort. Felfernig et al. [35] discuss
an environment for engineering KBRS and their user interfaces. The motivation
for a model-driven approach is to accelerate the acquisition of domain knowledge
through fast prototyping, and to reduce maintenance costs.

1.6.5 Recommendations

Web configurators often have to cope with domain knowledge related to complex
products (i.e., products with numerous features, attributes, as wells as business and
technical constraints to satisfy). Due to this complexity, users can be exposed to
an overwhelming number of configuration steps to resolve, to the extent that the
benefits of the co-creation process risks to be offset. This has serious managerial
implications as tedious co-creation processes can make vendors undesirable for
customers [67]. Franke and Schreier [38] show that the enjoyment and perceived
effort of the co-design process have a direct impact on the willingness to pay for
customized products. Configuration complexity can also make customers miss the
product that best meets their expectations as they shift towards simplifying decision
heuristics [31].

For these reasons, it is important to assist users of Web configurators during their
configuration tasks. Previous works have addressed the development of recommen-
dation techniques to help users resolve configuration steps, that is recommendations
for feature selections and attribute values. Researchers have proposed the use of
defaults values which denote predefined recommendations that are applied based
on the current user preferences [34, 59]. Other approaches consist in analyzing
past configurations to infer recommendations [34, 90]. Felfernig et al. [37] analyze
the current partial configuration of the user and use a similarity-based approach to
recommend the complete configurations that are the closest to the already specified
user requirements.

In this chapter we discussed languages to model variability and build GUI
elements. It would be interesting to investigate language extensions or additions to
support practitioners during the elicitation of configuration recommendations and
the generation of corresponding GUI elements through a model-based approach.
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1.6.6 Evalution of Configuration Interfaces

In addition, to the generation of configuration interfaces, another concern is their
evaluation. As noted by Leclercq et al. [57] there is limited knowledge on what
are the general guidelines and principles guiding the design of configuration
interfaces. Indeed, most the of the works criticise existing interfaces or practices
(e.g., [2, 76]), focus on specific configuration interfaces (Web) or business-to-
consumer (B2C) applications. As our case-study suggests, not all configuration
interfaces are dedicated to a general audience, and the specific needs and skills of
intended users have to be taken into account when designing interfaces for them.
We are therefore in search for grounded theories and guidelines that could assist the
design of such interfaces and in the long term incorporate these principles in our
generative approaches.

1.7 Conclusion

The explosion of e-commerce applications and the need for customized products
tailoring user needs make the development of configurators a concern in a variety
of domains. Configurator engineering is a difficult activity: configurators both need
to be consistent while handling user’s decisions and their graphical user interfaces
should meet usability and aesthetics requirements of consumers. This difficulty is
often amplified in ad-hoc configurators in which the variability model, graphical
user interface concerns and reasoning engine are all implicit and/or entangled. The
software product line community has developed conceptual models and concrete
tools to perform configuration through (simple) feature models. However, the
engineering of configuration graphical interfaces has been much less addressed.

In this chapter, we present a model-based perspective. We rely on (advanced)
feature models to formally specify configuration options and automate reasoning.
We developed a model-based solution to generate graphical user interfaces from
feature models while relying on SAT/SMT solvers to perform reasoning to react
to user selections/deselections. We propose a model-view-presenter architecture to
separate variability, reasoning and presentation. In our approach, the model is a
feature model and its solver, and the view is a graphical user interface. The presenter
will depend on the target graphical user interface technology. Its main role is to
enable communication between the model and the view.

As existing feature modelling languages are not providing the expressiveness
required to cover our needs, we developed a new language: it is a textual language
named TVL and supports constructs such as feature attributes or group cardinal-
ities which are not supported by most existing variability modelling languages.
Furthermore, the language provides two mechanisms for structuring large models:
an include statement to split the model into several files and the possibility to define
a feature in one place and extend it later in the code. These mechanisms allow
modellers to organise the feature model according to their preferences and can be
used to implement separation of concerns.
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In order to split the hierarchy of feature models, we propose a view definition
language called TVDL. It is inspired by the XPath language previously used by
Hubaux et al. in the context of feature configuration workflows. The advantage of
TVDL is that is not XML-based and allows to select any (combination of) TVL
model construct(s). Four kinds of views are supported: grouping, sub-tree, feature
and attribute. Grouping views are syntactic sugar to group the three other kinds of
views. Sub-tree views allow to select TVL constructs in a sub-tree of a TVL model,
feature views allow to select a feature and its contents (or a part of them), and
attribute views cover TVL attributes (and their sub-attributes for structured ones).

As TVL and TVDL models do not focus on styling information, we propose
FCSS. FCSS is a beautification language which contains information related to the
graphical user interface such as labels or help texts, for example. The language
has been named after CSS which plays a similar role for HTML Web pages. FCSS
models can be decomposed into three levels. The highest one, called global, defines
properties which should be applied to all constructs of imported TVL and TVDL
models. They can be seen as default values. The second level defines the default
properties for all constructs contained in a view. Finally, the last level allows to
define properties for a specific feature or attribute.

Configuration interfaces are generated through model transformations, of which
TVL, TVDL and FCSS models are the inputs. Our initial intent was to use a user
interface description language as target, more specifically an abstract user interface
model. In that case, model-to-model transformations would have been used. How-
ever, we did not find such a language meeting all our criteria. Consequently, our
prototype generator produces HTML code through model-to-text transformations.
The workload to move from a model-to-text to a model-to-model transformation
should not be too high given that the most intricate part can be massively reused.

The languages and the generator were evaluated together on several cases. Our
approach and the generator were used iteratively to demonstrate and evaluate the
capabilities of the tool to (re)design and (re)generate a configurator on-the-fly.
This could be done at such speed that the tools can be used during workshops in
order to dynamically adapt the configurator based on the participants’ input. Our
experiences demonstrated the utility of the approach and allowed to identify various
improvement opportunities.
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Chapter 2
User Interfaces and Dynamic Software Product
Lines

Dean Kramer and Samia Oussena

Abstract In the modern world of mobile computing and ubiquitous technology,
society can interact with technology in new and fascinating ways. To help provide
an improved user experience, mobile software should be able to adapt itself to suit
the user. By monitoring context information based on the environment and user,
the application can better meet the dynamic requirements of the user. Similarly,
it is noticeable that programs can require different static changes to suit static
requirements. This program commonality and variability can benefit from the use of
Software Product Line Engineering, reusing artefacts over a set of similar programs,
called a Software Product Line (SPL). Historically, SPLs are limited to handling
static compile time adaptations. Dynamic Software Product Lines (DSPL) however,
allow for the program configuration to change at runtime, allow for compile time and
runtime adaptation to be developed in a single unified approach. While currently
DSPLs provide methods for dealing with program logic adaptations, variability
in the Graphical User Interface (GUI) has largely been neglected. Due to this,
depending on the intended time to apply GUI adaptation, different approaches
are required. The main goal of this work is to extend a unified representation of
variability to the GUI, whereby GUI adaptation can be applied at compile time and
at runtime. In this chapter, we introduce an approach to handling GUI adaptation
within DSPLs, which provides a unified representation of GUI variability.

2.1 Introduction

In the modern world of mobile computing and ubiquitous technology, society can
interact with technology in new and fascinating ways. To help provide an improved
user experience, mobile software should be able to adapt itself to suit the user. By
monitoring context information based on the environment and user, the application
can better meet the dynamic requirements of the user. Similarly, it is noticeable
that programs can require different static changes to suit static requirements. This
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program commonality and variability can benefit from the use of Software Product
Line Engineering, reusing artefacts over a set of similar programs, called a Software
Product Line (SPL). Historically, SPLs are limited to handling static compile
time adaptations. Dynamic Software Product Lines (DSPL) however, allow for the
program configuration to change at runtime, allow for compile time and runtime
adaptation to be developed in a single unified approach. While currently DSPLs
provide methods for dealing with program logic adaptations, variability in the
Graphical User Interface (GUI) has largely been neglected. Due to this, depending
on the intended time to apply GUI adaptation, different approaches are required.
The main goal of this work is to extend a unified representation of variability to the
GUI, whereby GUI adaptation can be applied at compile time and at runtime.

In this chapter, we introduce an approach to handling GUI adaptation within
DSPLs, which provides a unified representation of GUI variability. In Sect.?2.2,
we motivate this chapter and the need for handling GUI adaptation in DSPLs.
Section 2.3 discusses previous work in the fields. An introduction into the challenges
of GUIs and DSPLs is discussed in Sect.2.4. Our approach to handling GUI
variability is described in Sect.2.5. In Sect.2.6, we describe how a DSPL is
generated using our approach. Section 2.7 outlines our implementation. Next, we
introduce examples using our approach, and discuss some of the current limitations
in Sect. 2.8. Finally, Sect. 2.9 concludes this chapter.

2.2 Motivation

To help drive this chapter, let us consider a mobile content store application as a
scenario application, like the Google Play store. These applications allow different
content to be bought, and consumed by the user, including different applications &
games, movies & TV shows, and music. Different methods of content consumption
can often be handled. For example, music and movies can be streamed to the device,
or downloaded.

These applications often require tailoring to suite different user requirements and
situations. These changes can be static including tailored content stores designed
for education, or user interfaces designed for particular user groups. Static tailoring
remains constant during use, and only changes during explicit application updating
on the device. Other changes can be more dynamic, based on the changing situations
the user is in. For example, sales and distribution licensing is often required for
selling different content in different countries and geographic regions. If a person
takes their mobile device on a plane to another country, they might be legally unable
to purchase a specific piece of content. For these reasons, this content should not be
shown to the user, and can require changes in the user interface when whole types of
content are not available, for example music. Other dynamic changes can be related
to network connectivity and unused storage capacity of the device.
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Fig. 2.1 Content store SPL feature model, and example variability

For such a DSPL, a simplified feature model as seen in Fig.2.1 could be
considered. In this feature model, the features Payment, ContentTypes, History, and
Retrieval are seen to be required in every configuration of this DSPL. The Payment
feature handles all payment transactions when content is bought or rented. The
ContentTypes feature contains the different components for browsing, and buying
different types of content. For contextual changes, we can make use of feature model
propositional logic. Propositional logic can be viewed as a logical representation
of the feature model. By the use of logical connectives including Vv, A, =, =,
and < with primitive variables (Boolean values), a formula can be determined
to be either satisfiable, or non-satisfiable. Formula satisfiability is determined by
whether the formula evaluates to true, given a set of variable assignments. Using
this satisfiability, context adaptation can be bound to specific application features
at runtime. For example, the two Retrieval features can be chosen based on space
remaining on the mobile device, whereby if the device has sufficient storage
remaining and on Wi-Fi, the file can be downloaded on the device. This can be
represented using the following constraint:

WifiConnected N HighStorageSpace = Download

2.2.1 Document-Oriented GUIs

Historically, GUIs have been described and implemented within code. Different
elements of the GUI including visual properties and controls are created using
program statements. This approach requires programming knowledge from the
developer creating the GUL
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Within recent years, we have seen the emergence of GUI representation being
implemented using documents instead of code [20]. Using this approach, GUI
representation is implemented in a more declarative fashion, commonly in markup
based languages [30]. GUI documents are often used in conjunction with different
UI design patterns for example the Model-View-Controller (MVC) [31]. When
using these patterns, the GUI documents are used as a method of implementing
the View. Examples of these languages includes Mozilla XUL, QML used in
QT, Microsoft XAML, Apple XNib, and Android XMLBlock. While there are
differences in capabilities across these implementations, all essential share the
ability to declare the layout of different GUI screens in terms of GUI elements/wid-
gets, and their positions. Once the document has been created, it is normally
referenced within the main application code, and at runtime, the document is
interpreted.

By using a document-oriented approach, there are many advantages discussed
in [20] including separation of concerns, compatibility, editability, non-universality
and abstraction. Also, with many development platforms, What You See Is What You
Get (WYSIWYG) editors are included for the GUI documents, allowing developers
to preview their GUI without the need for compilation and testing.

2.2.2 Types of Variability

Central to adaptive GUIs and SPLs is variability. Variability can affect the GUI in
several different ways. GUI variability can occur to suit different localisation/inter-
nationalisation and design needs. Particularly in the instance of internationalisation
and localisation, it has been proposed that products translated for new cultures
become entirely new products [33, 40]. It is this variability that allows applications
to be tailor made, and make dynamic changes to the application GUI at runtime.
Because we wish to consider the ability to handle static and dynamic GUI
variability, it is necessary we first analyse the distinct types of variability that need
to be handled within such system.

The types of GUI variability that should be handled include the following
extension of [37]:

* Presentation Units: A collection of Ul elements. Presentation units can differ
in the quantity of screen real state they utilise, covering a whole screen, or just a
particular fragment. Using GUI documents, developers can declare either single
UI elements, or more often, a collection of different Ul elements in a given
layout.

* Ul Elements: GUIs are composed as a tree of different widgets, or Ul elements.
These widgets can handle user input, output, or both. An example of these
widgets include buttons, editable text fields, labels, and checkboxes. Widgets do
not always need to be a visual element, but can also be used for shaping the GUIL
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These type of widgets are known as container widgets, as they by default contain
widgets. Container widgets can be used to shape the GUI by allowing widgets
to be arranged in a specific style including linear layouts, that is placing widgets
either vertically or horizontally after each other.

Properties of UI Elements: A property of a Ul element corresponds to different
logical settings of that element. If we consider Ul elements for example
checkboxes, and radio buttons, there can be default selections, also textual hints
in text fields to add to the user.

Dialogue of UI Elements: By dialogue, we include reactions that require
intervention by a user. Interventions required by the user can include input
validation or verification. An example can include maximum input lengths, and
character types in text fields.

Layout: GUI layouts primarily concerns the positioning and sizes of the different
UI elements contained in it. This includes ordering of widgets, when contained
in order dependent layouts. Layout variability can be used for several reasons.
For instance, it could be used to ensure input field ordering is consistent across
corporate applications. It could also be used for handling different localisation
concerns, including left-to-right and right-to-left reading users [40].

Visual Appearance: GUI elements by default to be visible require visual
properties. Depending on the GUI element in question, different properties can
be used to set the visual appearance. Different examples include colours, text font
type, borders, background images etc.

Orientation: GUI applications often run on a variety of different screen sizes
including mobile phones, and tablets. Different orientations for a given appli-
cation can be required based on the horizontal and vertical requirements of the
GUI for example a game. Screen orientations can be manual set permanently
in portrait or landscape, or can also switch orientations based on the orientation
of the mobile device. In cases where both orientations are supported, it can be
necessary to also alter the orientations of GUI elements, or their positions to
increase usability.

Behaviour & Interaction: Behaviour and interaction are both important aspects
of an GUI. GUIs carry out tasks for the user, which can include gesture
interpretation, and completing actions when particular events occur. Similar to
GUI layouts, interactions can be related to localisation issues. For example, if
a slide out menu that is designed on the left the screen for left-to-right reading
users, it makes sense to intercept sliding actions from the left edge of the screen
to the right. Alternatively, for right-to-left users, not only should the menu be
displayed on the right side of the screen, sliding actions should be intercepted
from the right edge to the left of the screen.

Compound Variability: The previously introduced variability categories can be
used in isolation, or compounded and used together. In some cases, to ensure
consistency across a GUI, variability in the GUI can include more than a single
dimension of variability.
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2.3 Previous Work

GUI variability is an important issue when handling user facing applications.
Therefore, in this section, we present related work in the fields of SPLs, Model-
Driven GUIs and Software Engineering, Adaptive GUISs, and Plastic GUIs.

2.3.1 Static GUI Variability

Systematic reuse of static GUI variability can be traced back to [42], who took
advantage of generative programming techniques to generate GUIs from refinement
fragments of GUIs. For this method, various parts of the GUI were abstractly
modelled within a conventional feature model. Deriving GUI variants was carried
out using the tool, ANGIE-Based GUI Generator (ABA), which takes an XML
specification of the GUI, generated from a dialog-based graphical-interactive DSL.
Model-Based UI Development (MBUID) has been used in conjunction with SPLs
for handling UI variability [24]. This work firstly applied this approach to web
applications. In this approach, the author proposed a methodology for handling Ul
within domain and application engineering. In the domain engineering, two types
of artefacts are created, a feature model, and domain artefacts. Domain artefacts
created include the application core, which is expressed in models for platform
independence including a data model & operations, and an Abstract User Interface
(AUI) models. Each AUI model can be seen as a combination of task model,
and abstract user interfaces from model-based UI development. AUI models are
structured in tree hierarchies of different nodes, along with relationships between
them using temporal operators. Next, elements in the AUI model are mapped to
feature in the feature model, and linked with the application core using a linking
element. In the application engineering, the processes of product configuration and
derivation is carried out. Product configuration involves the picking of what features
should be added to a specific product. Product derivation produces a product model,
made up of a UML based Web Engineering (UWE) content model, a UWE user
model, a UWE process model, and AUI model. These are then transformed using a
semi-automatic stepwise approach using model-based user interface development.
This methodology was then applied to web applications creating JSP pages and
some limited form of business logic of the application. This work was then described
by [36]. The authors also considered the need for manual customisation with
automatic Ul variant generation. This problem is caused by the need for manual
modifications by of an applications UI after product derivation by customers of
the system. The authors describe different aspects of MBUID commonly requiring
customisation and how these aspects can be customised.

Automated UI generation to tackle the difficulties in creating Uls for different
devices and appliances has been proposed by [32]. Generation was carried out in
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two stages. The first stage took an appliance specification, written in a DSL, and
produces an abstract user interface (AUI). Following this, interface modifications
are carried out to ensure consistency among other interfaces created for that device.
These modifications can be functional, or structural. From here, a concrete UI (CUI)
is created, using platform specific UI objects. This is carried out by traversing
the AUI tree, applying CUI rules. Lastly, the CUI is modified for consistency
usingrules.

Other work concentrating on GUIs within an SPL considered how to re-engineer
configurators [13]. In this work, the authors present challenges regarding the reverse
engineering of existing configurators analysing GUI, webpage source, and code base
to extract variability information. It is proposed that variability information can be
extracted by searching for variability and constraint patterns in the GUI, with a few
patterns already supported. A TVL model is generated after the user is satisfied with
the extracted data in a post-processing step. Additionally, the challenge regarding
forward engineering and generating a tailored GUI and codebase is discussed.

Other approaches proposed include rule-based approaches [34]. Using this
approach, GUI descriptions are stored within database tables, that are loaded and
transformed into object hierarchies. These objects are then converted to CLIPS facts
for an engine proposed in previous work [35]. The CLIPS facts are script files that
describe different GUI parameters. Two processes are handled by the specified rules,
first reconfiguring the Ul for a given event, and then adapting the UI. Currently, only
rules for hiding and removing certain GUI elements have been realised.

The need for scaling the GUI on mobile devices based on variable screen sizes
was presented by [10]. To help graphical scaling, the author proposes the use of
Scalable Vector Graphics (SVG). By using SVG graphics for different UI elements
on the screen, these can be scaled to suit the screen size more easily, while retaining
image quality. To use vector graphics instead of the default raster graphics, the
authors propose to override the standard widget drawing methods. These override
methods then instead translate the vector graphics to a drawable that can be used by
the widget, scaling to suit the given display size.

Toolkits to handle transparent GUI migration and adaptation have been proposed,
including those by [22]. This approach was designed to be used with the Mozart
Programming System,' based on the Oz language providing declarative, object
oriented, and constraint programming. Dynamic adaptation of the GUI is carried
by each widget having different representations, that can be switched at runtime
depending on a given context. Each of these representations is supported by
individual renderers, which in turn represent a variant of that widget. These
renderers can be distributed and transferred between applications, and even devices
over a network interface. Granularity of adaptation supported ranges from the entire
screen, to single widgets, and to an arbitrary pixel area.

Uhttp://www.mozart-oz.org/
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2.3.2 Dynamic GUI Variability

GUI support in SPLs has predominantly been handled only statically. Handing
GUI adaptation at runtime has therefore been mostly from the adaptive GUI
community, to which we consider some of the following works. Middleware and
language extensions have been used for implementing dynamic variability [18].
This approached used the Context-Oriented Programming language, ContextJ [8],
for implementing UI changes in the application. This approach was found to reduce
development and testing time, while reducing the number of lines of code when
compared with a standard Android application. Other language extensions include
the work of [41], who bring adaptivity to static GUIs using a refactoring process
in C++. This approach is based on three distinct steps. In the first step, user
requirements are analysed, with roles and requirements identified. Next, interface
profiles are modelled, expressing variations of the user-interface behaviour. Lastly,
adaptation decision logic is identified, and context events and their adaptation rules
are specified. In the second step, alternative adaptations are encapsulated, using
general superclasses, and each alternative adaptation implemented as a subclass.
Replacement at runtime is carried out by component termination, and substitution
activation. During component replacement, state is passed between the original
component to the constructor of the substitute. Other approaches to dynamic GUI
variability include the use of Model-Based GUIs. Hanumansetty [23] proposed
a framework for handling web applications, including context processing and
interface adaptation off device. Client side contexts are collected from the device
and are sent to a context server, where with sensors and other system contexts
are aggregated, and interpreted. Context events, are then sent to the business
components and interface server. Based on different task model adaptation rules
specified, the task model is regenerated for the GUI. Once the task model is updated,
the abstract Ul is generated using the dialogue model, and then the concrete UI
is generated using the presentation model. Generated Uls using approach were
XHTML documents.

2.3.3 Mixed Variability

Now, having introduced static and dynamic variability approaches, we will discuss
approaches aimed at dealing with both. One such work that has considered both
static and dynamic variability includes Plastic User Interfaces (PUI) [14]. Calvary
et al. recognised both the need for dealing with both variability in devices in which
an application many run on, and the need to deal with environmental changes of the
device. The level of plasticity of a user interface is defined as its ability to adapt
to different contexts, whereby the more contexts the Ul can adapt to, the higher
the plasticity. PUIs have been proposed as method for handling both adaptive, and
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adaptable Uls. A reference framework for plasticity was proposed, adopted from
model-based Ul development. Lastly a tool named ARTStudio was developed for
developing all models except the environment and evolution models.

Plasticity has been proposed to be modelled as finite state machines, using
mealy machines [16] to handle UI resizing operations. Each state in a mealy
machine is a resizing operation, with each transition being composed of source
and destination of the GUI. This approach then uses UsiXML, a language for
defining the final GUI, and is expanded for adaptivity and multi-presentation
Uls. The specification language is expanded by adding different concepts
including a set of plasticitydomain. This set of plasticity domains includes the
different conditions that are required for a particular variant of the UI. These
conditions include characteristics of the platform, user and/or environment. Each
plasticity domain is mapped to a specific GUI representation using inter-model
relationships.

Sottet et al. [43] proposed an approach using MDE and SOA for developing
PUIs. This approach is based on two principles. The first principle is that an
interactive system is a graph of models. These models while developed at design
time, still should be available at runtime, and linked by mappings. Concrete Ul
interactors should be mapped to the platform input and output devices, whereas
task and concepts are mapped to the functional core entities. Transformations and
mappings are models too, which are expressed in ATL. The second principle is
that close-adaptiveness and open-adaptiveness cooperate. This is based around the
need for self-contained and sometimes runtime extendable adaptation. Context use
and UI adaptation is handled by services in the Distribution-Migration-Remolding
middleware. Context observers gather contextual information that is processed by
the situation synthesizer. New situations are then sent to the evolution engine to start
adaptation. Adaptation can target either a section of, or the whole UI, using a mix
of specifications, defined by the developer. The evolution engine then provides the
configurator with what components need to be replaced and/or suppressed. These
components are then retrieved from the storage space if needed. Further work by
[45] promoted a third principle of the keeping the user in the loop. This principle is
based on the proposition that the user should remain in control of the UI, even if the
UI operation is automatic. To support this, three types of adaptation are suggested
including automated, semi-automated, and manual transformations. Designers and
users can perform manual and semi-automated transformations. In semi-automated
transformations, the designer can adjust the transformation target models at runtime.

The use of Model-Based Ul design, and how it can contribute to End-User
Software Engineering has been investigated by [19]. Firstly, the concept of Extra-
Ul, a UI that represents and provides control over a Ul, is considered from a End
User Programming (EUP) perspective. Secondly, a design methodology is proposed.
This methodology includes the design of the core Ul, specification of design spec
constraints for end users, design of Extra U, and the coupling of core UI and Extra
UI to the final EUP UL
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Context-sensitive user interface creation using DynaMo-AID was proposed by
[15]. This included design support and runtime architecture. The DynaMo-AID
design process involves the definition of a Dynamic Task Model, Dynamic Dialog
Model, a Dynamic Environment Model, Dynamic Application Model, and Presen-
tation Model. The Dynamic Task Model allows for the user to specify temporal
relations between tasks including abstract tasks, interaction tasks, user tasks, and
application tasks. The Dynamic Dialog Model primarily defines transitions between
user interface states. These transitions can be caused by user action, a call from
the application core, or the current context of an actor. The Dynamic Environment
Model represents context changes, which can also include services. The DynaMo-
AID runtime architecture was developed to execute the results of the design process.
Once started, the Ul can change due to three actors: the actor, the application and the
Context Control Unit (CCU). The CCU has the following tasks: detection of context
changes, recalculations of mappings from the Concrete Context Object to Abstract
Context Objects, selection of the current context-specific task model, and execution
of the inter-dialog transition.

A complementary approach to DynaMo-AID has been proposed by [38]. In this
approach, the focus was primarily on the creation of dialog graph models. Using the
described strategies, abstract prototypes can be generated and refined. With these
prototypes, task models can be mapped to the dialog graphs. In addition, task models
can be used to control prototype animation, through the use of temporal description
of the task model.

Model-Driven approaches have enabled the development of multiple user inter-
faces, including MANTRA [12]. Using this approach, Abstract Ul Models (AUI)
are annotated with automated mode flow, tailoring dialogue and logical presentation
structures. To generate presentation units, UI elements are clustered together by the
identification of suitable UI composites. This stage is carried out first automatically,
and then can be refined by human designer. Navigation elements needed to traverse
between presentations units are generated. These are implemented as ATL model
transformations. The AUI models are then transformed into several Concreate User
Interfaces (CUI)s using platform specific model transformations.

2.4 Challenges

In previous work, we can see that while there has been research attention on GUI
variability, there lacks a truly unified approach. DSPLs offer the promise of unified
adaptation. However, it lacks the ability to deal with GUI adaptation in modern
platforms. Therefore, in this section we consider the challenges that exist in having
unified GUI adaptation using DSPLs. First, we consider the different adaptation
approaches that could be used.
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2.4.1 Annotative and Composition Approaches

In conventional FOSD, annotative and compositional approaches provide two
different solutions to the separation of concerns. Annotative approaches focus
around the use of virtual separation of concerns [27]. Examples of tools that support
annotative approaches include the C preprocessor, and CIDE tool [21]. Using these
tools, the developer can annotate parts of the source code that are part of each feature
in the SPL. This approach can allow very fine grained adaptation including extra
statements to methods, and parameter alterations in method declarations. Product
derivation is carried out by negative variability. Using negative variability, parts
of the system are removed based on which features are present in the product
configuration [46]. This causes code to be removed from the final variant of the
source code if its associated feature is not included in a product.

Compositional approaches on the other hand focus around physical separation of
concerns. By physically separating code into multiple modules, these can be com-
posed into different variants at configuration [28]. This approach normally makes
use of positive variability because elements that are variable to the product are added
to the base product [46]. Many languages supporting software composition exist
include Aspect-Oriented Programming, Delta-Oriented Programming, and Feature-
Oriented Programming. Using a compositional approach for GUI variability, the
following paths can be used:

¢ Compile-Time Composition: This process functions on the derivation and
generation of all foreseeable valid variations of a given GUI resource at or before
application compilation. Then at runtime, the correct variant is used when it
is required, based on the current DSPL feature configuration. This approach
can lead to fast reconfiguration, as no composition takes place at runtime.
However, this can lead to scalability limits regarding space and time at program
compilation. Furthermore, the final DSPL application can eventually becoming
restrictively large, if there are high amounts of GUI variability.

¢ Runtime Composition: This process functions on the derivation and generation
of the correct GUI resource at runtime. Using this approach, the DSPL program
is compiled with the GUI refinements for each of the selected features. Then at
runtime, based on the current feature configuration, each of the refinements of a
given GUI resource are composed together to create that GUI resource variant.
This approach unlike the compile-time approach removes the need for generating
and storing all foreseeable variants, which will need to be installed with the
application. However, this approach does require the DSPL requires a far higher
static overhead including all composition tools required to compose the GUI
resources. This can lower performance of the adaptation, and with many modern
platforms, GUI resources require preprocessing during compilation, further
complicating the process. In proprietary software development kits, including
these tools is of considerable difficulty.
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2.4.2 Configuration Timing

During the reconfiguration of a DSPL, the running application is adapted instantly.
While logic adaptations can be applied instantly, this might not be desirable for
all GUI adaptation. Particularly when considering the usability of the GUI, it can
become increasingly confusing to the user when Ul elements appear and disappear
on the screen [26]. It could still be the case that updating the properties of already
existent UI elements on the GUI may not cause this issue. Therefore, we propose
that the developer should be capable of applying GUI adaptation at different times
to suit different adaptations.

To support different GUI adaptation times, we consider two separate phases,
where adaptation in a dynamic GUI may be applicable:

1. On Inflation. The inflation of a GUI can be regarded as when the GUI is created,
either when the application first starts, or during a GUI transition from one screen
to another. It is possible that substantial amounts of adaptation for example
presentation units, may be best suited for this time in the GUI lifecycle.

2. While Active. We consider that a GUI is active when it is currently visible
to the user in the foreground of the device. During this stage in the GUI,
smaller adaptation for example UI element properties could be more suitable
for deactivating a download button in the situations where an internet connection
is not present.

2.4.3 GUI State

GUIs in a mobile application are rarely stateless. State in the GUI can be altered
directly by user input for example text in an editable text field, or can be indirectly
altered for example the position of a video playing in a video container. When an
adaptation occurs, we need to ensure that state of the different UI element remains.
State in GUI during adaptation can retained in a number of ways. The first method is
that adaptations of UI elements only updates the properties of an instance, leaving
the rest of the properties the same. The second is to store the state of the widget,
carry out the adaptation, and copy the state back. In the context of using GUI doc-
uments, the second option will have to be used. Having said this, it may not always
be possible to store all UI state data, due to different platform constraints. If this the
case, the developer will have to decide if the variability will have to remain static.

2.4.4 Adaptation Isolation

A GUI can require different amounts of adaptation ranging from a UI element
property alteration to whole presentation units. These adaptations should be carried
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out only on the GUI widgets requiring adaptation. Widgets in the GUI can take many
different roles, and can carry out tasks for example video playback. If during an
adaptation video playback is stopped, or affected by pausing, this could potentially
be frustrating to the user. Therefore, unless a widget is being adapted, it should be
left to function normally, even during adaptation. This should lead to less noticeable
adaptation transitions. While for many adaptive approaches, this isolation can be
a straight forward to handle, for GUI documents this is less trivial. Existing GUI
frameworks commonly parse each GUI document at runtime when it is required
by the system. These are parsed whole and create the GUI from all the properties
that exist in that document. There is often no ability to parse fractions of these
documents, applying only what properties need to be changed. We therefore need to
ensure that despite reading variants of the GUI as a whole document, we still only
adapt the Ul elements that require adaptation.

2.4.5 Consistency

GUIs in modern platforms are often proposed to use specific design patterns
including the Model-View (MV), Model-View Controller (MVC), and Model-View-
ViewModel (MVVM). These patterns normally involve multiple linked artefacts.
In terms of a SPL, this can equate to each of these artefacts containing variability
relating to either the same cross cutting feature, or different features. For this reason,
it is important to ensure that all artefacts are consistent in terms of shared elements
to prevent inconsistency errors. Examples of these errors include attempting to add
event listeners to a non-existent button, attempting to change the visual properties of
a GUI element, or declaring an event listener which is yet to be implemented in the
controller. It is not safe to assume a targeted platform will statically check for these
inconsistencies, as some including the Android platform deal with artefact bonds at
runtime, not at compile-time.

2.5 Variability Design and Implementation

Considering conventional DSPL approaches, handling GUI variability would
require GUI implementation in the platform host language. These approaches
therefore result in the developer not being capable to leverage the use of GUI
documents for both static and dynamic variability. This either leads a developer to
either use different implementation for static and dynamic, or they choose not to
use GUI documents at all. In our approach, we consider how static and dynamic
support can be reached while using GUI documents to implement GUIs. It is our
goal to support a single code base for GUI variability using GUI documents.
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2.5.1 Document Refinement

To implement variability using GUI documents, we propose to follow a refinement
approach used in Feature-Oriented Programming (FOP) [3]. Refinements to GUI
documents bring about changes to the GUI they represent. Refinements allow for
widgets displayed to the user to either be added, or be altered to have a different
property e.g. colour, shape, and size. Each refinement is implemented using physical
separation of concerns, whereby each refinement is contained within its own file.
These refinements are then contained within feature modules, which also contain
source code refinements and documentation for feature cohesion.

Listing 2.1 An android GUI document refinement

1 | <FrameLayout
2 android:id =" @+id/mainFrame">
3 <LinearLayout
4 android:id =" @+id/mainlayout">
5 <LinearLayout
6 android:id =" @+id/contenttypes">
7 <Button
8 android:id =" @+id/videos"
9 android:layout_width ="160dp"
10 android:text =" @string/videos" />
11 </LinearLayout>
12 </LinearLayout>
13 | <LinearLayout
14 android:id =" @+id/adverts">
15 <LinearLayout
16 android:id =@+id/videoAd
17 >
18 <TextView
19 android:id =" @+id/TopMovies"
20 android:text =" @string/TopMovies"
21 e >
22 </LinearLayout>
23 | </LinearLayout>
24 | </LinearLayout>
25 | </FrameLayout>

Each GUI document is made up by GUI nodes forming a tree. Each of these nodes is
expected to have a unique identifier, which can be used for searching and identifying
in the tree. In Listing 2.1, we depict a GUI refinement that refines the content store
application main screen. This refinement adds additional buttons to allow the user
to browse video content types. As this refinement is implemented for the Android
platform, the GUI element identifiers are defined with the android:id XML
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attribute. To add additional GUI element to a GUI tree, all parent nodes are needed.
In the given example, we can see that a button named with @+id/videos has
been added to the tree. Refinements are not designed just for compositions of new
GUI elements, they can be used for the adaptation of ones currently included. This
is accomplished using node overriding. During refinement composition, when the
base document has a node also present in a refinement, the properties of the node in
the refinement are either added, or used to replace existing properties of the same
name in the base document.

2.5.1.1 Refinement Ordering

In GUI document refinements, ordering can be an important consideration. In many
platforms, the relative position of GUI elements is guided by the GUI document
structure. Therefore, if a button in a vertical fragment of the GUI is defined before
a text field in the GUI document, it will also be placed that way on the GUI.
Compositional ordering can partially accomplish this need; however it does not
assist in conditions where a Ul element is required before an element in the base
feature. This consideration has been partially addressed in existing tools, including
XAK [1], which gives the ability to place items either at the beginning (prepend)
or at the end (append) of the parent node. Having said this, when handling shallow
trees, this still does not give enough inter-branch precision. We propose the ability
to compose nodes either before, or after a given node within a shared parent node
using a set of keywords. This approach can be used on multiple nodes, by placing
the list of nodes within that particular keyword block.

Listing 2.2 Refinement ordering tags

1 | <!—— @start before android:id =" @+id/btnApps" ——>
2 <Button
3 android:id =" @+id/btnVideos"
4 android:layout_width ="match_parent"
5 android:layout_height ="59dp"
6 android:contentDescription " @string/videos"
7 android:text =@string/videos />
8 <!—— @end before android:id="@+id/btnApps" —>
9
10 | <!—— @start after android:id ="@+id/btnApps" ——>
11 <Button
12 android:id =" @+id/btnVideos"
13 android:layout_width ="match_parent"
14 android:layout_height ="59dp"
15 android:contentDescription " @string/videos"
16 android:text =@string/videos />
17 <!—— @end after android:id =" @+id/btnApps" ——>
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Many software development kits allow for graphical editing of GUI documents,
allowing the developer to preview their GUIs before compilation. To avoid parsing
errors within these tools caused by unknown tags, we embed these keywords within
source code comments. Source code comments are readable annotations within
source code, which are often used as form of documentation. In Listing 2.2, we
depict two examples of placing a button before, and after a particular widget in an
Android GUI document. In this motivating application, we would use the after
comment for both Music and Video buttons to make sure each button is underneath
the Applications menu button. When using ordering comments, each set of widgets
need to be placed with a @start and @end comment. Each comment block
requires the position needs to be specified, before or after, followed by the
identifier of the widget involved. In the cases where a widget identifier is not given,
or if the specified widget does not exist in the existing parent node, the comments
behaviour is identical to XAK, whereby the widgets will be place either at the start
or end of the parent node set. Using this approach in conjunction with composition
ordering, widgets can be placed far more precisely within a GUI document.

2.5.2 Source Code Variability

So far, we have described how we express variability in GUI documents, which
form the View as part of the Model-View Controller pattern. As part of the GUI,
other elements handled in source code may also exhibit variability including
behaviour e.g. button on click listeners. To handle this variability, we do not
propose a novel approach to source variability, but instead use existing language
approaches. These existing approaches include Feature-Oriented Programming [3]
and Context-Oriented Programming [25]. Feature-Oriented Programming (FOP) is
a programming paradigm for modularising software according to features [9]. Using
FOP, classes are implemented as standard classes within a base language e.g. Java,
C++. To implement variability to classes defined within a feature, refinements are
used. Refinements contain adaptation for a particular class which allows extra class
members, methods, and method extensions to be added. Method extensions allow
the addition of instructions by method overriding, and using the super keyword to
create an execution chain. The position of the super can dictate when the execution
of the extensions should take place.

2.6 Generating the DSPL

In the last section, we described how the developer can design, and implement
their DSPL variability. Now we describe the steps required to generate a DSPL
that incorporates GUI variability. The first step is configuration. In a static SPL,
a configuration determines the features that are present and are always bound in
a product. For a DSPL, configuration can include both what features need to be
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available to bind, and what features of them should be bound by default. These
features must be chosen, and the initial product feature binding configuration needs
choosing. DSPLs do not always need to contain dynamic features, but can also
incorporate features that have been statically bound to a product. The use of static
features in a DSPL through the use of composition which are the base application
or composition to other dynamic features are called dynamic binding units [39].
Dynamic binding units are essentially compound features which are created by
statically composing features together. These compound features are then used at
runtime for dynamically binding feature refinements.

2.6.1 Static Variability

Firstly, when generating the DSPL, we can handle any static variability in the
SPL. Static variability is handled using the principles of superimposition. For
many different approaches, superimposition has proven to be a successful feature
composition technique [2,4-7]. Depicted in Fig. 2.2, we illustrate how the GUI trees
are superimposed, producing the final GUI document. With the opening screen of
the content store, various buttons are used for adverts and to specific content types
for example video, music etc. As introduced in the Sect. 2.2, because of different
distribution rights, not all content types may be accessible in every country of use.
We handle this change by adding the buttons designed to take the user to that specific
content. While superimposition has been acknowledged as not being a silver bullet,
it has also been applied to other non-programming languages including UML [2].

{ContentStore, Application} {Video} {ContentStore, Application, Video)}
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Apps
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Fig. 2.2 GUI composition
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As there will be features that require binding at runtime, based on certain
contextual conditions, there can also be features that can be statically bound. An
example of where this can be of use include the age group set of features in our
scenario application. The content store can be derived to suit a distinct set of users.
As part of a program variant designed for school devices, the GUI and functionality
can be designed to suit that group of users. This variability may not need to be
decided at runtime, and therefore can be statically bound. By combining static and
dynamic feature binding, we can apply an approach used in FOP, whereby features
are joined to create composite features, also known as dynamic binding units [39].
Using dynamic binding units can be seen to follow a staged configuration [17],
whereby product derivation is not carried out within a single step, but more over
several steps, each specialising the product more. This staged configuration leads
to a final feature model, which exhibits only dynamic variability needed by the
system.

2.6.2 Dynamic Variability

Next, after static variability has been handled, dynamic variability must be pro-
cessed. This is handed with a combination of GUI variant generation, and source
code generation and transformations.

2.6.2.1 GUI Variant Generation

To compose all variants, we first need to generate all needed runtime variants,
as depicted in Algorithm 1. When considering variant generation, it is important
to produce only unique documents. If variants are generated by every possible
configuration of the system, it is likely that there will be many document duplicates.
Duplicates can occur because it is unlikely that a document will be refined in every

Algorithm 1 Generate all GUI variant configurations

Input: A set of relative ordered Features
Guis <— GETALLGUIREFINEMENTS(Features)
foreach Gui € Guis do
combinations <— GETREFINEMENTCOMBINATIONS(Gui)
foreach comb € combinations do
config <— NEWCONFIGURATION(comb)
config.propagateFeatures()
valid <— config.isValid()
if valid = true then
ADDCONFIGURATION(Gui, Config)
end if
end foreach
end foreach
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single feature, leading to more than one feature configuration for a given variant.
We avoid this by only generating unique and valid GUI variants.

We therefore find all GUI refinements (line 1). Refinements are found by
traversing through each feature module in composition order. Composition order
is a relative order that can be set by the user to specify in what order each feature
should be composed in a stepwise fashion. This step ends with a two-way mapping
between what features refine each document. Next, for each GUI document name
(line 2), we compute all combinations of features that refine that document (line 3).
By carrying this out, we get every unique variant of the document, in terms of
features in a configuration.

While all document variants must be unique in their content, they must also be
valid in terms of the feature model. Currently, we only compute all combinations
of features for each dynamic document. We then need to filter all variants that
contain an invalid configuration, in terms of the feature model. For each combination
(line 4), we then create a configuration that can be tested for validity. To do this, we
initialise a new configuration, manually selecting every feature in the combination
(line 5). This is followed by propagating all automatic feature selections (line
6). Automatic feature selections include feature selections based on either model
structural relationships, or using model constraints. An example of this include
selecting any feature parents of manually selected features. The step should end
with features being selected explicitly, or implicitly. We then check the given
configuration for satisfiability (line 7), using a SAT Solver. The configuration is
checked by encoding it into conjunctive normal form [11, 44], creating a SAT
problem that can be reasoned over by an off-the-shelf SAT solver, for example
SAT4).2

2.6.3 Source Code Generation and Transformation

Following GUI variant generation, other source code transformations are required
to produce a working DSPL. The first includes variant management.

2.6.3.1 Variant Management

The prime responsibilities of the variant manager are to handle at runtime which
GUI variants should be used based on the system configuration. Within this
generated class, there includes:

* Feature-Variant Map: As all valid unique variants of each GUI document, we
need to map to which configuration a particular variant is required. This structure

http://www.satdj.org/


http://www.sat4j.org/
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is a key-value structure, with the collection of active features as the key, and
the variant reference as the value. To avoid duplicate variants across different
configurations, each key only contains the active features from a configuration
which actually adapt that GUI document.

* Feature Array: This array compliments the feature-variant map, by which is lists
which features are associated with a particular GUI document. During variant
retrieval, this list is used to remove unrelated features from the key looked up in
the feature-variant map.

When a GUI document variant is required during GUI adaptation, or when the
GUTI is first inflated and shown to the user, it is requested via a single method. This
entry point takes the name of the GUI document in question, which then invokes
a specialised method for that particular GUI document name. If the GUI document
for that request name only has a single variant, and is therefore not managed by
the manager, the original reference is returned and is used normally as before. If,
however a specialised method is invoked, first we copy the list of active features
in the current configuration. Next, Next, all features not associated with the GUI
document in question are removed from that list. To remove the un-associated
features, we use the GUI document feature array, and remove features from the
configuration list that are not in the feature array. Next, we sort the features into
alphabetical order, and output the list as a single string. But ensuring the different
features are in alphabetical order, we ensure that a single configuration can only
produce a single string. Lastly, a map lookup using the string of features as the key,
with the resulting GUI document reference being returned.

2.6.4 Transformations

The first transformation that takes place is the need to update references to GUI
documents within the source code. To use the correct variant of any GUI document
required, all calls to any GUI document should be made through the variant manager
instead of direct calls. This ensures that if there are multiple variants, it will use the
correct variant. In Android, two methods calls including setContentView, and
inflate read GUI documents. The inflate method reads a GUI document
and returns a GUI tree which can be made viewable to the user. The method
setContentView on the other hand can be seen to both inflate the GUI
document, and then set the currently viewable GUI to that inflated GUI tree. It is
these methods that require the correct GUI variant when they called. Therefore,
if these methods are used within classes or class refinements, we simply alter the
method parameter to get the variant from the variant manager instead, as shown in
Listings 2.3.
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Listing 2.3 Java method transformation

1 | // Original Implementation of onCreate() method

2 | @Override

3 | protected void onCreate(Bundle savedInstanceState ) {
4 super.onCreate( savedInstanceState ) ;

5 setContentView(R.layout . activity_main );

6|}

7

8 | //Implementation after transformation

9 | DSPLResourceGetter dsplrg = (DSPLApp)getApplicationContext().
10 getDSPLRG();
11

12 | @Override
13 | protected void onCreate(Bundle savedInstanceState ) {

14 super.onCreate( savedInstanceState );

15 setContentView(dsplrg . getResourceVariant (
16 R.layout. activity_main ));

17 |}

2.6.5 Runtime System Behaviour

During program execution, depending on which SPL features are in the active
configuration, the correct GUI variant needs to be chosen when requested. To
achieve this, the variant manager maintains a list of currently bound features, which
is updated when feature binding changes.

In Fig.2.3, we illustrate an adaptation scenario in the home screen. In this
scenario, different contextual events (e) can be received by the DSPL middleware
that handles context-awareness, and SPL feature and configuration management.
Contextual events can cause a configuration change in the system, meaning different
features can be become bound and unbound. After a valid feature reconfiguration
has taken place, logic refinements in the main screen can be altered. This means
different refinements containing adaptation can either become bound, or unbound
and removed. During reconfiguration, the GUI document variant manager receives
the updated list of currently bound features in the SPL. During GUI document
variant is needed, in the case of GUI adaptation, or when the GUI is first inflated, it is
requested via a single method. This entry point takes the name of the GUI document
in question, and then invokes the specialised method needed for that GUI document
name. If the GUI document for that name has only a single variant, and is therefore
not managed by the manager, the original reference is returned and can be used as
before. If a specialised method is invoked, first we copy the list of active features in
the current configuration. Next, all features not associated with the GUI document
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Fig. 2.3 Graphical Illustration of the runtime behaviour for the home screen

in question are removed from that list. To remove the un-associated features, we
use the GUI document feature array, and remove features from the configuration
list that are not in the feature array. Next, we sort the features into alphabetical
order, and output the list as a single string. But ensuring the different features are in
alphabetical order, we ensure that a single configuration can only produce a single
string. Lastly, a map lookup using the string of features as the key, with the resulting
GUI document reference being returned.

2.7 Implementation

In this chapter, we have described an approach for handling GUI variability in
DSPLs. This approach combines variant generation, code generation and transfor-
mations. As part of our validation, we implemented modelling tool support and
specific Android implementations to support our approach.

2.7.1 Tools

To validate our compile time composition approach, tool support was implemented
on top of FeatureIDE [29]. FeatureIDE is an Eclipse plugin to support Feature-
Oriented Software Development. GUI document composition is handled through
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our extension of FeatureHouse [4]. FeatureHouse provides a language independent
solution to software composition. When FeatureHouse composes a project, it creates
a Feature Structure Tree (FST) model. Within a FST model, different FST nodes
represent different elements of a given artefact, for example package imports,
classes, and methods. There are specifically two types of nodes, nonterminal, the
inner nodes of the tree with recursively further nodes and terminal, the leaves in
the tree. These FSTs are then composed by superimposition, in a stepwise fashion.
Because of the tree structure form of GUIs, it is straight forward to create FSTs of
GUIs. Within the GUI, different GUI widgets and layout holders are nonterminal
nodes, and each widget property is a terminal node. During composition, widget
properties are either added, or replaced if a new property value is found.

2.7.2 Android Implementations

Our approach while applicable to most GUI frameworks that use GUI documents or
GUI description languages, has been implemented for the Android platform. For our
implementation, a number of classes are generated including the Variant Manager.
In Android, resources including GUI documents are referenced using static integer
values that are within a generated class named R. For every handled GUI document
by the manager, a generated method is added. Because GUI document are referenced
using integers, we can delegate which method is required by use of a simple switch
statement. This method does the variant lookup for a specific GUI document, by
which it gets the list of active features that are known to refine that GUI document,
and then do a map lookup. Only the active features that refine GUI document are
used because as said earlier, it is possible to have duplicate variants for multiple
configurations. This would require far more variants to configuration maps, which
is unnecessary. By only storing configurations of features that refine a specific GUI
document, and its variant, we can greatly reduce the overall map structure.

In addition, for runtime DSPL management, a reusable manager for handling
feature selection at runtime was developed. This middleware is designed to function
as part of a DSPL application, or be used externally by many applications. When
feature change for the application happens, the active feature list within the resource
manager are updated either by Inter process communication when used externally,
or by direct object alterations when used as part of the DSPL application.

2.8 Examples and Discussion

The goal of DSPLs is to be able to handle both static and dynamic variability.
Our work attempts to bridge the gap closer to also handling the GUI also. In this
section, we aim to highlight some examples using the approach described earlier,
and discuss some of the current limitations of the approach, with future and ongoing
work described last.
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2.8.1 Examples

Having described our approach earlier in this chapter, we now attempt to show
its applicability using examples from the SPL introduced at the beginning. In
Sect.2.2.2, we introduced nine categories of GUI variability. These categories
are based on different aspects of the GUI. Many of these categories however are
often implemented in the same way. As an example, if we consider the categories
properties of Ul elements and visual appearance, they are both implemented on
Android by either adding or refining different XML node attributes. As a result, we
show applicability of the approach through the following two examples:

¢ GUI Elements. This type of variability includes adding and removing whole
GUI elements e.g. buttons, and text fields. These GUI elements can be singular,
or can be containers of other GUI elements. This implementation variability can
be used for implementing presentation units, UI element, and layout variability
described in Sect.2.2.2.

¢ GUI Element Properties. This type of variability encompasses alterations
to different properties of GUI elements. When considering GUI documents,
this means altering what attributes exist, and or, the attribute values. This
implementation variability can be used for UI element property, dialogue, and
visual appearance variability in Sect. 2.2.2.

2.8.1.1 GUI Elements

In this example, we show an example of handling whole GUI elements within
your GUI refinements. These GUI elements can be both single widget e.g. buttons,
and text fields, or can be layout widgets. For this type of variability, we use
the ContentStore application home screen. In this main menu, depending on the
geographical location of the device, the user has access to different types of content
including applications, videos, and music. This screen therefore has different
elements related to different content types. In Fig. 2.4, we illustrate screenshots of
the screen with and without the videos feature. In the application feature model, we
need the features ContentStore, Applications, Music, and Videos. The ContentStore
feature in terms of the home screen has the base structure of the GUI including
advertisements and GUI containers. Buttons and screen areas for specific content
types are contained within Applications, Music, and Videos. Since the Applications
feature is default in all geographical regions, a specific content rule to enable it is
not required, and instead have it active in the initial configuration.

Now, let us consider the different source refinements required by this example.
For the home screen, a number of refinements are required for the Videos feature.
These refinements include a button to take the user to the section of the application
destined for selling video content. In our application, the video button should always
be directly after the button for applications. To ensure this, we use the after
refinement ordering statement. Also, a group of video advertisements to show
popular videos is included in the refinement.
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Listing 2.4 Main activity document refinement

71

1 | <FrameLayout xmlns:android="http: // schemas.android . com/apk/res/
android"
2 android:id =" @+id/framelayout" >
3 <LinearLayout android:id ="@+id/mainlayout" >
4 <LinearLayout android:id =" @+id/corebuttons" >
5 <LinearLayout android:id ="@+id/contenttypes" >
6
7 <!—— @start after android:id ="" @+id/apps’> ——>
8 <Button
9 android:id =" @+id/videos"
10 android:background="@drawable/videos"
11 android:text =" @string/videos"
12 e >
13 <!—— @end after android:id=""@+id/apps’’ —>
14 </LinearLayout>
15 </LinearLayout>
16 <LinearLayout
17 android:id =" @+id/videoads"
18 android:orientation =" vertical "
19 >
20 <LinearLayout
21 android:layout_width ="match_parent"
22 android:layout_height ="wrap_content" >
23 <TextView
24 android:id =" @+id/videoAdvertTitle"
25 android:text =" @string/ advert_title "
26 e >
27 <Button
28 android:id =" @+id/btnVideoMore"
29 android:onClick ="movieAdClick"
30 android:text =" @string/More"
31 e >
32 </LinearLayout>
33 <LinearLayout
34 android:id =" @+id/videoadcontainer”
35 wed >
36 </LinearLayout>
37 </LinearLayout>
38 | </FrameLayout>

In Listing 2.4, we have the GUI document refinement to add the Videos
button, and the container for holding video advertisements in the LinearLayout
named videoads. This container contains a title, a button to take the user
to a larger list of videos in order of popularity, and an empty container named
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videoadcontainer. This container will be used to hold each individual adver-
tisement, each of which are instances of a GUI document named videoadview.

Next, we describe the supporting class refinements for this example.

In Listing 2.5, we show the refinement added to the MainScreen activity.
This refinement primarily extends the Activity class onCreate method,
and includes other methods linked to logic additions including the method
goTovVideoStoreScreen. Included in this method refinement are the
operations to add a listener to handle touch events on the main video button,
and logic to populate the videoadcontainer element container with instances
of the videoadview GUI document for each movie.

Listing 2.5 MainScreen class Refinement

1 | public class MainScreen extends Activity {

2 public void onCreate(Bundle savedInstanceState ) {

3 original () ;

4 Button btnVideo = (Button)vg.findViewByld(R.id.video);
5 btnVideo. setOnClickListener (new OnClickListener() {

6 public void onClick(View v) {

7 gotoVideoStoreScreen () ;

8 }

9 b
10 ArrayList<VideoAdvert> videoads = getVideoAdvertisements () ;
11 ViewGroup root = (ViewGroup) this. findViewById(R.id.

videoadcontainer ) ;

12 for (VideoAdvert ad : videoads) {
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13 LinearLayout newMovie = (LinearLayout)View. inflate ( this, R.layout
.videoadview, null);

14 TextView movieName = (TextView) newMovie.findViewById(R.id.
videoName);

15 movieName.setText(ad.getName());

16 ImageView movielmg = (ImageView) newMovie.findViewBylId(R.id.
videolmage);

17 movielmg.setimageBitmap(ad.getlmage());

18 root .addView(newMovie);

19 }

20 |}

2.8.1.2 GUI Element Properties

This next example illustrates how the approach can adapt properties of GUI
elements of a window. In this example, we consider a window designed to allow
a user to download, install (in the case of applications), stream (in the case of
videos), and review that content. This window is affected by network connectivity
and battery capacity remaining on the device. In Fig. 2.5, we illustrate two different
configurations of the GUI, with each of the relevant features stated above.

In Listing 2.6, we have excerpts of different GUI document refinements. We do
not have room to have all refinements, so we illustrate just some of them. As this
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GUI is broken down over multiple GUI documents, we need to refine multiple GUI
documents. Two of the refinements are for the contentdetailheader.xml
document, which both add a download button, but with different properties. The first
is designed for when the Download feature is activated, and the user can download
that specific content. The second is when the NoDownload feature is activated,
and the user cannot download content due to specific contexts. The last refinement
disables a button responsible for saving user reviews for a specific item. The next set
of refinements required for this scenario include refinements to the Android activity
source code.

Listing 2.6 Main activity document refinement

1 | // contentdetailheader .xml refinement in feature ‘‘Download’’
2 | <LinearLayout android:id ="@+id/ contentdetailheader ">
3 <Button android:id =" @+id/downcloudcontent”
4 android:layout_width "wrap_content"
5 android:layout_height ="wrap_content"
6 android:background="@drawable/can"
7 android:text =" @string/download" />
8 | </LinearLayout>
9 | /I contentdetailheader .xml refinement in feature ‘‘NoDownload”’
10 | <LinearLayout android:id =" @+id/ contentdetailheader ">
11 <Button android:id =" @+id/downcloudcontent”
12 android:layout_width ="wrap_content"
13 android:layout_height ="wrap_content"
14 android:background="@drawable/cant"
15 android:text =" @string/download" />
16 | </LinearLayout>
17 | // contentreviews .xml refinement in feature ‘‘NoUserReview’’
18 | <LinearLayout android:id =" @+id/contentreviews" >
19 <EditText android:id =" @+id/txtreviewsValue"
20 android:enabled =" false " />
21 <Button android:id =" @+id/btnSaveReview"
22 android:background="@drawable/cant" />
23 | </LinearLayout>

We consider how the GUI should be behave in Listing 2.7. This excerpt imple-
ments the behaviour required by the system if the application cannot connect to the
content store because of a lack of internet connectivity. This source code refinement
is used along with the visual changes made to contentreviews.xml. This
refinement implements an error message to the user by use of an Android Toast.
To implement this behaviour, we had to add additional logic to the GUI document
initialisation method onCreate.
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Listing 2.7 GUI document initialisation refinement for ContentDetails.java class in feature
NoUserReview

1 |public class ContentDetails extends Activity {
2 public void onCreate(Bundle savedInstanceState ) {
3 original () ;
4 btnSaveReview = (Button) vg.findViewByld(R.id.btnSaveReview);
5 btnSaveReview. setOnClickListener (new OnClickListener() {
6 @OQverride
7 public void onClick(View arg0) {
8 Toast toast = Toast.makeText(mContext, R. string .
error_cantsendreview ,
9 Toast. LENGTH_LONG);
10 }
11 }

2.8.2 Limitations

The approach described proposed a solution for handling GUI variability at runtime.
However, this solution does contain limitations which we aim to outline next.

2.8.2.1 Configuration Timing

Configuration timing is an important challenge as we set out earlier. For full runtime
adaptation, any approach needs to handle both phases of the GUI lifecycle, on
inflation and while active. Currently in the proposed approach, adaptation while
the GUI are only realised during the inflation phase of the interface. This means that
changes can only take place during transitions between GUIs. Work is currently
being carried out to allow adaptation while GUIs are in the active phase too.
These adaptations are based on the adaptation of the tree of GUI elements, not
just reinflation of a fresh GUI. This will lead to a far faster, and less noticeable
transition.

2.8.2.2 Artefact Inconsistencies

With the use of GUI documents, separation of concerns regarding UI development
can be achieved. This separation of concerns always the visual representation
to be separated from the business logic, using design patterns such as Model-
View Controller. By separating these concerns, you have however linked software
artefacts. This link however is often implicit, and due to the how GUI documents are
often designed to be interpreted and used at runtime, these links are not statically
checked. This means that the developer must be sure that no inconsistences between
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the elements declared in the GUI document, and the business logic occur. These
inconsistencies can include business logic regarding non-existent GUI elements,
or declaring event handlers within a GUI document with no implementation
within the GUI controller. This inconsistency is often easily manageable by the
developer when developing single applications, as often exception handling within
developer frameworks can give the developer feedback if and when the application
fails during runtime. For an SPL engineer however, when many unique features
can refine such software artefacts, this inconsistency can become increasingly
difficult to manage by the developer. As part of future work, we suggest the
following checks:

¢ Controller to View: This checks between view references made within a con-
troller to the view. The duty of this check is to ensure widgets referenced
in controllers exist within the GUI document that is used. To do this, we
can check which GUI documents are used within a controller through the
setContentView, and then for each View referenced within that controller,
check it exists in any of the used GUI documents.

¢ View to Controller: This checks between controller references made in the GUI
document to the controller. In this check, we ensure that event handlers set in a
GUI document are implemented within the controllers to which use those GUI
documents.

2.8.3 Performance and Storage Consumption

Because of the particular approach taken, one of the areas we wish to examine is
application bloat. For this, we describe application bloat as the amount of storage
needed by repetitive code found in more than one GUI variant. To gain a sense of the
size of the GUI documents, we consider both before pre-processing, and afterwards,
where they would be part of a compiled application. To obtain the size of the pre-
processed documents, we compile the Android application to an application APK
ready for deployment, to which we then inspect the file contents of the application
resources. Non pre-processed GUI documents were all reduced to a condensed
format using a single line, thus avoiding discrepancies due to differences in XML
tag formatting, and indentation. As a running example, here we consider how much
bloat is found related to the first example of GUI elements, shown earlier. In this
example, we consider the age groups to be set static, and only content type to be
dynamically variable, based on the location of the user. Because there are three
refining “Or” features, Applications, Music, and Video, this equates to seven variants
of this GUL

The size of each variant varies from 1.8 KB (2 KB when pre-processed), when
only Applications or Music are bound, up to 3.2 KB (3.3 KB when pre-processed)
when all three features are bound. This combined size can be considered the optimal
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amount of storage required for this variability. When considering that the size of
all the variants is 17.6 KB (18.7 KB pre-processed), and the size of the base GUI
document and the refinements are 4 KB, we can assume there is 13.6 KB of bloat.
This means that of the space required to store those different variants, 77% of that
space is repetitive source. While these results can appear as not very encouraging
in terms of scale, we should put these sizes in perspective with the general size of
mobile applications, which can be larger than several megabytes.

When considering runtime performance, there are two principal areas that we can
consider, resource manager initialisation, and GUI lookups. Resource management
initialisation is carried out when the application starts, during which, the data
structures containing the GUI variants are filled. How long this initialisation takes
really depends on how many GUI documents are being managed, and how many
variants are there of each GUI document being managed. The GUI lookup is purely
the task of the GUI document reference being queried and looked up. To compare
static selection of GUIs with the resource manager, we set up a micro-benchmark
on a Samsung Nexus S running Android 4.2.1. When comparing lookup times from
the resource manager to a purely static solution, we found it took on average 4 ms
longer for the manager. At least in this simple case, this is close to negligible
regarding our target use. It is foreseeable that it will be slower if there are more
features that it needs to check against, but we do not expect more GUI documents
to affect speed considerably. This is because for each managed GUI, a separate
lookup method is used. When a resource is requested, depending on which GUI
type e.g. home screen, will determine which lookup method to use. Since GUI
references on Android are stored as Integers, we can carry this out within a simple
switch.

2.9 Conclusions

The Graphical User Interface, like the rest of containing program can exhibit
static variability realised at compile time [36, 37]. There also exists the need
for runtime variability [14, 18, 23], however DSPLs traditionally consider only
business logic changes. In this chapter, we presented an approach to supporting
static and dynamic variability of GUI documents within features. This support gives
the possibility to apply adaptation at different realisation times without the need
for multiple implementations. When dynamic configuration is required, runtime
management software is generated combined with code transformations using tool
support implemented during validation.

While this approach currently has the likelihood to not scale to high levels of
runtime variability, this solution introduces a step forward for mixed GUI variability
in DSPLs for GUI documents. This approach therefore provides greater flexibility
to the developer, by which it is not tied to single language solutions.
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Chapter 3
Variability Management and Assessment
for User Interface Design
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Tegawendé Bissyandé, Jean Vanderdonckt, Jacques Klein, and Yves Le Traon

Abstract User Interface (UI) design remains an open, wicked, complex and multi-
faceted problem, owing to the ever increasing variability of design options resulting
from multiple contexts of use, i.e., various end-users, heterogeneous devices and
computing platforms, as well as their varying environments. Designing multiple
Uls for multiple contexts of use inevitably requires an ever growing amount of
time and resources that not all organizations are able to afford. Moreover, Ul
design choices stand on end-users’ needs elicitation, which are recognized to be
difficult to evaluate precisely upfront and which require iterative design cycles.
All this complex variability should be managed efficiently to maintain time and
resources to an acceptable level. To address these challenges, this article proposes
a variability management approach integrated into a UI rapid prototyping process,
which involves the combination of Model-Driven Engineering, Software Product
Lines and Interactive Genetic Algorithms.
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3.1 Introduction

The development life cycle of User Interfaces (Uls) often requires producing several
versions of the same Ul intended for different targets. This development may
span from different versions targeting different contexts of use to a single version
exhibiting a multi-layer UI [39] offering different levels of sophistication depending
on the end-user’s expertise. Interaction design is understood as a complex and
multi-faceted problem [8] that is always open [45] (new end-user requirements
may appear while designing), iterative (there is no optimal solution at first glance),
and intrinsically incomplete (not all end-user requirements are elicited from the
beginning). When designing interaction, variability is manifold depending on the
context of use [10]: variability of end-users, of their devices, computing platforms,
and of environments in which they are working. Moreover, end-user requirements
are difficult to evaluate precisely upfront in UI design processes. Therefore, the
main Ul design processes, such as User-Centred Design [15], implement an iterative
design cycle in which a UI variant is produced, tested on end-users, and their
feedback is integrated into design artifacts (e.g., part of the UI, requirements, etc.).
Since these processes are mostly based on trial and error, some parts of the Ul
have to be re-developed many times to fulfill all the different user requirements.
When different Uls are produced for various contexts of use, their respective
usability to be achieved is also varying, thus posing the problem of multi-target
usability evaluation [1]. Moreover, these Ul design processes involve multiple
stakeholders playing different roles (e.g., software developers, Ul/User eXperience
designers, business analysts, end-users) that demand a great amount of time to reach
consensus. Ul variability has thus a significant impact on the design, development,
and maintenance costs of the UI, thus redistributing the total cost of ownership of a
UI depending on these parameters.

To overcome variability issues in software engineering, researchers have suc-
cessfully relied on the paradigm of Software Product Lines (SPLs) [12]. The SPL
paradigm allows to manage variability by producing a family of related product
configurations (thus leading to product variants) for a given domain. Indeed, the
SPL paradigm proposes the identification of common and variable sets of features,
to foster software reuse in the configuration of new products [34].

Model-Driven Engineering (MDE) has already been used to effectively support
the UT design process [40]. According to [5, 13], SPL and MDE are complementary
and can be combined in a unified process that aggregates the advantages of both
methods without suffering too much from their respective shortcomings.

A MDE-SPL approach could produce rapidly many variants of the same UL
However, some of these variants could not satisfy their respective level of usability:
a same Ul deployed on different computing platforms could have different levels of
usability [1]. Testing a very large collection of similar variants could be exhausting
for the end-users and may lead to inappropriate results. As such, an innovative way
to evaluate only a relevant portion of the variant needs to be defined. This solution
could provide a reasonably good (but not necessarily optimal) variant that satisfy
the end-user requirements elicited for a set of contexts of use.
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This article proposes an approach to manage UI variability jointly based on
MDE and SPL. Our approach relies on model transformations that support the
expression of the variability. This approach enables the separation of concerns
of the different stakeholders when expressing the UI variability and their design
choices (UI configurations). A Multiple Feature Model approach is considered in
which each feature model represents a particular concern allowing, if needed, each
stakeholder to work independently. A partial and staged configuration process [14]
is proposed in which a partial Ul configuration is produced that can be refined
by all stakeholders including the end-user feedback. Once the UI is produced, an
innovative mean for evaluating the variants with end-users allowing to select the best
products is presented. These concepts will be exemplified with a concrete example
of UI variability.

The chapter is structured as follows: First, in Sect. 3.2, we introduce the related
work on the three domains: feature modelling and configuration, user interface
variability and variant testing. Next, we introduce our UI-SPL approach (Sect. 3.3)
that help in deriving many products from initial design models and variability
models. Then, in Sect. 3.4, we explain the assessment of the produced UI variants
using a genetic approach. Before concluding the chapter, we illustrate (Sect. 3.5) and
evaluate (Sect. 3.6) our approach based on a case study: evaluating the Ul variants
of a contact list.

3.2 Related Work

3.2.1 Feature Modelling

Feature models (FM) [34] are popular SPL assets that describe both variability
and commonalities of a system. They express, through some defined operators, the
decomposition of a product related features. The feature diagram notation used
in this article is explained in Fig.3.1. The E-Shop FM consists of a mandatory
feature “catalogue”, two possible payment methods from which one or both could be
selected, an exclusive alternative of security levels and an optional search feature.
FM constraints can be defined. In this case “credit card” implies a high level of
security.

Features composing a FM depict different parts of a system without any clear
separation of concerns. The absence of feature types makes these models popular
as there are no limits for the expression of design artifacts. But at the same time,
[9] have demonstrated that depicting information in a single FM leads to feature
redundancies due to the tree structure. As a result, separation of variability concerns
into multiple FMs seems to be crucial for understanding [28] and manipulating [2]
the many different faces of variability. Each of these FM focuses on a viewpoint on
variability which makes easier to handle variability for each stakeholder. An early
example of this approach is MiniAba [38], which models UI adaptation based on
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|Catalogue| Payment [ Security l | Serch I

|Bank transferl |Credit cardl I High ] |Standard|

¢ Mandatory A\ Alternative

4 Optional /O or

Credit Card implies High

Fig. 3.1 Feature model from an E-shop (Source: Wikimedia commons)

a FM: the complete Ul configuration is represented by a FM tree, whose branches
and/or leaves may be edited or removed in order to produce an instantiated FM.
This FM then gives rise to a project configuration that will automatically generate a
corresponding adapted UI. The big win is that, when one changes any feature in the
FM, it is automatically reflected in the generated UI after re-compiling.

3.2.2 SPL Configuration

The configuration process is an important task of SPL management: producing
a particular product variant based on a selection of features to fit the end-users’
requirements. In this context, a configuration is hereby defined as a specific
combination of FM features satisfying all the FM constraints. When designers and
developers configure a system according to requirements, the enforcement of FM
constraints can limit them in their design choices [48]. Moreover, the separation
of the variability in multiple FMs is also a source of complexity due to many
dependencies across FMs. The fusion of all FMs into one for configuration purposes
seems to solve this issue but results in a large FM that mixes different facets:
this may lead to invalid configurations and thus invalid or inefficient products.
Some solutions exist to overcome these problems. The work by [35] proposes
an implementation of a configuration composition system defining a step-by-
step configuration [14] using partial configurations [7]. Thus, some portion of
a FM can be configured independently, without considering all the constraints
(coming from other configurations) at configuration time. Then, constraints amongst
configurations may be solved by implementing consistency transformations [2].
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3.2.3 Model-Driven User Interfaces Variability

Model-Driven UI calls for specific models and abstraction. These models address
the flow of Uls, which could range from a mono-path flow to multi-path workflow
[19], the domain elements manipulated during the interaction, the models of
expected UI quality, the layout, the graphical rendering, etc. In addition, each model
corresponds to a standard level of abstraction as identified in the CAMELEON
Reference Framework (CRF) [10]. The CRF aims at providing a unified view
on modelling and adaptation of Uls. In the CRF, each level of abstraction is a
potential source of variability. Modifying any model fragment at any specific level
of abstraction induces a specific adaptation of the UL

For instance, the task model, considered in CRF as the topmost model, depicts
the interaction between the user and the features offered by the software in a way
that is computing-independent. Adding or removing a task results in modifying the
software features. Considering this, we can assume that there is a direct link between
classical feature modelling and task modelling such as presented in [33]. In this
work, a task model is derived from an initial FM. However the authors did not go
any further in describing the variability related to interaction and UI (e.g., graphical
components, behavior).

In [18], the authors present an integrated vision of functional and interaction
concerns into a single FM. This approach is certainly going a step further by
representing variability at the different abstraction levels of the CRF. However,
this approach has several drawbacks. On the one hand, this approach derives
functional variability only from the task model, limiting the functional variability
of the software. On the other hand, all the UI variations are mixed into a single
all encompassing FM which blurs the various aspects for comprehension and
configuration [28].

Finally, Martinez et al. [29] presented a preliminary experience on the usage of
multiple FMs for web systems. This work showed the feasibility of using multiple
FMs and the possibility to define a process around it. It implements FMs for a web
system, interaction scenario, a user model (user impairments), and device. However,
this approach does not consider the peculiarities of UI design models and their
variability.

A few works in SPL for UI have been published. A large part is dedicated to
the main variability depiction (using FMs) but they do not directly address the
configuration management. Configuration is a particular issue when considering
end-user related requirements which may be fuzzily defined.

3.2.4 Testing Many Variants

Selecting optimal SPL product variants based on some criteria has been studied in
SPL Engineering (SPLE). To achieve this, it is a common practice to enhance the
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variability model by what is referred to as quality attributes [6, 11,23,25]. Assessing
the quality of produced variants requires to deal with a potential large set of similar
UI to be evaluated and with subjectivity (i.e., considering users feedback could also
encompass some aesthetic aspects).

Genetic algorithms have been used for guiding the analysis of configuration
space [17, 36]. A key operator for evolutionary genetic algorithms is the fitness
function representing the requirements to adapt to. In other words, it forms the
basis for selection and it defines what improvement means [16]. In our case, the
fitness function is based on user feedback which is a manual process in opposition
to automatically calculated fitness functions (e.g., the sum of the cost of the
features). Because we deal with these user assessments as part of the search in
the configuration space, we leverage Interactive Genetic Algorithms (IGA) where
humans are responsible to interactively set the fitness [16, 47].

3.3 UI-SPL Approach

Model-driven UI design is a multi-stakeholder process [21, 22] where each model
— representing a particular sub-domain of Ul engineering — is manipulated by
specific stakeholders. For instance, the choice of graphical widgets to be used
(e.g. radio button, drop-down list, etc.) is done by a graphical designer, sometimes
in collaboration with the usability expert and/or the client. Our model-driven UI
design approach [40] relies on a revised version of the CRF framework (Fig. 3.2).
It consists of two base meta-models, the Domain meta-model -representing the
domain elements manipulated by the application as provided by classical domain
analyst- and the Interaction Flow Model (IFM) [31]. From these models we derive
the Concrete User Interface model (CUI) which depicts the application “pages”
and their content (i.e., widgets) as well as the navigation between pages. The CUI
meta-model aims at being independent of the final implementation of any graphical
element. Finally, the obtained CUI model is transformed into an Implementation
Specific Model (ISM) that takes into account platform details (here platform refers
to UI tool-kits such as HTML/jQuery, Android GUI, etc.). Finally, a Model-to-Text
(M2T) transformation generates the code according to the ISM. This separation
allows for separate evolution of CUI metamodel and implementation specific
metamodel and code generation.

We propose a multiple feature models (multi-FM) approach (see Sect.3.3.1) to
describe the various facets of UI variability (e.g., Ul layout, graphical elements,
etc.). In a second phase, (see Sect.3.4) we introduce our specific view on config-
uration on this multi-FM and its implementation in our model-driven Ul design
approach (see Sect. 3.3.2).

Fig. 3.2 Model-driven UI IFM
design process D
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Fig. 3.3 Variability models (FM) coverage on our UI modeling framework

3.3.1 Multi-FM Approach

Classical FM approaches combine different functional features [33]. In the specific
context of Ul design, we propose to rely on a similar approach for managing
variability of each UI design concern. Ul variability is thus decomposed into FMs
(Fig. 3.3). Each of these FMs is related either to a model, a meta-model, a mapping
or a transformation depending on the nature of the information it conveys.

— Models: Three FMs in Fig.3.3 manage variations at the model level (IFM,
Domain and CUI). The FM responsible for the Domain configuration can be
used to express alternatives of a same concept, e.g., using or not the address,
age or photo of a given class “Person”. The IFM variability can express for
instance the possible navigation alternatives to be activated or not. For instance
on a shopping website, shortcuts providing quickly access to a given product can
be configured. The CUI FM represents alternative representations of a widget: a
panel (i.e., portion of UI displayed on a screen) can become a full window (i.e.,
displayed has full-screen) on mobile phones.

— Mappings: The variability of the mapping between IFM and Domain can be
managed by a mapping FM. Interaction flow elements (UI states) can involve
different concepts of the domain model.

— Transformations: Variability can be expressed also at the level of transforma-
tions. The variability that a transformation could convey (i.e., multiple output
alternatives) can be expressed with FMs. The transformations impacted are (1)
between IFM, Domain and CUI, (2) between CUI and ISM. The variability of
(1) expresses the possible UI design choices: how an IFM state selection can be
represented: a simple list, an indexed list, a tile list, etc. The variability in (2)
depends on the target ISM and configures the final representation to be provided
to end-users. For instance, a CUI simple list can be represented using, as output
of the transformation, the following HTML markup alternatives: “<select>" or
“<ul>”.

By scoping the FM to a specific concern, our approach allows to focus only on
the variations related to the underlying concern. In our approach, the different FMs
enrich the existing UI design process accompanying, step-by-step, the design of
models and their variability.
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3.3.2 Implementation: Model Transformation

Before starting the whole transformation process (up to the first executable pro-
totype), the various FMs that describe the possible configurations of the product
line have to be aggregated. More details about this step is available in [43]. As a
result, only one large FM is built allowing to produce, through model to model and
model to text transformations the variants to be assessed. To aggregate the many
FM, we can use the insert operator of Familiar [3] using the following expression
see Listing 3.1.

Listing 3.1 Familiar insertion operator for building complete partial configuration

fml> insert MappinglFMDomain into CUITransformation.CUIList with mand

The implementation of our approach relies on an existing system that derives a
UI from IFM and domain models using successive model transformations [41]. This
initial system was not taking into account the configuration of the variability. The
difference is that it uses the FM as a transformation configuration and generate a
UI for each possible configurations depicted in the aggregate FM. We have built a
small algorithm that produce a configuration model for each valid combination of
the FM. Then this configuration model (conforms to a configuration metamodel)
is used as an additional input model for the transformation. Nevertheless, we keep
our tool initial behavior if no FM is specified: a default transformation is executed
if it has no configuration (in ATL syntax: i.getConfiguration.ocllsUndefined()).
The “getConfiguration” helper uses the explicit link between the input models
(IFM/Domain) and the current configuration to be generated.

Listing 3.2 Excerpt of the default transformation used if no configuration is defined
rule selectionListViewDefault extends widgetEvents {
from

i : SC!SelectionState (i.getConfiguration.ocllsUndefined())

to
o : CUI!ListView (
name <— 1i.name,
id <— i.name.regexReplaceAll(" " ,""),

widgets <— i.domainElements—>select(el e.Type = #Image)—>collect (el
—thisModule .image(e))
)

We reused the rest of the transformation chain up to the application generation:
CUI to ISM and ISM to Code. For each type of ISM (i.e., interaction State) a set of
rules are produced corresponding to the possible variants. Each particular attribute
of the widget (i.e., indexed and filtered) is also dependent on the configuration
thus introducing additional conditional expressions (ListFilters and ListDividers
conditions in Listing 3.3).

Listing 3.3 Excerpt of selection to tile list in CUI transformation including configuration helpers

helper context OclAny def: hasConfig(config:String) : Boolean =
if (self.getConfiguration.ocllsUndefined ())
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then
false
else
self.getConfiguration.WidgetName=config
endif ;

rule selectionTileList extends widgetEvents {
from
i : SC!SelectionState (i.hasConfig(’TileList’))
using {
conf:Configuration!Configuration = i.getConfiguration;

}
to

o : CUI!TileList (

name <— i.name,

id <— i.name.regexReplaceAll(’ ' ,""),

icons <— i.domainElements—>select(el e.Type = #Image)—>collect(elthisModule

—.image(e)),

Listfilters <— if (conf.filtered) then filter else OclUndefined endif,

listDivider <— if(conf.indexed) then divider else OclUndefined endif

)
filter : CUI!Filter (
filterRevealedList <— false),
divider : CUI!Divider(
autodivider <— true )

3.4 Evaluation of Configuration: Rapid Prototyping

End-user requirements are crucial in user centered design. They are often not
formally defined: most of the time they are expressed as remarks on a portion of
the produced or prototyped UI. Thus, in order to capture end-user requirements,
UI designers have to propose various product versions (prototypes) to end-users. A
common practice is to use rapid prototyping. Rapid prototyping is a user-centered
iterative process where end-users give feedback on each produced prototype. Proto-
types are usually mock-ups of UI drawn with dedicated tools (e.g., see balsamiq).'
In order to show to the users an interaction experience closest to reality we should
rely on higher fidelity and on living prototypes (i.e., the user should be able to
interact with it). As a result, MDE provides us with semi-automatic generation
capabilities. It allows a quick production of prototypes and many assessments in
a limited amount of time. End-users will thus elicit the way they prefer interacting
with the system, the best widgets and representations for their tasks. In fact, through
these iterations they elicit the product configuration that best fits their needs.

In previous work [40, 42], we have tested the global usability of particular
generated UI prototypes. We have also proposed a version that evaluate only a
portion of the Uls produced by an SPL [43]. Configuration reconciliation can be
a time consuming task, which may delay the product elicitation. Indeed the time
for configuring and aligning all the partial configurations together can be a very
consuming task even if we relax some FM constraints (i.e., getting an end-user
feedback on generated Ul after a one or two minutes configuration).

Thttp://balsamiq.com


http://balsamiq.com

90 J. Martinez et al.

Here we will try to evaluate the different Uls obtained by an SPL. The approach
we have selected is an interactive genetic algorithm (IGA). It aims at reducing
drastically the number of UI configurations to evaluate as well as the number of
person necessary for this test. The idea is to converge quickly to good/acceptable
Uls with a small number of algorithm iterations: limiting the effect of user fatigue.
At each iteration the IGA will take into account a user ranking (e.g., like/dislike) of
the proposed UI and propose, a mutated configuration for the next step. This will
allow to test potentially many configurations whilst keeping only the convenient
ones.

The approach we have followed here is decomposed in two steps. The first
step consists in generating the set of Uls according to the possible configurations
depicted in the FM. For the sake of performance (i.e., rapid evaluation between
each IGA iteration) and because of interoperability issues we choose to produce
first the set of evaluable Uls. Nevertheless the MDE-SPL generation mechanism
could have been directly driven by the IGA produced configurations. The second
step is iterative and consists in the evaluation of the produced UI variant and then
production of next Uls to be evaluated thanks to the IGA.

3.4.1 Step I: Deriving All Relevant Configurations

The idea is to generate all the possible configurations and then apply the UI
generation process for each of them, as depicted in Sect.3.3.2. Some constraints
can also be added to existing ones [4]. They allow to remove product variants which
are, predictably, not relevant for the task at hand. For instance, tile lists are not
necessarily relevant without photos or images.

3.4.2 Step 2: Variant Assessment

We followed the recommendations of Nielsen regarding the minimal number of
end users to involve in iterative user tests [30]. As such, we decided to run user
tests with 5 participants in order to collect their feedback. For each iteration of the
genetic algorithm, 10 UI configurations are suggested to testing (i.e., 2 per end-
user). According to the predictions of the Poisson model [30], involving 5 users
gives rise to an expected probability of reporting 85% of the usability problems
for a simple Ul. Given that usability problems impact their assessments, having at
least 5 users should enable us to gracefully evolve to a reasonable good Uls at a
reasonable cost regarding the number of involved end-users. The IGA is taking this
user evaluation to propose, to all users, for the second round of evaluation a mutation
of the best variants. A mutant is a new configuration that slightly different from the
previous one, by e.g., changing one feature (add/remove).

The details of the implemented IGA is shown in Algorithm 1. First, the
population is randomly initialized at line 1. After this, the evolution starts at line
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Algorithm 1 Interactive genetic algorithm for data set creation in the contact list
case study

input: Genetic representation of a configuration = 20 bits, Population = 10 configurations,
Users =5
output: Data set of user assessments

1: population < initializePopulation()

2: while stopConditionNotSatisfied() do

3: foreach conf; € population do

4: confi.assignedUser <— assignUser(users,conf;)
5: end foreach

6: foreach conf; € population, in parallel do
7: conf; fitness <— getUserFeedback(conf;)
8: registerDatalnstance(conf;)

9: end foreach
10: parents <— parentSelection(population)
11: offspring <— crossover(parents)

12: offspring <— repair(offspring)

13: offspring <— mutate(offspring)

14: offspring <— repair(offspring)

15: population < survivorSelection(offspring)
16: end while

2 until the stop condition is satisfied. In our case we used the termination condition
when reaching a fixed number of generations in order to avoid user fatigue and time
consumption. We can also limit the number of generations (iteration of the IGA):
it limits the number of evaluations (against user-fatigue), but also stop before the
evaluation curve is reverted (i.e., when producing mutant the quality of UI could
regress because of user fatigue).

From line 3 to 5, each member of the population is assigned to one user for
assessment. In our experimental settings, each of the 5 users is assigned to 2
members to cover the whole population. The user feedback for all the population
is obtained from line 6 to 9. Once the fitness of the whole population is set, we can
proceed to the parent selection for the next generation. The parent selection operator
is based on a fitness proportionate selection (line 10). At line 11, the crossover
operator is based on the half uniform crossover scheme [46]. The crossover, as well
as the mutation operators of the GA, can end up with invalid configurations because
of FM constraints. Existing works have solved this by penalizing the fitness function
or trying to recover the configuration to a valid state. In our case, at line 12 and 14
we repair the offspring if hard constraints are violated. The mutation operator used
at line 13 is uniform with p = 0.1. This mutation factor is meant to prevent a loss
of motivation from users (i.e., user fatigue) by reducing the likelihood that they
will keep assessing very similar Ul configurations from the population, while thus
enabling us to explore new regions of the configuration space. Finally, at line 15,
the survivor selection operator is based on a complete replacement of the previous
generation with the new generation.
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3.5 Case Study

Contact Lists are widely used Human-Computer Interaction (HCI) applications to
obtain personal information such as telephone numbers or email addresses. We can
find them on mobile phones for personal use, communication systems for elderly
people, corporate intranets or web sites. Despite of sharing the same objective, the
final UI implementations are very diverse. We focus in this case study in building
contact lists with corporate information.

User involvement is one of the key principles of the user-centered design
method [15]. The literature includes a number of early works leveraging SPL
techniques to deal with the management of HCI-specific variability using SPL-based
approaches [32, 33]. In this case study dealing with Uls, we focus on early binding
variability [26] where design alternatives are chosen at design-time. Therefore, this
scenario does not focus on customization options which are performed by end-
users themselves within the UI, nor to self-adaptive systems which corresponds
to run-time binding of variability. The ISATINE framework [27] structures the
adaptation life cycle into seven stages: goal specification (when the end-user defines
her goals for adaptation), adaptation initiative (who is taking the responsibility
to trigger the adaptation), adaptation specification (what could be performed to
ensure an adequate adaptation), adaptation application (performed by the system
itself), adaptation transition (how to convey the transition between the stage before
adaptation and after), adaptation interpretation (how to interpret the results of
the adaptation), and adaptation evaluation (how to evaluate the results of the
adaptation with respect to the initial goals). If these seven stages are considered, the
adaptation specification and application are particularly ensured by our approach.
The transition should be ensured by other techniques.

3.5.1 The Contact List Example

Figure 3.4 presents the FM defining the variability of the Contact List application
domain. The FM was created by HCI experts from the Luxembourg Institute of
Science and Technology (LIST) with whom we collaborated in this case study. This
FM encodes knowledge about the interface design defining a configuration space of
1365 valid configurations. UI design choices, even for this apparently simple case,
give raise to voluminous configuration spaces.

The ContactList variability is decomposed into three main features: List
depicting the possible choices to be made in terms of widgets for representing
the list, Master Detail Interface which states the global layout of the
application and Details Grid which sets the layout for the detailed information
of a person. The ListType variability defines the different alternatives of List
widgets: DropDownList is a select box showing only one item when inactive,
ListView is a classic navigation list and TileList is a list of thumbnails
represented as tiles. The Indexed optional feature separates and ranks the list
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items by the first letter of the name. The Filter optional feature adds a search
functionality implemented through a text box that automatically filters the list
items according to the text introduced by the user. The ListItem consists of
the Name of the person or the Photo, or both. Four cross-tree constraints are
shown in the feature diagram which are related to these features. Concretely, the
DropDownList feature excludes Indexed, Photo and Filter features. Also,
the Filter feature requires the Name in the ListItem feature.
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The Master Detail Interface is an optional feature that split the screen
in two parts: the master and the detail. The master contains the list while the
details interface, after a selection in the master, shows the corresponding contact
information. There is variability concerning the Ratio of the screen split and
the Position of the master interface. Finally, the Details Grid feature
represents different alternatives to organize the contact information on the screen
(e.g., telephone number, address etc.) as for example including all information in
one column or determine the position of the textual information with respect to the
photo.

The SPL has been implemented using the Variability-aware Model-Driven Ul
design framework [44] based on AME (Adaptive Modeling Environment) [20]
which is able to derive, through source code generation, any configuration of the
presented FM. The target framework for the derived products is the JQueryMobile
web framework.?

Screenshots demonstrate the diversity of Uls that can be obtained (they have been
anonymized to avoid displaying personal information): Figs. 3.5 and 3.6 present UI
variants from which we enumerate their corresponding features. Figure 3.5 shows an
example that includes ListView with only the Name (see left side of the figure).
The list view is neither Indexed nor has a Filter feature. It has Master
Detail Interface with Equal Area and Master Left given that the
screen is split in two identical parts with the list (master) at the left and the details
grid at the right. The details are displayed with Photo Right Grid.

Figure 3.6a, b show how the TileList is realized (see right side of the figure)
and Fig. 3.6c how the DropDownList is displayed (see left side of the figure).
Figure 3.6d shows a Ul variant whose configuration does not have a master detail.
It only displays on the screen either master or detail (note the presence of the back
button at the top left of the screenshot for coming back to the master). In the case
of master detail, the ratio indicates whether we have a big master interface with a
small details interface (e.g., Fig. 3.6c) or vice-versa. Alternatively, we can have the
split into two equal parts (Figs. 3.5 and 3.6a).

Master Detail
| |

Configuration

Features:
List View ——]

Name —

Master Detail Interfacﬂ/
—=
| —

\ :

Equal Area
Master Left ————
Photo Right Grid —

LA S%

Fig. 3.5 Configuration and screenshot of its associated contact list UI variant
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2JQueryMobile web framework: https://jquerymobile.com
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Fig. 3.6 Screenshots of derived variants from the contact list SPL and enumeration of their
associated features. (a) Tile List, Photo, Master Detail (with Equal Area and Master Right) and
Details Grid with Photo Bottom Right. (b) Tile List, Photo, Master Detail (with Big Master Area,
Master Right). (¢) DropDownList, Name, Master Detail (with Big Master Area, Master Left). (d)
Master Detail Feature (The list variability is not illustrated in this figure) and Details Grid with
Photo Bottom Right

The Position variability is related to a horizontal or vertical split of the screen
and whether the master is in one side or the other (in Fig. 3.6b the master and detail
have been swapped). If the Master Detail Interface feature is notselected
in a configuration, the window split will be replaced during the navigation: one
first window for selecting the person to be displayed and the other one for seeing
the details. Finally, the Details Grid feature represents different alternatives to
organize the contact information on the screen. For instance, in Fig. 3.6a the grid is
four columns and two rows whereas in Fig. 3.6d it is two columns and four rows.

3.5.2 Defining Configurations Chromosome

One important decision to implement the genetic algorithm is how to represent the
individuals (the configurations in our case). We consider a binary array. Figure 3.7
shows an example of the chromosome of an individual that conforms to the Contact
List SPL. The phenotype consists of the non-abstract features of the FM. Concretely,
the leaves of the FM and the Master Detail Interface feature (see Fig.3.4)
are coded on a binary string of 20 bits. The features are the fixed indexes of the array
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where the value 1 means that the feature is activated and O that it is not. Representing
a FM configuration chromosome as an array of bits is a common practice in the
use of genetic algorithms in SPLE [17, 24]. As presented before, the details of the
implemented IGA are shown in Algorithm 1.

3.6 Case Study: Experimentation

The objectives in this case study is to investigate whether:

1. The variant assessment selects better configurations than a randomized algorithm
for a given number of iterations. To that end:

— We quantitatively evaluated the improvement of the user scores through the
IGA compared to random selection within the configuration space.

— We study the diversity of the population along the generations to show the
convergence of the IGA towards relevant UI designs.

2. The best Uls are configurations that usability experts confirm as relevant UI
designs. We qualitatively discuss the findings with a usability expert and we
checked if the top ranked configurations are close to configurations elicited by
usability experts.

We conducted two independent experiments in two organizations: LIST and
SnT. Figure 3.8 presents the results of the IGA for the two organizations. On the
horizontal axis we have the different generations and the vertical axis is the mean of
the scores of the user assessments for this generation. We show the score mean along
the six generations including the standard deviations. An ascendant progression
means that for each new generation, globally, the Ul variants are being better
appreciated by the pool of users. In Fig. 3.8a we observe a quick ascension until
generation four while in Fig. 3.8a we observe the ascendant progression starting at
generation two.

Despite that we do not have the explanation for the descending effect in LIST
case for generations five and six, we consider that it is caused by the experience
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Fig. 3.8 Results of the genetic algorithm evolution in the two organizations. (a) LIST. (b) SnT

that the users had in UI design. The score mean improved quickly from generation
one to four by filtering really inappropriate variants, and then decreased a little bit
because of their capacity to criticize the proposed variants. They may not evaluate
the variant itself but its capability to be different from what they already evaluated.
Furthermore, some of these critics were related to non-variability related issues.
Other possible explanation could be user fatigue.

In order to observe whether the IGA tends to converge, Fig.3.9 shows the
progression of the generations in the two dimensional space of mean score and
diversity. We calculated the genotype diversity along the different generations (g/
to g6) as the average of the Hamming distance of all pair of configurations in the
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Fig. 3.9 Generations progress in terms of mean score and diversity. (a) LIST. (b) SnT

generation. The diversity decreases if we approach to the left side of the horizontal
axis. For example, we can observe how the diversity is not increasing more than
its value at g/ which is the randomly created population. For LIST, as shown in
Fig. 3.9a, g4 has both the lowest diversity and the maximum mean score. In the case
of SnT, as shown in Fig. 3.9b, the last generation (g6) has both the lowest diversity
and the maximum mean score. In the LIST case, the user pool was able to reach
better variants for them earlier.
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UI Quality Improvement. Regarding the first hypothesis, we evaluate if our
process based on evolutionary techniques selects better variants than a randomized
algorithm for a given number of iterations. We repeated the experiments with the
same participants using random selection. In this approach, for each generation,
10 configurations were automatically selected from the viable space which is the
same size of the population that we used for the IGA. Basically, for the random
selection, we used the same operator as the one used for seeding in the IGA. Despite
that we still call each group of 10 random configurations a generation, no genetic
information was propagated from one generation to the next. Figure 3.10 shows the
results of the genetic algorithm and the random selection in order to compare them.
The most important observation is that random selection failed to obtain a global
score mean greater than 5 in any of the generations while the genetic algorithm did
achieve it. We can see how the genetic algorithm outperforms the random selection
approach except in the first two generations where the effect of evolution is still
trying to find relevant regions of the configuration space.

Table 3.1 presents the representative improvements obtained in the two inde-
pendent experiments by comparing the global score mean. The global score mean
is the mean of the assessment scores in all the generations. The genetic algorithm
approach has a global score mean which is around 0.5 points better (i.e., 0.45 in
LIST and 0.55 points in SnT).

The proposed genetic algorithm produced better results over the generations
than the random approach. The algorithm tends to converge to a solution in this
search of better UI configurations. To prove this, we computed the diversity of the
members of each generation. If the diversity has a tendency to decrease, it is a sign
of convergence. Figure 3.11 shows the graph of the results at organization LIST and
SnT for both the genetic algorithm and the random process. We can see how the
random approaches in both organizations do not decrease the diversity while, for
these 6 generations, we observe how the genetic algorithm performs better than the
random approach to reduce the diversity. The random approach failed to decrease
the diversity to values lower than 5 while this was achieved by the genetic algorithm
approach. As result, we can conclude that, compared to the random approach,
we both increase the global mean score and we reduce the diversity along the
generations. These two aspects allow the genetic algorithm to try to converge to
optimal or sub-optimal solutions which means to relevant UI designs.

Usability Expert Analysis. In order to confirm our second hypothesis we required
a usability expert with nine years of experience to assess that the better variants
found by our approach satisfy usability criteria. This expert is independent in
order to provide an impartial assessment. He does not belong to the team that
developed the considered project, nor participated during the variant assessment. We
summarize the expert qualitative evaluations on the three relevant variants shown in
Fig.3.12:

— The first variant, shown in Fig. 3.12a, is the simplest list with no master detail.
It addresses several usability criteria [37] such as low workload, explicit control,
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Fig. 3.10 Comparing variant selection based on genetic algorithm and random. (a) LIST. (b) SnT

Table 3.1 Global score GA
mean evaluation

Random
LIST | 4.65 |4.20
SnT |4.40 |3.95
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homogeneity/consistency or compatibility with traditional contact applications.
The search bar and the simplicity of the UI allows the end user to go directly to
what he/she is looking for. However, as drawback, it is not possible to browse
through the contacts’ photos or to do a visual research if the name of the person

is unknown.
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Fig. 3.12 Screenshots of relevant variants. (a) ListView, Name and no MasterDetailInterface. (b)
TileList, Name, Photo, Indexed, Filter and no MasterDetaillnterface. (¢) TileList, Name, Photo,
Filter, MasterDetaillnterface (with Big Master Area and Master Left) and Vertical Grid
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— The second variant, shown in Fig.3.12b, has a better appearance (aesthetic
consideration) and has more information (i.e., photo and index). It also complies
well with Scapin and Bastien’s usability criteria [37]. Notably the adaptability
criteria is well implemented here: the application can be convenient to the
different situations of use (e.g., on large screen and small screen display,
etc.). However, it seems visually overloaded. Reducing the number of persons
displayed in the list can be an option. Another important point noticed is that the
users can just play with the UI (e.g., browse through colleague photos) and be
distracted from the prescribed task.

— The third variant, reproduced in Fig.3.12c, is very close to the previous one,
except for the master/detail pattern. It also complies with most of the usability
criteria. The list of persons is more compact than the previous variant (Fig. 3.12b)
giving a better impression. The information is accessible directly without the
need to navigate which is a plus for large screens but not necessarily the
best solution. In the configuration with a Master Detail interface, the layout is
important, and in this variant the vertical grid fits perfectly with this layout.

The usability expert claimed that the relevant variants that have emerged from
applying the approach satisfy most of the usability criteria.

3.7 Conclusion and Perspectives

In this article, we addressed the issue related to Ul variability. UI variability holds
numerous facets (e.g., graphical design, development, usability, etc.) due to the
diversity of stakeholder profiles whom may contribute to the UI development life
cycle, such as, but not limited to, end-users. Moreover, in UI design, one encounters
frequently the difficulty to align the products with fuzzily defined user requirements.
This complexity can lead to an inefficient UI design process, which has an impact
on the UI design costs.

Therefore, we proposed an approach to manage Ul variability based on MDE
and SPL, integrating SPL. management into our current MDE UI design process. In
order to build a viable product, the stakeholders have to confront their viewpoints
when configuring products. This is the general approach we have illustrated here,
adopted for rapid prototyping.

This article focused on the end-users as peculiar stakeholders of the design
process. Such stakeholders can intervene in some specific parts of the process
using partial FM: i.e., help in choosing some features. Nevertheless the potential
indirection between feature and the resulting Ul could make things unclear. This is
why we should still rely on user assessments.

When using SPL, we can obtain many variants of the same UI, thus making
it difficult to assess for end-users. How end-users would assess more than 800
variants? Even, if they had time to evaluate it, when assessing many similar Uls the
user-fatigue will provide biased results. We could have used partial configuration to
split the problem and focus on a specific element such as in [43]. However, it will
not have provided results for the overall interaction experience.
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We have experimented with an Interactive Genetic Algorithm that helps to assess
and deal with many variants produced by an SPL approach. It helps to reduce the
number of UI to be tested by end-users and to find consensus on a relevant versions
(i.e., of a good quality). First, it facilitates the exploration of the design space (as
defined in the FM) and with a rather small portion of the possible configurations.
Second, it helps to assess the variants with a group of users reducing some personal
subjectivity.

One future direction of this work would be to propose a ranking of the features
which influence user decisions the most. As such we would be able to predict the
configurations which are not relevant or the most adapted to specific interaction
situations.
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Chapter 4
Feature-Based Elicitation of Cognitively
Efficient Visualizations for SPL Configurations

Céline Sauvage-Thomase, Nicolas Biri, Gilles Perrouin, Nicolas Genon,
and Patrick Heymans

Abstract Configuring a SPL is a cognitively difficult activity that requires a deep
understanding of the features and their constraints to be performed effectively. To
this end, SPL configurators have been equipped with various visualizations to assist
users in their tasks. However, there are many ways to visualize data: the process
of associating an efficient visualization to a given (configuration) task is neither
well-understood nor systematically applied, resulting in confusing visualizations
yielding configuration errors. In this chapter, we offer such a process, based on
theories of the visualization community for data representation. The first step
consists in choosing the data to be visualized. This selection induces restrictions on
the types of visualization that are then computed based on the data characteristics
and best practices from semiology and visual languages. Designers can then select
an efficient visualization for the intended task. Our process is supported by feature
models and FAMILIAR to merge and constrain the set of applicable visualizations.

4.1 Introduction

The activity of configuring a product in the context of a Software Product Line (SPL)
is cognitively challenging. Indeed, the engineer has for instance to understand the
complex relationships of the features involved in the configuration of his product.
Even if solving these dependencies can be automated (e.g. by using a SAT solver in
the back-end), it does not help regarding configuration understanding. To this end,
current configurations tools integrate some visualization supports intended to help
users in their tasks. However there is more than a single way to visually represent
a configuration [16] and we argue in this paper that the process of associating a
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visualization to a given task is not well-understood and mostly results in generic
visualizations. These visualizations are clearly sub-optimal to perform some tasks
such as the understanding of propagations during configuration.

To provide dedicated visualizations, we present a method to explicitly model
and guide visualization choices in terms of feature models (FM) and relate them
with the kind of data involved for a particular task. The kinds of data involved in the
configuration task (e.g. features, constraints) are defined on a first FM named dataset
FM. The possible visualization designs (e.g. trees, maps, etc.) are also represented
with FMs, one by visualization design, named visualization designs FMs. The
dataset FM configuration induces restrictions on the possible configurations of the
visualization design FMs thanks to a set of mapping rules. These rules are based
on the types of the configured data and their possible representations by the visual
properties [2] of the visualization designs where a visual property is a graphical
element that can be perceived by the human eye (e.g color, shape, size). Each
visualization design FM offers different choices for visual properties assignment. To
ease the configuration task, these visualization FMs are merged using the FAMIL-
IAR environment [1] in a single visualization FM and configuration constraints are
automatically generated. Hence, the valid configurations of the visualization FM
forms thus the set of appropriate visualizations for the considered input data.

The remainder of this chapter is organized as follows: Sect. 4.2 illustrates our
approach on a configuration task issue example. Section 4.3 describes the different
steps of our method. Section 4.4 applies the method through our running example.
Section 4.5 provides an overview of the visualization designs guidance approaches
existing in the literature. Finally, Sect. 4.6 concludes this paper by wrapping up our
contributions and highlighting some future perspectives.

4.2 Example

To illustrate the challenge of visualization choice, we focus on issues occurring
during product configuration in SPL. In an industrial environment, feature models
tend to be complex, involving an important number (thousands) of features and
complex crosstree constraints [18, 20].

In [4], Deelstra et al. pointed out that in large feature models involving a lot of
complex cross-tree constraints, engineers can not accurately see how their choices
impact other features. This difficulty is twofold: on the one hand, numerous cross-
tree constraints make the consequences of a choice difficult to forecast, on the other
hand, a large number of features can make the configuration impact difficult to spot.
Our task is thus to select an adapted visualization to ease the comprehension of a
feature selection during the configuration of the FM.

We take the Graph Product Line (GPL) [7] as a running example of product
line configuration throughout this chapter. On the GPL feature model, we start
a configuration with the selection of the following features Gpl, MainGpl,
Test, StartHere and Base.From this point, we continue with the selection
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of the feature StrongC. In Fig.4.1, the screenshots on the left hand side and on
the right hand side display respectively the configuration before and after the feature
selection in the Feature IDE configuration tool. Similarly, in Fig. 4.2, the screenshots
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Fig. 4.2 S2T2 configuration views

on the left and on the right show respectively the state of the S2T2 configuration
tools before and after the selection. The distinction of the feature names in Figs. 4.1
and 4.2 is not important. The focus is on the fact that a feature is selected/rejected.

First, we must acknowledge that none of the proposed tools explicitly claims to
tackle the choice understanding issue. Nevertheless, none of the two editors makes
a visual difference between the features that are selected or rejected before the
StrongC selection and those becoming selected or rejected after the selection.
As a consequence, it is difficult to figure out the differences before and after the
selection. S2T?2 differentiates the user choices from constraint propagation, which
can partially support the user, but it does not directly address the issue.

In Sect. 4.4, we will apply our visualization selection method to this example and
show how we can explicitly represent the choice consequences in a both immediate
and meaningful way.

4.3 Visualization Elicitation Method

We propose an SPL-backed method that guides the selection of an appropriate
visualization for the data involved in a configuration user task. Though the models
offered are dedicated to the support SPL configuration tasks, the method can be
adapted to any data visualization needs.

The method follows a traditional two-fold SPL approach [13]. First, the domain
engineering phase, led by a visualization domain engineer, consists in the definition
of the FMs that will support the selection of the visualization. Second, the
application engineering phase, led by the configuration visualization engineer that
will configure these models and fine tune the selected visualization who will be
provided to the end-user. The process is illustrated in Fig. 4.3.
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Fig. 4.3 Visualization engineering process

4.3.1 Visualization Domain Engineering

The visualization domain engineering phase consists in the formalization of two
feature models. A dataset FM, specific to an application domain, which allows
the configuration of the dataset to visualize, and the visualization FM, a variability
model that represents all the visualization possibilities that the visualization domain
engineer will offer to the configuration engineer. This second model is data agnostic
and thus can be reused from one domain to the other.

4.3.1.1 Dataset FM

During this phase, the visualization domain engineer defines a FM that represents
the datasets that can potentially be interesting to provide insight to the end user.

The definition of the dataset FM is built on the multidimensional concepts
formalised in the context of OnLine Analytical Processing (OLAP) research [14].
These concepts contain the notions of dimensions and measures. A dimension is
somehow a concern on the data. More precisely it defines an analysis axis formed
by a set of data with the same datatype, providing a base on which the other data are
analyzed. A measure describes data that have to be analyzed over the dimensions.
Bearing in mind these definitions, the dataset FM is set with three subtrees (see
Fig. 4.4). One for the set of dimensions involved in a configuration process, another
for the set of measures associated with these dimensions and the last for the set of
derived measures deduced from these measures.
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Fig. 4.4 Dataset FM

To ease the mapping with visual solutions, we also need to define the datatypes
associated to the data constituting the dimensions and measures. To do so, we use
the four types of measurement scale cited by Stevens in [21], which provide precise
types of scale for the dimensions and the measures [24]. The first type is nominal
and defines the possibility for elements to be distinguishable. The second type is
ordinal and means that the elements can be sorted depending on a rank order. The
third type is named interval and adds the capacity to calculate the difference between
two elements. Finally, the type ratio is the more expressive. It defines the additional
possibility to calculate a ratio between two elements. These datatypes are defined on
the leaf features of the three subtrees dimensions, measures and derived measures.
It has to be noticed that several types can be associated with the same feature to let
the possibility to represent a dimension, a measure or a derived measure with a less
expressive datatype than initially needed. The prefixes Interval, Ordinal and
Nominal of the leaf features will be used as types to restrict the possibilities in the
visualization models during the application engineering phase (see Sect. 4.3.2.3).

In the following paragraphs, we will detail the set of dimensions, measures and
derived measures with their associated datatypes that are involved in a configuration
process.

Dimensions

Configuring a feature model means making successive choices on features in accor-
dance with the constraints expressed on the feature model. From this definition,
three dimensions can be deduced and expressed on the data feature model by the
visualization domain engineer.
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Features dimension. Given that a configuration is carried out by selecting features,
the set of features forms an obvious dimension which is identified as Features in
Fig.4.4. The dimension Features has three children in the dataFM: NominalF,
OrdinalF and HierarchyF. The HierarchyF child is defined to reflect the
hierarchical organization of the features on a feature model. Actually, the notion
of hierarchy encompasses a mandatory parent-child relationship (LinkF in the
dataset FM) and an optional rank of the elements inside the hierarchy (RankF
in the dataset FM), this decomposition is motivated by the visual representation
of hierarchy detailed in Sect.4.3.1.2. The parent-child relationship has a nominal
datatype (NominalLinkF in the dataset FM) because the information to convey
is the existence of a relationship between the linked elements. The rank requires
an ordinal datatype (NominalRankF in the dataset FM) as there is a specific
order between the ranks of the hierarchy (i.e., rank 1 < rank 2 < ...). However, a
representation of this hierarchical organization is not always necessary. The children
NominalF and OrdinalF define the datatypes nominal and ordinal and allow to
represent only the feature names or respectively an ordered list of the feature names.

Constraints dimension. The feature choices are restricted by the feature
model constraints. Thus, another relevant dimension is the Constraints. The
constraints dimension is composed by two types of constraints. The first type
is formed by the hierarchical constraints between the child nodes and the parent
nodes of the feature tree. The second type is the cross-tree constraints scattered
over the whole feature model. All the constraints can be represented with an
algebraic tree where the internal nodes are logical operators and the leafs are logical
literals involving a feature. Resultantly the constraints dimension has also a
hierarchical organization and its datatypes are defined in the same way as those of
the constraints dimension.

Time dimension. During a configuration process successive choices are made.
The Time dimension allows the analysis of the configuration process at different
points in time. We consider that the configuration process is constituted by a set of
configuration steps where each step contains a user choice which may be followed
by an automatic propagation of constraints. The Time dimension is formed with this
set of configuration steps. The relevant associated datatype for the time dimension is
interval, named as IntervalT in the dataset FM. However if the time difference
between two time data does not need to be represented, the datatype ordinal is
adequate and the feature ordinalT is selected. Similarly, if the representation of
the order between two time data is not useful, the feature NominalT representing
the datatype nominal is chosen.

Measures

The visualization domain engineer defines on the dataset FM the set of measures that
are involved during a configuration process. As previously mentioned, the measures
are associated with one or more dimensions. To visualize a measure, at least one
of its dimensions must also be present in the dataset. Consequently, to ensure the
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data feature model consistency, cross-tree constraints are needed expressing that the
measures can not exist without at least one of their dimensions. Hence, for each
measure added in the data feature model, a cross-tree constraint is created involving
the measure and its associated dimensions.

Feature state. This measure is straightforward as it denotes the state of a feature
during a configuration. A feature is selected, rejected or choice free. Its associated
dimensions are the Time and the Features. Its datatype is nominal. In Fig. 4.4
this measure is identified as FeatureState and its datatype as NominalFsS.

Constraint state. This measure identifies the state of a constraint which can be
resolved or not resolved during a configuration process. Its associated dimensions
are Time and Constraints. Its datatype is nominal. This measure is named as
ConstraintState, its datatype as NominalCsS.

Feature state origin. This measure distinguish whether a feature is selected or
rejected following a user action (chosen) or following an automatic propagation
of constraints (deduced). Its associated dimensions are Time and Features. Its
datatype is nominal. This measure is named as OriginOfAFeatureState and
its datatype as NominalOFS.

Feature-constraint involvement. This measure determines if a feature is part of a
given constraint. Its associated dimensions are Constraints and Features. Its
datatype is nominal. This measure is identified as PresenceOfAFeature and its
datatype as NominalPF.

The Derived Measures

These measures are deduced from the main measures that we have just described. It
has to be noticed that this list of deduced measures is not exhaustive.

Feature state change. This measure allows to know whether a feature becomes
selected or rejected between two given configuration steps. It is deduced from the
measure FeatureState by identifying the feature states which are modified
between the two given configuration steps. Thus, it is associated with the same
dimensions: Time and Features. Its datatype is nominal. In Fig. 4.4, this measure
is named as FeatureStateChange and its datatype as NominalFSC.

Set of selected features. This measure shows the set of selected features at a given
configuration step. It is deduced from the measure FeatureState. Resultantly, it
is associated with Time and Features. Its datatype is nominal. This measure
is named as SetOfSelectedFeatures and its datatype as NominalSF.
According to the measure semantics, this measure is irrelevant without the selection
of the Features dimension. Consequently, while for the other measures one of
the dimensions associated with is indifferently mandatory, for this measure the
Features dimension is specifically mandatory. The following constraint is added
to the feature model:

SetOfSelectedFeatures = Features.
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Set of resolved constraints. This measure defines the set of resolved constraints
at a given configuration step. It is deduced from the measure ConstraintState
Thus, it is associated with with Time and Constraints. Its datatype is nominal.
This measure is named as SetOfSelectedConstraints and its datatype
as NominalSC. Similarly to the measure SetOfSelectedFeatures, the
following constraint is added to the feature model:

SetOfResolvedConstraints = Constraints.

4.3.1.2 Visualization FM

The second task of the visualization domain engineer is to characterize the
visualizations in the form of a FM called the visualization FM. In the following,
a visualization refers to a complete visualization design. A treemap [6] illustrated in
Fig.4.5 or a sunburst [19] illustrated in Fig. 4.6 are some examples of visualization
designs. A visualization design is defined in accordance with a set of visual
properties and a series of constraints. The visualization FM is defined in several
steps. First, we will define a FM that characterizes the set of visual variables and
their capacity expression in terms of data. Then, on this base, the visualization
domain engineer provides, for each proposed visualization design, a visualization
design FM allowing the configuration of the visual properties. Finally, the set of
defined visualization design FMs are merged to obtain the visualization FM unifying
the set of valid configurations of each visualization design FM.

Fig. 4.5 Treemap designed with calluna, a LIST visualization solution
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Fig. 4.6 Sunburst (depiction of a file hierarchy [19])

FM for visual variables. We start with the definition of a reference FM to
describe the levels of measurement of each of the visual properties. The level of
measurement denotes the highest datatype that the property can express. There
exists several classifications of the visual properties according to their levels of
measurements [2, 3, 8, 9, 23]. We settle on Bertin’s proposal [2]. At the current
stage, we do not claim the FM to be complete, and we define it in a scalable way to
support further extensions of the mapping rules.

Bertin defines eight visual variables that are the building blocs to design any
symbol (see Fig.4.7). The variables spread out into two categories: the planar
variables (x and y position on a 2D plan) and six retinal variables (shape, color,
orientation, size, texture and value (aka., brightness)). Each visual variable is
suitable to express a certain level of measurement. More precisely, this referent
FM maps the dimensions and measures datatypes onto the visual variables’
levels of measurement. As represented by Fig.4.8, the root of this FM is the
Mapping feature. This feature has seven children that denote each of the visual
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Fig. 4.7 The eight visual variables defined by Bertin [2]
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Fig. 4.8 Mapping between the visual variables and their levels of measurement

variables (except for the planar variables that are gathered under the feature
Position). The Shape, Orientation and Color have respectively one child
that indicates a nominal level of measurement (i.e., the features NominalShape,
NominalOrientation and NominalColor). Texture and Value are
ordinal variables and hence have respectively two children: NominalTexture,
OrdinalTexture and NominalValue, OrdinalValue. The variables of
Size and (x,y) Position have the highest level of measurement: each of them
have four children that correspond to the nominal, ordinal, interval and ratio levels
of measurement.

The hierarchy notion elicited in Sect.4.3.1.1 has no immediate correspondence
to the levels of measurement of the visual variables. However, as the hierarchy is
expressed in the dataset FM with a mandatory nominal datatype and an ordinal
datatype, it can be mapped to a pair (nominal, ordinal) of visual variables’ levels of
measurement or to a simple nominal level. For example, in the usual representation
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Fig. 4.9 Classical tree FM

of FM, the hierarchy is expressed by the shape and y position visual variables: parent
elements are linked to each child element by a line that is depicted with some shape.
Moreover, the parent elements are located on the top of the diagram, while their
children lie below, which corresponds to distinct y positions (and all elements of a
same rank have the same y position).

FMs for visualization designs. The second step aims at defining, with the support
of the reference mapping FM, a FM specific to each visualization designs that the
visualization domain engineer wants to integrate. For example, the FM specific to
the classical tree designs is represented in Fig. 4.9. They describe the different visual
variables contained in the visualization and their associated datatypes following
the FM for visual variables. Features marked as optional correspond to visual
variables that can be used in such visualizations but are not mandatory. For example,
a treemap can be colored but it’s not a requirement. On the contrary, to be a
meaningful choice, the size of treemap elements must carry an information, thus
the size is required for this visualization.

FM for Visualization. The third step is a merge operation of all the FMs specific
to each visualization design. This operation is managed by the Familiar tool [1]
and allows to obtain a single FM that integrates all the variability of the involved
FMs. The use of Familiar in this case is particularly interesting as it provides a
straightforward solution to propose different FMs for different visualization subsets.
The Fig. 4.10 illustrates the result of the merge of the treemap FM, the classical tree
FM and the sunburst FM, as depicted by Familiar. Some constraints allowing to
manage the variability of the visual variables depending on the type of visualization
designs have been generated by the tool. The merge resulting FM is the visualization
FM that the designer has to configure to select the adapted visualization design.
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4.3.2 Visualization Application Engineering

Once the visualization domain engineering is complete, the visualization application
engineering phase consists mainly in the configuration of the different feature
models. The phase is composed of the following steps:

1. The configuration visualization engineer will decide which subset from the
original dataset must be present in the resulting visualization.

2. The visualization FM is automatically restricted thanks to extra-constraints to
reduce the configuration space. Consequently, it allows only visualizations that
are relevant for the selected data subset.

3. The configuration visualization engineer configures the restricted visualization
FM to choose the visualization and its details among those that are still available.

4. The configuration visualization engineer maps the selected data to the adequate
visual variables.

4.3.2.1 Data-Subset Configuration

The configuration visualization engineer configures the dataset FM defined during
the visualization domain engineering phase (see Sect.4.3.1.1) depending on the
dimensions and measures involved in the specific configuration user task consid-
ered. The result is a subset of the data with their corresponding datatypes.

4.3.2.2 Visualization Domain Restriction

This phase is performed automatically by the system after the data subset config-
uration. The configuration of the dataset FM leads to establish a combination of
different datatypes to visualize. Resultantly, it is necessary to generate constraints
on the visualization FM about the datatypes that are mandatory following the
configuration of the dataset FM.

The generation of the additional constraints is based on the subset of datatypes
contained in the valid configuration of the dataset FM. The subset of datatypes is
defined as follows:

Definition 4.1 (Datatypes subset) Given a configuration %, the datatypes subset
Y of this configuration is the tuple {n, o, i, r} (with n, 0, i, r € N) where:

* nis the number of features in ¢ prefixed by Nominal;
* o is the number of features in ¢ prefixed by Ordinal;
* i1is the number of features in € prefixed by Interval,;
* ris the number of features in ¢ prefixed by Ratio;

Having x features of a given datatype in the data subset implies that the designer
must choose x visual variables that support the same datatype in the visualization
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feature model to obtain a valid configuration. Suppose that the visualization feature
model holds y features being of this datatype, the designer must form a combination
of x elements out of y (with y > x) for this datatype. The number of the possible
combinations is consequently @)

Given a visualization feature model V and a datatype d, the set of visual features
for this datatype, #{y 4; is the set of features of V that are prefixed by the datatype
name d.

Given a set of features F we define C(F,n) as the disjunction of all the
conjunctions of n distinct elements of F.

With these definitions, the set of generated constraints is defined as follow:

Definition 4.2 (Datatypes subset constraints) Given a datatype subset P =
{n,0,i,r} and a visualization feature model V, the datatypes subset constraints of
P« and V is the following:

{C(A//{V,Nominal}s I’l), C(%V,Ordinal}s 0), C(ﬂj/{V.Interval}v i)»

C(%V.Ratio} ’ r)}

As example, let NominalVviz the set of features representing a Nominal
datatype in the visualization FM:

NominalViz = (NominalTexture,NominalColor,

NominalShape)

If the configuration visualization engineer chooses 2 Nominal datatypes in the
dataset FM, he has to choose exactly 2 features among NominalViz. The number
of possible combinations is (;) The constraint can be expressed as follows:
(NominalTexture A NominalColor A —NominalShape)

V(NominalTexture A NominalShape A =NominalColor)

V(NominalColor A NominalShape A —NominalTexture)

Once the data subset constraints are generated, they are inserted into the
visualization FM with Familiar and the configuration visualization engineer can then
configure the visualization FM.

For a given datatype, the configuration visualization engineer can select in the
dataset FM a number of features representing this datatype greater than the number
of existing visual variables expressing this datatype in the visualization FM. In a
such situation, none of the proposed visualizations would fit his needs. Thus, either
the configuration visualization engineer needs to narrow the data subset or the
visualization domain engineer needs to extend the visualization catalog with new
visualization designs in order to obtain a visualization FM with valid configurations
for the generated constraints.

4.3.2.3 Visualization Configuration

The constraints induced by the configuration of the data feature model and the con-
straints resulting from the merge of the feature models specific to each visualization
designs (see Fig. 4.10) restrict the possible configurations of the visualization FM.
The configuration visualization engineer chooses his visualization design among the
visualization designs which are still available after this restriction.
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4.3.2.4 Data Mapping

The configuration of the visualization FM allows to determine the visualization
design, its visual variables and the datatypes that can be expressed by these visual
variables. We can define a matrix for each datatype involved: along one axis, we
find the candidate visual variables for this datatype, and along the other axis, the
data of this type that were selected during the configuration of the dataset FM. The
configuration visualization engineer has to designate for each matrix how the data
are mapped to the visual variables.

To support this task, the configuration engineer can rely on the length of the
visual variables. Each visual variable has a specific length, which is the number of
distinct values that it can take and that can be effectively perceived by the human’s
perceptual system. The length of each variable is given in Fig. 4.7. The designer has
to ensure that the length of the selected variable is equal or larger than the number
of elements of its mapped datatype. Stated another way, the visual variables must
at least be able to depict all the elements of the datatype. By applying this rule, the
number of candidate variables can be reduced.

Another factor that can reduce the set of candidate variables is the choice of
variables that are deliberately not bind to any selected data from the data feature
model. This choice is supported by the fact that the configuration engineer wants to
keep free some of the visual variables to allow extra information to be added later
on the diagram. Indeed, every variable that is mapped to a datatype cannot be easily
reused to convey a new meaning on the same diagram. The set of free variables
forms the secondary notation, while the primary notation is defined by the set of
bound visual variables. For instance, if we consider that it would be important to be
able to point out one or several specific elements on a diagram, the variable color
should be kept free. Color is a variable that is easily and almost instantly perceived.
Moreover, the human’s perceptual system is able to isolate all occurrences of a
given color on a diagram, and hence the color is really appropriate for pointing
out elements.

4.4 Application

In this section we apply our approach on the GPL product line introduced in
Sect.4.2. In particular, we want to select an appropriate visualization for the
following task: “understanding the consequences of feature selection”.

4.4.1 Visualization Domain Engineering

The visualization domain engineering phase consists in the definition of the dataset
FM and the visualization FM. The dataset FM and the visualization FM used for
this application case are those illustrated in Figs.4.4 and 4.10. The visualization
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FM allows to configure a classical tree visualization design, a treemap or a sunburst
but can be extended to accommodate new visualizations.

4.4.2 Visualization Application Engineering

The same steps as those described in Sect.4.3.2 have to be followed in order to
complete the visualization application engineering phase for our example.

4.4.2.1 Data-Subset Configuration

This step consists in selecting only the features on the dataset FM which are useful
for the analysis of the consequences of a feature choice on the other features.
Understanding the consequences of a choice implies to visualize the FM and to
be able to detect the feature states that become selected or rejected following this
choice.

We describe the features selected on the dataset FM as dimensions, then the
features selected as measures and finally, the features selected as derived measures.

Dimensions. As we need to visualize the FM, the Features dimension is
necessary. Consequently the set of following features are selected:

{DataFM,Dimensions, Features,HierarchyF,
LinkF,NominalLinkF, RankF,OrdinalRankF}

Measures. In order to know the state of the features after the choice, the measure
FeatureState has to be selected on the dataset FM. Consequently, the following
features are selected:

{Measures, FeatureState, NominalFS}

The derived measures. Finally, to be able to detect a feature state that become
selected or rejected, the derived measure FeatureStateChange is needed. The
following features are thus selected:

{DerivedMeasures, FeatureStateChange, NominalFSC}

4.4.2.2 Visualization Domain Restriction

The configuration of the dataset FM leads to the generation of some constraints
on the visualization FM in accordance with the explanations given in Sect.4.3.2.2.
They imply that the final configuration of the visualization FM contains exactly
three visual variables representing a nominal datatype and one representing an
ordinal datatype.
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4.4.2.3 Visualization Configuration

The visualization domain restriction does not restrict the choices of global visual-
ization designs in the visualization FM. Hence, in Fig. 4.10, the three children of the
feature Visu (ClassicalTree, Treemap, Sunburst) can be selected. We
select the ClassicalTree feature in order to compare the design resulting from
our methodology with the classical tree visualization of the existing configuration
tools. As explained in Sect.4.3.1.2, in the classical tree design, the relationship
between the parent and the children is usually mapped to the shape as nominal.
The rank is usually mapped to the Position visual variable as ordinal. Resul-
tantly, we select these visual variables in order to map them to the features LinkF
and RankF of the dataset FM. The constraints generated in Sect.4.4.2.2 require
three visual variables to be able to express the nominal datatypes. Given that Shape
and Position are already selected, we need to select two other visual variables
among Texture, Color, Value and Size. We choose Texture and Color.
The constraints require also one visual variable to depict the datatype ordinal. This
constraint is already resolved due to the previous selection of the Position visual
variable as ordinal. Finally, we obtain the following configuration:

{MappingDimensionsToVisu,Visu,ClassicalTree,
Mapping, Shape,NominalShape,
Texture,NominalTexture,
Position,OrdinalPosition,
Color,NominalColor}

4.4.2.4 Data Mapping

As described in Sect. 4.3.2.4, for each datatype existing in the visualization config-
uration, we define a matrix with, along one axis, the possible visual variables for
the datatype concerned and along the other axis, the set of features of this type that
were selected during the configuration of the dataset FM.

We decided in Sect.4.4.2.3 to map the feature LinkF to the Shape visual
variable. Consequently, concerning the datatype nominal, two features from the
dataset FM have to be mapped to the visual variables Texture and Color:
FeatureState and FeatureStateChange. The matrix obtained is illus-
trated in Fig.4.11 and the crosses indicate the resulting mapping. Given that the
length of the visual variables Texture and Color (see Fig.4.7) are both adapted
to represent the measures FeatureState and FeatureStateChange, we
could choose another mapping.

Fig. 4.11 Mapping nominal Texture|Color
datatype/visual variables

Feature State X
Feature State Change| X
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Concerning the datatype ordinal, we decided in Sect. 4.4.2.3 to map the feature
RankF to the Position visual variable. Hence, a matrix definition is irrelevant
for the type ordinal.

4.4.3 Resulting Visualization

The dataset FM configuration, the visualization FM configuration and the data map-
ping lead us to build a visualization design holding three essential characteristics.

The first characteristic is that the visualization design is a classical tree repre-
senting the feature dimension. We choose to represent a feature by a circle with an
affixed text label indicating the feature name.

The second characteristic is the color of the node circle circumference that
represents the measure FeatureState. We choose the green and the red color
to visualize the feature state selected and respectively rejected. We take a light blue
for the feature state free.

The third characteristic is the circle circumference line texture that indicates the
measure FeatureStateChange. We choose to design a solid line when a feature
state becomes selected or rejected after the choice and a dashed line when a feature
state was already selected or rejected before the choice.

By following our method with the aim to visualize the impacts of a feature
choice, we obtain the visualization design illustrated in Fig.4.12. The Figure
presents the FM configuration view after the selection of the feature StrongC as
detailed in Sect. 4.2.

We can compare our result with the configuration views proposed by the
configuration tools Feature IDE and S2T2 illustrated in Figs. 4.1 and 4.2. Whereas
on our configuration view, the impacts of the feature St rongC selection are clearly
identifiable due to the use of the color and texture on the feature nodes, the impacts
are not pointed out on the two other configuration views. S2T2 offers an animation
to get a glimpse of the impacts when the stakeholder selects a feature. However,
this furtive glimpse is not suitable for the analysis of the selection consequences,
particularly if all the consequences are not visible on the same space screen. Feature
IDE uses the red and green colors to represent the feature state but does not make
the distinction between a selection/rejection of features before/after a given feature
choice.
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4.5 Related Work

Among the common existing configuration tools, some contain basic FM configu-
ration views [22], others are the result of specific research aiming to integrate more
visual support in the configuration tools. They offer additional views [10, 11] or
advanced configuration views in order to help the stakeholders to make their choices.
S2T2, the tool presented in [12] and illustrated in Fig. 4.2 offers several interesting
visualization mechanisms such as, for example, different tree layouts, zoom and
pan mechanism, or color usage to indicate the configuration progress. Whilst the
designed choices are well documented, there is, to the best of our knowledge, no
explicit method to support them. The objective of our method is to (at least partially)
automate the reasoning process that leads to such design choices, as shown in the
example.

These various visual propositions for the configuration tools reveal a growing
interest among SPL researchers to find adapted visualization techniques for the
configuration tasks.

For its part, the visualization community has come up with approaches intended
to guide the designer towards a solution visualization. In [9], Mackinlay bases
his work on the expressiveness and effectiveness of a set of primitive graphical
languages. He presents a framework for the development of tools which are able to
automatically generate a design for relational information. Whereas the algorithm
presented decides on a unique relevant visualization design, our approach leaves the
final decision to the configuration visualization engineer, given that several visual-
izations may satisfy constraints. A methodology based on a connection between the
data interpretation aims and the data representation possibilities is presented in [15].
In [24], Zhang gives a classification of relational information displays that can guide
the designers to select a visualization solution. More recently, [5] presented a tool
that allows to select a visualization design in accordance with the data characteristics
and the user’s objectives. This study intends to be used in a visual data mining
context where the user’s objectives are to discover interesting structure inside the
data. In contrast, the general aim of a user in your case study is to take the right
configuration decision. For that purpose, a clear display of the appropriate data and
of their existing intrinsic relationships is needed. Based on these considerations, our
approach is suitable for our goal.

4.6 Conclusions

In this chapter, we presented a SPL approach guiding the visualization engineer
to a cognitively optimal visualization design choice for SPL configuration tasks.
By following the method described, the engineer is not restricted to a specific
visualization solution but can choose among a set of suitable designs for the
input data involved. Moreover, the visualization solution thus designed ensures
consistency in terms of mapping between the visual variables and the data depicted.
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Behind the interest for the engineers of a such approach, the use of feature
models to support it deserves to be pointed out. Indeed, this particularity allows an
easy extensibility of the basic principles we laid down. Moreover, by adapting the
dataset FM, our approach can be useful for application domains other than the SPL
configuration tasks. Finally, the fact that FMs can be encoded as formal decision
models opens the possibility to partial automation of the approach as applied with
FAMILIAR in this paper.

Future work will consist in improving the method according to three different
aspects. The first concerns the dataset FM. An extension of its definition is necessary
in order to take into account the configuration tasks carried out on FMs with a greater
expressiveness (i.e. attributes, cardinalities). Moreover, we would like to integrate
some quantitative metrics such as the size of the FM and manage the consequences
on the resulting visualizations.

The second aspect relates on the visualization solutions proposed. At the current
step of our approach, the design depends only on the data involved in the considered
user task. As explained in [24], we need to take into account the user task
characteristics to improve our propositions of solutions. Furthermore, the dynamic
parts of the visualization solutions were deliberately set aside.

The third aspect concerns the improvement of the approach itself by adding
guidance to the decisions left at the moment to the visualization engineer. Addi-
tionally, we would like to validate our approach by performing an empirical study
as described in [17].
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Chapter 5

Addressing Context-Awareness in User Interface
Software Product Lines (UI-SPL) Approaches

Thouraya Sboui, Mounir Ben Ayed, and Adel M. Alimi

Abstract The development of context aware Uls has become a major requirement
to ensure their efficiency and improve their usability, thus inducing many variations
of the same UI depending on the constraints imposed by the context of use. To
address this challenge, many works decided to rely on the Software Product Line
Engineering (SPLE) paradigm. Software product lines (SPLs) were widely used
due to their advantages, such as, but not limited to: the reuse of shared artifacts,
the generation of specific products from shared artifacts, the reduction in time,
effort and cost of development. Others works have relied on Dynamic Software
Product Line (DSPL) approaches to develop a family of adaptive Uls. The DSPL
exploits the knowledge acquired in SPLE to develop systems that can be context-
aware, post-deployment reconfigurable, or adaptable at run-time. In order to address
the challenge of context awareness, this paper presents an overview of UI-(D)SPL
approaches which specifically focus on context-aware adaptation of user interfaces.

5.1 Introduction

Usability problems continue to create a challenge for interactive system designers,
especially when a User Interface (UI) should be created for different computing
platforms [1], different contexts of use [6], which are often characterized as a triplet
(user, platform, environment) [6, 14]. One response has been an increasing interest
for and emphasis on context consideration during UI development by gaining more
knowledge about the context of use. The user element typically includes user models
or profiles, user preferences, user goals and tasks. The platform element covers
the software/hardware technological space in which the interactive system must
run. While the environment element often includes many physical properties such
as the location (e.g., in location-aware user interfaces), the temperature, the light,
the noise, it could also encompass psycho-sociological factors such as organization
type, stress level, etc.
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Software Product Lines (SPL) [10, 29] consist of a set of software-intensive
systems that share a common, managed set of features satisfying the specific needs
of a particular market segment or mission and that are developed from a common
set of core assets in a prescribed way. Furthermore, Dynamic software product lines
(DSPL) [8, 9, 15] engineering exploits the knowledge acquired in SPL to develop
systems that can be context-aware, post-deployment reconfigurable, or adaptable at
run-time. From these works emerges the idea of using (D)SPL paradigms to develop
a family of similar Uls, especially for context-aware adaptation.

This paper presents an overview of UI-(D)SPL approaches which specifically
focus on context-aware adaptation of user interfaces.The first section presents a
state of the art of existing (D)SPL approaches used in the field of UI development.
The second section focuses on context-aware UI-SPL approaches. The first two
sections are concluded by a list of challenges defined based on the gaps in
existing approaches. In the third section, we propose a schema which summarizes
approaches that combine Model Driven Engineering (MDE) [34] core assets, in
particular Model-Based User Interface Design (MBUID) [7] concepts with SPL
core assets to implement a UI-SPL process. This schema will provide a baseline
for future UI designers/developers. In the fourth section, and to show the use of the
summary schema, we propose a novel UI-DSPL approach, which encompasses a
design phase and a runtime phase and is illustrated by a case study.

5.2 UI-SPL Approaches

This section presents the first part of the overview. Table 5.1 lists existing Ul-
SPL proposals, which have been selected and analyzed according to the following
criteria:

e SPL approach type: specifies whether the used approach is a conventional SPL
process, a dynamic SPL process, a model driven engineering (MDE) approach or
a model driven SPL (MD-SPL) approach [35].

o Implementation Technology: specifies the software technology type (e.g., com-
ponent based programming, aspect programming, model based design, model
driven engineering) used to implement the SPL process.

* Ul type: specifies the type of the developed UI (e.g., graphical user interfaces).

» Context consideration: check whether the context of use was explicitly consid-
ered within the approach.

Schlee & Vanderdonckt’s approach [33] was the first work that used the SPL
family to investigate how different GUIs could be adapted for different contexts
of use. For the variability modeling, the authors use feature models and for the
generation of customized GUIs, they used the frame technology to implement
GUI features. MiniABA [33] manipulates a Concrete User Interface (CUI) model
expressed as a feature diagram by adding, deleting, updating, moving any feature
(Fig. 5.1a). This configuration is then saved in a XML file (Fig. 5.1b) that
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Table 5.1 Comparative Table of UI-SPL approaches
Implementation Context
Approach Approach type | technology Ul type consideration
Schlee & Vanderdonckt | SPL Frame Technology GUI None
(2004) [33]
Garcés et al. (2007) [13] | MD-SPL Models-feature models | GUI None
weaving
Quinton et al. (2011) MD-SPL MDE models Mobile GUI | None
[31]
Muller (2011) [23] SPL MBUID models GUI None
Boucher et al. (2012) [5]| SPL MBUID Models Not specified | None
Pleuss et al. (2012) [27] | MD - GUI Yes
Pleuss et al. (2013) [29] | MD-SPL MBUID Models GUI Yes
Arboleda et al. (2013) MD-SPL MDE GUI None
[3]
Logre et al. (2014) [21] | SPL Aspects Dashboard | None
Kramer (2014) [19, 20] | DSPL Document GUI Yes
Gabillon et al. (2015) DSPL Components GUI Yes
[12]
Sottet et al. (2015) [35] | SPL MDE model GUI None
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Fig. 5.1 MiniABA options (a) and resulting XML definition (b) [33]

automatically generates a project file to be compiled in C++. Therefore, the
adaptation entirely relies on the designer’s ability to tailor the feature model.
Garcés et al. [13] proposed a multi-leveled approach in which they weave
SPL artifacts (e.g., architecture and Java feature model) and MDE artifacts (e.g.,
business, architecture, Java meta-models/models and transformationsconnecting the
different levels) in order to develop a music store application. To generate the
application including its GUI, designed models are progressively transformed from
a high abstraction level (business level) to the low abstraction level (the generation

of Java source code).
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Quinton et al. [31] defined two separated feature models:the first one defines the
functional variability and the second one defines the device variability of a mobile
application. To generate a specific product, features were implemented using MDE
models. On another hand, to identify the device on which the application can run,
the authors use the meta-model of the AppliDE framework.

Miiller [23] adopted Pleuss’s approach [28] to implement graphical user inter-
faces. In his proposal, Miiller put the focus on the layout (disposition of widgets in
the container) design.

Boucher et al. [5] proposed a SPL approach to develop a configuration interfaces.
To define the UI feature model, authors use the configuration workflow (defined
separately from the UI feature model), the UI views and the property stylesheets.
To generate the concrete structure of the UI, the feature model is mapped into an
Abstract User Interface model (AUI), and then the AUI model is mapped, in turn,
into a Concrete User Interface (CUI) model, both being specified according to the
Cameleon Reference Framework (CRF) [6], as recommended in [7].

In the approaches mentioned above, the context of use was not explicitly
considered within the development process. The context consideration within Ul-
SPL processes started with Pleuss’s proposal [27, 29]. Pleuss et al. [29] used
Model-Based User Interface Design (MBUID) models [7] to support their approach:
a task model representing what the end-user wants to achieve, a domain model
representing the data manipulated by the tasks, an Abstract User Interface (AUI)
model, and a Concrete User Interface (CUI) model to develop a family of cus-
tomized Uls. These authors also used MBUID models in [27] to implement the
domain and the application engineering levels of a UI-SPL process. The context
of use was considered at the design phase and the target context element was the
customer element.

Arboleda et al. [3] proposed a SPL proposal in which they combine MDE
artifacts and SPL artifacts to implement both engineering level of the SPL process
[30]. To derive a specific product, authors use the decision model.

Logre et al. [21] proposed a SPL approach to develop dashboards. A meta-model
which supports the dashboards design was defined. Then, based on the meta-model,
the dashboard feature model is defined. To generate a specific dashboard, features
are implemented using aspects, and then the source code is generated according to
the HTML platform.

The context of use was also considered in [12, 19] proposals. Gabillon et al. [12],
as well as Kramer [19, 20], used a DSPL process to develop a platform-adaptive UI.
The context of use was considered at the design phase and at the runtime phase. To
implement UI variability, the authors in [12] have used components while authors
of [19, 20] have used GUI documents as source elements for initiating the process.

Sottet et al. [35] used a MBUID approach to generate the Final User Interface
(FUID) [7] and used a multi-feature models approach to generate the configuration
interface which allows the dynamic configuration of the final UL
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5.3 Context Awareness in UI-SPL Approaches

In this section, only approaches that deal with context aware Uls were retained.
Table 5.2 lists UI-SPL proposals which were analyzed from the perspective of
context consideration according to the following criteria:

Time of context consideration: specifies the phase during which the context of
use was considered: the design time phase, the run time phase or in both phases

(mixed).

Context type: if the context of use was considered at runtime, the type of the

managed context (derived, sensed or profiled) is specified.

Context element: specifies which context element (user, platform or environment)

was targeted [7].

Context consideration/adaptation techniques: specifies which technique was
used for context design and Ul adaptation (if the approach deals with Ul

adaptation) [22].

5.3.1 Context Consideration at the Design Phase

All approaches reported in Table 5.2 have considered the context of use at least at
the design time. However this consideration differs from one approach to another

Table 5.2 Context consideration in UI-SPL approaches

Time of Context
consideration

Approach

Pleuss et al.
(2013) [29] Pleuss
et al. (2012) [28]

Kramer (2014) Mixed
[19, 20]
Gabillon et al. Mixed

(2015) [12]

Design time

Context type

None

Sensed

Sensed

Context
element

<user, platform,
environment,
customer>
<user,
platform,
environment>

<user,
platform,
environment>

Context
consideration/adaptation
techniques

MDE models

Design time: Context
feature model separately
designed/UI
configuration
Runtime:Features/
document-based
compositional technique

Design time: Context
and UI features
combined under the
system FM/ UI
configuration Runtime:
Feature/a
component-based
compositional technique
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according to the purpose of context consideration and according to the technique
used to design the context.

In Pleuss et al. [29], the context awareness was performed at the design time
phase in order to generate a customized Uls. The standard context triplet [11]
was extended with a fourth element which is the customer element:“In addition
to the end user there is now also the customer who owns a concrete product. Often,
this is not the end user itself”. The Ul customization was performed during the
development process by addressing different UI aspects such as the layout aspect,
the navigation aspect, presentation unit aspect, Ul elements aspect and so one.
The UI customization was mainly designed using additional context models. For
instance, we find the navigation model, the clustering model, and the arrangement
model. Others aspects, such as the abstract user interface elements, are customized
during the derivation of a specific Ul or at within (the concrete user interface
elements) the transformation connecting the AUI model and the CUI model.

In Gabillon et al. [12] and Kramer [19], the design time context consideration
was performed in order to adapt the UI to the context of use. The adaptation was
performed at the time of the configuration of the UI feature model. The UI is
configured according to the target device on which the application runs. In both
proposals, the context was presented using feature models. In Kramer [19], the
context feature model was separately defined from the UI feature model. While
in [12], context feature and Ul features were combined under the umbrella of the
system feature model.

5.3.2 Context Consideration at Run-Time

Only two approaches [12, 19] have addressed the context of use consideration at
the runtime phase. The context of use was handled in order to adapt the UI to any
context change that is considered significant enough to trigger some adaptation. The
sensed data are relative to the platform element. For example, sensed data could
be gathered about the battery, the connectivity, the telephony, internet and the data
synchronization [19, 20]. Similarly, sensed data could capture relevant date from the
computing platform or device used by the end-user, such as screen resolution, screen
size, multi-monitor configuration, amount of color palettes, interaction modalities,
and computational capabilities [7]. In both approaches, the context of use was
represented using features. To recompose the adapted UI, both approaches have
used the same technique (compositional technique) but different technologies (in
[19], Kramer opted for the use of a document-based compositional technique [32],
while in [7], authors have discussed component-based composition. Based on Tables
5.1 and 5.2, the following shortcomings could be mentioned:

(1) The context of use consideration within UI-SPL approaches is partially covered:
only 4 approaches from 11 approaches deal with context-awareness in Ul-
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SPL approaches. Furthermore, authors use different techniques to approach the
context of use. In Pleuss’s approaches [27, 29], the context of use was expressed
using various declarative models, while in Kramer [19] and Gabillon [12]
approaches, the context of use was represented itself using feature models, thus
meaning that any variation of the context of use could be explicitly represented
in the feature model as opposed to Event-Condition-Action (ECA) adaptation
rules for other systems [14].

(2) Toimplement the SPL process, existing approaches primarily relied on different
technologies such as aspects, components, documents, and models. The use of
models rather than any other implementation technology makes the SPL process
more abstract and more reusable in principle. However, the use of models, in
particular specific Ul models (MBUID models) [7] is still not widely used,
partially because a modeling activity replaces a development activity.

The next section defines a reference schema for context-aware adaptation which
combines the abstraction capability of MDE/MBUID paradigms and the variability
management capability of SPLE paradigm in order to develop a family of similar
Uls. This combination is unprecedented: existing frameworks usually represent
the context of use by models [14], while this reference schema is intended to be
used with SPLE. The reference schema highlights how the context of use could
be explicitly considered both at the design phase and at the runtime phase. To
unify the technique of context design, the feature modeling technique is used
instead of models. The reference schema will serve as a reference pattern for
designers/developers who want to develop a context sensitive UI-SPL approach.

5.4 A Reference Schema for Context-Aware Adaptation

To make the reference schema easier to read, it is presented following the Domain
Engineering, and Application Engineering processes which are typically used in
SPL. The domain engineering level defines the domain analysis level and the
domain design level while the application engineering level defines the application
analysis and design level and the application implementation level. The summary
schema aggregates SPL artifacts, MDE/MBUID artifacts and context consideration
techniques made to the development of a family of context-aware Uls.

5.4.1 Design Elements

The design elements are logically distributed throughout the schema levels (Fig.
5.2). The domain analysis level is the process of identifying, eliciting and modeling
the requirements of a family of products. The major design elements that can be
included in this phase are:



Domain Expert / Software analyst

System developer

138 T. Sboui et al.

Domain Analysis

Ul
UI Task Model concepts
JIEML Model Model

Domain Requirements, Ly

— Context
. Variability
5 Model

Runtime

il Metamodels Adaptation

meta-model

g
H
E
g
=
£
g
]

Family-(Abstract User
Interface model/

k SR Patform independent

- Model)
Domain design .

| « Implements »

Software Designer

Aol Product —(Abstract
Dppiaton 5 User Interface model/
equirements PR —
Model)
k Application Analysis&Design

Legend

Application Engincering

|Application Implementation Product-(ConcreteUser
& Interface model/ Context Manager
Instance of Products Derivation Platformdependentmodel)

A

——> Transformation

Adaptation Manager

<> Mapping l l l
W MDEMBUID Artifact Final User Final User Final User
Interface | Interface 2 Interface 3

IR

Fig. 5.2 Summary/Reference schema of UI-SPL development process

Meta-models: define the metadata of SPL/MDE artifacts. We find meta-models
describing variability models, meta-models describing MBUID models, and
meta-models describing MDE models. Another meta-model can take place is that
which describes the runtime adaptation mechanism, this meta-model serves to
facilitate the design and the development of the runtime adaptation mechanism;
Variability models: define the commonalities and the variabilities of the user
interface and the context of use. Feature modeling by means of Feature Diagrams
(FDs) is a popular technique for capturing the commonality and the variability in
software product lines;

UI domain model: defines the meaningful real-world concepts pertinent to user
interface domain, usually by a UML class diagram.

Task model/Interaction Flow Modeling Language model: the task model is the
corresponding artifact of the use case diagram in UML language and it represents
the logical activities that should support users, interacting with the interface, in
reaching their goals. The Concur Task Trees (CTT) [26] is a visual notation used
to describe the task model. Regarding the IFML [24] model and beyond the
description of user interactions, the IFML was designed for expressing contents,
control behavior of the front-end of software applications, as well as the binding
to the persistence and business logic layers. The IFML is a Domain Specific
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Language (DSL) that has been adopted as a standard by OMG in March 2013and
has its own graphical notation described in the IFML specification document
[21].IFML only covers however the Concrete User Interface (CUI) level and is
mainly designed to provide abstractions relevant for web applications more than
any other interactive application. Since IFML is a DSL serving for describing
a user interface, it is referred to as a User Interface Description Language
(UIDL). Other examples of UIDL are UIML [17], MariaXML based on CTT
[26], AbaXML [33], and UsiXML [16, 37].

The domain design level takes domain modelsas described aboveand aims to
produce a generic architecture to which all Uls can be compliant. This architecture
is described using the Abstract User Interface (AUI) model or the Platform
Independent Model (PIM):

Family-specific AUI/PIM models: both models describethe Ul family in terms
of interaction spaces (or presentation units), independently of which interactors
are available and even independently of the modality of interaction [7]. These
models are designed at the domain engineering level to describe presentations
units composing the whole family of Uls;

The application engineering level is characterized by the derivation of the user
interface product. This derivation satisfiesspecific application requirements. At this
level, the following entities could be identified:

Selected variants: specifies selected and deselected variants of Ul and context
variability models. At this phase, selected context variants as well as specific
application requirements impacts the configuration of the variability model of
the user interface;

Product-specific AUI/PIM models: these models are an instantiation of the
family-specific AUI/PIM. At the application engineering level, these models
describe a specific Ul in terms of interaction spaces and independently of which
interactors are available and the modality of interaction. At the same time, these
models present assets used to implement the selected variants of the Ul variability
model.

Concrete user interface model/platform specific model: these models describe the
interface in terms of concrete interactors that depend on the used modality;
Final user interface: depending on the target platform, this model specifies the
source code of the Ul in any programming language or mark-up language. Thus,
the source code can be interpreted and/or compiled.

Regarding processes, the application engineering level defines three types of
processes:

1. The configuration process: is the customization of the variability models by

selecting and deselecting the appropriate variants in order to meet specific user
requirements;

2. The runtime adaptation mechanism: this process is responsible of UI adaptation

to context changes when the Ul is running [22];
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3. Transformation: is the connection linking the design elements of the different

levels of the development process.

5.4.2 Transformations

The summary schema defines four types of transformations that connect the
design elements of higher level of abstractions to the design elements of lower
level of abstractions. These transformations may be automated (performed by
the computer autonomously), semi-automated (requiring human intervention) or
manually (performed by humans) and are described as follows:

Instantiation: this transformation specifies the meta-models to which SPL and
MDE models must conform. An instantiation is an automated transformation
which may be performed using Integrated Development Environments (IDEs)
(e.g., Eclipse IDE, Feature IDE);

MDE/MBUID connections: the transformation which connects MDE/MBUID
models is an automated way that transforms a source model to a target model
or to text (e.g. source code).This kind of transformation is defined using transfor-
mation languages, collectively known as QVT (Query/View/transformation) [25]
languages;

SPL connections: include connections between the variability models and con-
nections between variability models and their configurations. The connection
between variability models is supported by a set of composition and decompo-
sition operators (e.g. aggregate, merge, slice) defined by variability management
DSLs (e.g., FAMILIAR DSL [2]).While the connection between the variability
model and its configuration are performed manually using variability modeling
IDE:s (e.g., Feature IDE);

SPL/MDE connection: this type of transformation is called a mapping and he
links SPL and MDE artifacts. A first mapping links variability models and
task/domain models. That means, if we already designed variability models, this
will help designers to model the task/domain model and vice-versa. The two other
mappings connect variability models to AUI/PIM models, this mapping presents
variant’s implementation into assets.

5.4.3 Actors

The common process supports four types of actors, they include:

Domain Expert: this actor has a thorough knowledge of the domain. After
expertise training, the domain expert delivers the glossary of Ul terms to the
software analyst.
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» Software Analyst: the analyst studies the domain knowledge provided by the
domain expert, and identifies the functional and non-functional specifications
based on user requirements.

» Software Designer: with the collaboration of the software analyst and the domain
expert, the software designer is responsible of the elaboration of domain analysis
models/meta-models and the family-specific AUI/PIM model.

» Software developer: is responsible of the product derivation. The software devel-
oper starts with the configuration of variability models, then she generates the
product-specific AUI/PIM and CUI/PSM which will be implemented according
to a specific technology (e.g., the FUI model).

* Final Users: these are the people who have a stake or interest in the use of
interactive systems. They are invited by the analyst to specify their requirements
and they are represented, on the schema, by their requirements (domain require-
ments/application requirements).

To show how the summary schema may be used, we propose a UI-DSPL approach
which combines SPL and MBUID artefacts in order to develop a family of adaptable
Uls. The approach is illustrated with an example highlighting the UI adaptation
according to the user preferences change.User preferences are a contextual data
provided manually by the end-user and which may be related to different UI aspects
namely, the layout, the visual appearance, the navigation, and Ul elements.

5.5 Illustrative Case Study

The illustrative example is about a “search for restaurant” application (Fig. 5.3).
The application consists of two interface parts: a first main Ul for searching any
restaurant according to criteria and a second dialog interface for context settings.
The search UI (Fig. 5.3a) includes a text field to enter the restaurant speciality,
another text field to enter the current location and a search button to validate the
search request. By default, the search result is displayed as imglinksdescribing
the restaurants which correspond to the search request. The preference UI (Fig.
5.3b) includes three combo Box controls. The first combo Box (labeled “Search
Visualization”) presents the user preference towards the visualization element and
includes three choices (“video”, “GIFimg” and “IMG”). The second combo Box
(labeled “Display Density”) presents the user preference towards the displaying
density and includes two choices (“high” and “low”) and the third combo Box
(labeled “Add Location™) presents the user preference towards specifying or not
his current location. The preferences Ul as shown in Fig. 5.3b is relative to the
following context of use [6]:

e User: a novice user with these preferences: an “IMG” visualization search, a
“low” display density and an “Add Location” set to “Yes”;
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e Platform: an average smartphone;
e Environment: an outdoor location.

Let us now consider another context of use described as follows:

e User: an experimented user who prefers visualizing the search result as video,
displayed in a high density format (e.g., many videos per line) and who prefers
to hide the location text field (the user is familiar with the location);

e Platform: an average smartphone.

* Environment: an outdoor location.

The user set his preferences as shown in Fig. 5.4b. After the validation of user
preferences change, the search Ul is adapted (Fig. 5.4a). Alternatively, the user may
choose to visualize the search result in the form of GIF images displayed in a low
density format (e.g., one GIF image per line).

5.5.1 The Development Process (Design Phase)

The interfaces reproduced in Figs. 5.3 and 5.4 are resulting from the design phase,
which phase includes the two levels of the conventional SPL process (Fig. 5.5):
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the domain engineering level and the application engineering level. At the domain
engineering level, the commonality and the variability of the search and context
Uls are defined and modelled. At the application engineering level, specific Uls are
derived (Fig. 5.3) by exploiting the commonality and binding variability built into
the domain engineering phase.

The domain engineering stage is decomposed into two distinct phases: the
domain analysis phase and the domain implementation phase. In the domain
analysis phase, the commonalities and variabilities of Uls are defined using feature
models. A feature model is organized hierarchically and is graphically depicted as a
feature diagram. A feature model is modeled as a tree (Figs. 5.6 and 5.7) in which
every node in the tree has one and only one parent except the root feature, a terminal
or a concrete feature is a leaf and a non-terminal or compound or abstract feature is
an interior node of a feature diagram. Connections between features and its groups
of children are classified as “And”, “Or”, and “Alternative groups”. The members
of And-groups can be either mandatory or optional.

As depicted in Fig. 5.5, the context feature model and the UI feature model
are defined separately. This separation is aimed at minimizing the complexity
of the system, facilitating the design process and ensuring its reusability [18,
36]. The UI feature model describes Ul variability. The UI variability has been
previous investigated by Pleuss et al. [28]. Authors analysed a university manage-
ment web application by measuring the variability across some concepts, namely
presentations units (window, frame) [4], UI elements (widget), the layout aspect,
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and visual appearance (e.g., foreground color, background color, font size, font
type). The feature model presenting the search UI of the case study in Fig. 5.6
was defined in terms of presentations units, Ul elements and layout aspects. The
features related to the presentation unit aspect include the root feature “UI”, the
“requestFrame” feature, and the “responseframe” feature. The features related
to UI elements are: “specialityTextField”, “locationTextFiled”, “SearchButton”,
“video”, “GIFimg” and “IMG” features. The features related to the layout cover
the “listlayout” feature and the “Gridlayout” feature.

In order to adequately cover the three dimensions of the context of use [6], the
context feature model (Fig. 5.7) is defined across the triplet <user, platform, and
environment> [14]. User preferences feature has as parent the “user” feature and
has two sub-features presenting respectively the UI structure (the Ul is recursively
decomposed into presentation units until final widgets are reached) and the UI
layout (how are final widgets laid out in order to produce the Final User Interface).
The “structuralpreference” feature has two sub-features: the “changeUIElement”
feature which, in its turn, defines three variants: “videoElement”, “GIFelement” and
“IMGelement” features. While the “addUlelement” feature defines two variants:
the “locationelement_Yes” and the “locationelement_No”. Finally, the “layout-
preference” feature presents the disposition of the response elements (presented
by the “responseElementslayout” feature). Two layout are defined, a high layout
(presented by the “high_displayDensity feature) and a low layout (presented by the
“lowDisplayDensity” feature).

Aside from the definition of features models, the definition of adaptation rules is
also achieved at the design phase. Adaptation rules are the means of Ul adaptation
at the design and at the runtime phases. A sample of adaptations rules is listed in
Table 5.3 and is defined using Event-Condition-Action (ECA) rules which describe
the link between context features and UI features.

For example, the adaptation rule AR1 means that if the user prefers
viewing the search result displayed in a high density (in this case, the feature
“High_DiplayDensity” of the context feature model is selected), then several
response elements will be displayed per line, which corresponds to the selection of
the feature “GridView” of the UI feature model).

Table 5.3 Adaptation rules

Adaptation Rule Event Condition Action
AR1 Context change High_DiplayDensity Gridlayout
AR2 Context change GifElement GIF

AR3 Context change LocationElement_Yes LocationTextField
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In the domain implementation phase, features of context and Ul feature models
are implemented according to the principles and requirements of Model-based
Design of User interfaces [5]. The use of models, instead of aspect, component
or any other implementation technology makes the SPL process more abstract and
more reusable.

As a major artefact of this paradigm, the Concrete User Interface (CUI) model-
expresses the Ul in terms of “concrete interactors”, “Concrete Interaction Objects”
(CIOs) [6], or more recently “concrete interaction units” that are modality dependent
(in this case, the graphical interaction modality has been selected and remains
fixed) but implementation technology independent (although the graphical modality
has been preferred, no reference is made towards any particular programming or
markup language). Fig. 5.8 depicts how CUI model fragmentscould be associated
to features.

The CUI model is conforms to the CUI meta-model sketched in Fig. 5.9. The
CUImeta-modeldescribes the main concepts related to the graphical interaction
modality. The main concepts are: the “CUlobject”, the “listener” and the “style”.
The “CUlIobject” class presents “CUlinteractor” and the “CUlcontainer”. The
listener class handles “event” applied on the “CUI interactors” and defines “actions”
to be performed. The “style” class is intended to capture all the presentation
attributes for a CUI Object.

At the Application Engineering level, feature models are configured in order
to produce any specific UI which is intended to be context-aware. Feature con-
figuration is declaratively specified by selecting or deselecting features according
to user requirements or in principle according to any requirement coming from
the context of use. This approach is similar to MiniAba [33] where the designer
interactively selects or deselects UI options by manipulating model features, this
creating a new configuration that will produce a newly generated UI. After feature
model configuration, a model composer tailors the CUI model which correspond
to selected features. Composed CUI models/model fragments constitute the desired
UI (e.g., context UI or search UI). To generate the source code, the CUI model
is transformed into a Final User Interface (FUI) model according to any Model-to-
code (M2C) transformation. A FUI is a representation of the Ul in any programming
language (e.g., Java Ul toolkit) or mark-up language (e.g., HTML). To generate the
FUI from the CUI, code generators techniques are hereby used.
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5.5.2 The Runtime Adaptation Mechanism

The runtime phase or execution phase is the post-deployment phase during which
the Ul is running. In this phase, the end-user can set her preferences. Following
these preferences settings, an adaptation mechanism is triggered based on three main
components (Fig. 5.10):

* The context manager: is responsible for context acquisition and context storage.
» The adaptation manager: is responsible for the reconfiguration and the recompo-
sition of the new UL In addition to the acquired context data, to function properly,
the adaptation manager will needs design knowledge such as: adaptations rules,

the current running configuration, and the implementation artefacts.

* The UI code source generator: after its recomposition, the new Ul is transformed
into a FUI ready for compilation/interpretation on the device.

At a high level of abstractions and to automate the runtime mechanism, a meta-
model describing the UI adaptation may be defined. Such a meta-model has to define
the main adaptation concepts such as: the context of use, the user interface aspects
and the adaptations rules. In this context, Fleury et al. [11] propose a meta-model
which describes the runtime adaptation in self adaptive system. The proposed meta-
model is generic in that the context of use was presented using contextual variables,
the user interface using variants and the used artefacts through aspect technology.
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5.6 Conclusion

In order to address the challenges posed by context-awareness in Software Product
Lines (SPL), this paper firstly presented an overview of UI-SPL approaches with a
specific focus on context of use consideration within these approaches. To overcome
the shortcomings identified in existing literature, a more general reference schema
was defined that combines the capabilities of Model-Driven Engineering (MDE)
and with SPL concepts. This combination makes the SPL process more abstract and
more reusable in theory, but also more difficult to produce in practice with respect
to a classical development approach, which makes sense for supporting context-
awareness. If the whole approach has to produce only one final Ul or a small set of
such Uls, probably the Model-Based Design of User Interfaces approach would
not be efficient: the time required to model the entire interactive system would
probably exceed the total amount of time required to develop the same system.
However, when it comes to ship an interactive system exhibiting context-awareness
with perhaps a significant amount of different final user interfaces, this approach
could offer significant wins over the classical approach. The big win is when
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there is a need for context-awareness, context-aware adaptation, the corresponding
feature models only need to be updated, then been propagated to produce the
corresponding final user interfaces. It is likely that modifying a few options in two
feature models will require less effort than re-developing more various final user
interfaces corresponding to the intended contextual changes. In order to validate
the reference schema, a UI-SPL approach is defined with a design time phase that
generates a Ul and a runtime phase that makes the UI adaptable to any context
change. The approach was illustrated with a case study that highlights the use of
user preferences.
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