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Preface

This book presents twenty-one invited contributions in the field of computational
plasticity and related topics written by distinguished scientists on computational
solid mechanics. The book has been conceived to honour Prof. Roger Owen on the
occasion of his 75th birthday. The 21 technical chapters in the book are completed
with a first chapter highlighting the scientific and technical contributions of
Prof. Owen along his career, and, in particular his role in fostering the cooperation
between the computational mechanics communities at the University of Swansea in
Wales and the Technical University of Catalunya in Barcelona, Spain.

The release of the book has been chosen to be coincident with the 14th edition
of the international conference on Computational Plasticity, Fundamentals and
Applications (COMPLAS) held in Barcelona on 5–7 September 2017. The objec-
tives of the COMPLAS conferences are to address both the theoretical bases for the
solution of plasticity problems, the numerical algorithms necessary for efficient and
robust computer implementation and present state-of-the-art applications of the
numerical methods for solving practical problems in engineering. The COMPLAS
conference series have been jointly organized since its start by the Swansea and
Barcelona groups above mentioned.

Previous meetings in the COMPLAS series were held in Barcelona in 1987,
1989, 1992, 1995, 1997, 2000, 2003, 2005, 2007, 2009, 2011, 2013 and 2015.
COMPLAS 2017 has been a special occasion as it is the 30th anniversary of the first
COMPLAS conference held in 1987. The fourteen conferences in the series have
been technically and academically successful, and the COMPLAS meetings have
become established events in the field of computational solid mechanics.

The COMPLAS conferences are one of the Thematic Conferences of the
European Community on Computational Methods in Applied Sciences (ECCO-
MAS). They are also Special Interest Conference of the International Association
for Computational Mechanics (IACM).

A reason for the success of the COMPLAS conferences is that the ever
increasing rate of development of new engineering materials required to meet
advanced technological needs poses fresh challenges in the field of constitu-
tive modelling. The complex behaviour of such materials demands a closer
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interaction between numerical analysts and material scientists in order to produce
thermodynamically consistent models which provide a response, while keeping
with fundamental micromechanical principles and experimental observations. This
necessity for collaboration is further highlighted by the continuing remarkable
developments in computer hardware which makes the numerical simulation of
complex deformation responses increasingly possible. Contributing to fostering and
disseminating the advances in these challenging fields is the main objective of
COMPLAS, and also a motivation for the publication of this book.

The 21 technical chapters in the book cover topics related to the History of
Computational Plasticity, Advanced Material Models, Biomechanics, Composites,
Contact Problems, Damage, Fracture and Fatigue, Forming Processes, Granulation
Processes, High Velocity Impact, Industrial Applications, Innovative Computa-
tional Methods (FEM, Discrete Element Methods, Meshless Methods, Particle-
based Methods, etc.), Multi-Fracturing Solids, Multi-Scale Material Models and
High Performance Computing Techniques.

We would like to thank all authors by their contributions to this book. These
contributions have been sent directly by the authors, and the editors cannot accept
responsibility for any inaccuracies and opinions contained in the text.

Finally, we thank Prof. Owen for his many contributions to the field of com-
putational mechanics and express our congratulations and best wishes on his 75
birthday.

Barcelona, Spain Eugenio Oñate
Swansea, UK Djordje Peric
Swansea, UK Eduardo de Souza Neto
Barcelona, Spain Michele Chiumenti
September 2017
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Professor David Roger Jones Owen

A Tribute to 40 Years of Cooperation Between the Computa-
tional Mechanics Communities at Barcelona and Swansea

Professor Roger Owen (Roger to his many friends) was born in Bynea (near Lla-
nelli) in Wales, on 27 May 1942. He is a Research Professor in Civil Engineering at
Swansea University, Wales, UK, and an international authority on finite element
and discrete element techniques; he is the author of six textbooks and over four
hundred scientific publications. In addition to being the editor of forty monographs
and conference proceedings, Prof. Owen is also the founding editor of the Inter-
national Journal for Engineering Computations and is a member of several editorial
boards. He is currently the Engineering Editor of the Proceedings of the Royal
Society A. His involvement in academic research has led to the supervision of over
seventy Ph.D. students.

Professor Owen’s research, in the field of solid and structural mechanics, has
centred on the development of solution procedures for nonlinear problems
encountered in science and engineering. After undertaking his initial degrees at
Swansea University, he completed his Ph.D. at Northwestern University, USA,
under the guidance of Prof. T. Mura, in the field of Theoretical and Applied
Mechanics. This work, and also his early postdoctoral experience as Wal-
ter P. Murphy Research Fellow at Northwestern University, involved both the
analytical and computational studies of fundamental plastic material deformation
described by continuously distributed dislocation mechanisms.

Professor Owen subsequently returned to University of Wales Swansea to take
up an academic post in the Department of Civil Engineering, where under the
influence of Prof. O.C. Zienkiewicz, he developed an interest in computational
methods. From that time, Prof. Owen has contributed prominently to the devel-
opment of computational strategies for plastic deformation problems, both for
fundamental material studies and for application to engineering structures and
components.
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Over the last three decades, Prof. Owen’s work has focused on the development
of discrete element methods for particulate modelling and the simulation of
multi-fracturing phenomena in materials, where much of his research has been
pioneering. This work has extended developments in the continuum modelling of
finitely deforming solids by including damage/fracture-based failure and intro-
ducing material separation on a local basis to permit simulation of the degradation
of a continuum into a multi-fractured particulate state. Based upon this method-
ology, contributions have been made to fundamental understanding in several key
application areas, including explosive simulations which necessitates coupling
of the multi-fracturing solid behaviour with the evolving detonation gas distribu-
tion, deep-level mining/oil recovery operations, defence problems related to high
velocity impact involving penetration of metallic and ceramic materials and
structural failure predictions for impact, seismic and blast loading.

With an interest in solving large-scale problems, Prof. Owen has over the last
three decades been engaged in the development of parallel processing strategies for
the simulation of engineering and scientific problems. Commencing from early
work on shared memory machines, his most recent work has involved implemen-
tation on distributed memory platforms, where for problems involving
multi-fracturing solids or adaptive mesh refinement in which continual changes in
mesh topology take place, the development of dynamic domain partitioning
schemes and incremental inter-processor data migration is essential.

More recently, Prof. Owen has become involved in research for describing
random media fields in stochastic finite element modelling with a view to modelling
both uncertainties in the distribution of material properties and the presence of
internal fractures in geo-materials and other solids. A further topic of recent
research has been the coupling of particulate systems and multi-fracturing solids
with other physical fields, involving liquids or gases, through the introduction of a
Lattice Boltzmann description.

He has published seminal books in the field of finite element methods and
computational solid mechanics. Among these, we note the book Finite Element
Programming (1979), a reference for all who wanted an introduction to the coding
aspects of the finite element method, An Introduction to Finite Element Compu-
tations and the two editions of his book on Computational Plasticity.

Professor Owen plays a leading role in national and international scientific
affairs. For example, for many years, he has been a member of the Executive
Council of IACM (International Association for Computational Mechanics) which
is a worldwide organization established to promote and guide research and appli-
cations in the field of numerical modelling. He has also been Board Member of the
European Council for Computational Mechanics (ECCM) of ECCOMAS and is
also Past Chairman of the UK Association for Computational Mechanics in
Engineering, which is the national association affiliated to IACM. A further mea-
sure of Prof. Owen’s research esteem is his membership of the Research Assess-
ment Exercise panel for Civil Engineering in the UK in 2001. He has been
appointed to similar panels for the corresponding exercise in Mechanical Engi-
neering for the Netherlands (QANU—Quality Assurance Netherlands Universities)
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in 2000 and 2008 and Deutsche Forschungsgemeinschaft (DFG), Germany, in 2006
and 2007 for its Graduate Schools, Centres of Excellence and Institutional Funding
initiatives. He was also a member of the International Advisory Board for the
Institute for High Performance Computing in Singapore for a five-year period. Due
to his industrial involvement, Prof. Owen served for over ten years as elected
Council Member of NAFEMS, which is an international organization aimed at
establishing standards and quality assurance procedures for the safe use of finite
element methods. Professor Owen was also a member of the Civil Engineering
Panel for the UK Research Excellence Framework (REF) exercise undertaken in
2014.

Professor Owen’s contribution to research has been recognized by the following
awards and distinctions:

• Elected Fellow of the Royal Academy of Engineering in 1996.
• Awarded an Honorary D.Sc. by the University of Porto, Portugal, in 1998.
• Engineering Council Award, Institution of Civil Engineers, 2002.
• Received the Computational Mechanics Award of the International Association

for Computational Mechanics (IACM) in 2002 for “outstanding contributions in
the field of computational mechanics”.

• Awarded the Warner T. Koiter Medal of the American Society of Mechanical
Engineers (ASME) in 2003 for “contributions to the field of theoretical and
computational solid mechanics”.

• Awarded the Gauss–Newton Medal of IACM in 2004 for “outstanding contri-
butions in the field of computational mechanics”.

• Awarded the Gold Medal of the University of Split, Croatia, in 2004 for “in-
ternational achievements in the field of computational mechanics”.

• Awarded the Premium Medal of the Spanish Society for Computational
Mechanics (SEMNI) in 2005 in “recognition of his outstanding scientific work”.
SEMNI was created in 1989 by initiative of a group of academics in the
Universitat Politécnica de Catalunya (UPC).

• Awarded an Honorary D.Sc. by Ecole Normale Superieure de Cachan, France,
in 2007.

• In 2009, he was elected Fellow of the Royal Society, this being one of his
greatest scientific achievements.

• Honorary Professor, Welsh Institute for Mathematics and Computational Sci-
ence, 2009.

• Founding Fellow, Learned Society of Wales, 2009.
• Outstanding Research Activity Award, Swansea University, 2009.
• Awarded the Grand Prize of the Japan Society for Computational Engineering

and Science (JSCES), 2010.
• Elected Foreign Member of the United States National Academy of Engineering

(NAE) in 2011.
• Elected Foreign member of Chinese Academy of Sciences in 2011.
• Awarded an Honorary D.Sc. by Polytechnic University of Catalunya (UPC),

Barcelona, Spain, in 2012.
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• Elected Council Member of the Royal Society, 2012.
• Elected Council Member of the Learned Society of Wales, 2012.
• Elected Honorary Professor of China Agricultural University, Beijing, China, in

2014.
• Elected Honorary Professor of Wuhan University, China, in 2015.
• Awarded an Honorary D.Sc. by University of Split, Croatia, 2016.
• Awarded an Honorary Doctor of Engineering by Swansea University, UK, in

2016.
• Awarded the China Friendship Medal, China, 2016.

Named Lectures

Professor Owen is an entertaining lecturer. As a former student of his and colleague
in many joint courses, I can say that his lectures are most enjoyable and highly
appreciated by students. He has been invited to deliver many named lectures,
including the following:

2002 Prestige Lecture of the Institution of Civil Engineers and the Royal Academy
of Engineering, Institution of Civil Engineers, November 2002.

2003 Warner T. Koiter Lecture of the American Society of Mechanical Engineers,
Washington, D.C., November 2003.

2007 Alan Jennings Memorial Lecture Queen’s University Belfast, April 2007.
2011 Higginson Lecture, Durham University, November 2011.
2012 Koiter Lecture, Netherlands Graduate School on Computational Mechanics,

November 2012.
2013 Zienkiewicz Memorial Lecture, Livingstone, Zambia, July 2013.

In addition, he has presented a total of over 90 keynote and plenary lectures at
leading international conferences in the field of computational mechanics.

Entrepreneurship

In 1985, Prof. Owen formed Rockfield Software Ltd. aimed at disseminating his
academic research based on computational modelling procedures to the industrial
sector. The company, initially employing two engineers, was based in the Inno-
vation Centre at Swansea University. Over subsequent years, Rockfield Software
expanded to over 35 personnel, with over two-thirds of the staff possessing Ph.D.
degrees, making the company a leading employer of high technology graduates in
the Swansea area.

Rockfield has a wide portfolio of clients and operates in several commercial
areas. Principal sectors in which the company is involved include:
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• Failure prediction for structures under seismic or blast loading.
• Industrial forming processes for glass, plastics and metals.
• Food technology processes.
• Defence applications involving explosive and impact conditions.
• Deep-level mining and other mineral recovery operations.
• Oil recovery operations and resource prediction.

The success of the company resulted, under Prof. Owen’s Chairmanship, to the
granting of the Queen’s Award for Innovation, the most prestigious industrial
accolade in the UK, on two separate occasions:

• In 2002, Rockfield received the award for the development of finite
element/discrete element simulation techniques for the strengthening of masonry
bridges and arches. This technology has been utilized within a consortium that
includes Cintec International and Gifford & Partners, to provide a complete
service from assessing the need for strengthening, determination through the
FE/DE approach of the precise location for insertion of retrofitted reinforcement
anchors, to the clean and efficient installation of anchors.

• In 2007, the award was granted for outstanding innovation in the development
of the ELFEN computational system for the simulation of multi-fracturing
solids. Recognition was given to the versatility and widespread industrial
application of the methodology in diverse areas such as blast and impact loading
of structures, defence applications, mining and minerals operations and oil
recovery processes.

Since founding Rockfield Software in 1985, Prof. Owen was firstly its Managing
Director, then becoming Chairman until his retirement from the company in 2010.

Professor Roger Owen and COMPLAS

Professor Owen has had a long-standing relationship with the computational
mechanics community at UPC. As early as December 1979, Roger and Prof. Ernie
Hinton organized the first Basic Course on the Finite Element Method. This course
was attended by some 70 participants from all parts of Spain. Indeed, this course,
that was repeated every December for 10 consecutive years up to 1989, can be
considered the foundation of the numerical methods community in UPC at the Civil
Engineering School of Barcelona. The visits of Roger and Ernie to UPC around
December 15th every year soon become a tradition, almost a pre-Christmas event,
that brought us many good moments of scientific interchange and friendship with
our colleagues from Swansea. The culminating effect of these courses was that they
created the seed of the first Spanish conference on Numerical Methods in Engi-
neering, held in Barcelona on 1986. This conference was immediately followed by
a series of very successful international conferences organized in cooperation with
Roger and his colleagues at Swansea. The first one was the International
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Conference on Nonlinear Finite Element Methods (1984) and a series of confer-
ences on Computational Plasticity (COMPLAS) starting in 1987. COMPLAS has
subsequently successfully run in Barcelona for 13 editions (http://congress.cimne.
com/complas2017/).

COMPLAS has established itself as an international reference in the field of
computational solid mechanics. Over 4000 delegates from over the world have
attended one of the editions of this conference that combines a blend of high
scientific level within an informal setting, a friendly atmosphere and a sophisticated
and lively social programme. COMPLAS 14, to be held in Barcelona on 5–7
September 2017, celebrates the 30th anniversary of this successful conference
series.

Ernie Hinton, with whom Roger published a number of seminal books on the
finite element method, unfortunately passed away in November 1999. The coop-
eration with Roger and his team, however, continued through the COMPLAS
conferences and even expanded by creating, jointly with UPC, international con-
ferences in new fields such as the International Conference on Computer Aided
Training in Science and Technology held in Barcelona in 1990 and a series of
conferences in the field of Particle Methods (www.congress.cimne.com/
particles2017/).

Roger Owen has played an important role in supporting the activities of the
International Center for Numerical Methods in Engineering (CIMNE). Indeed,
CIMNE, which this year celebrates its 30th anniversary, was created in 1987 under
the auspices of the many activities in the field of numerical methods at the School of
Civil Engineering of UPC.

To name the many interactions of UPC with Professor Owen and his team at
Swansea during the last 25 years will be indeed too long. This cooperation was
indeed strengthened by the fact that Prof. O.C. Zienkiewicz, one of the founders of
our scientific community of computational mechanics and former Director of the
Civil Engineering Department at Swansea, spent 20 years in periodic stays at UPC
as UNESCO Professor of Numerical Methods in Engineering, this being the first
UNESCO chair in the world created in 1989 at the initiative of UPC.

I want to highlight two other important activities at UPC where Roger has had a
major role. The first is his participation in the editorial board of the Journal Revista
Internacional de Métodos Numéricos en Ingeniería. This journal, ranked in JCR, is
the only journal in the field of numerical methods in engineering published in
Spanish and Portuguese. The journal is published jointly by UPC and CIMNE since
1985.

The second activity is his participation as Associate Editor of two journals:
Archives of Computational Methods in Engineering (ACME, www.link.springer.
com/journal/11831) and Computational Particle Mechanics (CPM, http://www.
springer.com/engineering/mechanics/journal/40571). ACME was founded at UPC
in 1994 and is currently co-published by Springer and CIMNE. ACME has an
impact factor of 4210 (2015) and is the highest ranked international journal in the
computational mechanics field. CPM was created in 2014 after a number of suc-
cessful conferences co-chaired by Roger held at UPC in the field of particle-based
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methods and their applications mentioned above. CPM, also published by Springer,
is currently the leading journal in its field.

Many European research projects, joint courses, workshops, seminars and sci-
entific meetings have taken place in cooperation with Prof. Owen and his team in
that period. All of them have indeed helped UPC to establish a reputation in the
field of numerical methods in engineering and computational mechanics. Roger,
many thanks for that.

I will not be surprised if due to these interchanges Roger has visited UPC and
Barcelona over one hundred times.

Let me also mention the important role that Roger has had in supporting the
Spanish Association for Numerical Methods in Engineering (SEMNI). This sci-
entific organization, created in 1989, presented to Roger its highest award in
recognition of his scientific merits and also for his contribution to the development
of the field in Spain. In 2014, SEMNI organized in cooperation with CIMNE and
the School of Civil Engineering of UPC three major events in Barcelona that took
place simultaneously: the World Congress on Computational Mechanics, the
European Conference on Solid and Structural Mechanics and the European Con-
ference on Fluid Dynamics. This was a landmark event in the field of computational
methods in engineering and applied sciences.

Roger has also been very supportive to the Latin American community of
numerical methods in Engineering. He was a founder member of the Mexican
Association in that field and as such took part in the inaugural conference in
Guanajuato in January 2002. He has also taken part in scientific events on com-
putational mechanics in Argentina and Brazil, as well as other Latin American
countries.

On the personal side, I consider Roger as a friendly and well-humoured person.
He is one of these persons that find it difficult to say no to a request from a
colleague or a friend. He is extremely hard working, and among his hobbies, I can
say that he is a fine airplane pilot, an activity that took a considerable amount of his
time for many years, he is an avid supporter of Welsh rugby and a dedicated expert
on international cuisine and fine wines.

At UPC, we all acknowledge that your contribution has been very important in
the transformation of our university to become a world reference in the field of
computational mechanics.

I would like to end these remarks by congratulating Roger on his 75th birthday
and thank him for fostering the cooperation between the computational mechanics
communities in Barcelona and Swansea for so many years.

Eugenio Oñate
Professor of Continuum and Structural Mechanics at UPC

Founder and Director of CIMNE
Past President of SEMNI, ECCOMAS and IACM
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Comparison of Phase-Field Models
of Fracture Coupled with Plasticity

R. Alessi, M. Ambati, T. Gerasimov, S. Vidoli and L. De Lorenzis

Abstract In the last few years, several authors have proposed different phase-field
models aimed at describing ductile fracture phenomena. Most of these models fall
within the class of variational approaches to fracture proposed by Francfort and
Marigo [13]. For the case of brittle materials, the key concept due to Griffith consists
in viewing crack growth as the result of a competition between bulk elastic energy
and surface energy. For ductile materials, however, an additional contribution to the
energy dissipation is present, related to plastic deformations. Of crucial importance,
for the performance of the modeling approaches, is the way the coupling is realized
between plasticity and phase field evolution. Our aim is a critical revision of the main
constitutive choices underlying the available models and a comparative study of the
resulting predictive capabilities.
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2 R. Alessi et al.

1 Introduction

Both theoretical and numerical investigations have proved the efficiency of gradient
damage models in modeling the nucleation and evolution of cracks in brittle mate-
rials. Under suitable choices of the constitutive functions, it is possible to prove that
gradient damage models Γ −converge to Griffith’s model of brittle fracture in the
limit to zero of an internal length parameter. These models are also referred to as
phase-field models as they contain one or more internal variables to describe the
material degradation.

In brittle materials, since the creation of a crack surface is the main source of
dissipation, a scalar field is usually sufficient to represent the material level of degra-
dation and to account for the surface energy of Griffith’s theory. Ductile fracture is,
instead, associated to more complex processes: a large energy absorption, due to the
nucleation and coalescence of micro-voids accompanied by extensive plastic defor-
mations, precedes the actual formation of cracks. Hence, measures of the current
and accumulated plastic strains seem natural candidates to complement the scalar
damage in the internal material description.

Several authors have recently proposed gradient damagemodels coupled to plastic
effects. The main difficulty is the simultaneous presence and competition of two
dissipative terms, due to plastic flow and to crack growth. In particular, we cite the
models by [1–5, 9, 12, 14, 17]. Our purpose is to review these recent contributions
and to attempt a comparative study of their performance in describing the main
aspects of ductile fracture. For the models under consideration, the only rigorous
result of Γ −convergence obtained so far concerns the model [1–3], see [11].

Limiting ourselves to infinitesimal deformations, we formulate a common vari-
ational setting encompassing all the considered models, in which we are able to
highlight the different choices for the main constitutive functions. Then, we perform
a numerical comparison of all models for a standard uniaxial tension test. The paper
is organised as follows. Section 2 sets the variational framework. Section 3 overviews
and comments on the specific choices made in the various models, whereas Sect. 4
reports numerical comparisons. Conclusions are drawn in Sect. 5.

2 A General Framework for Phase-Field Models of
Fracture Coupled with Plasticity

In this section, we present a unified variational setting which encompasses several
recently proposed phase-field fracture models coupled with plasticity. Assuming that
external actions are sufficiently smooth in time and inertial effects are negligible, we
consider the energetic formulation for rate-independent problems [18]. This relies on
three simple energetic principles, namely an energy balance, a dissipation inequality
and a stability criterion, from which all the standard governing equations can be
easily obtained. In such a context, for each model under consideration, it is sufficient
to define the basic state variables and to introduce the total internal energy density,
a state function which includes both potential and dissipative contributions.
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2.1 State Variables

Let Ω be an open bounded domain in RN representing the reference configuration
of a body, with Neumann and Dirichlet boundaries ∂ΩN and ∂ΩD , Fig. 1. The state
of each point x ∈ Ω is defined by the variables in Table1.

Only the displacement field u(x, t), the plastic strain field p(x, t) and the damage
field d(x, t) are independent. The infinitesimal strain is the symmetric gradient of
the displacement field, and the hardening variable, identified in this context with the
accumulated plastic strain, is given by

α(x, t) := kN

∫ t

0
‖ ṗ‖ dτ, kN =

{
1, if N = 1
N−1
N , otherwise

(1)

The scalar damagefield is bounded, sincewe assume d ∈ [0, 1]; d = 0means a sound
material and d = 1 a fully damaged material. This field must satisfy the following
irreversibility condition to prevent healing effects, as first introduced in [7] and [16]

ḋ ≥ 0, ∀t and ∀x. (ir)

Fig. 1 Schematic representation of the problem

Table 1 State variables

State Variables Type

u Displacement Observable

ε Total strain

p Plastic strain (trace free, tr p = 0) Internal

α Scalar plastic hardening (accumulated plastic strain, irreversible)

∇α Gradient of plastic hardening

d Scalar damage (irreversible) Internal

∇d Gradient of damage
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In the following subsections, we briefly introduce the total energy densities of
gradient damagemodels, traditionally used to describe brittle or quasi-brittle fracture
phenomena, and of gradient plasticity models, traditionally used to describe plastic
hinges or shear bands. Their combination is discussed in Sect. 2.4, whereas Sect. 2.5
summarises the governing equations and evolution laws.

2.2 Gradient Damage Models

The total internal energy density is the sum of two terms

WD(ε, d,∇d) := g(d)ψe(ε)︸ ︷︷ ︸
free en.

(elastic pot.)

+Δf(d,∇d)︸ ︷︷ ︸
damage diss.

, (2)

the first representing the free energy density and the second the local dissipated
damagework. Here,ψe(ε) is the elastic energy density of a soundmaterial. The scalar
degradation function g(d) models the material deterioration due to the microcracks
nucleation and growth. This function is assumed to satisfy the following conditions

g(0) = 1, g(1) = 0, g′(d) ≤ 0. (3)

In almost all the considered models, this function is assumed in the form

g(d) := (1 − d)2. (4)

The damage dissipation term accounts for the energy lost during the cracking process.
A widely adopted expression1 is

Δf(d,∇d) := Gc

cω

(
ω(d)



+ 
|∇d|2

)
(7)

1In the gradient damage context, a different expression is often considered instead of (7), namely

Δd(d,∇d) := w(d) + 1

2

2dw1|∇d|2 (5)

The constitutive functions and constants are linked by the following relations


d = √
2
, w(1) =: w1 = Gc/(
cω), w(d)/w1 = ω(d) (6)

.
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where the constant Gc represents the fracture toughness of the material, that is the
energydissipated to create a crackof unitary area.As follows, the twomost commonly
usedmodelswill be considered and termedAT-1 andAT-2 (AT refers to theAmbrosio-
Tortorelli functional [6]):

ω(d) =
{
d, AT-1

d2, AT-2
and cω := 4

∫ 1

0

√
ω(β) dβ =

{
8/3, AT-1

2, AT-2
(8)

Themain difference between these twomodels is that AT-1, due to the linear term,
owns an elastic stage before the onset of damage, while with AT-2 damage starts to
evolve as soon as the material is loaded.

Phase-field models characterized by total energies in the form (2) have been
rigorously proved to Γ -converge to Griffith’s brittle fracture model. As the internal
length 
 tends to zero, the phase-field variable, which can bemechanically interpreted
as a damage variable [15], localizes towards the fracture path and the global minima
of the phase-field energy functional tend towards those of the energy functional of
Griffith’s brittle fracture [10].

2.3 Gradient Plasticity Models

The total internal energy density is taken as

WP(ε, p, α,∇α) :=
elastic pot.︷ ︸︸ ︷

ψe(ε − p)+
plastic hard.︷ ︸︸ ︷

ψp(α,∇α)︸ ︷︷ ︸
free en.

+ Δp(α)︸ ︷︷ ︸
plastic diss.

, (9)

Here we consider, for sake of brevity, only the Hencky-Mises plastic model. The
first term represents the elastic energy of an undamaged material and depends on the
elastic strain ε − p. The second free energy term represents a non-local isotropic
hardening contribution and reads

ψp(α,∇α) := 1

2
Hα2 + f(α) + 1

2

2p|∇α|2, (10)

the first two terms being, respectively, the linear and non-linear hardening contribu-
tions while the last term is a gradient plasticity energy source. H is the hardening
modulus while 
p is an internal material length governing the plastic localisation
band width. The last term in (9) represents the plastic dissipated work and is given
by

Δp(α) := σpα, (11)
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with σp as the plastic yield stress.

2.4 Gradient Damage Models Coupled with Plasticity

This section presents a gradient damagemodel coupledwith plasticity bymerging the
two basic models presented in the previous subsections. From total energy densities
(2) and (9), the following coupled total internal energy density is postulated

WPD(ε, p, d,∇d, α,∇α) := ψ(ε, p, d, α,∇α)︸ ︷︷ ︸
free energy

+Δ(d,∇d, α)︸ ︷︷ ︸
dissipated work

=

= g(d)ψe(ε − p)︸ ︷︷ ︸
E

+h(d)ψp(α,∇α)︸ ︷︷ ︸
H

+Δf(d,∇d)︸ ︷︷ ︸
F

+p(d)Δp(α)︸ ︷︷ ︸
P

.
(12)

The first term (E) represents the elastic potential and its expression is obtained
by combining the elastic potential of (2) and (9) with the degradation function g(d)

satisfying (3). The second term (H) represents the isotropic plastic hardening contri-
bution supposed to be affected by a damage degradation function h(d) satisfying the
conditions in (3), withψp(·) defined in (10). The third term (F) is the fracture energy
defined in (7), not directly affected by plasticity. Finally, (P) is a damage-plasticity
coupled dissipation term which contains not only the entire source of plastic dissi-
pation but also a contribution to the damage dissipation, see also [3]. Its expression
is obtained by penalizing the plastic dissipation (11) by another damage-dependent
degradation function p(d) satisfying again (3).

The stress is defined as

σ := ∂εψ = g(d)∂εψe(ε − p) (13)

The assumption (12) for the total energy encompasses all the models under con-
sideration as special cases.

2.5 Governing Equations and Evolution Laws

According to the energetic formulation, the evolution of a rate-independent system
is simply governed by three energetic principles: an energy balance, a dissipation
inequality and a stability criterion. Moreover, some explicit irreversibility conditions
may be prescribed, such as here (ir). For the purposes of the present work and thanks
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Table 2 Governing equations and evolution laws deduced from the energetic formulation

equilibrium

Equilibrium equations divσ + b = 0, ∀x ∈ Ω (14)

Boundary conditions

{
σn = f , ∀x ∈ ∂ΩN

σn = f r , ∀x ∈ ∂ΩD
(15)

plasticity conditions

KKT system

⎧⎪⎨
⎪⎩

fp(σ , α, d) ≤ 0

α̇ ≥ 0

fp(σ , α, d)α̇ = 0

, ∀x ∈ Ω (16)

Flow rule
p = α̇nσ ′ , ∀x ∈ Ω

(nσ ′ = deviatoric stress direction)
(17)

Yield surface
fp(σ , α, d) :=

|σ | − h(d)
(
Hα + f′(α) − 
2pΔα

)
− p(d)σp

(18)

Boundary condition ∇α · n = 0, ∀x ∈ ∂Ω (19)

damage conditions

KKT system

⎧⎪⎨
⎪⎩

fd(ε, p, α, d) ≤ 0

ḋ ≥ 0

fd(ε, p, α, d)ḋ = 0

, ∀x ∈ Ω (20)

Yield surface

fd(ε, p, α, d) :=
−g′(d)ψe(ε − p) − h′(d)ψp(α,∇α)

−Gc

cω

(
ω′(d)



− 

d

)
− p′(d)Δp(α)

(21)

Boundary condition ∇d ·n = 0, ∀x ∈ ∂Ω (22)

to the regularity of the energetic functionals, it is sufficient to consider the first-order
energy balance condition and the first-order directional stability condition.

Then, the evolution problem consists in finding a process (u, p, α, d)t , satisfying
at each instant t the boundary conditions, the energy balance, dissipation inequality
and the first-order stability. For a detailed description of these equations see e.g. [2].
For the present model, the derived governing equations are summarised in Table2.

3 Overview of Existing Models

Table3 gives an overview of the existing models, presented with a unified notation
and with the format induced by (12). Each model is presented in terms of the energy
contributions E, H, F and P. The next sections are devoted to the discussion of
the different constitutive choices the investigated models rely on. However, some
preliminary observations are immediately given:
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1. Concerning E in (12), the models differ only for the choice of the degradation
function g, for which the key properties (3) are always fulfilled. Most mod-
els adopt the standard quadratic expression (4). Different parametric non-linear
degradation functions are considered by Alessi et al. [1, 2] and Borden et al. [9],
both containing, as a limit case, the standard quadratic expression. Finally, a
specific quadratic-like g, which also depends on the accumulated plastic strain,
is considered by Ambati et al. [5]. The motivation behind each particular choice
is outlined in Sects. 3.1 and 3.4.

2. Stronger differences concern the plastic isotropic hardening entry H. The most
general representation for ψp is considered by Miehe et al. [17], where the lead-
ing linear hardening term 1

2Hα2 is enriched by adding a non-linear one and a
non-local gradient contribution with its own length-scale parameter, as in (10).
All other models consider at most linear hardening effects. Only Alessi et al.
[1–3] do not consider plastic hardening effects, see Sect. 3.3. However a straight-
forward extension of their model by Ulloa et al. [20] does. In all models, with the
exceptions of Duda et al. [12] and Ambati et al. [5], plastic hardening is coupled
with damage and the degradation multiplier h is typically taken identical to the
function g. Such a coupling has a strong impact on the evolution and interplay
of damage and plasticity during the softening stage, as discussed in Sects. 3.1,
3.2 and 4.

3. In contrast toH, the fracture energy entry F is quite standard for all the examined
models. In all but one cases, Δf is given by (7) combined with either AT-1 or
AT-2, (8). The only exception, discussed in Sect. 3.5, is proposed in Miehe
et al. [17], where the fracture energy term can formally be viewed as a two-
parametric extension of the AT-2 model.

4. Finally, the fourth term P differs between the models only for the presence or
not of the degradation function p(d)which indicates whether the plastic dissipa-
tion (11) is affected or not by the damage evolution. In the case of coupling, the
corresponding degradation function p is typically chosen identical to g. The only
exception is in Alessi et al. [1–3], where a simple parametric expression allows
to achieve different coupling orders, including the quadratic and uncoupled case,
and to describe very different material behaviours. No coupling is assumed in
Duda et al. [12] and Ambati et al. [5].

3.1 On the Lack of a Damage-Plastic Coupling

In Duda et al. [12], no coupling between damage and plasticity is prescribed, in the
sense that the plastic yield condition (16) does not depend upon the damage variable
whereas the damage yield condition (20) does not depend upon the plastic variable.
Thus, the damage evolution is driven only by elastic strains and is governed by the
classical brittle phase-field law. Therefore, the formulation in [12] is a model for
“brittle fracture in elastic-plastic solids”.
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The coupling source for the model in Ambati et al. [5] relies only on the special
degradation function of the elastic potential energy E whereas for the remaining
models coupling effects originate from H and/or P.

3.2 On the Identical Degradation Functions

In the models of Borden et al. [9], Kuhn et al. [14] and Miehe et al. [17], all three
degradation functions inE,H and P are assumed identical, i.e. g ≡ h ≡ p. After fac-
toring them out in the plastic yield function fp, (18), one arrives at the representation

fp(σ , α, d) = g(d)
(|ε′ − p| − (

Hα + σp
) )

with ε′ as the deviatoric part of ε andwhere non-linear hardening and gradient plastic
terms are omitted. Thus, the evolution of the accumulated plastic strain becomes
independent on the phase-field. This allows the straightforwarduse of standard elasto-
plastic algorithms. As a side effect, α will grow approximatively with half the rate
of |ε̇| even in regions where the material is already fully degraded, possibly causing
convergence issues since ε strongly localises and so must p and α. Such behaviour is
illustrated in Sect. 4. Note that g ≡ h ≡ p does not affect the damage yield function
fd in the way it happens for fp, meaning that the evolution of d will still be affected
by α.

3.3 On the Lack of Plastic Hardening

In the originalmodel ofAlessi et al. [1–3], no plastic hardening effects are considered.
This allows for plastic strains to localise asDirac’s measures leading to the formation
of shear bands. In such a case, the governing equations of Table2 are complemented
with the equations for the singular parts of displacement and plastic strain fields,
leading to a rigorous description of shear bands and therefore displacement jumps.
This has been proved to be a key feature in describing different fracture cohesive
responses, [3].

3.4 Non-standard Degradation Functions

Referring to (4) as the “standard” quadratic degradation function, non-standard
choices for g (yet fulfilling (3)), have been considered in the models of Alessi et
al. [1, 2], Borden et al. [9] and Ambati et al. [5].
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Alessi et al. [1, 2] considered the one-parametric non-linear degradation function

g(d) := (1 − d)2

k − (k − 1)(1 − d)2
, k > 0,

which recovers (4) for k = 1. The parameter k controls the material response in the
post-critical stage. In particular, as shown e.g. in [2], for the stress-strain uniaxial
homogeneous response, a larger k leads to a less steep softening curve, i.e. to a slower
damage evolution.

The one-parametric cubic degradation function

g(d) = (1 − d)2 (1 + d(2 − k)) , k > 0,

in [9] is adopted from Borden et al. [8], where its implications are discussed in detail.
Unlike for the combination “quadratic g + AT-2”, where damage starts to evolve as
soon as the material is loaded, the combination “quadratic g + AT-1” has a linearly
elastic stage up to the peak stress. However, the boundness of d ∈ [0, 1], which
automatically holds for the “quadratic g + AT-2” combination, is no longer fulfilled.
This leads to the need for constrained minimization algorithms. The cubic function
proposed in [8], with an extremely small k, used with AT-2, retains the presence of
the elastic limit and the boundedness of d.

Finally, a specific non-linear function

g(d, α) := (1 − d)2(α/αcrit.)
m

, m > 0, (23)

is proposed in [5]. Its introduction serves the purpose of realizing the plastic-damage
coupling, as already explained in Sect. 3.1. With the above g, α explicitly appears
in the damage evolution equation and fracture is triggered by the accumulation of
the ductile damage once the threshold αcrit. is reached. The parameter m provides
additional flexibility: the increase of m slows down the accumulation of damage
before reaching αcrit. and accelerates it when αcrit. is exceeded, see [5] for a complete
numerical assessment.

3.5 Non-standard Fracture Dissipation Term

A feature of the model in [17] is the damage dissipation density function

Δf := (1 − g(d)) wc + wc

ξ



(
d2



+ 
|∇d|2

)
, wc > 0, ξ > 0, (24)

The parameter wc governs the onset of fracture, whereas ξ controls the slope of
softening. The proposed Δf can formally be viewed as an extension of the AT-2
model. An interesting question is that of the relation between wc and Gc. Being
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ξ dimensionless, wc has the dimension of Gc/
. Our idea of deriving the explicit
dependency of wc on Gc is to rescale 
 = √

2
̃ and collapse the two terms in Δf .
This yields the representation

Δf = 2
wc

ξ

̃

(
2ξd − (ξ − 1)d2

2
̃
+ 
̃|∇d|2

)
.

Setting ξ = 1, the above Δf resembles AT-1 provided wc = 3/16Gc/
̃.

3.6 On the Damage Irreversibility

The damage irreversibility is imposed by requiring ḋ ≥ 0.Already for brittle fracture,
this condition is known to lead to a box-constrained optimization problem for the
total energy functional W . To avoid this for the brittle case, the history variable

Ht := maxs≤tψe(εs),

which records the maximal undegraded elastic energy density obtained in a loading
process, can be introduced in the evolution equation for d, as originally proposed
in [16]. This weak enforcement of irreversibility can only be used with models
where d starts to evolve as soon as the material is loaded, as the AT-2 model but not
AT-1. Another approach consists on imposing the irreversibility only for totally bro-
ken material points, i.e. where d = 1, as proposed e.g. in [10].

In ductile phase-field models, the above definition of Ht appears in the formula-
tions of Duda et al. [12], Ambati et al. [5] and Borden et al. [9]. A more sophisticated
expression forHt is designed inMiehe et al. [17], see also Sect. 3.7. The formulation
of Kuhn et al. [14] uses the irreversibility idea from [10]. The treatment of ḋ ≥ 0
through optimization algorithms is adopted in Alessi et al. [1–3].

3.7 Parameters and Thresholds

The capability to tailor the constitutive response to match experimental data is an
important asset of any formulation. The role of some constitutive parameters and
thresholds, designed for this purpose, has been already discussed in Sects. 3.4 and 3.5,
limited to the formulations of Alessi et al. [1–3], Borden et al. [9], Miehe et al. [17]
and Ambati et al. [5]. As follows, we focus on additional quantities introduced in
some formulations at a later stage of the model derivation. This holds for the models
of Borden et al. [9] and Miehe et al. [17]. In [9], the evolution equation for d (with
the identity h ≡ p) reads
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g′(d)ψe + h′(d)
(
ψp + Δp

) + Gc




(
d − 
2Δd

) = 0.

This expression is furthermore modified by introducing (i) the elasticity-based his-
tory variable Ht for irreversibility, (ii) a plastic work threshold W0, and (iii) two
parameters βe, βp ∈ [0, 1] to weigh the influence of damage on the elastic strain
energy and plastic work. The resulting equation becomes

βeg′(d)Ht + βph′(d)〈ψp + Δp − W0〉+ + Gc




(
d − 
2Δd

) = 0, (25)

where 〈a〉+ := max(0, a). In [17] the evolution equation for d is equipped with the
history variable Hc := maxs∈[0,t]〈ψe + ψp + Δp − wc〉+, yielding

−2(1 − d)Hc + 2
wc

ξ

(
d − 
2Δd

) = 0.

3.8 Variational (In)consistency

Almost all models in Table3 fit in the variational framework. However, as discussed
in the previous sections, the introduction of various indicator and ramp functions,
tuning parameters and threshold values into the strong form equations to enable a
greater flexibility in the model response inevitably leads to the loss of variational
consistency. This holds for the works of Duda et al. [12], Ambati et al. [5], Borden
et al. [9] and Miehe et al. [17]. Only the formulations of Alessi et al. [1–3] and Kuhn
et al. [14] retain a truly variational nature. However, only the former model is rich
enough to capture a variety of anticipated ductile and cohesive fracture responses.

3.9 Additive Split of the Elastic Energy Density Function

Our last comment concerns the so-called tension-compression additive split of the
elastic energy density function ψe, first discussed by [7, 16], which is incorporated
in several models but omitted for the sake of brevity in Table3. In general, the split
representation g(d)ψ+

e + ψ−
e for E, with ψ+

e and ψ−
e as a “sort of” tensile and

compressive parts of ψe, respectively, is present in all formulations except for the
one by Alessi et al. [1–3] and Kuhn et al. [14].
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4 Numerical Comparisons

This section aims at highlighting the salient features of the models by presenting a
short numerical comparative survey of a uniaxial tension test, consisting of a bar of
length L , clamped on its left end, with a monotonically increasing displacement ū
prescribed on its right end. The adopted material parameters, taken from [9], are the
following: E0 = 68.8GPa, σp = 320MPa, H = 688MPa, and Gc = 138MPam.
Such parameters correspond to a ductile fracture response with an elastic stage, a
linear-hardening plastic stage and a softening/fracturing stage.

Both homogeneous andnon-homogeneous responses are investigated.The former,
capturedwith a short bar length, highlights the underlyingmaterial response,whereas
the latter evidences the localisation/fracture process. For the
non-homogeneous response, the value of the bar length L = Ln is chosen sufficiently
large to allow the development of a full localisation but not too large in order to avoid
snap-back effects. The influence of the bar length on the non-homogeneous global
response is discussed, for instance, in [3]. Homogeneous responses are obtained
numerically as well by taking L = 0.1 Ln.

Since the damage threshold stress for the phase-field model (7) directly depends
on the internal length, even for an homogeneous evolution of the damage variable
such as, for instance, during the hardening stage, different internal lengths are chosen
for themodels in order to obtain (except for Duda et al.) approximately the same peak
stress and its corresponding limit strain. Setting 
 = Ln/30, different bar lengths Ln

are considered.
The finite element mesh is uniform with element size h = L/500. A staggered

numerical solution scheme [5] is adopted. For the present simple test, irreversibility
is not taken into account.

As follows, the numerical results for eachmodel are presented. The homogeneous
(H) and non-homogeneous (NH) responses of each model are visualised by four
plots: (a) stress-mean strain H and NH responses, (b) accumulated plastic strain and
damage profiles for the NH response, (c) plastic strain and damage evolutions for
the H response, (d) maximum plastic strain and maximum damage evolutions for the
NH response.

In the results presented in Figs. 2 and 3, the model by Alessi et al. is enriched by
a linear hardening term, not present in the original formulation, according to [20].
Hence, plastic strains cannot localise as a Dirac measure anymore, Sect. 3.3. Never-
theless, they localise in a narrower band than damage. The main difference between
Figs. 2 and3 is the value of the exponent of the degradation function p(d), Table3.
During the softening stage, for n = 1 the stress approaches asymptotically zero
(Barenblatt’s cohesive behaviour), whereas for n = 0.5 it vanishes at a finite strain
value (Dugdale’s cohesive behaviour). This different behaviour is due to the fact that
in the former case plasticity continues to evolve during the softening stage, whereas
in the latter it does not.

Plastic strains evolve in a localised manner during the softening stage also in
Miehe et al. (Fig. 8), whose response is very similar to Alessi et al. in Fig. 2, in
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Fig. 2 Alessi et al. Homogeneous and non-homogeneous responses for a bar length Ln = 10mm
and n = 1

Borden et al. (Fig. 4) and in Kuhn et al. (Fig. 6). Conversely, plastic strains stop their
evolution immediately after the peak stress in Duda et al. (Fig. 7) and Ambati et al.
(Fig. 10), since here the plastic evolution is associated to a stress-hardening response.

In the global response, an asymptotically vanishing stress in the fracturing stage
is observed in Alessi et al. (Fig. 3), Borden et al. (Fig. 4), Kuhn et al. (Fig. 6) and
Ambati et al. (Fig. 10).Within the last model no plastic strain localisation is observed
while for the remaining models a true fracture with vanishing stress is achieved for
a finite strain value (Fig. 5).

The plastic hardening-damaging softening transition is smooth for Borden et al.
(Fig. 4) and Kuhn et al. (Fig. 6) and sharp in all other cases. In Kuhn et al. Fig. 6,
no stress-hardening effects are observed, which is in contrast with the experimental
evidence.

Somemodels (Duda et al., Kuhn et al. and Ambati et al.) show after the peak stress
an homogeneous damage evolution and only successively a damage localisation
evolution associated to a steeper global response curve. Such material bifurcation,
associated to the choice of an “intermediate” bar length, is very well investigated
and explained in [19].

Damage increases very fast during the plastic-hardening stage in Kuhn et al. and
Ambati et al. while it increases imperceptibly in all other models, except for Alessi et
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Fig. 3 Alessi et al. Homogeneous and non-homogeneous responses for a bar length Ln = 22mm
and n = 0.5

al. where it does not evolve at all, even during the elastic stage, Sect. 2.2. In addition,
Duda et al. model has a significant damage evolution even during the elastic stage.

Figure5 highlights the role of W0 in (25), see Sect. 3.7, which essentially tunes
the value of the peak stress. A similar control is performed by the parameter αcrit in
Ambati et al., see Sect. 3.4 and Fig. 11. In addition, Fig. 9 highlights the role of ξ in
(24), see Sect. 3.5, which tunes the concavity of the global response in the softening
stage.

5 Concluding Remarks

We reported a critical comparative review of existing phase-field models for fracture
in elasto-plastic materials. All models can be cast in the same variational framework
and differ mainly by the choices of the damage dissipation term, by the degradation
function(s) as well as by the way the coupling between plasticity and damage is
realized. The models in “basic” form (i.e. with the minimum possible amount of
tailorable parameters, if any) retain a variational nature but are not always able to
reproduce an experimental response due to lack of flexibility. More elaborated ver-
sions with additional ingredients such as thresholds and indicator functions gain
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Fig. 4 Borden et al. Homogeneous and non-homogeneous responses for a bar length Ln = 10mm
and W0 = 0

Fig. 5 Borden et al. Effect of W0 on the homogeneous response

flexibility but may loose the variational nature. Two main categories of models can
be identified based on whether the plastic hardening variable stops or continues its
evolution once damage is triggered. The behavior of real materials in this respect
would be easily identified by analyzing the unloading response in uniaxial stress-
strain curves. Finally,more sophisticated aspects of the phenomenology such as those
examined in [5] as well as triaxiality effects remained out of the scope of this paper
and should be accounted for in future work.



18 R. Alessi et al.

Fig. 6 Kuhn et al. Homogeneous and non-homogeneous responses for a bar length Ln = 3.5mm

Fig. 7 Duda et al. Homogeneous and non-homogeneous responses for a bar length Ln = 100mm
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Fig. 8 Miehe et al. homogeneous and non-homogeneous responses for a bar length Ln = 10mm,
wc = 3Gc

16
 and ξ = 1

Fig. 9 Miehe et al. Effect of ξ on the homogeneous response

Acknowledgements The authors would like to acknowledge the support of the DAAD through
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Fig. 10 Ambati et al. homogeneous and non-homogeneous responses for a bar length Ln = 10mm,
and αcrit = 0.025

Fig. 11 Ambati et al. Effect of αcrit on the homogeneous response
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Bridging the Gap Between Concrete
Microstructures and Tunnel Linings

E. Binder, H. Wang, T. Schlappal, J.L. Zhang, Y. Yuan,
B. Pichler and H.A. Mang

Abstract The title of this work represents a figurative counterpart of bridging the
topographical gap between Hongkong and Macao. Presently under construction, the
bridge that connects these two cities at opposite sides of the mouth of the Pearl
River is interrupted by a submersed tunnel, which is the actual research object of
this paper. By means of four different topics in the framework of the general sub-
ject of this contribution, reflected by its title, the scientific progress resulting from
multiscale structural analyses of tunnel linings is documented. The four topics are:
(a) microstructural analysis of impact and blast loading in tunnel linings, (b) mul-
tiscale analysis of thermal stresses in concrete linings due to sudden temperature
changes, (c) experiments and finite element modeling of concrete hinges in Mecha-
nized Tunneling, and (d) multiscale structural analysis of a segmented tunnel ring.

1 Introduction

The title of this work follows the one of a research project, sponsored by the Austrian
Science Fund. It reads as “Bridging the gap by means of multiscale structural analy-
sis” [1]. The ambitious goal of this project, in which the authors of this contribution
are involved, is quantification of the added value of multiscale analyses, notwith-
standing the explicit acknowledgment of scientific progress that manifests itself in
such analyses. The overriding research object is the 35.6km longHongkong-Zhuhai-
Macao Bridge, presently under construction. For shipping, the bridge is interrupted
by a 5.7km long tunnel below the bottom of the sea, representing the actual research
object. Figure1 shows the course of the bridge. Figure2 refers to the tunnel, which is
located between the West Artificial Island and the East Artificial Island (see Fig. 1).
A figurative counterpart of bridging the topographical gap between Hongkong and
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Fig. 1 Course of the Hongkong-Zhuhai-Macao-Bridge [1]

Fig. 2 Tunnel between the West Artificial Island and the East Artificial Island (see Fig. 1). Tunnel:
a longitudinal section, b typical tunnel element, c cross-section of a tunnel element [1]

Macao is the bridging of several orders of magnitude in multiscale structural analy-
ses. The intended assessment of the added value of such analyses requires a triad
of related results (see Fig. 3). The focus of the scientific work in the first half of
the aforementioned research project, which was started in Fall of 2015, has been
on multiscale analyses of tunnel linings. Selected results of this research work are
presented in this contribution.
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Fig. 3 Triad of results,
required for assessing the
added value of multiscale
analyses of tunnel linings [1]

2 Organization of the Paper

In the framework of the general subject of this paper the following four topics
are treated: (a) Microstructural analysis of impact and blast loading in tunneling
(Sect. 3), (b) Multiscale analysis of thermal stresses in concrete linings due to sudden
temperature changes (Sect. 4), (c) Experiments and FE modeling of concrete hinges
in Mechanized Tunneling (Sect. 5), (d) Multiscale structural analysis of a segmented
tunneling ring (Sect. 6). Section 7 contains a summary of this work, conclusions
drawn from the underlying research.

3 Microstructural Analysis of Impact and Blast Loading
in Tunneling

Current safety standards require that tunnels withstand exceptional loading events
such as e.g. impact and blast loads. Such events may result from traffic accidents,
e.g. from cars crashing into a tunnel lining, or from the detonation of Improvised
Explosive Devices. This has been the motivation to investigate concrete subjected
to high-dynamic loading rates. It is well known from the large database of available
test results that the strength of cementitious materials increases with increasing load-
ing rate. This strengthening is significant in the high dynamic testing regime, where
strain rates are typically larger than 1 s−1. The available experimental database has
resulted in several modeling attempts. The CEB-recommendation [2], the model of
Tedesco and Ross [3], and the model of Grote et al. [4] provide empirical formu-
lae for the high-dynamic compressive strength of cementitious materials. Mihashi
and Wittmann [5] as well as Bažant et al. [6] have developed models, based on the
assumption thatmicro-cracking depends on the strain rate. Cotsovos andPavlovic [7],
Li and Meng [8], and Gary and Bailly [9] have attributed the strength increase
with increasing strain rate to inertial confinement, which is a structural effect.
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Table 1 Experimental data from high-dynamic strength tests by Kühn et al. [11]

Specimen properties: fsta = 25.1MPa E = 32GPa ν = 0.2

h = 80mm ∅ = 50mm amax = 8mm ρ = 2400kg/m3

ε̇ [s−1] 136.6 150.1 185.5 190.0 202.7

fdyn [MPa] 95.1 104.2 119.2 125.7 142.5

Fischer et al. [10] have explained dynamic strengthening based on the quasi-static
strength and the duration of the failure process, lasting from the start of crack propaga-
tion to the disintegration of the tested specimen. Herein, the latter model is extended
towards consideration of uncertainty regarding the quasi-static strength. It is used to
re-analyze a recent high-dynamic test series on concrete, see Table1 and [11].

3.1 Prediction of High-Dynamic Strength,
Based on Quasi-Static Strength Data

3.1.1 Statistical Scatter of Quasi-Static Strength Values

While test repetitions are desirable in experimental mechanics in order to quantify
the dispersion of the investigated material properties, many researchers carry out
just one test, or they communicate only the mean value of results from several tests.
In both cases an estimation of statistical quantiles is impossible. As a remedy, it is
proposed herein to follow the Eurocode and to consider compressive strength values
of concrete to scatter according to a Gaussian distribution. In addition, the Eurocode
defines the characteristic strength for ultimate limit state design as the 5%-quantile
of the strength distribution. Concerning the compressive strength of concrete, the
5%-quantile is introduced as by 8MPa smaller than the mean strength determined
in laboratory testing. This approach is related to a standard deviation of the uniaxial
compressive strength amounting to ŝ = 4.865MPa.

Considering the compressive strength as a positive quantity, a lognormal distri-
bution is more appropriate to describe statistical properties. In order to convert the
standard deviation of the Eurocode to the one of the envisioned lognormal distribu-
tion, it is proposed to set the 5%-quantile of the Gaussian distribution equal to the
5%-quantile of the lognormal distribution. Denoting the mean strength value from
the experiments as f̂ and the standard deviation of the Eurocode as ŝ, the proposed
approach yields the sought standard deviation of the lognormal distribution as

s(ŝ, f̂ ) = u(5%) +
√
u(5%)2 − 2 · ln

(
1 + u(5%) · ŝ

f̂

)
, (1)
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whereu(5%) = −1.645 is the value that cuts an areaof 5%of the standardizednormal
distribution, exhibiting a vanishing mean value. Based on the standard deviation of
the lognormal distribution according to Eq. (1), any p-quantile of the lognormal
distribution can be quantified according to the following standard relation:

f (p) = exp
(
ln( f̂ ) + u(p) · s

)
. (2)

3.1.2 High-Dynamic Strength Modeling, Considering Uncertainty
of the Failure Mode

The present contribution follows Fischer et al. who developed a model for the
dynamic increase factor (DIF) of the compressive strength of cemetitious materials,
see [10]. Herein, the model is extended towards consideration of the experimental
dispersion of the quasi-static strength. Furthermore, it is shown that re-analysis of
high-dynamic strength tests requires careful consideration of the failure mechanism.
Along this line of research, it is assumed that macroscopic cracking starts—also
under high-dynamic compressive loading—once the stress level has reached the
quasi-static strength, and that the ultimate load of the specimen is reached, once the
first crack has propagated through the entire specimen such that it disintegrates into
pieces. In this context, it is noteworthy that the speed of cracks, propagating along
nanoscopic material interfaces, is equal to the Rayleigh wave speed [12], which is
only a little smaller than the shear wave velocity vs . With the static strength fsta ,
Young’s modulus E , and the strain rate ε̇, the DIF (dynamic strength increase factor)
is obtained as

DI F = fdyn
fsta

= 1 + ε̇ · E
fsta

· lc
vs

. (3)

In Eq. (3), lc stands for the relevant crack propagation length. It is equal to the length
alongwhich the relevant crackmust propagate in order to split the sample. Therefore,
lc depends on the geometrical properties of the tested specimen. Considering that
axial splitting is the typical failure mode under uniaxial compression, the ultimate
load sustained by the specimen is reached, once the crack size is equal to the height
h of the specimen. Realistic scenarios are bounded by the following two cases:
(a) if the relevant crack starts right at the interface between the specimen and the load
plate, the crack will grow along the total height h of the specimen, and (b) if cracking
starts at the center of the specimen, two crack edges will propagate simultaneously,
and each of them will cover a length equal to h/2.

According to the previous explanation, the dispersion of the high-dynamic
strength values results from two sources: (a) the uncertainty regarding the quasi-
static strength, see fsta in Eq. (3) as well as Sect. 3.1.1, and (b) the uncertainty
regarding the position from which the relevant crack starts to propagate, see lc in
Eq. (3). These uncertainties result in intervals of possible strength values, which are
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quite wide in the quasi-static regime, but form a rather narrow band in the high-
dynamic regime. When comparing Eq. (3) with experimental data, the only free
parameter is the relevant crack propagation length lc. It can be optimized such that
model-predicted DIF values, DI Fpred , agree in the best-possible fashion with their
experimental counterparts, DI Fexp, according to

Etot =
∣∣∣∣∣1n

n∑
i=1

DI Fpred,i − DI Fexp,i

DI Fmean
exp

∣∣∣∣∣ → min. (4)

In Eq. (4), n denotes the number of experimentally determined DIF values, and Etot

stands for the total prediction error.

3.2 Model Application to High-Dynamic Strength Data

In this contribution the model validation is extended to high-dynamic strength tests
performed by Kühn et al. [11] on concrete specimens. In the following, Eq. (3)
is used to analyze the experimental data, listed in Table1. Kühn et al. specify the
specimen properties, listed in Table1, and provided images showing the remaining
fragments of specimens after testing, see Fig. 4. Presumably, the remaining cone-
shaped fragments, with a height about one half of the specimen height, are caused
by a confinement, resulting from friction in the contact area between the specimen
and the pressure bar.

Fig. 4 a Illustration of the specimen fragments from [11], b validation of the model for high-
dynamic strength increase according to Eq. (3): comparison of measured dynamic strength-increase
factors from Kühn et al. [11] with corresponding model predictions obtained for the specimen
properties listed in Table1, and for h = 80mm
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The remaining fragments of the specimen show that cracks had to propagate
along a length lc ≈ h/2 in order to split the specimen, see Fig. 4a. Using this length
together with properties of the tested specimen (Table1) as input for Eq. (3) yields
model predictions that agree verywell with the experimental data, see the solid line in
Fig. 4b. The uncertainty regarding the quasi-static strength manifests itself in Fig. 4b
in the form of the dashed boundary lines.

3.3 Conclusions

The present study suggests that the propagation length, required for the first crack
to split a specimen under high-dynamic compression, has a great influence on the
ultimate load of the tested specimen. As for modeling, it was assumed that also
for high-dynamic loading, crack propagation starts at the quasi-static strength and
that the ultimate load sustained by the tested specimen increases with increasing
propagation length, required for the first crack to split the specimen. It is concluded
that, no matter how short a stress pulse exceeding the quasi-static strength may be,
tunnel linings will be damaged. Therefore, they need to be inspected carefully even
after non-catastrophic high-dynamic loading events. Furthermore, the model allows
to estimate the depth of the damage zone, provided the duration of the stress pulse
is known. It is equal to the period of time, during which the stress is larger than
the quasi-static strength, multiplied by the crack propagation speed, i.e. by the shear
wave velocity.

4 Multiscale Analysis of Thermal Stresses in Concrete
Linings Due to Sudden Temperature Changes

A change of the temperature of a concrete structure induces thermal eigenstrains. In
general, they result in thermal stresses which may lead to cracking of the mate-
rial. Instationary heat conduction, i.e. transient heat conduction, inevitably acti-
vates macroscopic thermal stresses. Kinematic constraints, preventing temperature-
induced deformations, also result in thermal stresses. Furthermore, the mismatch of
the thermal expansion coefficients of the concrete constituents (cement paste matrix
and aggregate inclusions) [13] gives rise to microscopic self-equilibrated stresses,
even if the concrete volume is free of macroscopic kinematic constraints.

A model for multiscale thermo-mechanical analysis is presented. Bottom-up
homogenization of the concrete allows for upscaling of elastic stiffnesses and of
thermal expansion coefficients of the concrete constituents. The resulting homoge-
nized properties of concrete serve as input for macroscopic thermal stress analysis.
Top-down stress concentration in turn provides access tomicroscopic thermal stresses
in the cement paste and the aggregates, as functions of both the macroscopic stresses
and a mismatch of microscopic thermal expansion coefficients. The proposed model
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is applied to stress analysis of a 3-D simply-supported concrete beam, subjected to
1-D heat conduction.

4.1 Multiscale Thermo-Mechanical Model of Concrete

Concrete is a matrix-inclusion composite, consisting of a cement paste matrix and
aggregate inclusions. Homogenized material properties of concrete, such as the
stiffness and the thermal expansion coefficient, are related to the corresponding prop-
erties of the constituents.

As the temperature increases (or decreases), the cement paste and the aggregates
expand (or contract) in accordance to their coefficients of thermal expansion, inducing
eigenstrains εe

cp and εe
agg , reading as

εe
cp = αcp ΔT 1 , εe

agg = αagg ΔT 1 , (5)

where αcp and αagg are the thermal expansion coefficients of the cement paste and
the aggregates, respectively. Corresponding eigenstresses of the cement paste and
the aggregates can be computed as

σ e
cp = −Ccp : εe

cp , σ e
agg = −Cagg : εe

agg , (6)

whereCcp andCagg are the elastic stiffness tensors of the cement paste and the aggre-
gates, respectively. The transition to the macroscopic scale of concrete is provided
by Levin’s theorem [14], containing the macroscopic stress tensor Σcon , the macro-
scopic strain tensor Econ , and the macroscopic eigenstrain and eigenstress tensors
Ee

con and Σe
con as

Σcon = Ccon : (Econ − Ee
con) = Ccon : Econ + Σe

con , (7)

with the homogenized stiffness tensor reading as

Ccon = fcp Ccp : Acp + fagg Cagg : Aagg , (8)

and with the homogenized eigenstress tensor reading as

Σe
con = fcp σ e

cp : Acp + fagg σ e
agg : Aagg , (9)

where fcp and fagg are the volume fractions of the cement paste and the aggregates
in the concrete, and Acp and Aagg are the strain concentration tensors of the cement
paste and the aggregates, which are estimated by means of the Mori-Tanaka method
[15].

As for relating the thermal expansion coefficient of concrete, αcon , to the thermal
expansion coefficients of the constituents, i.e. to αcp and αagg , it is assumed that
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concrete can deform freely, such that the macroscopic stress tensor vanishes. For this
scenario, Eq. (7) yields

Σcon = 0 ⇒ Econ = Ee
con = −C

−1
con : Σe

con . (10)

The sought expression for αcon is obtained by setting Econ in Eq. (10) equal to
αconΔT 1 and inserting (5) into (6), followed by substituting the resulting expression
into (9), and, finally, by substituting the outcome together with (8) into (10). This
delivers, after division by ΔT ,

αcon 1 = [
fcpCcp : Acp + faggCagg : Aagg

]−1

: [
αcp fcp(Ccp : 1) : Acp + αagg fagg(Cagg : 1) : Aagg

]
. (11)

The thermal expansion coefficient αcon from Eq. (11) intervenes in macroscopic
thermal analysis of concrete structures.

After thermal analysis of a concrete structure, the macrostress Σcon and the tem-
perature change ΔT are known at every point of the structure. The scale transition
to the cement paste and the aggregates at all structural points is carried out as fol-
lows: starting from the temperature change ΔT and combining Eqs. (5), (6), and
(9), delivers the homogenized eigenstress tensor Σe

con . Inserting the latter together
with Eq. (8) into Eq. (7) allows for quantifying the macroscopic strains Econ . The
auxiliary strain E∞, representing the remote loading of the Eshelby problems, is
given in [15]. Then, the strains εcp and εagg are quantified as

εcp = E∞ , εagg = [I + P : (Cagg − Ccp)] : [E∞ − P : (σ e
agg − σ e

cp)] . (12)

The stresses σ cp and σ agg finally follow from the elasticity laws as

σ cp = Ccp : (εcp − εe
cp) , σ agg = Cagg : (εagg − εe

agg) . (13)

4.2 Multiscale Thermo-Mechanical Analysis
of a Simply-Supported Concrete Beam Subjected
to Sudden Cooling

4.2.1 Analytical Solution of Heat Conduction Problem

Multiscale thermo-mechanical analysis is carried out for a simply-supported con-
crete beam with a rectangular cross-section. Initially, the beam exhibits a uniform
temperature field, denoted as the reference temperature Tref , i.e.

T (z, t = 0) = Tref . (14)
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The structure is loaded by sudden cooling of the top surface, z = h, to zero-degree
centigrade, while the temperature at the bottom surface, z = 0, the beam remains at
Tref , i.e.

T (z = h, t) = 0 ◦C , T (z = 0, t) = Tref . (15)

Consideration of thermal insulation of the lateral surfaces results in 1-D heat con-
duction along the height of the beam, i.e. along the z-direction. Therefore, the heat
equation reads as

∂T

∂t
− a

∂2T

∂z2
= 0 , (16)

where a represents the thermal diffusivity of concrete.
The analytical solution of the heat conduction problem, defined in Eqs. (14)–(16),

is obtained as follows [16]:

T (z, t) = Tre f

[(
1 − z

h

)
+

∞∑
n=1

2(−1)n−1

n π
sin

(n π z

h

)
exp(−n2 π2 a t

h2
)

]
. (17)

4.2.2 Macroscopic and Microscopic Thermal Stress Analysis

A 3-D FE model of a simply-supported beam with the dimensions l × b × h =
2m × 0.4m × 0.3m is chosen for thermo-mechanical analysis. The stiffness tensor
and the thermal expansion coefficient of concrete are predicted by means of the
established multiscale model of concrete, see Eqs. (8) and (11).

The beam is loaded by temperature distributions according to Eq. (17), refer-
ring to the dimensionless time instants at/h2 ∈ [1, 10−1, 10−2], with a = 4.73 ×
10−7 m2/s. The distribution of the normal stresses along the height of the cross-
section in the middle of the beam,Σxx (z), is shown in Fig. 5a. Large thermal stresses
are obtained right after sudden cooling. They gradually decrease and finally vanish,
as the temperature profile along the height of the beam approaches the linear dis-
tribution. Tensile stresses appear close to the top and bottom surfaces of the beam,
while compressive stresses prevail in its middle part. Notably, because of overall
equilibrium of the structure, stress resultants in the form of a normal force and a
bending moment vanish at all instants of time.

Microscopic stresses in the cement paste and the aggregates are quantified by the
established multiscale model, with the macroscopic stress tensor and the tempera-
ture distribution along the height of the beam as input. The average stresses in the
cement paste matrix and in the aggregate inclusions at the dimensionless time instant
at/h2=10−1 are shown in Fig. 5b. Compared to the aggregates, the tensile stresses in
the cement paste are larger, which increases the risk of microcracking of the cement
paste.
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(a) (b)

Fig. 5 Evaluation of a the macroscopic normal stresses Σxx for dimensionless time instants
at/h2 ∈ [1, 10−1, 10−2] and b the normal stresses of the homogenized concrete, the cement paste
and the aggregates at at/h2 = 10−1, along the height of the cross-section in the middle of the beam

4.3 Conclusions

A model for multiscale thermo-mechanical analysis of concrete structures was pro-
posed and applied to a simply-supported concrete beam, subjected to 1-D heat con-
duction. Considerable temperature-induced tensile stresses develop right after the
time instant of sudden cooling. Thereafter, they gradually decrease and finally van-
ish, as the heat conduction approaches the steady-state regime. Since the thermal
expansion coefficient of the cement paste is typically much larger than the one of
the aggregates, the cement paste matrix exhibits tensile stresses which are (a) larger
than the ones of the aggregates and (b) larger than the overall macroscopic stresses
of concrete. Therefore, the presented mode of multiscale modeling is highly recom-
mended for analysis focusing on the possibility of cracking of concrete tunnel linings
under thermal loading.

5 Experiments and FE Modeling of Concrete Linings
in Mechanized Tunneling

Primary linings in Mechanized Tunneling are made of precast reinforced concrete
segments. Such linings contain both longitudinal and circumferential segment-to-
segment interfaces which are referred to as concrete hinges. The linings are subjected
to external loads, resulting from the ground pressure and from the tunnel boring
machine. The overall safety of segmented linings is strongly related to the integrity
of segment-to-segment interfaces, which have to transmit both normal forces and
bending moments. The resulting relative rotation angles are of prime interest for
designers who typically rely on formulae by Gladwell [17] or Janßen [18]. Notably,
Janßen’s formulaewere derived fromolder ones byLeonhardt andReimann [19],who
developed design guidelines for concrete hinges used in integral bridge construction.
However, these guidelines refer to serviceability conditions, i.e. they do not provide
information on the bearing capacity of concrete hinges. This is the motivation for
the present contribution.
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5.1 Experimental Data from Testing of Concrete Hinges

The structural behavior of concrete hinges under eccentric compression was recently
studied by Schlappal et al. [20]. In the following, information is provided on themate-
rials and on the chosen geometric dimensions of the concrete hinges, furthermore,
on the test setup and on test results from eccentric compression up to the bearing
capacity. Notably, throughout this work compression is considered by a positive sign.

5.1.1 Materials and Test Specimens

The three tested concrete hinges were made of steel-reinforced concrete. Concrete
C35/45was producedwith a commercial cement,Viennese tapwater, andwith calcite
aggregates with amaximum size of 16mm. The cube compressive strength, fc,cube =
56.25MPa, and Young’s modulus, E = 34.75GPa, were determined 28days after
production, following the Austrian standards for testing of concrete. The steel quality
of the rebars was chosen as B550A.

The geometric shape of the tested concrete hinges compliedwith the design guide-
lines of Leonhardt and Reimann [19]. The overall width amounted to 25cm, the
height to 35cm, and the depth to 40cm, see Fig. 6a. The depth of the lateral and
the front-side notches amounted to 8.75cm and 5cm, respectively. Therefore, the
cross-section of the neck was equal to 7.5 × 30 cm2, see Fig. 6a. At the top and the
bottom of the concrete hinges, steel plates of two centimeter thicknesswere provided.
They ensured an effective distribution of the concentrated external line loads. Each
steel plate was welded to the neighboring reinforcement cage. The top and bottom
reinforcement cages were in turn connected by three pairs of crossed steel rebars
with cross-over points right at the center of the neck, see Fig. 6a.
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41
2

2
35

front view

25

concrete

reinforcement
steel plates

40
30 55

side view

[cm]

(a) (b)

Fig. 6 a Geometric dimensions [20] and b boundary conditions [21] of the tested reinforced
concrete hinges
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5.1.2 Test Setup

The tests consisted of three nominally identical concrete hinges that were subjected,
one after another, to eccentric line loads, see Fig. 6b. This resulted in combined
compression and bending, whereby the bending moment M was equal to the applied
normal force N , times the eccentricity e:

M = N e . (18)

As for quantification of the displacements, inductive displacement sensors (LVDTs)
weremounted at the lateral surfaces of the concrete hinges. They permittedmeasuring
changes of the notch mouth opening displacements of the lateral notches.

As for studying the development of tensile cracking as a function of e and N ,
a reasonable value of e had to be defined. In this context, the design guidelines of
Leonhardt and Reimann [19] were followed. They are applicable to eccentricities up
to as a/3 = 25mm, where a denotes the width of the neck. The guidelines take into
account that for max e = a/3 tensile cracking will extend across half of the neck
width, i.e. right to the center of the concrete hinge.

5.1.3 Eccentric Compression up to the Bearing Capacity

The measured relation between the increasing eccentric normal force and the corre-
sponding relative rotation angle of the concrete hinges is shown in Fig. 7. Once the
normal force exceeded 200kN, the relative rotation angle increased superlinearly
with increasing loading. When it exceeded 15mrad, the loading could no longer be
increased significantly. The bearing capacity of each one of the three tested concrete
hinges was equal to approximately 700kN. This refers to a bending moment, equal
to approximately 17.5kNm, see Eq. (18), considering e = 25mm.

Fig. 7 Comparison of
measurements from
eccentric compression tests
[20] with numerical results
from three-dimensional FE
simulations [21] and with
relationships by Gladwell
[17], Leonhardt and Reimann
[19], and Janßen [18]

relative rotation



36 E. Binder et al.

5.2 FE Simulations of the Tested Concrete Hinges

The experimental observations, described in Sect. 5.1, were analyzed bymeans of the
FEM by Kalliauer et al. [21]. Geometrically linear FE simulations were performed
in order to gain insight into the structural behavior of concrete hinges, based on
quantification of stress states inside their volume, which is typically inaccessible in
experimental testing.

5.2.1 2-D FE Simulations for Quantification of the Stress Triaxiality
in the Neck Region

In order to gain insight into the triaxiality of the compressive stresses in the neck
region, 2-DFE simulationswere carried out, considering a plane strain state in the x-z
plane containing the center of the concrete hinge (Fig. 6b) The characteristic ratio of
the principal stresses in the neck region was 1.00 : 0.45 : 0.30. The characteristic
triaxial compressive stress state σ can be formulated as

σ = σ� ·
[
1.00 ex ⊗ ex + 0.45 ey ⊗ ey + 0.30 ez ⊗ ez

]
, (19)

where σ� denotes the principal compressive normal stress in the loading direction.
This confinement results in a significant strengthening of concrete relative to its
uniaxial compressive strength.

5.2.2 Micromechanics-Assisted Updating of Input Parameters
for 3-D FE Simulations

3-D FE simulations based on default input values do not deliver quantitatively reli-
able results. In particular, the initial structural stiffness and the bearing capacity are
overestimated. This indicates pre-existing damage of the concrete hinges. Model
updating consists of identifying suitable values of Young’s modulus, the uniaxial
tensile strength, the fracture energy, and the triaxial compressive strength. In order
to reduce the number of free parameters from four to two, a multiscale model for
tensile softening of concrete was used [22]. It establishes quantitative links between
the increasing crack density, on the one hand, and the corresponding reductions of the
elastic stiffness, the tensile strength, and the fracture energy of concrete, on the other
hand. This results in micromechanics-assisted FE simulations of concrete hinges. In
addition, pre-existing damage indicates the necessity to reduce the triaxial compres-
sive strength of concrete. This can be achieved by increasing the input parameter λt ,
which quantifies the ratio between the auxiliary uniaxial tensile strength f ′

t of the
Menétrey-Willam failure surface and the actual uniaxial tensile strength ft of the
Rankine failure surface. Based on the default input parameter λt = 2, the Menétrey-
Willam failure surface suggests that the triaxial compressive strength σ�u is equal
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to 5.65 times the uniaxial compressive strength. Increasing the value of the input
parameter λt in the framework of sensitivity analysis, delivers Menétrey-Willam
failure surfaces with decreasing slopes in the ξ − ρ diagrams, where by xi and rho
are proportional to the first invariant of the stress tensor and to the square-root of the
second invariant of the stress deviator, respectively. It is found that λt = 8.5 allows
for reproducing the experimentally obtained bearing capacity of the tested concrete
hinges in a qualitatively and quantitatively satisfactory fashion, see Fig. 7.

5.3 Conclusions

Researchers working in Mechanized Tunneling are interested in relative rotation
angles, developing across concrete necks, subjected to compression and bending.
Models with predictive capacity are needed in order to develop powerful simula-
tion tools for segmented tunnel linings. To support such a development, a combined
experimental-computational study on concrete hinges subjected to eccentric com-
pression was performed. FE simulations allowed for quantifying the triaxial com-
pressive stress state prevailing in the neck region and for reproducing the nonlinear
structural behavior right up to the bearing capacity. Existing guidelines do not con-
sider the nonlinear behavior of concrete hinges under eccentric compression, see the
linear functions in Fig. 7. The presented research results are expected to support the
future development of a structural simulation tool for segmented tunnel linings.

6 Multiscale Structural Analysis of a Segmented
Tunnel Ring

Areal-scale test of a segmented tunnel ring, see Fig. 8,whichwas carried out at Tongji
University [23], is re-analyzed. The tested ring consisted of 6 reinforced concrete
segments. The diameter of the ring amounted to 6.2m. The ring was subjected to
anisotopic loading, imposed by 24 hydraulic jacks up to the Ultimate Limit State
(ULS). The convergences in both the vertical and the horizontal direction as well
as the displacement/rotation discontinuities at the interfaces of the segments were
measured. Cracking of concrete was observed during the test.

The test provided valuable insight into the progressive failure and the bearing
capacity of segmented tunnel linings. However, real-scale tests on segmented tunnel
rings are expensive and time-consuming.Thiswas themotivation for the development
of a structural analysis model, reproducing real-scale tests. To this end, a multiscale
model for concrete [22] and transfer relations for structural analysis of segmented
tunnel rings [24] are combined, resulting in multiscale structural analysis of such
rings.
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Fig. 8 Setup of a real-scale
test of a segmented tunnel
ring at Tongji University [23]

6.1 Multiscale Model of Concrete

The microstructure of the concrete is considered to be hierarchically organized in six
length scales, i.e. the solid calcium-silicate-hydrates (C-S-H), the hydrate gel, the
hydrate foam, the cement paste, the mortar, and the concrete. The elastic stiffness
and the fracture energy of the C-S-H, known from molecular dynamics simulations
documented in the literature, are upscaled via the hierarchically-organized scales to
the material scale of concrete [22]. In this way, Young’s modulus, Poisson’s ratio,
and the tensile strength of the homogenized concrete are obtained as [25]

Ehom
c = 43.57GPa , (20)

νhom
c = 0.2424 , (21)

ft = 3.17MPa . (22)

6.2 Hybrid Analysis of the Segmented Tunnel Ring, Based on
Transfer Relations

The transfer relations express the vector of the state variables at an arbitrary cross-
section with the angular coordinate ϕ as the product of a transfer matrix and the
vector of the state variables at the initial cross-section (index “i”) ϕi = 0. They read
as [24]
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(23)

where u, v, and θ stand for the radial displacement, the tangential displacement, and
the cross-sectional rotation, respectively; M , N , and V are the bending moment, the
axial force, and the shear force, respectively; E I , E A, and R denote the bending
stiffness, the extensional stiffness, and the radius of the neutral axis of the arch,
respectively. Notably, the complete list of the nonzero elements of the transfer matrix
Ti j is available in [24]. The top six elements of the last column of the transfer matrix
in Eq. (23) contain so-called load integrals, representing the solutions for the radial
point loads and for the interfacial dislocations. As an example, the load integral of
the radial displacement for a radial point load P reads as [24]:

uL (ϕ) = 1

2

(
PR

E A
+ PR3

E I

) [
(ϕ − ϕp) cos(ϕ − ϕp) − sin(ϕ − ϕp)

]
H(ϕ − ϕp) , (24)

where P and ϕp denote the jack force and its circumferential position, respectively,
and H(ϕ − ϕp) stands for the Heaviside function. The load integral of the radial
displacement for interfacial discontinuities happening at circumferential position φ j
reads as [24]:

uL (ϕ) = [
Δu j cos(ϕ − ϕ j ) + Δv j sin(ϕ − ϕ j ) + RΔθ j sin(ϕ − ϕ j )

]
H(ϕ − ϕ j ),

(25)

where Δu j , Δv j and Δθ j , are the interfacial discontinuities of the radial displace-
ment, the circumferential displacement, and the cross-sectional rotation, respectively.
The expressions for the remaining five load integrals are also available in [24]. The
prescribed point loads, P , the measured interfacial displacement/rotation disconti-
nuities, Δu j , Δv j , Δθ j , and ϕ j , appearing in the load integrals, e.g. Eqs. (24) and
(25), serve as input for the “hybrid analysis”.

The state variables at the initial cross-section are determined as follows: Measur-
ing ϕ from the middle cross-section of the crown segment and specifying the transfer
relations (23) for ϕ = 2π provides a relation between the vectors of the state vari-
ables at the initial and the final (index “f”) cross-section. The compatibility of the
deformations of the closed ring requires u f = ui , v f = vi , θ f = θi . These three
conditions permit determination of the static variables at the initial cross-section, i.e.
of Mi , Ni , and Vi . The kinematic state variables at the initial cross-section, ui , vi ,
and θi , refer to rigid body motions. Therefore, they may be set equal to zero or to
arbitrary non-zero values.



40 E. Binder et al.

Fig. 9 Comparison of the convergences obtained from the simulation and the measurements [24]

(a) (b) (c)

Fig. 10 Analysis results referring to the 4th load step at which cracking of concrete started: a bend-
ing moment distribution; b axial force distribution; c shear force distribution [24]

In order to validate the simulation approach, the normal stresses of the concrete
and the two orthogonal convergences are computed and compared to the experi-
mental results. The computed stresses exceed the tensile strength of concrete (see
Eq. (22)) at the 4th load step, which agrees perfectly well with the corresponding
experimental observation that cracking was first observed at this load step [23]. This
proves the usefulness of the model. In addition, the model-predicted convergences
agree very well with measurements, as follows from the quadratic correlation coeffi-
cient, amounting to r2 = 0.9995, see Fig. 9. Notably, this comparison is a non-trivial
assessment of the predictive capabilities of the model, (a) since the experimentally
measured convergences are independent of the input of the model, and (b) since the
model does not involve any fitted parameters.

Figure10 shows the distributions of the bendingmoments, the axial forces, and the
shear forces along the axis of the ring. Figure11 illustrates the deformed configuration
of the segmented tunnel and the stress-to-strength ratio of concrete [24].
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Fig. 11 Deformed configuration and stress-to-strength ratio of concrete at the 4th load step; the
magnification factors of the cross-sectional dimensions and the displacements are 1 and 100, respec-
tively [24]

6.3 Conclusions

A multiscale micro-fracture-mechanics model permits upscaling of the elastic
stiffness and the tensile strength from the molecular to the material scale. “Hybrid
analysis” provides a shortcut to avoid the challenge of conventional structural analy-
sis, involving identification of the constitutive relations of the interfaces between
the segments. Up to the stage of concrete cracking, the proposed analysis approach
reproduced the experimental observations. It increases the insight into the structural
behavior of the tested tunnel ring.

The presentwork is viewed as the first step towards amultiscale-hybridmethod for
the design of segmented tunnel linings. In order to consider cracking in a straightfor-
ward manner, a softening law of concrete on the basis of micro-fracture-mechanics
is desirable. As for design-oriented calculations, the interfacial dislocations are
unknown. The development of a reliable model of the interfacial behavior is a topic
of ongoing research, see also Sect. 5.

7 Summary and Conclusions

The structural behavior of tunnel linings is strongly influenced by thematerial behav-
ior of concrete. The latter results etiologically from thermo-hygro-chemo-mechanical
processes, occurring at the microstructure of the hierarchically organized material.
This is the motivation for multiscale structural analysis, which aims at relating the
causes at microstructural material scales to the effects at macrostructural scales of
tunnel linings. It consists of three steps: (a) Identification of the microstructural
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processes, influencing the structural behavior. (b) Upscaling of the microstructural
processes to the material scale of concrete. (c) Performing structural simulations,
based on multiscale models of concrete. The four topics addressed in the present
contribution are related to different stages of multiscale structural analysis.

Concrete failure under impact loading refers to crack propagation along
nanoscopic material interfaces [10, 26]. Cracking starts, once the static strength
is reached. The speed of the crack propagation is equal to the Rayleigh wave speed
[12]. During cracking, i.e. during the evolution of concrete failure, the impact load
can be further increased, thus resulting in high-dynamic strengthening. In the present
contribution, the probabilistic version of the describedmultiscalemodelwas success-
fully applied to re-analysis of a series of high-dynamic tests regarding the uniaxial
compressive strength of concrete [11].

When concrete is subjected to temperature changes, homogenization techniques
for eigenstrains are used for scale transitions [15]. Mismatching thermal expansion
coefficients of the cement paste and the aggregates, respectively, are upscaled to
the effective thermal expansion coefficient of the concrete. Stresses imposed on the
concrete are downscaled to average stresses of the cement paste and the aggregates,
respectively. Applying this model in the context of multiscale structural analysis,
it was shown that sudden cooling of a concrete structure is particularly harmful,
because tensile stresses are concentrated in the cement paste, thus increasing the risk
of cracking of concrete.

Multiscale structural analysis may be carried out with standard FE software and
the phenomenological material models implemented therein. This became possible
by involving a multiscale model for tensile failure of concrete, which uses a crack
density parameter as the damage variable. The model establishes relations between
the Young’s modulus, the tensile strength, and the fracture energy of concrete. This
enables a significant reduction of fitting parameters in the typical case that default FE
input values do not allow for reproducing the measured structural behavior reliably,
thus raising the need for model updating techniques.

Multiscale structural analysis was also applied to a real-scale test on a segmented
tunnel ring. Stiffness and strength of the concrete were quantified by means of the
aforementioned multiscale material model. As for the structural analysis, the pre-
scribed external loading and the measured discontinuities of displacements/rotations
at the segment-to-segment interfaces served as input for analytically derived transfer
relations for circular segmented tunnel linings. This allowed for a hybrid analysis of
the experiment without the need to describe the nontrivial behavior of the segment-
to-segment interfaces.
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Phase-Field Formulation for Ductile
Fracture

Michael J. Borden, Thomas J.R. Hughes, Chad M. Landis,
Amin Anvari and Isaac J. Lee

Abstract Phase-field models have been a topic of much research in recent years.

Results have shown that these models are able to produce complex crack patterns

in both two and three dimensions. A number of extensions from brittle to ductile

materials have been proposed and results are promising. To date, however, these

extensions have not accurately represented strains after crack initiation or included

important aspects of ductile fracture such as stress triaxiality. This work describes a

number of contributions to further develop phase-field models for fracture in ductile

materials.

1 Introduction

One of the authors (TJRH) has enjoyed the friendship of D.R.J. (“Roger”) Owen

for a very long time, measured in many decades rather than years. Roger is a bril-

liant engineering scientist who has made enormous contributions to computational

mechanics, especially in the area of inelasticity and particle methods. His work on

this latter topic is some of the most important and impressive in recent decades.

What is remarkable about Roger is that despite his strong work ethic resulting in a

very long list of outstanding publications, and all the time it has taken to be a suc-

cessful entrepreneur and founder of a very successful engineering company, he has

found time to enjoy life and have fun. In fact, he has found a great deal of time to

enjoy life and have fun! That is why he is a great friend. Roger, best wishes on your
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75th birthday, and good health and many more productive years in the future. This

paper is dedicated to you with affection.

The development of computational methods that accurately predict complex fail-

ure and fracture processes in ductile materials has proven difficult, particularly for

full three-dimensional geometries, and many approaches have been proposed with

varying success. The phase-field method, also known as the variational approach

to fracture, is an approach that has recently received much attention in the litera-

ture. It has been shown that this method is able to produce complex crack patterns,

including branching and merging, in both two and three dimensions. This approach

leads to a system of partial differential equations that fully describe the evolution

of crack surfaces without the need for ad hoc additions to the theory. Computations

with this method are performed on the original mesh and no crack interface track-

ing is required. This leads to robust computational implementations. To date, most

of the research has focused on brittle material. In this work we introduce additions

and modifications to the theory that improve its ability to predict fracture in ductile

materials.

The variational approach to brittle fracture, proposed by Francfort and Marigo

[16], seeks to find a solution to the fracture problem by minimizing a potential energy

based on Griffith’s theory of brittle fracture. This approach leads to a Mumford-Shah

[34] type energy potential that can be approximated by a phase-field formulation fol-

lowing the work of Ambrosio and Tortorelli [3]. This approximation was adopted by

Bourdin et al. [10] to facilitate numerical solutions of the variational formulation. An

alternative formulation, based on continuum mechanics and thermodynamic argu-

ments, was presented by Miehe et al. [27, 28]. In addition to an alternative derivation,

Miehe et al. [27] also added an important mechanism for distinguishing tensile and

compressive effects on crack growth. The works of Larsen [23], Larsen et al. [24],

Bourdin et al. [8, 12], and Hofacker and Miehe [21] have shown that this approach

can be extended to dynamic fracture and produces results that agree well with sev-

eral benchmark problems. Other problems of interest that the variational approach

to fracture has been applied to include hydraulic fracturing [13, 33], piezoelectric

ceramics [42], rubbery polymers [30], and thermo-elastic solids [31].

Initial work to extend the variational approach to ductile materials has been

reported in Ambati et al. [1, 2] and Miehe et al. [29, 32]. The approach presented by

Ambati et al. [1] augments the degradation function by a term that increases dam-

age based on the accumulation of an equivalent plastic strain measure. Miehe et al.

[29] have modified the history functional,, which drives the evolution of the phase-

field, to include an equivalent plastic strain measure. A similar approach is presented

by McAuliffe and Waisman [25] where a model that couples the phase-field with duc-

tile shear band development is described. In this approach shear bands are modeled

using an elastic-viscoplastic model and fracture is modeled as the degradation of the

volumetric elastic stress terms only (the deviatoric stress is undamaged).

In these previous approaches, however, the accumulation of plastic deformation

reduces the elastic strength of the material in some way, but the plastic response

is unmodified. This means that the yield surface and hardening modulus are not

effected by the evolution of the phase-field. The result of this is that at some point
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the plastic strains saturate and the deformation becomes dominated by recoverable

elastic strains. However, the experimental results presented in [17] show that duc-

tile failure of an aluminum alloy is preceded by large plastic strains and that void

nucleation and growth occurs in a relatively short strain interval just before failure.

This behavior is contrary to what is predicted by the existing phase-field models for

ductile materials.

In this work we present several contributions for phase-field models of fracture

in ductile materials. These contributions include: (1) A microforce derivation of the

governing equations in terms of a general energy potential for finite deformation

problems. (2) The introduction of a yield surface degradation function that provides

a mechanism for plastic softening and corrects the non-physical elastic deformations

after crack initiation. (3) A mechanism for including a measure of stress triaxiality

as a driving force for crack initiation and propagation. (4) A modification of the

elastoplastic return mapping algorithm for J2 flow theory presented by Simo and

Hughes [38] that corrects an error in the update of the elastic configuration, which

leads to errors in the calculation of the strain energy.

The paper will proceed as follows: In Sect. 2 we will establish the notation,

describe the phase-field approach to fracture, and present a balance law derivation

of the governing equations in terms of a general energy potential. In Sect. 3 we will

present the hyperelastic-plastic constitutive model that governs the stress response

of a body and determines the contributing factors to crack growth. In this section

we introduce new developments that couple crack growth with stress triaxiality and

plastic softening. A summary of the constitutive model is given in Sect. 3.4. Section 4

presents the return mapping algorithm. Numerical results are presented in Sect. 5 for

an explosively loaded plate structure.

2 Formulation

In this section we develop a large deformation phase-field formulation for fracture

in ductile materials. In this formulation, we will assume an energetic description

of the fracture process and derive the governing equations from an energy balance

principle.

2.1 Kinematics

We begin by establishing the notation that we will use to describe the kinematics of

the body. We let Ω0 ⊂ ℝd
(with d ∈ {2, 3}) be the reference configuration of an arbi-

trary body with external boundary 𝜕Ω0 and evolving internal discontinuity bound-

ary Γ0(t) as shown in Fig. 1a. We assume that the internal discontinuity evolves in

an irreversible manner such that Γ0(t) ⊂ Γ0(t + Δt) for all Δt > 0. The motion of

the body is described by the time dependent deformation map 𝜑 ∶ (Ω0 ×ℝ) → ℝd
,
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Γ0

Ω0

∂Ω0

Ω0

∂Ω0

c = 1

c = 0

(a) (b)

Fig. 1 a A sketch of a body, Ω0, with an internal discontinuity boundary Γ0. b The phase-field

representation of the internal discontinuity

which maps a point 𝐗 ∈ Ω0 at time t ∈ [0,T] to a point 𝐱 = 𝜑(𝐗, t) ∈ ℝd
. The ref-

erence configuration is mapped to the current configuration through the motion as

Ωt = 𝜑(Ω0, t) and the boundary of the current configuration is represented as 𝜕Ωt.

The internal discontinuity is also mapped to the current configuration through the

motion as Γt = 𝜑(Γ0(t), t).
The deformation gradient is a second-order tensor defined as

𝐅 = 𝜑
,𝐗(𝐗, t) =

𝜕𝜑(𝐗, t)
𝜕𝐗

, (1)

and the displacement of a point 𝐗 at time t is denoted by 𝐮(𝐗, t) = 𝜑(𝐗, t) − 𝐗. The

displacement field satisfies time-dependent Dirichlet boundary conditions, ui(𝐗, t) =
gi(𝐗, t), on 𝜕Ωgi ⊆ 𝜕Ωt, and time-dependent Neumann boundary conditions on

𝜕Ωhi ⊆ 𝜕Ωt.

For a ductile response, we assume the existences of a stress-free deformation

from which the elastic deformation can be characterized. This assumption leads to a

local multiplicative decomposition of the deformation gradient into elastic and plas-

tic parts that takes the form

𝐅 = 𝐅e𝐅p
(2)

where 𝐅e
and 𝐅p

are the elastic and plastic deformations gradients respectively (see

Simo and Hughes [38] for details). We denote derivatives with respect to the coor-

dinates in the reference configuration as

(⋅),𝐗 = 𝜕

𝜕𝐗
(⋅) DIV(⋅) = 𝜕

𝜕𝐗
⋅ (⋅) Δ𝐗(⋅) =

𝜕

𝜕𝐗
⋅ (⋅)

,𝐗. (3)
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2.2 Phase-Field Approximations of Fracture

For energetic descriptions of fractured bodies, e.g. Griffith’s theory of brittle fracture,

the stored energy of a body can be written in the reference configuration as

Ψ(𝐅,Γ0) =
∫Ω0

W(𝐅) dΩ0 +
∫Γ0


0
c dΓ0 (4)

where W is the elastic strain energy per unit volume and 
0
c is the critical fracture

energy per unit area in the reference configuration. For the case of brittle fracture,

Francfort and Marigo [16] have proposed a variational approach that predicts crack

evolution by finding a global minimizer of (4). To facilitate the numerical solution

of this problem, Bourdin et al. [11] introduced a phase-field approximation of (4)

that takes the form

Ψ̃(𝐅, c, c
,𝐗) =

∫Ω0

g(c)W(𝐅) dΩ0 +
∫Ω0


0
cΓc(c, c,𝐗) dΩ0 (5)

where c ∈ [0, 1] is the phase-field parameter, g(c) is the degradation function that

acts to reduce the elastic strength of the material, and

∫Ω0


0
cΓc dΩ0 ≈

∫Γ0


0
c dΓ0 (6)

is a volumetric approximation of the energy contribution from the crack surface. We

call Γc the crack density functional, which typically takes the form

Γc(c, c,𝐗) =
1
4𝓁0

[
(c − 1)2 + 4𝓁2

0|c,𝐗|
2]

(7)

where 𝓁0 ∈ ℝ+
is a length scale parameter that determines the width of the approx-

imation. Other crack density functionals have been proposed, for example those by

Burke et al. [15] and also a higher-order functional by Borden et al. [9].

Amor et al. [4], Miehe et al. [27, 28] further refined this approximation by intro-

ducing an additive decomposition of the elastic strain energy to distinguish between

tensile and compressive contributions. The resulting approximation takes the form

Ψ̃(𝐅, c, c
,𝐗) =

∫Ω0

{
g(c)W+(𝐅) +W−(𝐅)

}
dΩ0 +

∫Ω0


0
cΓc(c, c,𝐗) dΩ0 (8)

where W+
represents tensile contributions and W−

represents compressive contri-

butions to the stored elastic strain energy. This modification provides a mechanism

for distinguishing states of strain under which cracks will grow. For example, one

popular decomposition introduced in [27, 28] is based on a spectral decomposition
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of the strain tensor. In this form the sign of the principal strains are used to deter-

mine tensile and compressive contributions. Another approach proposed in [4] uses a

constitutive model that decouples the volumetric and deviatoric response and defines

the tensile contributions as the deviatoric part of the model. We will discuss these

approaches in more detail in Sect. 3.1.

For the energy functional presented in (8) crack growth is driven by elastic strain

energy. To extend this theory to ductile materials and provide a mechanism for plastic

yielding to contribute to crack growth we add an effective plastic work contribution,

Wp, to the stored energy. The stored energy functional that we propose is

Ψ̃(𝐅, c, c
,𝐗,𝐅p

, 𝛼) =
∫Ω0

{
g(c)W+(𝐅,𝐅p) +W−(𝐅,𝐅p) + gp(c)Wp(𝛼)

}
dΩ0

+
∫Ω0


0
c

4𝓁0

[
(c − 1)2 + 4𝓁2

0|c,𝐗|
2] dΩ0

(9)

where 𝛼 is an internal hardening variable and gp(c) is the plastic degradation func-

tion. The plastic degradation function is analogous to the elastic degradation function

and provides a mechanism for driving crack growth by the development of plastic

strains.

2.3 Balance Law Derivation of the Phase-Field Fracture
Model

In this section we postulate the existence of a microforce balance law that describes

the kinematics of the phase-field. This balance law supplements the usual linear and

angular momentum balance laws and provides a theory that allows a general, thermo-

dynamically consistent derivation of the governing equations for phase-field models

of fracture. This derivation separates balance laws from constitutive behavior. It also

provides a natural way to introduce dissipation mechanisms through a general analy-

sis of the second law of thermodynamics.

Microforce theories have been applied to other phase-field models. For example,

Gurtin [19] has derived the Cahn-Hilliard equation from a microforce balance law. In

addition, Stumpf and Hackl [39] introduced a microforce derivation for damage laws

that provides a thermodynamically consistent framework for thermo-viscoelastic and

quasi-brittle materials. More recently, a phase-field model for fracture in piezoelec-

tric ceramics has been derived by Wilson et al. [42] based on a microforce approach.

We follow the developments of this later work to derive a formulation in the large

deformation setting restricted to purely mechanical processes.

We begin the derivation of the phase-field model with the usual linear and angu-

lar momentum balance laws. In order to localize the balance laws, we assume that

the following integral equations hold for all  ⊂ Ω0, where  is an open set with
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Lipshitz boundary 𝜕 , and we assume all integrands are at leastC0
-continuous func-

tions. The linear and angular momentum balance laws are

Linear momentum:

d
dt ∫



𝜌0�̇� d =
∫



𝐁 d +
∫

𝜕

𝐏𝐍 d𝜕 (10)

⇒ DIV 𝐏 + 𝐁 = 𝜌0�̈� (11)

Angular momentum:

d
dt ∫



𝐱 × 𝜌0�̇� d =
∫



𝐱 × 𝐁 d +
∫

𝜕

𝐱 × (𝐏𝐍) d𝜕 (12)

⇒ 𝐏𝐅T = 𝐅𝐏T
(13)

where 𝜌0 is the mass density in the reference configuration, 𝐏 is the first Piola-

Kirchhoff stress tensor, 𝐍 is the outward unit normal of 𝜕 , 𝐁 is the body force,

𝐔 is the displacement, and the superposed dot is the material time derivative.

To derive the microforce balance law, we assume that at each time step the phase-

field can be characterized by an internal microforce 𝜋(𝐱, t) ∈ ℝ, an external micro-

force l(𝐱, t) ∈ ℝ acting on the body, and an external microforce 𝜆(𝐱, t) ∈ ℝ acting

on the surface of the body. We also assume the existence of a micro force traction

vector, 𝝃(𝐱, t) ∈ ℝd
, such that 𝜆 = 𝝃 ⋅ 𝐍 on 𝜕 . Furthermore, we assume that there

are no inertial terms associated with the microforces. Given these assumptions, we

postulate the microforce balance law to be

Microforce:

∫
𝜕

𝝃 ⋅ 𝐍 d𝜕 +
∫


l d +
∫


𝜋 d = 0 (14)

⇒ DIV 𝝃 + 𝜋 + l = 0. (15)

Given these balance laws, the thermodynamic analysis of the phase-field fracture

model follows:

Energy Balance Letting e denote the internal energy per unit mass density and not-

ing that ċ is rate-of-work conjugate to the microforces, the energy balance is stated

as

d
dt ∫

(1
2
𝜌0|�̇�|2 + 𝜌0e

)
d

=
∫
𝜕

(𝐏𝐍) ⋅ �̇� d𝜕 +
∫


𝐁 ⋅ �̇� d +
∫
𝜕

(𝝃 ⋅ 𝐍)ċ d𝜕 +
∫


lċ d
(16)

⇒ 𝜌0ė = 𝐏 ∶ �̇� + 𝝃 ⋅ ċ
,X − 𝜋ċ. (17)
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Second law Let s be the entropy per unit mass density. Then the second law of ther-

modynamics can be stated as

d
dt ∫

𝜌0s d ≥ −
∫
𝜕

𝐪 ⋅ 𝐍
Θ

d𝜕 +
∫


𝜌0r
Θ

d (18)

⇒ Θ𝜌0ṡ ≥
1
Θ
𝐪 ⋅ Θ

,X − DIV 𝐪 + 𝜌0r (19)

where Θ is absolute temperature, 𝐪 is the heat flux, and r is a heat source. For the for-

mulation presented here we assuming r = 0, DIV 𝐪 = 0, and Θ
,X = 𝟎. Under these

assumptions, the second law inequality simplifies to

Θ𝜌0ṡ ≥ 0. (20)

Dissipation inequality Using the Legendre transformation we write the internal

energy in terms of the Helmholtz free energy and entropy as

𝜌0e = 𝜌0𝜓 + Θ𝜌0s. (21)

The dissipation inequality follows from this equation and is given by

𝜌0�̇� ≤ 𝜌0ė. (22)

Substituting (17) into (22), the dissipation inequality is written in terms of the Piola-

Kirchhoff stress tensors and microforces as

𝜌0�̇� ≤ 𝐏 ∶ �̇� + 𝝃 ⋅ ċ
,𝐗 − 𝜋ċ (23)

or

𝜌0�̇� ≤
1
2
𝐒 ∶ �̇� + 𝝃 ⋅ ċ

,𝐗 − 𝜋ċ (24)

where 𝐂 = 𝐅T𝐅 is the right Cauchy-Green deformation tensor and 𝐒 = 𝐅−1𝐏 is the

second Piola-Kirchhoff stress tensor.

This derivation provides a general formulation for phase-field fracture models.

As long as the free energy, 𝜓 , is defined such that (23) and (24) hold the model will

be thermodynamically consistent.

2.3.1 Governing Equations

To derive the governing equations we assume the Helmholtz free energy function

takes the general form 𝜓 = 𝜓(𝐂,𝐂p
,𝐐, c, c

,𝐗, ċ), where 𝐐 is a set of internal plastic

variables and
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𝐂p = 𝐅pT𝐅p
(25)

is the plastic right Cauchy-Green deformation tensor. Substituting this into (24) and

integrating over the reference domain we get

∫Ω0

(
𝜌0

𝜕𝜓

𝜕𝐂
∶ �̇� + 𝜌0

𝜕𝜓

𝜕𝐂p ∶ �̇�p + 𝜌0
𝜕𝜓

𝜕𝐐
⋅ �̇� + 𝜌0

𝜕𝜓

𝜕c
ċ + 𝜌0

𝜕𝜓

𝜕c
,𝐗

⋅ ċ
,𝐗 + 𝜌0

𝜕𝜓

𝜕ċ
c̈
)
dΩ0

≤
∫Ω0

(
1
2
𝐒 ∶ �̇� + 𝝃 ⋅ ċ

,𝐗 − 𝜋ċ
)
dΩ0.

(26)

We now wish to relate terms on the left hand side of the inequality with terms on

the right hand side. We begin by noting that for purely elastic deformations, we can

assume that the plastic dissipation, defined as

𝔻p(𝐂,𝐂p
,𝐐; �̇�p

, �̇�) = −𝜌0
𝜕𝜓

𝜕𝐂p ∶ �̇�p − 𝜌0
𝜕𝜓

𝜕𝐐
⋅ �̇�, (27)

is zero. The remaining terms on the left hand side are linear in �̇�, ċ, ċ
,𝐗, and c̈ and we

assume that the inequality must hold for arbitrary time histories of these variables.

This leads to the following relations:

𝜌0
𝜕𝜓

𝜕ċ
= 0 (28)

𝜌0
𝜕𝜓

𝜕c
,𝐗

= 𝝃 (29)

2𝜌0
𝜕𝜓

𝜕𝐂
= 𝐒 (30)

(
𝜋 + 𝜌0

𝜕𝜓

𝜕c

)
ċ ≤ 0 ⇒ 𝜋 = −𝜌0

𝜕𝜓

𝜕c
− 𝛽ċ (31)

𝔻p = −𝜌0
𝜕𝜓

𝜕𝐂p ∶ �̇�p − 𝜌0
𝜕𝜓

𝜕𝐐
⋅ �̇� ≥ 0 (32)

where 𝛽 = 𝛽(𝐂,𝐂p
, c, c

,𝐗) ≥ 0 a function that can be used to account for other dissi-

pation mechanisms. Substituting these equations into the balance laws using 𝐏 = 𝐅𝐒
we get:

Linear momentum:

DIV
(
2𝐅𝜌0

𝜕𝜓

𝜕𝐂

)
+ 𝐁 = 𝜌0�̈� (33)
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Microforce:

DIV
(
𝜌0

𝜕𝜓

𝜕c
,𝐗

)
+ l − 𝜌0

𝜕𝜓

𝜕c
= 𝛽ċ (34)

With the governing equations of motion and the second-order approximation from

Sect. 2.2 in hand, we can derive the strong form of the phase-field model for ductile

fracture. It follows from (9) that the Helmholtz free-energy is given by

𝜌0𝜓(𝐂,𝐂p
,𝐐, c, c

,𝐗) = g(c)W+(𝐂,𝐂p) +W−(𝐂,𝐂p) + gp(c)Wp(𝐐) + 
0
c

[
(1 − c)2

4𝓁0
+ 𝓁0c,𝐗 ⋅ c

,𝐗

]

(35)

where we have left the energy density functions W+
, W−

, and Wp to be defined later.

Then

DIV
(
2𝐅𝜌0

𝜕𝜓

𝜕𝐂

)
= DIV

(
2𝐅

(
g(c)𝜕W

+

𝜕𝐂
+ 𝜕W−

𝜕𝐂

))
(36)

DIV
(
𝜌0

𝜕𝜓

𝜕c
,𝐗

)
= 20

c𝓁0Δ𝐗c (37)

𝜌0
𝜕𝜓

𝜕c
= g′W+ + g′pWp − 

0
c
1 − c
2𝓁0

. (38)

substituting these back into (33) and (34) and taking l = 0 and 𝛽 = 0 we get the

following governing equations

DIV
(
2𝐅

(
g(c)𝜕W

+

𝜕𝐂
+ 𝜕W−

𝜕𝐂

))
+ 𝐁 = 𝜌0�̈� (39)

2𝓁0

0
c

(
g′W+ + g′pWp

)
+ c − 4𝓁2

0Δ𝐗c = 1. (40)

Irreversibility of crack growth due to elastic deformation will be enforced through

the history functional introduced by Miehe et al. [27], i.e.

(𝐂,𝐂p) = max
t̂≤t

W+(𝐂(t̂),𝐂p(t̂)). (41)

Since it is assumed that the effective plastic work, Wp, is monotonically increasing

no constraints are needed to enforce irreversible crack growth due to plastic defor-

mation. However, in order to have more control of the contribution of plastic defor-

mation to crack growth we introduce a plastic work threshold, W0, to the formulation

and replaceWp in (40) with ⟨Wp −W0⟩where the angle bracket operator is defined as
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⟨x⟩ =

{
0 x < 0
x x ≥ 0

. (42)

This modification provides a mechanism to control the point at which plastic defor-

mation begins to contribute to crack growth. We also introduce two parameters

𝛽e ∈ [0, 1] and 𝛽p ∈ [0, 1] that may be used to weight the contribution to crack

growth from elastic strain energy and plastic work. Substituting these modifications

into (40) the updated phase-field equation becomes

2𝓁0

0
c

(
𝛽eg′ + 𝛽pg′p⟨Wp −W0⟩

)
+ c − 4𝓁2

0Δ𝐗c = 1. (43)

The governing equations are summarized in Sect. 3.4.1.

3 Large Deformation Constitutive Response

In Sect. 2 we have derived the strong form equations in terms of the general energy

functionals W+
,W−

, and Wp. In this section we describe the constitutive relations we

use to complete the formulation. This will include a finite deformation hyperelastic

constitutive model, an elastoplastic constitutive model based on J2 flow theory with

isotropic hardening, and the effective plastic work driving energy term that takes into

account the state of stress triaxiality.

3.1 Finite Deformation Hyperelastic Model

The constitutive model governing the elastic response will be based on the assump-

tion that the strain energy can be decomposed into volumetric and deviatoric con-

tributions. We follow the strain energy decomposition introduced by Amor et al. [4]

and define the tensile and compressive contributions to be

W+ =
{

U(Je) + W̄(�̄�,𝐂p) Je ≥ 1
W̄(�̄�,𝐂p) Je < 1 (44)

W− =
{

0 Je ≥ 1
U(Je) Je < 1 (45)

respectively, where

Je = det 𝐅e
(46)
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and

�̄� = Je−2∕3𝐂. (47)

The damaged elastic strain energy is then given by

W(Je, �̄�,𝐂p
, c) = g(c)W+(Je, �̄�,𝐂p) +W−(Je). (48)

For the formulation presented here, we use the specific forms

U(Je) = 1
2
𝜅

[1
2
(Je2 − 1) − ln Je

]
, (49)

W̄(�̄�,𝐂p) = 1
2
𝜇

(
�̄� ∶ 𝐂p−1 − 3

)
(50)

where 𝜅 and 𝜇 are the bulk and shear modulus respectively. The resulting constitutive

model for the elastic response is summarized in Sect. 3.4.2.

3.2 Elastoplastic Constitutive Model

In this section we describe an associative elastoplastic constitutive model based on

J2 flow theory with isotropic hardening. We assume an isotropic stress response gov-

erned by the damage elastic constitutive model given in Sect. 3.4.2. We also assume

the plastic flow to be isochoric, i.e.,

det 𝐅p = 1 ⇒ J = det 𝐅e
. (51)

The standard yield function for J2 plasticity is given by

f (𝝉 , 𝛼) = ‖𝐬‖ −
√

2
3
k(𝛼), 𝐬 = dev 𝝉 (52)

where 𝛼 is the hardening parameter and k(𝛼) the isotropic hardening modulus. The

hardening law is determined by the choice of k(𝛼) as, for example,

k(𝛼) =
{

𝜎y (Perfect plasticity)

𝜎y + K𝛼 (Linear hardening)
(53)

where 𝝉 = Je𝝈 is the Kirchhoff stress, 𝜎y is the yield stress, and K is the linear hard-

ening coefficient.

The standard yield function shown in (52) does not produce the correct physical

response when coupled with the phase-field model for crack growth. As the mater-

ial fails the damaged elastic response pulls the stress back within the yield surface
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and any further deformation up to complete failure is purely elastic (i.e. recover-

able). This is contrary to what is observed physically for ductile materials where the

deformation is dominated by plastic strain. To compensate for this behavior we mul-

tiply the yield surface by the plastic degradation function, gp(c). The modified yield

function that we propose is

f (𝝉 , 𝛼) = ‖𝐬‖ − gp(c)
√

2
3
k(𝛼). (54)

The elastoplastic constitutive model is completed by the associative flow rule,

which is derived assuming maximum plastic dissipation. Under this assumption, and

given the constitutive model summarized in Sect. 3.4.2 and yield function (54), the

flow rule is

dev
[
Lv𝐛e

]
= −2

3
�̇� tr

[
𝐛e
]
𝐧 (55)

𝐧 = 𝐬
‖𝐬‖

(56)

where 𝐛e = 𝐅e𝐅eT
, Lv𝐛e is the Lie derivative of 𝐛e (see Simo and Hughes [38] for

details), and �̇� is the plastic multiplier from the constrained minimization problem

that follows from the principle of maximum plastic dissipation. We note that the prin-

ciple of maximum plastic dissipation determines only the deviatoric part of Lv𝐛e. The

evolution of the spherical part of 𝐛e must be determined by the isochoric assumption,

i.e. det [𝐛e] = J2. A brief summary of the elastic/plastic constitutive model is given

in Sect. 3.4.3.

3.3 Effective Plastic Work Driving Energy and Stress
Triaxiality

We take two approaches for computing the effective plastic work contribution to

(43). In the first approach the effective plastic work is defined by the rate equation

Ẇp = �̇�‖𝐬‖. (57)

This approach provides a simple measure of the effective plastic work but provides

no information about the state of stress.

In the second approach we modify the rate equation (57) to include information

about stress triaxiality. It has long been established that the failure of ductile materi-

als can be characterized by a combination of the effective plastic strain and the level

of stress triaxiality. Material ductility as quantified by the equivalent strain to fail-

ure is higher for stress states when the ratio of the mean stress to the effective stress
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is low than when this measure of triaxiality is high. The microscopic mechanism

of void growth responsible for this behavior was modeled in the seminal works of

Bridgman [14], Rice and Tracey [35], and McClintock [26]. Thereafter, the Gurson-

Tvergaard-Needleman (GTN) plasticity model [18, 40], which includes the volume

fraction of voids as an internal variable, was established and has been used exten-

sively to model ductile failure of metals. It is of note that the failure behavior at low

triaxiality levels has received renewed interest due to the fact that the GTN model

does not perform well in this regime [5–7, 20]. In this work it is recognized that

the effects of triaxiality play a key role in the failure of ductile metals and must be

incorporated into any phenomenological model that attempts to capture the physics

of ductile failure. The recent works referenced above indicate that a full phenom-

enological description should incorporate triaxialty as well as the third invariant of

the deviatoric stress tensor, however for the sake of simplicity the present modeling

approach will implement the simpler failure criterion due to Johnson and Cook [22].

We note that the present framework allows for a more detailed failure criterion once

established.

In this work stress triaxiality is measured in terms of the Kirchhoff stress as

𝜏m

‖𝐬‖
(58)

where

𝜏m = tr [𝝉]
3

. (59)

This measure of stress triaxiality is then incorporated into the measure of effective

plastic work by modifying the rate equation for Ẇp such that

Ẇp = �̇�
‖𝐬‖
𝜑

(60)

𝜑 = d1 + d2 exp
[
d3

𝜏m

‖𝐬‖

]
(61)

where d1, d2, and d3 are dimensionless model parameters.

3.4 Summary

In this section we summarize the initial/boundary-value problem and constitutive

relations that have been described in the previous sections.
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3.4.1 Strong Form Initial/Boundary-Value Problem

The strong form of the initial/boundary-value problem can be stated as

(S)

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎨
⎪
⎪
⎪
⎪
⎪
⎪
⎩

DIV
(
2𝐅

(
g(c)𝜕W

+

𝜕𝐂
+ 𝜕W−

𝜕𝐂

))
+ 𝐁 = 𝜌0�̈� on Ω0×]0,T[

2𝓁0

0
c

(
𝛽eg′ + 𝛽pg′p⟨Wp −W0⟩

)
+ c − 4𝓁2

0Δ𝐗c = 1 on Ω0×]0,T[

Ui = Gi on 𝜕Ω0,Gi
×]0,T[

Ti = Hi on 𝜕Ω0,Hi
×]0,T[

c
,𝐗 ⋅ 𝐍 = 0 on 𝜕Ω0×]0,T[

𝐔(𝐗, 0) = 𝐔0(𝐗) 𝐗 ∈ Ω0

�̇�(𝐗, 0) = 𝐕0(𝐗) 𝐗 ∈ Ω0
(62)

where Gi(𝐗, t) are prescribe displacement boundary conditions on 𝜕Ω0,Gi
, Hi(𝐗, t)

are prescribed traction boundary conditions on 𝜕Ω0,Hi
, 𝐓 = 𝐏 ⋅ 𝐍 is the Piola-

Kirchhoff traction vector, 𝐔0 is an initial displacement, and 𝐕0 is an initial velocity.

These equations of motion can be solved to find both the displacement field 𝐔(𝐗, t)
and phase-field c(𝐗, t).

3.4.2 Damaged Hyperelastic Constitutive Model

The damaged elastic constitutive model in the reference configuration.

Positive, negative and damaged elastic strain energy density functions

U(Je) = 1
2
𝜅

[1
2
(Je2 − 1) − ln Je

]

W̄(�̄�,𝐂p) = 1
2
𝜇

(
�̄� ∶ 𝐂p−1 − 3

)

W+(Je, �̄�,𝐂p) =
{

U(Je) + W̄(�̄�,𝐂p) Je ≥ 1
W̄(�̄�,𝐂p) Je < 1

W−(Je) =
{

0 Je ≥ 1
U(Je) Je < 1

W(Je, �̄�,𝐂p) = g(c)W+(Je, �̄�,𝐂p) +W−(Je)
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Positive, negative and damaged second Piola-Kirchhoff stress tensors

𝐒+ =
⎧
⎪
⎨
⎪
⎩

JeU′(Je)𝐂−1 + 𝜇Je−2∕3
[
𝐂p−1 − 1

3

(
𝐂 ∶ 𝐂p−1)𝐂−1

]
Je ≥ 1

𝜇Je−2∕3
[
𝐂p−1 − 1

3

(
𝐂 ∶ 𝐂p−1)𝐂−1

]
Je < 1

𝐒− =

{
𝟎 Je ≥ 1
JeU′(Je)𝐂−1 Je < 1

𝐒 = g(c)𝐒+ + 𝐒−

The Cauchy stress obtained by a standard push-forward of the second Piola-

Kirchhoff stress

𝝈+ =
{

U′(Je)𝐈 + Je−1𝜇 dev
[
�̄�e
]
Je ≥ 1

Je−1𝜇 dev
[
�̄�e
]

Je < 1

𝝈− =
{

𝟎 Je ≥ 1
U′(Je)𝐈 Je < 1

𝝈 = g(c)𝝈+ + 𝝈−

3.4.3 Elastoplastic Constitutive Model

A finite deformation rate-independent elastoplastic constitutive model based on J2
flow theory with an associative flow rule is considered. The stress response is gov-

erned by the damage elastic constitutive model from Sect. 3.4.2.

Elastic-plastic strain decomposition: 𝐅 = 𝐅e𝐅p

Isochoric assumption:
det [𝐅p] = 1
Je = J = det [𝐅]

Constitutive model (see Sect. 3.4.2): 𝝈 = g(c)𝝈+ + 𝝈−
, 𝝉 = Je𝝈

Mises-Huber yield function: f = ‖𝐬‖ − gp(c)
√

2
3
k(𝛼), 𝐬 = dev 𝝉

Flow rule:
dev [Lv𝐛e] = −2

3
�̇� tr [𝐛e]𝐧, 𝐧 = 𝐬

‖𝐬‖
det [𝐛e] = J2

Hardening law: �̇� =
√

2
3
�̇�

Kuhn-Tucker loading/unloading conditions: f ≤ 0, �̇� ≥ 0, f �̇� = 0
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3.4.4 Effective Plastic Work

The effective plastic work is calculated from the following rate equations:

No triaxiality: Ẇp = �̇�‖𝐬‖

With triaxiality:

Ẇp = �̇�
‖𝐬‖
𝜑

𝜑 = d1 + d2 exp
[
d3

𝜏m

‖𝐬‖

]

𝜏m = tr [𝝉]
3

4 Return-Mapping

During plastic flow the configuration is updated based on the elastoplastic constitu-

tive theory summarized in Sect. 3.4.3. The updated configuration at time tn+1 must

satisfy the discrete form of the Karush-Kuhn-Tucker conditions

f (𝝉n+1, 𝛼n+1) ≤ 0, Δ𝛾 ≥ 0, Δ𝛾f (𝝉n+1, 𝛼n+1) = 0 (63)

where 𝝉n+1 = tr [𝝉n]𝐈 + g(c)𝜇 dev [�̄�en+1] and Δ𝛾 is the algorithmic counterpart to �̇� .

For each time increment [tn, tn+1] we assume a trial state based on a purely elastic

deformation, i.e.

f̄ n+1 = det [ f n+1]−1∕3f n+1 (64)

�̄�e trialn+1 = f̄ n+1�̄�en f̄Tn+1 (65)

𝛼
trial
n+1 = 𝛼n (66)

where

f n+1 = 𝐈 + ∇xn𝐮n. (67)

is the relative deformation gradient between the configurations at time tn and tn+1. If

the trial state satisfies the discrete KKT conditions then it is accepted as the updated

configuration. If the discrete KKT conditions are not satisfied then the trial state is

inadmissible and the configuration must be updated according to the discrete form

of the flow rule and hardening law

dev
[
�̄�en+1

]
= dev

[
�̄�e trialn+1

]
− 2

3
Δ𝛾 tr [�̄�en+1]𝐧n+1 (68)

𝛼n+1 = 𝛼n +
√

2
3
Δ𝛾. (69)
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This update leads to the return-mapping algorithm summarized in the following

section.

We point out that this algorithm deviates from the algorithm presented in [38]

in two ways. First, we have included the elastic and plastic degradation functions

from the theory presented in Sect. 3. Second, we have modified the update of the

intermediate configuration (Step 6) to maintain the correct determinant of �̄�e. This

update effects only the trace of �̄�e and has no effect on the stress computations but

is necessary to compute the correct strain energy.

4.1 The Return-Mapping Algorithm

The steps of the return-mapping algorithm are summarized in this section. This algo-

rithm follows the algorithm presented by Simo and Hughes [38] with modifications

to include the degradation functions and correct the update of the intermediate con-

figuration. The modifications are indicated by the boxed lines.

1. Update the current configuration

𝜙n+1(𝐗) = 𝜙n(𝐗) + 𝐮n(𝜙n(𝐗))
f n+1 = 𝐈 + ∇xn𝐮n
𝐅n+1 = f n+1𝐅n

2. Compute the damage/elastic predictor

f̄ n+1 = det [f n+1]−1∕3f n+1
�̄�e trialn+1 = f̄ n+1�̄�en f̄Tn+1

𝐬trialn+1 = g(c)𝜇 dev
[
�̄�e trialn+1

]

3. Check for plastic loading

f trialn+1 = ‖𝐬trialn+1‖ − gp(cn)
√

2
3
k(𝛼n)

IF f trialn+1 ≤ 0 THEN

Set (⋅)n+1 = (⋅)trialn+1 , and EXIT

ELSE

Go to 4 (return-mapping)

ENDIF

4. Return-mapping
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Īe trialn+1 = 1
3
tr

[
�̄�e trialn+1

]

�̄� = g(c)𝜇Īe trialn+1

Solve: f̂ (Δ𝛾) = ‖𝐬trialn+1‖ − gp(cn)
√

2
3
k(𝛼n +

√
2
3
Δ𝛾) − 2�̄�Δ𝛾 = 0

𝐬n+1 = 𝐬trialn+1 − 2�̄�Δ𝛾𝐧

𝛼n+1 = 𝛼n +
√

2
3
Δ𝛾

5. Update the Kirchhoff stress

Jn+1 = det [𝐅n+1]

pn+1 =
{

g(c)U′(Jn+1) Jn+1 ≥ 1
U′(Jn+1) Jn+1 < 1

𝝉n+1 = Jn+1pn+1𝐈 + 𝐬n+1

6. Update the intermediate configuration (corrects error in algorithm presented in

[38])

dev
[
�̄�en+1

]
=

𝐬n+1
g(c)𝜇

Solve (to find Īen+1): det
[
dev

[
�̄�en+1

]
+ Īen+1𝐈

]
= 1

�̄�en+1 = dev
[
�̄�en+1

]
+ Īen+1𝐈

5 Bolted Plate

In this example we present numerical results of simulations of a circular steel plate

subjected to a blast load. These simulations are based on an underwater explosion

experiment performed on a steel plate that was bolted to a reaction frame. A sim-

plified model has been used for the analysis as shown in Fig. 2a. In this model, the

reaction frame has been replaced by a penalty term. Details of the bolted connections

between the plate and reaction frame, however, have been included in the analysis

model. A detailed cross-section view of the bolted connection is shown in Fig. 2b.

The discretization is continuous between the bolt head and washer and between the
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x

y

ro

Reaction frame modeled
with penalty term in
negative direction

ri

ri = 0.5334 m
ro = 0.6477 m
t = 0.0127 m

Washer
Bolt head

Steel plate

Continuity maintained
between patches here

Fixed displacement BC

(a) (b)

Fig. 2 a Plan view of the simplified analysis model with dimensions of the steel plate. The reaction

frame is modeled by penalizing displacements in the negative-z direction on the back side of the

plate in the outer annulus between ri and ro. b Detailed cross-section of a bolt connection. To

simplify the computation, the bolt head is connected to the washer and the washer is connected

to the steel plate in the discretization. The barrel of the bolt passes freely through the hole in the

washer and plate and contact between the bolt and the washer or plate is not considered during the

simulation. A fixed displacement boundary condition is applied to the end of the bolt. The length

of the barrel of the bolt in the analysis model is 2.5 in. The other dimensions of the bolt are based

on a standard 1 in. diameter bolt

washer and steel plate. Furthermore, the barrel of the bolt passes freely through the

hole in the washer and plate and contact here is ignored, i.e., the barrel of the bolt is

allowed to penetrate the washer and plate. These simplifications remove the need to

include contact and reduces the computation complexity. Fixed displacement bound-

ary conditions are applied to the end of the bolt.

The geometry of the analysis model is constructed as a quadratic multi-patch

NURBS as shown in Fig. 3. This allows the geometry to be represented exactly in

the analysis model. A detailed view of the Bézier representation of the multi-patch

NURBS description of a bolt is shown in Fig. 3. We note that the number of degrees-

of-freedom for this problem can be greatly reduced by the use of hierarchical refine-

ment schemes as described by Schillinger et al. [36] and Scott et al. [37], but this has

not been considered in our calculations.

The material properties used in the analysis model are given in Table 1, and the

quadratic degradation function is used in all computations for this problem. The blast

load is approximated as a radially distributed pressure impulse that is applied to the

front surface of the plate in the current configuration. The non-dimensional radial

distribution of the pressure, g, is defined as a function of the distance r (in meters)

measured from the center of the plate as

g(r) = exp
(

−r2
2 × 0.32

)
. (70)
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(a) (b)

Fig. 3 a Shows an oblique angle of the geometry used for the analysis. b shows details of the Bézier

representation of the multi-patch quadratic NURBS that describes the geometry with a close-up

view of one of the bolt heads. C0
continuity is maintained between the patches

Table 1 Material properties
Young’s modulus 206 GPa

Poisson’s ratio 0.281

Mass density 7780 kg/m
3

Yield stress 355 MPa

Critical fracture energy 10
6

J/m
2

𝓁0 1.27 × 10−2 m

The temporal distribution of the impulsive blast load is

p̃0(t) = t ⋅ exp
(
1 − t ⋅ 50 × 103∕s

)
⋅ 2.25 × 106 MPa∕s (71)

p0(t) = p̃0(t) +
⎧
⎪
⎨
⎪
⎩

0 0 ≤ t < 20µs(
1.0 + sin

(
𝜋(t−2×10−5s)
10−4s−2×10−5s

− 𝜋

2

))
⋅ 1 MPa 20𝜇s ≤ t < 100µs

2 MPa t ≥ 100µs
.

(72)

The pressure is given by

p(t, r) = p0(t) ∗ g(r) (73)

and results in a peak of 45 MPa at the center of the plate at t = 20𝜇s.

The results for a number of simulations are shown in Fig. 4. This figure compares

the crack progression at three time intervals using both of the effective plastic work

equations for a number of different plastic work threshold values. The W0 = 0 case

provides a good comparison that shows how introducing the triaxiality modification

to the effective plastic work term effects the crack behavior. For the “No triaxiality”
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t = 3.2 × 10−3 s

t = 4.8 × 10−3 s

t = 8.0 × 10−3 s

No triaxiality With triaxiality
W0 = 0.0 W0 = 20 MPa W0 = 0.0 W0 = 20 MPa W0 = 40 MPa

Fig. 4 A comparison of crack progression at three time steps for different values of W0 with and

without the triaxiality modification to the effective plastic work term

case a secondary crack begins to develop at the edge of the plate and propagates back

towards the main crack as it approaches the edge. For the “With triaxiality” case this

secondary crack does not develop and instead the crack branches when it reaches

the area of the plate supported by the reaction frame. The “With triaxiality” case

also has more damage around the perimeter of the plate. For the W0 = 20 MPa case

the crack begins to propagate sooner for the “With triaxiality” case, which agrees

with the behavior seen in the previous sections. Setting W0 = 40 MPa for the “With

triaxiality” case results in a crack progression that more closely matches the “No

triaxiality” case with W0 = 20 MPa.

A detailed view of the deformed configuration of the “No triaxiality” case with

W0 = 20 MPa is shown in Fig. 5. This figure shows that the phase-field model we

are using is able to capture localized ductile behavior, which qualitatively compares

well with experimental results (see for example Webster [41]).

Figure 6 shows that in the computational results the bolts immediately adjacent to

the cracks fractured in tension. In Fig. 7, depicting the experiment, it may be noted

that several of the bolts immediately adjacent to the cracks are still present in the

plate after its separation from the test frame. Our interpretation is that these bolts

also fractured in tension and did not need to be pulled out in order to separate the

plate from the test frame. In the experiment, all the other bolts are gone, indicating

they had to be removed in order to separate the plate from the test frame.
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Fig. 5 Details of the deformed plate for computations with W0 = 20 MPa. The color plots indicate

the level of plastic yielding. On the left, we see the effect of a bolt hole on the distribution of plastic

yielding. On the right we see that the plate begins to fold as the crack nears the edge. This behavior

matches well qualitatively with experimental results

t = 5.52 × 10−3 s t = 5.92 × 10−3 s t = 6.24 × 10−3 s

Fig. 6 A detailed view showing the progression of the failure of the bolts for the computational

with W0 = 20 MPa. The color scale indicates the value of the phase-field

Fig. 7 Figures showing the experimental results from [41]
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6 Conclusion

In this work we have presented several innovations to the phase-field modeling of

fracture that improve upon its representation of fracture in ductile material behavior.

Our theoretical framework is based on a microforce balance and a general energy

potential accounting for large deformation elastic-plastic response and plastic soft-

ening. We have introduced a plastic yield surface degradation function that accounts

for plastic softening as cracks develop, eliminates non-physical elastic deformations

after crack initiation, and leads to better representation of the physical processes

that occur during failure. We have also provided a mechanism that allows for stress

triaxiality to influence crack initiation and growth. Finally, we have also identified

and corrected a shortcoming in a widely used return-mapping implementation of

a hyperelastic-plastic large deformation constitutive model that can lead to non-

physical behavior.
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Computational Strategies for Speeding-Up
F.E. Simulations of Metal Forming
Processes
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Abstract An overview of various numerical methods developed for speeding-up
computations is presented in the field of the bulk material forming under solid state,
which is characterized by complex and evolving geometries requiring frequent
remeshings and numerous time increments. These methods are oriented around the
axis that constitutes the meshing problem. The multi-mesh method allows to opti-
mally solve several physics involved on the same domain, according to its finite
element discretization with several different meshes, for example in the cogging or
cold pilgering processes. For quasi steady-state problems and problems with quite
pronounced localization of deformation, such as Friction Stir Welding (FSW) or
High Speed Machining, an Arbitrary Lagrangian or Eulerian formulation (ALE)
with mesh adaptation shows to be imperative. When the problem is perfectly
steady, as for the rolling of long products, the direct search for the stationary state
allows huge accelerations. In the general case, where no process specificity can be
used to solve the implicit equations, the multigrid method makes it possible to
construct a much more efficient iterative solver, which is especially characterized by
an almost linear asymptotic cost.
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1 Introduction

The reduction of computing time remains one of the obsessions of numerical
simulation, especially in the field of material forming where the end-users generally
do not have access to large clusters of parallel computers. In addition, the paral-
lelization of the code is not the only key to reduce computation times, in particular
for incremental processes that require a very large number of time steps. In fact,
simulation of forming processes such as the cogging of a bar or the multi-cage
rolling of a slab may require several days or weeks of calculations [1] even with
large parallel calculation resources, which is of course inconsistent with the time
assigned to the design processes in the industry. In recent years, a number of
specific numerical methods have been developed in the field of material forming,
whether it is the extension of methods originally developed in the field of fluid or
structure mechanics, or whether it is specific methods using some of the particu-
larities of forming processes. All these numerical methods aim to take into account
the specificities of bulk forming process simulations, which consist of complex and
evolving geometries requiring frequent remeshings and numerous time increments,
under the constraint of being robust with a wide spectrum of applications and not
requiring to appeal to a number of processors incompatible with industrial reality.

The axis around which all presented methods are oriented, are the problems of
meshing and remeshing, and that of remapping between incompatible meshes.
Thus, after introducing the basic equations for a bulk material forming problem in
Sects. 2 and 3 describes how the multi-mesh method can be applied to problems
requiring the resolution of several physics on the same domain and how it thus
greatly reduces calculation times. For quasi-stationary problems with very pro-
nounced localizations, the Arbitrary Lagrangian or Eulerian (ALE) formulation
based on the operator decoupling and mesh adaptation proves to be essential
(Sect. 4), but if the problem is perfectly stationary, then the direct search for this
steady-state provides huge acceleration (Sect. 5). In the general case, where no
particularity can be used, the multigrid method presented in Sect. 6 makes it pos-
sible to construct a more efficient iterative solver, which is especially characterized
by an almost linear asymptotic cost.

2 Basic Equations

The equations solved in the various addressed forming problems can be summa-
rized as those of a viscous flow [2]. The material is therefore incompressible (1) and
obeys the Norton-Hoff law (1):

div vð Þ=0 ; s vð Þ= σ + p1= 2K Tð Þ
ffiffiffi
3

p
ε ̄̇ vð Þ

� �m− 1
ε ̇ vð Þ ð1Þ
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where v is the velocity, p the pressure, σ the stress tensor, s the deviatoric one and
ε ̇ vð Þ that of the strain rates, T is the temperature on which the consistence K of the
material depends. In the absence of a significant role played by inertia and gravity
forces, the equilibrium equation consists of:

div σð Þ=0 ; σn=0 ð2Þ

with free surface boundary conditions (2), contact Eq. (3) (where δ is the contact
distance at the beginning of increment, utool is the displacement vector and ntool is
the tool normal) and friction modeled by a Norton law (3) (where α and q are the
friction coefficients and Δvt is the relative tangential velocity at the interface):

u vð Þ− utoolð Þ ⋅ ntool ≤ δ ; τ vð Þ= σn− σn ⋅ nð Þn= − αK Δvtð Þq− 1Δvt ð3Þ

The weak form of the mixed velocity/pressure problem is written as:

∀v*,
R
Ω
s vð Þ: ε v*ð Þdω−

R
Ω
pdiv v*ð Þdω−

R
∂Ωcontact

τ vð Þ ⋅ v*ds=0

∀p*, −
R
Ω
p*div vð Þdω=0

8<
: ð4Þ

which is discretized using mixed P1 + / P1 tetrahedral elements, a linear velocity
and pressure interpolation with the addition of a bubble function for the velocity
[3]. The contact condition is written at the nodes of the mesh (node-to-facet contact)
before being imposed by penalization in the mixed formulation [4]. After con-
densation of velocity bubble degrees of freedom, the resulting nonlinear system is
solved by a Newton algorithm (5) leading to the resolution of the following linear
system (5):

Rv vh, phð Þ=0
Rp vhð Þ=0

�
; H v ið Þ

h , p ið Þ
h

� � δv i+1ð Þ
h

δp i+1ð Þ
h

 !
= −

Rv v ið Þ
h , p ið Þ

h

� �
Rp v ið Þ

h

� �
0
@

1
A ð5Þ

which is solved by the PRC-ILU1 iterative solver, the Preconditioned Conjugate
Residual (PCR) preconditioned by an Incomplete Choleski factorization with an
additional fill-in level (ILU1).

The evolution of the material temperature is given by the heat equation:

ρmCp
dT
dt

+ kΔT = − fpσ: ε ̇ ð6Þ

where ρm is the material density, Cp its specific heat, k its conductivity and fp is the
fraction of the deformation power transformed into heat. It is complemented by
boundary conditions of conduction (with hc coefficient), of convection and radiation
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(with hcr coefficient), and of imposed thermal flux resulting from friction interface.
The weak form of this equation is:

∀T*,
Z
Ω

T*ρmCp
dT
dt

dω−
Z
Ω

k∇T ⋅ ∇T*dω−
Z
Ω

T*fpσ: ε ̇dω

= −
Z

∂Ωair

T*hcr T − Tairð Þds−
Z

∂Ωcontact

T*hc T −Ttoolð Þds−
Z

∂Ωcontact

T*br τ vð Þ ⋅ Δvg
� �

ds

ð7Þ

where hcr is the conduction coefficient with the Ttool tool at temperature, hcr is the
convection and radiation coefficient with air at temperature Tair and br is the relative
effusivity of materials in contact. After time discretization, using an implicit
scheme, and spatial discretization with P1 elements, Eq. (7) takes the form (8).
Taking into account the thermal dependency of velocity equations (5), and the
velocity dependency of the heat equation (8), the equations to be solved are
rewritten as (8):

Q Thð Þ=0 ;
R Th, vh, phð Þ=0

Q vh,Thð Þ=0

(
ð8Þ

According to the time steps size used in the time integration scheme within an
Updated Lagrangian formulation (9), and to the nature of the thermo-mechanical
coupling, an incremental coupling method of the equations is sufficient. It allows
reducing the number of unknowns per node, through separate resolutions of
mechanical and thermal equations (9):

∀inc=1,NBinc, Xinc+1
h =Xinc

h +Vinc+1
h Δt ;

R Tinc
h , vinc+1

h , pinc+1
h

� �
=0

Q vinc+1
h , Tinc+1

h

� �
=0

8<
:

ð9Þ

The domain evolution induced by the material large deformations during the
forming process requires frequent remeshings. They are based on a topological
mesh generator operating by topological mesh improvement [5, 6]. For parallel
computations, the domain is partitioned into as many parts as processors, so that
each processor has access only to the mesh of its domain and to the interface
information. Since the equations of the problem are solved by an iterative method,
consisting of matrix/vector and scalar products, its parallelization is simple and
efficient [3]. The remeshing and repartitioning operations are also carried out in
parallel, using an iterative approach [7].
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3 Multi-mesh Method

3.1 Principle of Multi-mesh Method

A first way to reduce computing time is provided by the multi-mesh method. It
applies to problems requiring to solve equations from several physics on the same
domain, as for example to solve mechanical and thermal equations. It is then
customary to use a mesh adapted to the different physics, in other words which is
sufficiently fine for each of them, but which can consequently be too refined for one
or the other of the physics and therefore exaggeratedly expensive. In material
forming, this situation is encountered for the simulation of cogging [8] and cold
pilgering (see Fig. 2) [9] processes which involve very elongated parts and very
localized deformation under the tool gap. While it is necessary to use a uniformly
refined mesh over the entire domain to correctly calculate the temperature and to
keep memory of the deformation gradients undergone during the process, a mesh
only refined under the tool gap is sufficient to accurately compute the velocity field.
In this framework, the multi-physics multi-mesh method allows to use an optimal
mesh for each physic and thus optimize the calculation times. It is based on the
construction of a specific mesh M_Pi for each physical Pi and on the use of a
reference mesh M_R, finer than all the others, to assemble and archive the results
(see Fig. 1). The key point of this approach lies in the construction of transfer
operators between the different meshes, in their accuracy and their compatibility
with parallel computations.

In [8], the precision of the remapping operator is ensured at the mesh nodes by
building meshes that are nested by nodes. Having constructed the reference mesh
M_R, which is the finest over the entire domain, the other meshesM_Pi are deduced
from it by derefinement while respecting the node nesting constraint [10]. Thus, any
nodal field backed up on the reference mesh M_R is perfectly restricted on the mesh
M_Pi associated with a particular physic, and any physical field calculated on its
dedicated mesh M_Pi is accurately projected at the nodes of the reference mesh
M_R and is interpolated to the other nodes without introducing any significant error,
considering that the reference mesh is over-discretized.

Fig. 1 Scheme of the
multi-mesh method
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3.2 Super-Convergent Remapping Method

For the values known at integration points, such as the stresses or the strains of the
mechanical problem, the nesting condition is not realized. It is then necessary to use
a more precise remapping operator than the simple projection or interpolation which
leads to diffusion errors making the method inefficient. Using a P1 interpolation for
the velocity, the fields at the integration points are P0, constant by element. Their
remapping is so achieved by a super-convergent recovery method [9, 11] inspired
from the works of Zienkiewicz and Zhu in error estimation [12].

From a P0 discontinuous field φdep defined on the departure mesh, the method
consists in constructing a P1 continuous field φd̃ep (10) on the same mesh, using the
Super-convergent Patch Recovery (SPR) method, and then in interpolating this field
φd̃ep at the center of the elements of the arrival mesh (11).

φ ̃dep ξð Þ= ∑
k
φ ̃depk Ndep

k ξð Þ ð10Þ

∀e′ ∈Ωarr, ∃e∈Ωdep, ∃ξ′ ∈ 0, 1½ �3,
∑
k
xdepk Ndep

k ξ′
� �

= xarre′

φarr
e′ =φd̃ep xarre′

� �
= ∑

k
φ ̃depk Ndep

k ξ′
� �

8><
>: ð11Þ

where φ ̃depk is computed according to the SPR method [12] from a local linear
recovery φ ̄depk (12) of φ constructed on the patch of elements centered in k through
the minimization of (13). Utilized weighting factors (13) are however slightly
different from the original ones (equal to 1), as suggested in [13–15], to minimize
the least squares functional (13):

∀x= x1, x2, x3½ �t,
φ ̄depk xð Þ= ak0, a

k
1, a

k
2, a

k
3

� 	t
. 1, x1 − xdep1k

� �
, x2 − xdep2k

� �
, x3 − xdep3k

� �h i ð12Þ

Π aki
� �

i=0, 3

� �
=

1
2
∑
e϶k

ωek φ ̄depk xdepe

� �
−φdep

e

� �2
; ωek = xdepe − xdepk




 


− 4
ð13Þ

which minimization result provides: ak0 =φ ̄depk xdepk

� �
=φ ̃depk . It is shown in [11] that

this method is actually of better accuracy and a higher convergence order than the
usual P0 remapping methods, whether by interpolation or global least square.
However, in forming, most phenomena and field gradients arise at the surface so
that it is fundamental to preserve these properties of accuracy and “super-
convergence” on the surface. This necessitates enriching the information available
on a surface patch from the neighboring patches, for example by using the
super-convergent nodal values that can be computed at the volume nodes of the
surface patch through the same SPR method [11]. This iterative approach is quite
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compatible with parallel computations and makes it possible to recover the higher
convergence order at surface nodes. In [9], it is verified that the resulting remapping
operator is accurate enough to properly transfer the stress tensor involved in
elastoplasticity problems, and to consequently use the multi-mesh method with such
constitutive models. It is thus applied to the cold pilgering rolling problem (Fig. 2)
where the two physics are the mechanic and the thermic.

3.3 Application to the Cold Pilgering and Cogging
Processes

The mesh dedicated to the resolution of the heat equation being uniformly refined, it
is merged to the reference mesh. The mechanical mesh is constructed by derefining
this thermal-reference mesh outside the roll gap (Fig. 3).

The results obtained with the multi-mesh method are perfectly superimposable to
those obtained with the reference mesh (Fig. 4), but the computation times are
considerably reduced by thus solving the mechanical problem (by far the most
expensive) on the reduced mechanical mesh. On this problem characterized by
strongly anisotropic meshes (see Figs. 2 and 4) and an elastoplastic behavior, the
accelerations are between 2.8 and 6.5 (Table 1) according to the size of the utilized
reference mesh. For a more massive forging problem (cogging) and a viscoplastic
material, the accelerations obtained with this method can be much greater; they
range between 50 and 100 [8].

Fig. 2 Cold pilgering process
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For computations on several processors based on domain partitioning, the
construction of the different meshes adapted to each of the physics through mesh
derefinement is carried out in parallel, on each domain, using the same iterative

Fig. 3 Thermal/reference mesh with 33,000 nodes (top) and mechanical mesh with 5800 nodes
(bottom)

Fig. 4 Isovalues of the radial deformation after 0.20 s of process

Table 1 Multi-mesh
speed-up according to the
mesh size

Reference/thermal mesh Mechanical mesh Speed-up

8640 1800 2.8
33,696 5800 5.1
75,780 12,796 6.5
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algorithm as for the remeshing operations of Sect. 2 [7] but in the frame of a node
nested approach [10]. After the final domain repartitioning that allows balancing the
loads among all the processors, the partitions of the different meshes of the
multi-mesh method are not located on the same processor (Fig. 5). The remapping
operators are then adapted to take this constraint into account in the most efficient
way, by minimizing the communications between the processors. An octree-based
hierarchical search algorithm is used in an iterative way. If no node of the departure
mesh (reference mesh, M_R) coincides with the node of the arrival mesh (physical
mesh, M_Pi), then this node will be searched onto another processor in the next
iteration. This algorithm is extended to the remapping between meshes without
nesting condition, which requires to search for the element of the departure mesh
containing a node of the arrival mesh, and will be also used in Sect. 5 to construct
the transfer operators between the meshes of the multigrid method.

Although the multi-mesh method is perfectly parallelized, its effectiveness
decreases with the number of processors, as shown in Table 2 for the cold pilgering
problem. The lower the number of nodes, the faster is this decrease. It originates in
the specificity of this method which is to use meshes of very different sizes. For the
studied problems, the main part of the computation time is devoted to solving the
mechanical problem. As a result, the parallel efficiency of the multi-mesh method is
that of the resolution on the mechanical mesh, which contains far fewer nodes (see
Table 2) than the reference mesh. But the larger the number of nodes, the larger is
the parallel efficiency parallel efficiency. Thus, on the mesh with 33,000 nodes,
parallel computing with 16 processors on a single mesh consists of assigning
approximately 2000 nodes to each processor. Since the mechanical mesh has only
5800 nodes, its partitioning into 16 produces sub-domains with only 360 nodes,
which is too little, so that the communication times between the processors become

Fig. 5 Mesh partioning on 8 processors for the reference/thermal mesh (top) and for the
mechanical mesh (bottom)

Table 2 Multi-mesh
speed-up according to number
of processors and to mesh size

No procs 33,000 nodes mesh 76,000 nodes mesh

1 5.1 6.5
2 3.9 5.4
4 3.4 4.8
8 2.5 3.2
16 1.8 2.9
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significant. It is numerically verified that the parallel efficiency of the multi-mesh
method is in fact that of its mechanical mesh.

For the viscoplastic cogging problem presented in [8], the same observations are
made (Fig. 6). The speed-up similarly decreases with the number of processors. It is
equal to 7.1 on 1 processor, reduces to 5.5 on 2 processors, to 4.9 on 4 processors
and to 5.3 on 8 processors, which is however very interesting and very appreciable
for calculations that may require several days.

4 Adaptive ALE Formulation

4.1 Decoupled ALE Formulation

Another characteristic of certain forming methods that can be used to reduce
computation times is their almost stationary nature, over the entire domain or more
particularly in the deformation zone that is then highly localized. This occurs in
rolling, extrusion, machining or friction stir welding (FSW)… On the one hand, the
Arbitrary Lagrangian or Eulerian (ALE) formulation makes it possible to signifi-
cantly reduce the size of the computational domain by considering only the part of
the domain that actually undergoes the deformation (Fig. 7) or by limiting mesh
refinement to the gradient zone (Fig. 8). On the other hand, it allows to consider-
ably reduce the number of time-consuming remeshing operations while providing a
more accurate finite element discretization in the highly deformed zones.
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The retained approach is based on the decoupling of the operators in three steps:
(1) the problem equations are solved according to an Updated Lagrangian formu-
lation at time t, then (2) the meshing velocity vmesh is calculated to establish the new
geometry of the domain at time t + Δt and (3) the state variables are evaluated on
this new domain at time t + Δt. The first step is identical to the resolution per-
formed in a Lagrangian formulation (see Sect. 2). The transfer of fields of the third
step, between the Updated Lagrangian mesh and the ALE mesh, uses the
super-convergent remapping presented in Sect. 3.2 for the constant P0 fields, and
an upstream convection method for the P1 continuous fields:

dgridφ
dt

=
∂matφ

∂t
+ vmesh − vð Þ ⋅ ∇φ ð14Þ

where ∇φ is calculated in the upstream element [16]. In material forming, the main
difficulties are concentrated in the second step, the calculation of the meshing
velocity vmesh, in other words in the adaptive regularization of the mesh at
t + Δt. The accuracy of the computations requires an adaptive approach based on
an estimation of the discretization error, for example that of Zienkiwicz and Zhu
[12]. For a viscoplastic problem, the discretization error is then estimated by:

θ=
Z
Ω

sh̃ − shð Þ: ε ̇̃h − εḣð Þdω
0
@

1
A

1 ̸2

ð15Þ

where the recovered deviatoric stress tensor s̃h and strain rate tensors ε̃̇ are either
calculated by the SPR technique presented in Sect. 3.2, or by using the Recovery by
Equilibrium in Patches (REP) approach [17]. The mesh regularization so results

Fig. 8 Reduction of both the computational domain (metal sheet) and of the number of elements
(in the intermediate roll) through using an ALE formulation: lagrangian (left) and ALE (right)
models
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into a compromise between respecting the optimal mesh size hopte provided by the
error estimator and obtaining elements of the best possible quality [15, 18].
A weighted centering algorithm is used:

∀k, x it+1ð Þ
k =

1
Γkj j ∑

e∈Γk

ωtot
e x itð Þ

e ð16Þ

ωadap
e =

hopte

hacte

� �
; ωqual

e = χ
Vact
e

� 	+
pacte

� �3 ; ωtot
e = 1− ζð Þωqual

e + ζωadap
e ð17Þ

where Γk is the set of element containing node k, x itð Þ
e is the coordinate of the center

of element e at the centering iteration i, hacte its size, Vact
e its volume and pacte its

perimeter. ζ is a weighting coefficient between the two objectives.

4.2 Surface Regularization

The regularized mesh is then projected onto the surface of the domain updated at
time t + Δt by the Updated Lagrangian formulation. This involves a new transport
equation which now applies to the surface of the domain. It has the same charac-
teristics of showing strong diffusion if the scheme is not of a sufficient order.
Therefore, a similar approach to that of Sect. 3.2 is used by first constructing a
surface C1

arr that is almost C1 (continuous with continuous derivative), starting from
the updated surface C0

arr that is only C0 (continuous with discontinuous derivative),
and then projecting the regularized surface C0

dep onto C1
arr. C

1
arr is constructed

according to the approach proposed in [19] for the smoothing of tools surface for
contact treatment. It is inspired by the technique proposed in [20], itself derived
from works in computer vision for surface smoothing [21]. The surface C0

arr being
described by linear triangles (P1), it is sufficient to construct a surface C1

arr which is
discretized by quadratic (P2) facets (Fig. 9). It amounts to transforming the linear
segments of the mesh into quadratic segments (Fig. 10).

Normal vectors are generally unknown at mesh vertices. It is observed that the
quality of surface smoothing is closely related to the quality of the normals. The
normal voting strategy proposed in [22] is shown to provide best results [19]. It also
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New curved 

surface

Discrete face

Fig. 9 From linear to
quadratic interpolation of the
surface based on node
normals
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allows detecting surface singularities, such as edges and corners, from the eigen-
values of the voting (or covariance) matrix [19, 22, 23].

4.3 Application to Simulation of Adiabatic Shear Band

The ALE formulation can thus be used to reduce computation times by allowing
meshes with fewer degrees of freedom to be used, such as, for example, the problem
of sheet rolling with deformable rolls of Fig. 8. Lagrangian calculation requires
290 h whereas the ALE calculation is limited to 40 h, so providing acceleration by
a factor of 7. The ALE formulation can also be used to calculate very complex
flows with large material deformations that require too many remeshings within a
Lagrangian formulation. It was thus used with great success for the simulation of
the FSW, allowing to accurately model the formation of the tool print on the welded
sheet, and to predict the formation of defects such as tunnel holes or flash formation
[18, 24]. Here, it is applied to the simulation of an equally complex phenomenon,
the formation of Adiabatic Shear Bands (ASB) during the machining of titanium
alloys at very high speed where it does not require introducing any unsound
physical model such as damage or any specifically dedicated numerical technique
such as in [25]. The studied problem is extracted from [25] and consists of the 3D
high speed orthogonal cutting of a micrometric component described in Fig. 11.
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Fig. 10 From linear to
quadratic interpolation of
surface edges based on node
normals
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Fig. 11 Scheme speed orthogonal cutting process and initial mesh with 4800 nodes
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Figure 12 shows how the adaptive ALE formulation not only allows to refine the
mesh at the tool tip, but also provides elements of excellent quality in this zone
where all studied phenomena originate. The simulation of a shear band formation
(see Fig. 13) could not be carried out to completion without the use of the ALE
formulation.

Figure 13 shows how the mesh refinement procedure conforms to the primary
shear zone and allows to model the adiabatic localization phenomena which are at
the origin of chip fragmentation. In Fig. 15 and Table 3, by using different mesh
refinements, it is verified that the width of the adiabatic shear band is independent
on the mesh size, so showing the finite element convergence of the model and the
advantage of such plain thermo-mechanical approach with respect to the intro-
duction of a damage model sensitive to mesh size (Fig. 14).

Fig. 12 Mesh at the tool edge with (left) and without (right) using ALE algorithm

Fig. 13 Distributions of deformation (scale cut off at 3.0)
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Fig. 14 Evolution of mesh adaptation guided by isotropic error estimator (left) and Von Mises
stress (MPa) at different times of the ASB formation

Fig. 15 ASB bandwidth for several meshes based on distribution of strain rate. Mesh of the whole
model are respectively made of 54,000 (left) and 260,000 (right) elements
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5 Steady-State Formulation

When the problem is clearly stationary, it is much more efficient to directly cal-
culate the steady state rather than to approach it incrementally either with a
Lagrangian formulation requiring to model the entire domain in both space as in
time or with an ALE formulation allowing to only reduce the space domain, as
previously suggested. A steady-state formulation makes it possible to eliminate
time and to reduce the spatial domain as much as an ALE formulation. On the other
hand, it requires solving a multi-field problem [26, 27] consisting at least of the
variables of the thermo-mechanical problem and of the domain surface geometry,
which is also unknown. The literature is divided between fixed-point iterative
approaches [28–30] and the direct resolution of the coupled multi-field problem
[26, 27]. The first approach allows preserving the initial solver by easily coupling it
to a fixed-point iterative method of free surface correction. The resolution of the
thermo-mechanical problem on a given domain is so alternatively solved with the
correction of the domain surface according to a given velocity [30]. The key point
of the steady-state formulation therefore regards the resolution of this free surface
problem for a known velocity field v. X defining the domain coordinates at the
current iteration, x the coordinates of the corrected domain and t the correction, the
stationarity condition is written:

v Xð Þ ⋅ n xð Þ= v Xð Þ ⋅ n X + tð Þ=0 ; t= t1̄d1 + t2̄d2 ð18Þ

where d1 and d2 are two vectors perpendicular to the flow direction, t1̄ and t2̄ the
domain corrections in each of these directions. The stationarity Eq. (18) allowing
the computation of t1̄, t2̄ð Þ is shown to be a convection equation. It so requires to be
solved by an upstream scheme. Having introduced two degrees of freedom for
t makes it possible to correct the surface along its edges but requires a Least Squares
type formulation. In [30], a SUPG type Least Squares formulation is then proposed.
For the points belonging to the non-singular parts of the surface, it leads to an
indefinite system, so the problem is stabilized by introducing a Laplacian allowing
to regularize the surface mesh. This approach amounts to minimizing a
multi-objective problem consisting of antagonistic objectives which compromise
solutions prove difficult to calculate. This results into a rather large number of
iterations of the fixed point algorithm [30].

Table 3 Bandwidths for different mesh sizes in ASB formation

No of elements of the whole model No of elements throughout ASB Band width (µm)

54,000 4–5 3.49
65,000 6 3.43
130,000 8 3.40
260,000 10 3.38
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Using the normal voting method [19, 21, 22] discussed in Sect. 4.2, it is possible
to automatically identify the edges of the surface and to calculate the two normals
d1 and d2 which characterize them (Fig. 16). On the non-singular parts of the
surface, the normal voting method provides the normal d1 to the surface. According
to its degree of singularity, a mesh node will thus be assigned a single degree of
freedom t1̄, or two t1̄, t2̄ð Þ. For a node with a single degree of freedom, the weak
form of the problem is given by a rather conventional SUPG formulation [28]:

∀k,
Z
∂Ω

NSUPG
k v Xð Þ ⋅ n X + t1̄d1ð Þð Þds=0 ð19Þ

Whereas with two degrees of freedom, this equation is written both for correc-
tion directions d1 and d2 respectively on the patches of elements ∂Ω1 and ∂Ω2 that
are perpendicular to each of them (see Fig. 16):

∀k,∀i=1, 2,
Z
∂Ωi

NSUPG
k v Xð Þ ⋅ n X + t ̄idið Þð Þds=0 ð20Þ

This steady-state formulation is applied to the multi-stand Kocks rolling shown
in Fig. 17. The computation times obtained with the incremental formulation and
with the two stationary formulations—from [30] and from Eqs. (19) and (20)—are
given in Table 4. They show an acceleration factor of 5 provided by the first
approach [30], despite a much finer mesh. However, the number of iterations of
fixed-point algorithm remains relatively high, as also observed in [30], seeking a
compromise between surface correction and mesh regularization. The second for-
mulation derived from Eqs. (19) and (20) makes it possible to overcome this dif-
ficulty, reducing by almost three the number of iterations, and bringing the
acceleration to 30 with respect to the incremental approach.

direction 1
direction 2

Patches associated to 
the two directions 
defining the edge

Fig. 16 Normals (d1 and d2) and associated patches of elements on surface and edges
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Handling problems of larger dimensions, here considering 5 rolling stands,
justifies using the parallel calculation. The mesh is thus partitioned into 12 sub-
domains in Fig. 18, and Fig. 19 shows the excellent parallel efficiency of the
steady-state formulation. It consequently shows to be an excellent alternative to
incremental computation when the problem allows it.

Fig. 17 Multi-stand Kocks rolling with 5 stands

Table 4 Computing time for the multi-stand (2 stands) rolling

No of nodes No of
increments/iterations

Computing
time

Lagrangian
formulation

10,000 → 15,500 1280 15 h 49 min

First formulation 50,500 40 2 h 54 min
Second formulation 27,600 15 28 min

Fig. 18 Bar of the multi-stand Kocks rolling partitioned on 12 processors
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6 Multigrid Preconditioner

In the most general case where no specificity of the problem or of its geometry can
be considered to speed-up the calculations, it is still possible to try to improve the
performances of the resolution method. With the utilized implicit formulation, and
for large-scale problems, 80% of the computation time is devoted to the resolution
of linear systems. Its algorithmic complexity, using the conjugate residual method
preconditioned by an incomplete Choleski resolution (PCR-ILU1, see Sect. 2) is
proportional to N1.5, N being the number of degrees of freedom. As a result, the
mesh refinement by a factor 2 in each space direction results in a multiplication of
the number of degrees of freedom by a factor 8 and of the computation time by a
factor 22. Using additional parallel resources makes it possible to compensate for
the increase in the number of degrees of freedom (the factor 8). However, the
increase in the number of solver iterations (factor N0.5 or 2.8) cannot be reduced in
this manner. It is therefore of the greatest interest, for the resolution of very large
systems, to use solvers which complexity is close to N. The multigrid
(MG) methods present such property through using several hierarchical levels of
“grids” on the same domain. The coarser grids make it possible to very efficiently
compute the low frequencies of the solution, those that an iterative solver find it
difficult to obtain, and which are at the origin of the complexity in Nα with α > 1.
Following [31, 32], a hybrid MG approach is retained. The different levels of grids
are obtained by hierarchical derefinement of the computational mesh; in the
applications, only 3 grids are considered (Fig. 20). The transfer operators between
the grids are then constructed from the interpolation operators between the meshes,
which provides the “geometrical” character to the approach. If the linear system is
written as (21) where the index h represents the fine grid and the index H the coarse

Fig. 19 Computational time for the multi-stand Kocks rolling according to the number of
processors
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grid, assuming that there are only two grids, the problem to be solved on the coarse
grid is given by (21) where δXH is the correction calculated on the coarse grid, RH

h

is the restriction operator and Rh
H the interpolation operator:

AhXh = bh ; AHδXH = rH ; rH =RH
h rh =RH

h AhXh − bhð Þ ð21Þ

The linear systems constructed on the intermediate and coarse grid are also
obtained by projection, according to the Ritz-Galerkin method, which provides the
“algebraic” character to the approach. With 2 grids, the AH matrix of the linear
system on the coarse grid is given by (22):

δxh =Rh
HδXH ; AH =Rh

HAhRH
h ; RH

h = Rh
H

� �t ð22Þ

This algebraic approach is essential to preserve on the different grid levels both
the incompressibility condition and the contact conditions [31, 32]. The different
operators necessary for the construction of a parallel multigrid method are therefore
quite the same as those developed for the multi-mesh approach of Sect. 3. For the
considered mixed problem, a multigrid cycle is used as a preconditioner for the
conjugated residual (PCR). At the intermediate and higher levels, it uses pre and
post smoothing iterations by incomplete Choleski decomposition (ILU0). On the
coarser grid, the linear system is directly solved in parallel using MUMPS library
[33].

For the linear system derived from an upsetting between flat dies, the multigrid
preconditioner is numerically shown to provide an asymptotical behavior of N1.08

close to the optimal linear complexity. Its parallel efficiency is also quite satisfying,
being the same as those of the reference solver [34]. The robustness with respect to
frequent remeshings and efficiency of the algorithm is evaluated for the complete
forging of a spindle component (Fig. 20). Figure 21 shows the evolution of the total
computational time compared to the reference PCR-ILU1 solver. A global speed-up

Fig. 20 Forged spindle near the end of the process (left). Three mesh levels utilized at an
intermediate stage of forging (right)
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of 1.61 is obtained. For other problems, speed-ups up to 2.7 can be observed [34],
but the most interesting results of the MG approach regards the almost linear
asymptotic complexity.

7 Conclusion

When the problem involves several physics requiring different spatial discretization,
then the multi-mesh method offers the possibility of using optimal meshes for each
of the physics and thus of significantly reducing the computation time. Depending
on the type of problem studied, the speed-ups are between 3 and 7, or between 50
and 100. However, in parallel calculations, these speed-ups decrease with the
number of processors. The multi-mesh method has the parallel efficiency of the
resolution on its coarsest mesh. More generally, its use requires to control the
precision of the remapping operators between the meshes. Whereas the node
nesting condition is sufficient to achieve this accuracy with simple viscoplasticity
problems, the extension to elastoplasticity requires the development of more

Fig. 21 Time evolution (increments) of the total computation time for the spindle forging with the
reference solver (PCR-ILU1) (purple) and with PCR-3G multigrid preconditioner (yellow–
orange), along with the cumulated strain isovalues
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efficient remapping operators at integrating points. They are obtained from super-
convergent recovery (SPR) techniques, improved to preserve the superconvergence
properties on the surface of the domain as well as in parallel computations.

When the problem is almost stationary, then the ALE formulation allows to
significantly reduce the size of the computational domain. In some cases such as the
rolling with deformable cylinders, this is sufficient to speed-up the calculations by a
factor of 7. The ALE formulation also makes it possible to simulate especially
complex problems that cannot be addressed with a Lagrangian formulation, such as
the formation of adiabatic shear bands during machining at very high speed. These
bands can be simulated without using any damage model or numerical artefact, and
their size (width) is independent of mesh size, thanks to the adaptive formulation
used. A method similar to that of the superconvergence recovery makes it possible
to smooth the mesh surface and so to preserve with accuracy the domain geometry
during the regularization steps.

When the problem is perfectly stationary, then the direct calculation of this state
allows the calculations to be significantly speeded-up by more than 30. In part, this
result is based t on the use of a new formulation of the steady-state equation, of
SUPG type, differently written according to whether the node belongs to the surface
or to an edge, thanks to a prior recognition of these edges by the normal voting
method. The fixed point iterative algorithm then converges faster, and the calcu-
lations are up to 6 times faster than with the previous formulation, a least squares
method with an upstream shift of SUPG type. For parallel calculations, this
speed-up factor is correctly preserved.

Finally, when no particular strategy can be proposed, the multi-grid method can
still accelerate the calculations by a factor of 2.7 or more. It is based on a hybrid,
algebraic and geometric approach, and on the use of mesh derefinement and field
transfer operators working in parallel on complex geometries. The more specific
potential offered by this multigrid method, with the aim of handling problems with
more degrees of freedom, is its almost linear complexity observed on an upsetting
problem.
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Discrete Simulation of Cone Penetration
in Granular Materials

Antonio Gens, Marcos Arroyo, Joanna Butlanska
and Catherine O’Sullivan

Abstract The simulation of penetration problems into granular materials is a chal-
lenging problem as it involves large deformations and displacements as well as strong
non-linearities affecting material behaviour, geometry and contact surfaces. In this
contribution, the Discrete ElementMethod (DEM) has been adopted as the modelling
formulation. Attention is focused on the simulation of cone penetration, a basic
reconnaissance tool in geotechnical engineering, although the approach can be readily
extended to other penetration problems. It is shown that DEManalysis results in a very
close quantitative representation of the cone resistance obtained in calibration
chambers under a wide range of conditions. DEM analyses also provides, using
appropriate averaging techniques, relevant information concerning mesoscale con-
tinuum variables (stresses and strains) that appear to be in agreement with physical
calibration chamber observations. The examination of microstructural variables
contributes to a better understanding of the mechanisms underlying the observed
effects of a number of experimental and analysis features of the cone penetration test.

1 Introduction

Penetration problems are ubiquitous in geotechnical engineering and other
geomechanical applications. Notable examples are the use of tube samplers to
recover soil specimens, the installation of driven piles in the ground or a variety of
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penetration probes for site investigation purposes. A realistic numerical simulation
of those type of problems would yield important advantages concerning the
understanding of the processes involved during penetration and its effects on the
state of the soil possibly leading to a more rational approach for, among others,
in situ test interpretation, assessment of sampling disturbance and pile design.
A variety of computational techniques are available to tackle this kind of problems
[1].

Here attention is focused on the use of the Discrete-Element Method (DEM) to
simulate the penetration of a cone into a granular material although the same
approach can be readily extended to other penetration problems. The cone pene-
tration test (CPT) is a widely used site investigation tool for geomechanical
applications. The tests consists in introducing the cone, of standard dimensions, into
the granular material at a constant rate of penetration. The unit cone resistance is
measured in a quasi-continuous manner during penetration. Normally, lateral fric-
tion and pore pressures are also measured but those parameters are not considered
herein.

Cone penetration tests are invariably interpreted based on empirical correlations
derived either from calibrated observations in the field or, often, from calibration
chambers. The latter provide more consistent information as the material is
homogenous and installed at a specified density. Also, the boundary conditions
(stresses or displacements) are directly controlled. However, calibration cambers
cannot incorporate the effects of aging (except in a very limited manner) and they
often require a size correction because of the necessarily restricted dimensions of
the facility.

A successful simulation of cone penetration would be able to complement and
partially replace the performance of tests in calibration chambers that are generally
expensive and time-consuming. In this contribution, 3D DEM simulations of cone
penetration tests are performed and compared with experimental results from cal-
ibration chambers, both at the macroscale and at the continuum mesoscale.
A number of microstructural variables are then examined in order to enhance the
understanding of the mechanisms underlying the penetration process.

2 Features of the Analysis

DEM has been used for the modelling of the cone penetration [2]. The granular
medium is represented by a number of finite size particles that interact through their
contacts. The method tracks the motion of those particles subjected to a series of
forces transmitted by the adjacent particles through the contacts [3]. A number of
2D DEM analyses of cone penetration have been reported (e.g. [4–6]). However, it
is clear that a proper description of the kinematics of the penetration requires 3D
analyses (see, for instance, [7–10]).
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In this study, code PFC3D [11] has been employed. Particles are assume to be
spherical to ensure a more efficient computational procedural. Particle rotation was
prevented (except in one case to be discussed later) to mimic roughly the particle
entanglement caused by the non-spherical shape of real particles [12]. The simu-
lations employed numerical non-viscous damping [13]; this is equivalent to sup-
press mechanical wave propagation in the system and it is particularly useful to
achieve rapid convergence in quasi-static problems.

An elasto-plastic constitutive law has been adopted. The elastic part is lineal and
the normal and tangential stiffness at any contact, kN and kS, are described by the
following expressions:

kN =2Kcoeff
D1D2

D1 +D2
; kS = α kN

where D1 and D2 are the diameters of the two contacting particles and Kcoeff is the
normal modulus. A constant ratio, α, between normal and shear stiffness has been
selected. The plastic part of the contact law is defined by the interparticle friction
angle, Φμ. No cohesion has been included in the contact model. A further non-
linearity involves a no-tension constraint in the normal direction. The contact model
parameters have been calibrated by simulating a triaxial compression test on Ticino
sand [7]. They are listed in Table 1.

3 Model Construction and Data Treatment

The cone shaft has been modelled using four rigid cylindrical walls, one frictionless
and three frictional as illustrated in Fig. 1. The cone tip angle is 60°. Perfect
roughness was assumed in the contact between cone and particles, and the
cone-particle friction coefficient was set equal to the interparticle friction. The
calibration chamber walls are frictionless. In most tests described here the cone
diameter, dc, was 72 mm and the calibration chamber diameter Dc was 1200 mm
The ratio of these two quantities is 16.5; this is a value for which radial boundary
effects are known to influence the results in physical chambers [14]. Procedures to
correct scale effects on cone resistance are discussed in [15].

Table 1 Parameters of the
contact law

Parameter Value

Kcoeff (MN/m) 300
Stiffness ratio, α 0.25
Friction coefficient tan (Φμ) 0.35
Damping 0.05
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To achieve a manageable particle number, a uniform scaling factor of 50 was
applied to the grain size distribution of Ticino sand, the material used in the
comparison physical tests. This resulted in a model of about 65,000 particles in the
densest specimens. Now the mean particle diameter is 26.5 mm compared to
0.53 mm of the real Ticino sand. Specimens were created to a relative density
slightly above the target value using the radial expansion method. Velocities were
then reset to zero. Isotropic compression to 10 kPa in which the interparticle fric-
tion might be reduced, by trial and error, was used to obtain a close fit to the
required relative density. Interparticle friction was then reset to the calibrated value
and isotropic stress ramped up to the target value. After equilibration, cone pene-
tration proceeded. Two different boundary conditions have been used: constant
lateral stress (BC1) and zero lateral displacements (BC3).

A typical example of the results obtained can be seen in Fig. 2 where the cone
tip resistance, qc, is plotted against depth of penetration. It can be observed that the
response is quite noisy due to the large size of the particles relative to the size of the
cone. The effect of this relative size on the results can be readily verified by
reference to Fig. 3 where the results obtained using different cone sizes have been
plotted. It can be noted that as the size of the cone increases, the fluctuations
drastically reduce. Since the oscillations are an artefact of the scaled discrete
material, it is desirable to filter out the raw results. An exponential filter has proved
useful in this regard, based on the following expression:

qcðhÞ= a ð1− e− bhÞ

where h is the penetration depth and a and b are fitting parameters. As a matter of
fact, a represents the asymptotic value of the cone resistance. The resulting filtered
data is shown in Fig. 2.

(a) (b)

Fig. 1 DEM model of cone penetration in a calibration chamber. a Cone b calibration chamber
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Fig. 2 Typical result of a penetration test simulation and filtered penetration curve. BC1 boundary
condition. Confining stress: 100 kPa, relative density, DR: 75%

Fig. 3 Results of the simulations of the penetration tests using different cone sizes

Discrete Simulation of Cone Penetration in Granular Materials 99



4 Macroscale

In this section, the macroscale results are reviewed; that is the observations that are
obtained from the usual performance of the CPT. Only the tip cone resistance, qc, is
considered here. The reference database for comparison with the simulation results
are an extensive series of CPT tests on Ticino sand performed in calibration
chambers and reported by Jamiolkowski et al. [16]. In order to perform a relevant
comparison, it is necessity to correct for the chamber size effect. The correction is
based on the same correction factor obtained in the physical tests. The results of the
physical tests were plotted as the relationships between cone resistance, qc, and
mean stress, po (Fig. 4). The results obtained from the numerical simulations have
been superposed. It can be noted that a very good correspondence is achieved.

A more global comparison is offered in Fig. 5, were the corrected cone resis-
tance from the DEM calculations and the corrected cone resistance value from the
physical tests are collected. The simulations cover tests spanning relative densities
from 60 to 90% and confining stresses form 40–400 kPa. The mean error is below
7%. It appears, therefore, that the DEM analysis is capable of reproducing ade-
quately the physical tests, at least at a macroscopic scale, in spite of the scaling
differences forced by current computational limitations.
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5 Mesoscale

Mesoscale parameters refer to those variables that are significant in the context of
continuum analysis, notably stresses and strains. Only stresses are discussed here.
The calculation of the stresses arising from the DEM analyses has been based on the
well-established method proposed by Potyondy and Cundall [17]. It involves a
two-step procedure: the average grain stresses are computed first; those stresses are
subsequently averaged over the selected reference volume to yield the continuum
stresses.

Figure 6 shows the distribution of the radial stress (normalized by a, the tip cone
resistance) at three different radial distances for two boundary conditions (BC1 and
BC3). It can be observed that a large radial stress peak appears close to the cone tip
but the magnitude of radial stress reduces quickly both above and below the peak
location. Also, radial stresses drop very rapidly as the distance to the cone axis
increases. A similar pattern of radial stress variation is widely accepted for the case
of driven piles and has in fact been incorporated into design [18].

Naturally, the standard performance of CPT test does not give information on
those variables but some recent research work has provided information on stresses
around a penetrating cone-tipped object [19] thus allowing some quantitative
comparisons. Figure 7 shows the observed value of the normalised peak stress at
two radial distances in a physical chamber test on dense Fontainebleau sand. The
peak values derived from DEM analysis show a similar quantitative trend. It
appears therefore that the successful replication of CPT tests by DEM analyses may
well extend to mesoscale variables as well.

Fig. 5 Comparison between
corrected cone resistance
values from physical tests on
Ticino sand [16] and
corrected cone resistance from
DEM analyses
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6 Microscale

The results of the DEM analysis have identified a number of parameters with a
potential influence on the results such as the lateral boundary condition, the stress
system, granular material density and the prevention of particle rotation in the
calculations. Observations at the microscale may shed light on the mechanisms that

Fig. 6 Distribution of radial stresses at different radial distances, r, normalized by cone radius, Rc.
Stresses are normalized by cone resistance, a. Normalized depth 0 corresponds to the cone tip
position. a No lateral displacement condition (BC3). b Constant lateral stress condition (BC1)

Fig. 7 Peak values of
normalized radial stress
versus normalized radial
distance (see caption of
Fig. 6). Physical chamber
observations from [19] and
DEM results
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underlie those potential effects. For this purpose, a number of analyses have been
selected for examination; they all share the same particle size, the same cone and
chamber dimensions and, approximately, the same lateral stresses (around
100 kPa). The selected cases are:

• T16 (MedIsoBC1). Relative density 75%, isotropic stress system, BC1 lateral
boundary condition (stress controlled).

• T20 (DenseIsoBC1). Relative density 90%, isotropic stress system, BC1 lateral
boundary condition (stress controlled).

• T163 (DenseKoBC1). Relative density 96.8%, Ko stress system, BC1 lateral
boundary condition (stress controlled).

• T164 (DenseKoBC3). Relative density 96.8%, Ko stress system, BC3 lateral
boundary condition (no lateral displacement).

• T16Rot (MedIsoRotBC1). Relative density 75%, isotropic stress system, BC1
lateral boundary condition (stress controlled). Free particle rotation allowed.

The final case, T16Rot, is the only analysis where free rotation of the particles
has been allowed.

The issues related to the boundary conditions used will be examined first.
Figure 8a shows the smoothed penetration curves for T163 and T164; their only
difference is the lateral boundary condition: constant stress (BC1) for T163 and no
lateral displacement (BC3) for T164. It can be observed that the lateral boundary
condition has a very strong effect on the computed cone resistance; a similar effect
has been observed in physical tests [14].

Microstructural results for these two cases are collected side-by-side in Fig. 9 to
facilitate comparison. Figure 9a and b illustrate the magnitude of the normal forces
between particles; for clarity, only the forces exceeding the average normal force
are shown. The lines join the centre of contacting spheres and their thickness is

Fig. 8 a Penetration curves for analyses T163 and T164 showing the effect of the lateral boundary
condition. b Penetration curves for analyses T163 and TC20 showing the effect of the applied
stress system
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proportional to the value of the normal force. Figure 9c and d show the displace-
ment vectors projected on a vertical plane passing though the axis of the of the
chamber. A magnification factor of 30 has been used.

Comparing Fig. 9a and b, it is apparent that the network of normal contact forces
is quite different reflecting the influence of the different lateral boundary conditions.

Fig. 9 Microstructural results for analyses T163 (DenseKoBC1) and T164 (DenseKoBC3)
differing in their lateral boundary condition. a and b Contact normal forces for particles lying
within a vertical section of the chamber. Only forces exceeding average normal forces are plotted.
Line thickness is proportional to the magnitude of the normal force. c and d Particle displacement
vectors (magnified by a factor of 30) projected on a vertical section of the chamber. e and f Total
displacement magnitude (normalized by cone diameter) for particles contained in a vertical
chamber section
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Whereas for BC1 (stress controlled) the normal force network extends mainly from
the cone tip downwards and sideways, for BC3 (zero lateral displacement) the
strong normal force network occupies also the region around the shaft. This quite
different force distribution underlies the very differ cone penetration resistances
obtained for those two cases.

Examining the pattern of displacements (Fig. 9c, d, e and f), it can be noted that
a small number of particles close to the cone shaft are entrapped by the cone
movement and exhibit large displacements. This entrapped material forms a kind of
coating around the shaft, not always continuous, with a thickness of about two
particles. In fact, this feature can be observed in all the tests and it therefore appears
independent of the conditions of the analysis. It is probably kinematically-
controlled by the cone penetration itself. Similar observations have been made in
2D DEM analyses [6] and in physical laboratory tests of pile penetration [20].

It is also noticeable that analysis T164 (BC3 boundary condition) has a more
gradual radial reduction of displacements away from the cone whereas in analysis
T163 (BC1 boundary condition) absolute movements are more concentrated around
the cone and shaft. The zero lateral displacement condition also implies that the
vertical movement away from the penetration is upwards to compensate the
downward penetration into the granular material. In contrast, in the analysis with
stress control, T163, penetration is accommodated by the lateral displacements of
the outer material.

Analyses T163 and T20 differ in the stress system applied. Analysis T20 is
performed under isotropic boundary stress conditions with a value of 100 kPa.
Instead, analysis T163 is performed under approximately Ko conditions with a
boundary vertical stress of 313 kPa and a boundary lateral stress of 109 kPa. Note
that the lateral stresses are very similar in both cases. The penetration curves for
those two cases are compared in Fig. 8b. It can be seen that they practically
coincide in spite of the difference between the two stress systems. This is consistent
with the work reported by Houlsby and Hitchman [21] that showed that the
boundary vertical stress has very little influence on the cone resistance measured in
calibration chambers using BC1 conditions.

Figure 10 allows the comparison between the two analyses in terms of contact
normal forces, projected displacement vectors and displacement magnitudes.
Because of the common BC1 conditions, the network of normal contact forces
emerges from the cone tip and it does not involve the trailing shaft. Overall, the
pattern of contact forces and displacement distributions turns out to be quite similar
for both analyses confirming, from a microstructural perspective, the scarce effect of
the boundary vertical stress on the penetration mechanism.

The effect of the initial density of the specimen can be examined comparing
analysis T16, with a relative density of 75.2%, and T20 with a relative density of
90%. All other parameters of the analyses are the same; the boundary conditions are
stress-controlled and isotropic. The penetration curves of the two tests are plotted in
Fig. 11a. As expected, a larger cone resistance is associated with the higher density.

The comparison of microstructural variables for these two analyses is offered in
Fig. 12. The main difference lies in the pattern of contact forces; they are larger and
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more extended in the dense case (T20) reflecting the higher resistance of the denser
material to penetration. In addition, although in both cases the network of strong
normal contact forces sharply decays towards the shaft, the reduction is much more
noticeable in the case of the looser material (T16).

Fig. 10 Microstructural results for analyses T163 (DenseKoBC1) and T20 (DenseIsoBC1)
differing in their boundary stress systems. a and b Contact normal forces for particles lying within
a vertical section of the chamber. Only forces exceeding average normal forces are plotted. Line
thickness is proportional to the magnitude of the normal force. c and d Particle displacement
vectors (magnified by a factor of 30) projected on a vertical section of the chamber. e and f Total
displacement magnitude (normalized by cone diameter) for particles contained in a vertical
chamber section
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So far, all the analyses have been performed preventing any rotation of the
spherical particles. This hypothesis is likely to be reasonable for materials with
angular particles but it may be less acceptable when the grains have a more
spherical shape. It is of interest, therefore, to check on the effects produced by the
zero-rotation feature of the analyses. To this end, an analysis has been performed in
which the particles could rotate freely. This is obviously a limit case, unlikely to be
representative of real materials apart from some cases that are specifically engi-
neered in this way.

The comparison of the penetration curves of the analysis with free rotation,
T16Rot, with the equivalent one with zero rotation (T16) is presented in Fig. 11b.
All other analysis’ conditions are the same: relative density 75.2%, the boundary
conditions are stress-controlled and isotropic. It is clear that the effect of allowing
rotation is drastic, the cone resistance drops by nearly an order of magnitude.

It is immediately apparent that there are important differences in the
microstructural variables in the two analyses (Fig. 13). Thus, when there is no
rolling resistance, the normal contact force network is more diffused and uniform
with no evidence of chains supporting large contact forces. This difference arises
from the known observation that rotational resistance is required to stabilize strong
force chains that disappear if the rolling resistance is reduced to zero. It is not
surprising therefore that the penetration resistance is much lower in this case.
Displacement patterns are also different; in the case of free rotation, large dis-
placements do not penetrate so much below the tip of the cone but they are more
uniformly distributed around the penetration body.

Fig. 11 a Penetration curves for analyses T16 and T20 showing the effect of the initial density of
the granular material. b Penetration curves for analyses T163 and TC20 showing the effect of
allowing free rotation to the particles
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Fig. 12 Microstructural results for analyses T16 (MedIsoBC1) and T20 (DenseIsoBC1) differing
in the initial density of the granular material. a and b Contact normal forces for particles lying
within a vertical section of the chamber. Only forces exceeding average normal forces are plotted.
Line thickness is proportional to the magnitude of the normal force. c and d Particle displacement
vectors (magnified by a factor of 30) projected on a vertical section of the chamber. e and f Total
displacement magnitude (normalized by cone diameter) for particles contained in a vertical
chamber section
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7 Concluding Remarks

Penetration problems are widespread in geomechanics. However, their numerical
simulation is especially challenging because it involves large deformations and
displacements as well as strong non-linearities affecting material behaviour,

Fig. 13 Microstructural results for analyses T16 (MedIsoBC1) with no particle rotation and
T16Rot (MedIsoRotBC1) where particle rotation is freely allowed. a and b Contact normal forces
for particles lying within a vertical section of the chamber. Only forces exceeding average normal
forces are plotted. Line thickness is proportional to the magnitude of the normal force. c and
d Particle displacement vectors (magnified by a factor of 30) projected on a vertical section of the
chamber. e and f Total displacement magnitude (normalized by cone diameter) for particles
contained in a vertical chamber section
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geometry and contact surfaces. In this contribution, the cone penetration test
(CPT) has been analysed numerically using the Discrete Element Method (DEM).
Although a number of simplifications and scale changes have been introduced to
reduce the computational effort to a manageable level, the results obtained indicate
that DEM is a useful technique to tackle this type of problems. An advantage of
DEM is that the complexity of material behaviour can be derived from simple
contact laws using very limited number of parameters. Moreover, large strains and
displacements are naturally accommodated by the procedure.

It has been proved that the DEM analysis is able to provide a very close
quantitative representation of the cone resistances obtained in a large study per-
formed in calibration chambers on Ticino sand. This material is a hard siliceous
sand and therefore not prone to grain crushing in a significant way. Material with
weaker grains (e.g. calcareous sand) would undergo significant particle crushing
and additional developments of the formulation would be required [22].

DEM analysis also yields, by appropriate averaging techniques, relevant infor-
mation concerning mesoscale continuum variables (stresses and strains). Experi-
mental evidence ismore scarce in this case but the results of a quantitative comparison
made with calibration chamber observations are again quite encouraging.

A benefit of DEM analysis is that microstructural variables can be readily
obtained from the computed results. It has been shown that this microstructural
information sheds light on the mechanisms underlying the observed effects of a
number of experimental and analysis features of the penetration tests.

The use of spherical particles in DEM is very favourable computationally but it
requires the incorporation of some rolling resistance in order to obtain realistic
results from the analyses. In the calculations performed, satisfactory results have
been obtained by preventing completely particle rotation, a probably reasonable
assumption for sand with angular particles. However, an analysis allowing free
rotation has shown that the impact of the zero rotation hypothesis is very strong
indeed. Analyses of penetration problems in materials with more rounded particles
will probably require a more nuanced approach to this question.
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A Brief Review on Computational Modeling
of Rupture in Soft Biological Tissues

Osman Gültekin and Gerhard A. Holzapfel

Abstract Physiological and pathological aspects of soft biological tissues in terms
of, e.g., aortic dissection, aneurysmatic and atherosclerotic rupture, tears in tendons
and ligaments are of significant concern in medical science. The past few decades
have witnessed noticeable advances in the fundamental understanding of the mechan-
ics of soft biological tissues. Furthermore, computational biomechanics, with an
ever-increasing number of publications, has now become a third pillar of investiga-
tion, next to theory and experiment. In the present chapter we provide a brief review
of some constitutive frameworks and related computational models with the poten-
tial to predict the clinically relevant phenomena of rupture of soft biological tissues.
Accordingly, Euler-Lagrange equations are presented in regard to a recently devel-
oped crack phase-field method (CPFM) for soft tissues. The theoretical framework is
supplemented by some recently documented numerical results, with a focus on evolv-
ing failure surfaces that are predicted by a range of different failure criteria. A peel test
of arterial tissue is analyzed using the crack phase-field approach. Subsequently, dis-
continuous models of tissue rupture are described, namely the cohesive zone model
(CZM) and the extended finite element method (XFEM). Traction-separation laws
used to determine the crack growth are described, together with the kinematic and
numerical foundations. Simulation of a peel test of arterial tissue is then presented for
both the CZM and the XFEM. Finally we provide a critical discussion and overview
of some open problems and possible improvements of the computational modeling
concepts for soft tissue rupture.
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1 Introduction

Physiological and pathological aspects of soft biological tissues in terms of rupture
are of fundamental interest in medical science. In fact, aortic dissection, aneurysms,
atherosclerosis, tears in tendons and ligaments and interventional treatments such
as balloon angioplasty are common cases where rupture phenomena, mainly driven
by changes in the biomechanical environment, are encountered (Lee et al. [40],
Holzapfel et al. [32], Sharma and Maffulli [61], Katayama et al. [38], Criado [12],
Humphrey and Holzapfel [33] and Kim et al. [39]). This has rendered computational
mechanics very important to guide and improve medical monitoring and preopera-
tive planning. Although a relatively large number of fracture models have hitherto
been proposed in a diverse range of fields in mechanics, the current review article
focuses on those which have been implemented to predict the rupture of soft biolog-
ical tissues, including the cohesive zone model (CZM), the extended finite element
method (XFEM) and the crack phase-field model (CPFM).

Fracture mechanics was pioneered by the works of Griffith [22], Westergaard
[70] and Irwin [36]. That happened in the first half of the last century when the
concepts of energy release rate and the stress-intensity factor were established as
representations of crack growth in solids within the context of linear elastic fracture
mechanics (LEFM). In the 1960s, however, researchers turned their attention to crack-
tip plasticity wherein significant plastic deformations precede failure. During this
time, Dugdale [15] and Barenblatt [4], among others, studied yielding of materials
at the crack tip. Later, Rice [59] used a line integral, which became known as the
J -integral, to express crack initiation and growth which is basically evaluated along
an arbitrary contour near the crack tip. Subsequently, Hutchinson [35] and Rice
and Rosengren [60] managed to relate the J -integral to the crack-tip stress fields
which indicates that the J -integral can be perceived as a nonlinear stress-intensity
parameter as well as an energy release rate. Much of the theoretical foundations of
fracture mechanics was formulated by 1980. A more elaborate historical account
and details of the concepts can be found in the book by Anderson [1]. With the
recent advances in computer technology, computational mechanics has assumed an
increasingly significant role in the modeling of material fracture.

CZMs, introduced by Barenblatt [3] and Dugdale [15], consider fracture as a
separation of two bulk materials which takes place on a cohesive surface placed
in between the bulk element boundaries. The resistance to separation is specified
through a cohesive law (traction-separation law). In fact, tractions vanish when the
separation (opening displacement) reaches a critical value. This method became
particularly appealing for problems where the extent of crack growth or the size of
the yielding zone are unknown/not predetermined. Later on, Needleman [55], Xu
and Needleman [72] and Camacho and Ortiz [11], among several others, modeled
cohesive zones pertaining to the irreversible cohesive laws, adaptive insertion of
surface elements, and the dynamic fracture, respectively. The CZM was applied to
the fracture of a stenotic artery by Ferrara and Pandolfi [16] using an anisotropic
extension of the irreversible cohesive law, as proposed by Ortiz and Pandolfi [56].
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Later on, Ferrara and Pandolfi [17] simulated a peel test of a dissected aortic medial
strip based on the experimental work of Sommer et al. [66]. The main problems
regarding CZMs are the mesh dependency of the results, which can only be resolved
through an increase in the finite element size, and the necessity of remeshing in cases
when the crack path is not known a priori.

XFEM, developed by Belytschko and co-workers [5, 54], is a technique to deal
with fracture without (or with minimal) remeshing. The hallmark of XFEM relies
on the local enrichment functions with additional degrees of freedom on the basis of
partition of unity finite elements (PUFEM), which resorts to Melenk and Babuška
[45]. Moës et al. [54] also incorporated discontinuous displacement fields by using
Heaviside functions. Later, Moës and Belytschko [53] combined the CZM and
XFEM approaches, whereby the previously employed stress intensity factors and the
J -integral methods were replaced by the cohesive laws. The latter modality was then
adopted by Gasser and Holzapfel [21] to simulate dissections in a strip of an aorta.
The main problem associated with XFEM is that it is rather difficult to predict com-
plex crack patterns, e.g., a crack subject to branching.

In contrast to CZMs and XFEM, CPFM utterly bypasses the modeling of discon-
tinuities as the 2D crack surface smears out in a volume domain in 3D, as determined
by a specific field equation alongside the balance of linear momentum describing the
elastic mechanical problem in solids. The well-known limitations, e.g. curvilinear
crack paths, crack kinking and branching angles, emanating from the classical theory
of fracture mechanics are alleviated through a variational principal of the minimum
energy (see Francfort and Marigo [19]), which was followed by a numerical study
(Bourdin et al. [8]) using the �-convergence, see Braides [10] and Bourdin et al. [9].
In addition, a Ginzburg-Landau type of phase-field evolution was used by Hakim and
Karma [26]. The thermodynamically consistent and algorithmically robust formula-
tions of CPFM were introduced by the seminal works of Miehe and co-workers, [49,
52], and were successfully applied to several coupled multi-field problems ranging
from thermo-elastic-plastic fracture to chemo-mechanical fracture (Miehe et al. [47,
48, 51]). The application of CPFM in biomechanics dates back to Gültekin [23]
which was later applied by Gültekin et al. [24, 25] and Raina and Miehe [57] using
anisotropic failure criteria. The numerical aspects of aortic dissections in regard to
the experimental study of Sommer et al. [66] were also investigated by Raina and
Miehe [57] and Gültekin et al. [25].

This book chapter is organized as follows. Section 2 outlines the basics of the
variational setup of the coupled mechanical-fracture problem in the sense of CPFM,
featuring the Euler-Lagrange equations, from which emerge the quasi-static force
balance of momentum and the evolution of the phase-field. Therein, both rate-
independent and rate-dependent formulations are presented. Subsequently, a brief
account of anisotropic failure criteria is provided. Next, an overview of numeri-
cal examination of the phenomena of aortic dissection using CPFM is presented.
Section 3 is concerned with models that introduce a discontinuous domain due to
fracture, namely CZMs and XFEM. A short summary of the traction-separation laws
used to determine the crack growth is provided together with the key aspects of the
kinematic and numerical foundations. A numerical example of a dissecting aorta
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is demonstrated for both the CZM and the XFEM. Finally, Sect. 4 provides a criti-
cal discussion and overview of some open problems and possible improvements in
modeling concepts for soft tissue rupture.

2 Crack Phase-Field Modeling of Failure in Soft Tissues

This section deals with the CPFM to model fracture of solids at finite strains featuring
the primary field variables, namely the crack phase-field d and the deformation map
ϕ in relation to the evolution of the crack and the balance of linear momentum,
respectively. An anisotropic arterial tissue comprised of two families of collagen
fibers is used as the material. A mixed saddle point principle of the global power
balance then yields the Euler-Lagrange equations of the multi-field problem.

2.1 Primary Field Variables of the Multi-Field Problem

Let us consider a continuum body B ⊂ R
3 at time t0 ∈ T ⊂ R and S ⊂ R

3 at time
t ∈ T ⊂ R in the Euclidean space. The finite macroscopic motion of the body is
characterized by the bijective deformation map, i.e.

ϕt (X) :
{

B × T → S,

(X, t) �→ x = ϕ(X, t),
(1)

that transforms a material point X ∈ B onto a spatial point x ∈ S at time t ⊂ R
+, see

Fig. 1. As a second primary field variable we introduce the basic geometric mapping
for the time-dependent auxiliary crack phase-field d such that

d :
{

B × T → [0, 1],
(X, t) �→ d(X, t),

(2)

which interpolates between the intact (d = 0) and the ruptured (d = 1) state of the
material.

2.2 Kinematics

We start with the description of the deformation gradient, i.e.

F = ∇ϕ, (3)
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transforming the unit Lagrangian line element dX onto its Eulerian counterpart dx =
FdX (for the relevant nonlinear continuum mechanics used in this chapter see, e.g.,
the books by Holzapfel [29] and de Souza Neto et al. [14]). Note that ∇[•] and ∇x [•]
denote the gradient operators with respect to the reference configuration and the
spatial configuration, respectively. The determinant of F, the Jacobian J = detF > 0,
characterizes the map of an infinitesimal reference volume element to the associated
spatial volume element. Furthermore, in this chapter we adopt the formalism in the
sense of Marsden and Hughes [44] and equip the two manifolds B and S with the
covariant reference metric tensor G and the spatial metric tensor g transforming the
co- and contravariant objects in the Lagrangian and Eulerian manifolds. As a next
step, we exploit the multiplicative split of F into volumetric Fvol and isochoric F
parts, as introduced by Flory [18], and write

F = FvolF with Fvol = J 1/3I and F = J−1/3F, (4)

where I is the second-order identity tensor. Subsequently we define the unimodular
part of the left Cauchy-Green tensor b as

b = FG−1F
T
, (5)

which is a strain measure in terms of spatial coordinates. The energy stored in a
hyperelastic isotropic material is characterized by the three modified invariants

Ī1 = trb, Ī2 = 1

2

[
Ī 2
1 − tr(b

2
)
]
, Ī3 = det b. (6)

The anisotropic structure of biological tissues makes it necessary to consider addi-
tional invariants. Therefore, we introduce two reference unit vectors M and M′ rep-
resenting the mean fiber orientations, see Fig. 1, and their spatial counterparts as

m = FM, m′ = FM′, (7)

which idealizes the micro-structure of the tissue. Subsequently, we can express the
related Eulerian form of the structure tensors Am and Am′ as

Am = m ⊗ m, Am′ = m′ ⊗ m′. (8)

Finally, we introduce the (physically meaningful) additional invariants

I4 = g : (m ⊗ m), I6 = g : (m′ ⊗ m′), (9)

which measure the squares of stretches along each fiber direction.
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F

B S

xX

ϕ(X, t)

∂Bϕ ∂Sϕ

∂Bt ∂St

M(X)

M (X)

m(x)

m (x)

t0 t

Fig. 1 Nonlinear deformation of an anisotropic solid with the reference configuration B ∈ R
3

and the spatial configuration S ∈ R
3. The nonlinear deformation map is ϕ : B × R �→ R

3, which
transforms a material point X ∈ B onto a spatial point x = ϕ(X, t) ∈ S at time t . The anisotropic
micro-structure of the material point X is rendered by two families of fibers with unit vectors M
and M′. Likewise, the anisotropic micro-structure of the spatial point x is described by m and m′,
as the spatial counterparts of M and M′ (adopted from Gültekin et al. [25])

2.3 Field Equation for Crack Phase-Field
in a Three-Dimensional Setting

The multi-dimensional problem of fracture consists of a deformable mechanical
domain and a non-deformable domain of the phase-field, as depicted in the Fig. 2a
and b, respectively. A sharp crack surface topology at time t can be denoted by
�(t) ⊂ R

2 in the solid body B, with the definition �(d) = ∫
�

dA. In contrast, a
diffusive crack simply approximates the sharp crack surface by a volume integral in
the form of a regularized crack surface functional as

∇d · N = 0σ ·n = t̃

∂Bd

∂Bt

∂Bϕ

Nn l
X ∈ BX ∈ B

dϕ

ϕ = ϕ

Crack phase-field

Γl(d)

Deformation field

(a) (b)

Fig. 2 Multi-field problem: a mechanical problem of deformation; b evolution of the crack phase-
field problem (adopted from Gültekin et al. [25])
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�l(d) =
∫
B

γ(d,∇d)dV, where γ(d,∇d) = 1

2l
(d2 + l2|∇d|2), (10)

denotes the isotropic volume-specific crack surface while l stands for the length-
scale parameter. This can be extended to a class of anisotropic materials via the
introduction of an anisotropic volume-specific crack surface γ up to first order, i.e.

γ(d, Q � ∇d) = γ(d,∇d), ∀Q ∈ G ⊂ O(3), (11)

where Q denotes the rotations in the symmetry group G, a subset of the orthogonal
group O(3) containing rotations and reflections, and � denotes an operator. The
anisotropic structure is then considered by a second-order structure tensor L such
that

L = l2[I + ωM(M ⊗ M) + ωM′(M′ ⊗ M′)], (12)

which aligns the evolution of the crack according to the orientation of fibers in the
continuum using the anisotropy parameters ωM and ωM′ , which regulate the transition
from weak to strong anisotropy. The anisotropic volume-specific crack surface can
now be represented by the alternative form

γ(d,∇d;L) = 1

2l
(d2 + ∇d · L∇d). (13)

We can now state the minimization principle

d(X, t) = Arg
{

inf
d∈W�(t)

�l(d)
}

, (14)

subject to the Dirichlet-type boundary constraint W�(t) = {d|d(X, t) = 1 at X ∈
�(t)}. The Euler-Lagrange equations of the above stated variational principle are
then

d − ∇ · (L∇d) = 0 in B and L∇d · N = 0 on ∂B, (15)

where the non-local effects are considered by the divergence term. In (15)2 N is the
unit surface normal oriented outward in the reference configuration (for a derivation
of the Euler-Lagrange equation see Gültekin [23]).

2.4 Constitutive Modeling of Artery Walls

The effective Helmholtz free-energy function describing the local anisotropic
mechanical response of the intact solid assumes a specific form comprising the effec-
tive volumetric U0(J ), the isotropic � iso

0 and anisotropic �ani
0 parts, i.e. (Dal [13])
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�0(g, F, Am, Am′) = U0(J ) + � iso
0 (g, F) + �ani

0 (g, F, Am, Am′). (16)

It needs to be emphasized that in (16) the multiplicative decomposition of the defor-
mation gradient F is only used for the description of the ground matrix of the artery
wall; in other words, we dispense with the multiplicative decomposition for the fiber
response. The effective volumetric part in (16) is defined as

U0(J ) = κ(J − lnJ − 1), (17)

while the effective isotropic � iso
0 and the effective anisotropic �ani

0 parts are functions
of the invariant arguments. Thus,

� iso
0 (g, F) = �̂ iso

0 ( Ī1), �ani
0 (g, F, Am, Am′) = �̂ani

0 (I4, I6), (18)

which takes on the neo-Hookean and the exponential forms according to Holzapfel
et al. [30],

�̂ iso
0 ( Ī1) = μ

2
( Ī1 − 3), �̂ani

0 (I4, I6) = k1

2k2

∑
i=4,6

{exp[k2(Ii − 1)2] − 1}, (19)

representing the elastic (and isotropic) response of the ground matrix and the two
(distinct) families of collagen fibers, respectively. To give an account of the parame-
ters, κ denotes the penalty parameter enforcing the quasi-incompressible material
behavior in (17), while μ indicates the shear modulus in (19)1. The parameters k1

and k2 in (19)2 denote a stress-like material parameter and a dimensionless parame-
ter, respectively. The anisotropic part contributes to the mechanical response only
when a family of fibers is under extension, that is when the invariants I4 > 1 (and
I6 > 1). Otherwise the relevant part of the anisotropic function should be excluded
from (19)2. For the derivations of the corresponding constitutive response, i.e. the
effective Kirchhoff stress tensor τ 0 and the effective elastic moduli C0 see Gültekin
et al. [25].

2.5 Variational Formulation Based on Power Balance

We hereby establish the theoretical edifice based on the mixed saddle point princi-
ple of the global power balance engendering the coupled Euler-Lagrange equations
governing the evolution of the crack phase-field in (i) a rate-dependent and (ii) a
rate-independent setting, in addition to the balance of linear momentum and the vol-
umetric constraints. For a degrading continuum the Helmholtz free-energy function
becomes

�(g, F, Am, Am′ ; d) = g(d)�0(g, F, Am, Am′), (20)
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where �0 is the effective Helmholtz free-energy function of the hypothetically intact
solid according to (16). The explicit form of the monotonically decreasing quadratic
degradation function g(d) is given by

g(d) = (1 − d)2. (21)

The function (21) describes the degradation of the tissue as the crack phase-field
parameter d evolves, with the following growth conditions:

g′(d) ≤ 0 with g(0) = 1, g(1) = 0, g′(1) = 0. (22)

Degradation is ensured by the first condition, whereas the second and third conditions
set the limits for the intact and the ruptured state of the material. The final condition
indicates a saturation as d → 1. Hence, the volumetric, isotropic and the anisotropic
parts of the free-energy function � = U + �̂ iso + �̂ani for a degenerating material
become

U (J, d) = g(d)U0(J ), �̂ iso( Ī1; d) = g(d)�̂ iso
0 ( Ī1), (23)

�̂ani(I4, I6; d) = g(d)�̂ani
0 (I4, I6),

respectively. In the subsequent treatment, we write the rate of the energy storage
functional by considering the time derivative of the isotropic and the anisotropic
contributions of (23)2,3, which integrated over the domain gives

E(ϕ̇, ḋ;ϕ, d) =
∫
B
(τ : g∇x ϕ̇ − f ḋ)dV . (24)

Therein, we have defined the Kirchhoff stress tensor τ and the energetic force f
such that

τ = g(d)(τ iso
0 + τ ani

0 ), f = −∂d [U (J ; d) + �̂ iso( Ī1; d) + �̂ani(I4, I6; d)].
(25)

The Kirchhoff stress tensor τ is essentially obtained via the effective isotropic and
anisotropic Kirchhoff stress tensors τ iso

0 and τ ani
0 , respectively. Meanwhile, f can be

interpreted as the work conjugate of ḋ . The external action on the body leads to the
external power functional described by

P(ϕ̇) =
∫
B

ρ0γ̃ · ϕ̇dV +
∫

∂Bt

t̃ · ϕ̇ da, (26)

where ρ0, γ̃ and t̃ represent the material density, the prescribed body force and the
spatial surface traction, respectively. In what follows, the crack dissipation functional
D accounting for the anisotropic dissipated energy in the body is introduced as

D(ḋ) =
∫
B

gc[δdγ(d,∇d;L)]ḋdV, (27)
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where δdγ defines the variational derivative of the anisotropic volume-specific crack
surface γ according to (Gültekin et al. [24])

δdγ = 1

l
[d − ∇ · (L∇d)], (28)

and gc indicates the critical fracture energy (Griffith-type critical energy release rate),
see Miehe et al. [49, 52] and Gültekin et al. [24, 25]. Concerning thermodynamics, the
dissipation functional has to be non-negative for all admissible deformation processes
(D ≥ 0), a primary demand of the second law of thermodynamics. This inequality
is a priori fulfilled by the local form of the dissipation functional (27) featuring a
positive and convex propensity (Miehe et al. [52] and Miehe and Schänzel [50]). The
local form of (27) can readily be stated by the principle of maximum dissipation via
the following constrained optimization problem

gc[δdγ(d,∇d;L)]ḋ = sup
β∈E

βḋ, (29)

which can be solved by a Lagrange method yielding

gc[δdγ(d,∇d;L)]ḋ = sup
β,λ≥0

[βḋ − λtc(β; d,∇d)], (30)

where β is the local driving force, dual to ḋ, and λ is the Lagrange multiplier that
enforces the constraint. In addition, the threshold function tc delineating a reversible
domain E is given by

E(β) = {β ∈ R|tc(β; d,∇d) = β − gc[δdγ(d,∇d;L)] ≤ 0}. (31)

Finally, the extended dissipation functional reads

Dλ(ḋ,β,λ; d) =
∫
B
[βḋ − λtc(β; d,∇d)]dV . (32)

2.5.1 Mixed Rate-Independent Variational Formulation Based
on Power Balance

The functionals (24), (26), and (32) are brought together for the description of a
rate-type potential �λ giving rise to the power balance, i.e.

�λ = E + Dλ − P. (33)

On the basis of the rate-type potential (33), the mixed saddle point principle for the
quasi-static process states that



Modeling of Rupture in Soft Tissues 123

{ϕ̇, ḋ,β,λ} = Arg
{

inf
ϕ̇∈Wϕ̇

inf
ḋ∈Wḋ

sup
β,λ≥0

�λ
}

, (34)

with the admissible domains for the primary variables

Wϕ̇ = {ϕ̇ | ϕ̇ = 0 on ∂Bϕ}, Wḋ = {ḋ | ḋ = 0 on ∂Bd}. (35)

By considering the variation of �λ we obtain Euler-Lagrange equations describing
the mixed multi-field problem for the rate-independent fracture of an anisotropic
hyperelastic solid, i.e.

1: J div(J−1τ ) + ρ0γ̃ = 0,

2: β − f = 0,

3: ḋ − λ = 0,

(36)

along with the Karush-Kuhn-Tucker-type loading-unloading conditions ensuring the
principal of maximum dissipation for the case of an evolution of the crack phase-field
parameter d, i.e.

λ ≥ 0, tc ≤ 0, λtc = 0. (37)

The elimination of β and λ through (36)2,3 and the explicit form of the threshold
function tc results in

ḋ ≥ 0, f − gcδdγ(d,∇d;L) ≤ 0, [ f − gcδdγ(d,∇d;L)]ḋ = 0. (38)

The first condition ensures the irreversibility of the evolution of the crack phase-
field parameter. The second condition is an equality for an evolving crack, which is
negative for a stable crack. The third condition is the balance law for the evolution
of the crack phase-field subjected to the former conditions.

2.5.2 Mixed Rate-Dependent Variational Formulation Based
on Power Balance

In this section we deal with the viscous extension of the variational approach. To this
end, we introduce a Perzyna-type viscous extension of the dissipation functional, i.e.

Dη(ḋ,β; d) =
∫
B
[βḋ − 1

2η
〈tc(β; d,∇d)〉2]dV, (39)

where the viscosity η determines the viscous over-force governing the evolution of
ḋ. In (39) the positive values for the threshold function tc are always filtered out
owing to the ramp function 〈x〉 = (x + |x |)/2. The corresponding viscous rate-type
potential reads

�η = E + Dη − P. (40)
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On the basis of (40), we establish a mixed saddle point principle for the quasi-static
process, i.e.

{ϕ̇, ḋ,β} = Arg
{

inf
ϕ̇∈Wϕ̇

inf
ḋ∈Wḋ

sup
β≥0

�η
}

, (41)

with the admissible domains for the primary state variables as given in (35). One can
retrieve the coupled set of Euler-Lagrange equations for the rate-dependent fracture
by simply taking the variation of �η, which gives

1: J div(J−1τ ) + ρ0γ̃ = 0,

2: β − f = 0,

3: ḋ − 1

η
〈tc(β; d,∇d)〉 = 0.

(42)

The explicit form of the threshold function tc recasts the equality (42)3 in the form

f = ηḋ + gcδdγ(d,∇d;L). (43)

The rate-independent setting is recovered for η → 0.

2.6 Crack Driving Function and Failure Ansatz

Focusing on the rate-independent case in (43), for η → 0, we elaborate on the ener-
getic force (25)2. Accordingly, we substitute the Eqs. (21) and (23) into (25)2 to arrive
at

f = 2(1 − d)(U0 + �̂ iso
0 + �̂ani

0 ) = 2(1 − d)�0. (44)

Combining (43) and (44), and considering the rate-independent case together with
(28), the following relation holds

2(1 − d)
�0

gc/ l
= d − ∇ · (L∇d). (45)

With this notion at hand, one can define the dimensionless crack driving function

H = �0

gc/ l
. (46)

As discussed by Miehe et al. [51] the dimensionless characteristics of H allows the
incorporation of different failure criteria. Subsequently, we postulate that a particular
form of the failure Ansatz in accordance with two conditions, i.e. (i) irreversibility
of the crack and (ii) positiveness of the crack driving function ensuring that the crack
growth solely takes place upon loading. Thus,
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H(t) = max
s∈[0,t]

[〈H(s) − 1〉] . (47)

The above ramp-type function reckons on the positive values for H(s) − 1 and keeps
the solid intact below a threshold value, i.e. until the failure surface is reached;
therefore, the crack phase-field does not evolve for H(s) < 1. We also note that (47)
always considers the maximum value of H(s) − 1 in the deformation history thereby
ensuring the irreversibility of cracking. With these adjustments, (45) now takes on
the form

2(1 − d)H = d − ∇ · (L∇d), (48)

where the right-hand side of (48) is the geometric resistance to crack whereas the
left-hand side is the local source term for the crack growth (Miehe et al. [51]). Bearing
this in mind, we recall the rate-dependent case for η �= 0, i.e.

2(1 − d)H = d − ∇ · (L∇d) + ηḋ, (49)

which compares to (43) with the replacement of the dimensional energetic force by
the dimensionless failure Ansatz, the cornerstone of the crack phase-field model. It
needs to be highlighted that the use of a free energy is intrinsic in the phase-field
model; therefore the variational formulation does not apply to cases apart from an
energy-based criterion. Hence, a stress-based criterion can only be incorporated into
(48) or (49) on a rather ad hoc basis.

2.7 Anisotropic Failure Criteria

The dimensionless crack driving function stated in (46) already reflects an energy-
based criterion for a general isotropic material. However, it is well known that most
soft biological tissues exhibit an anisotropic morphology thereby an anisotropic
mechanical response to loading. We herein give a short description of the anisotropic
failure criteria which may manifest the rupture phenomena in coherence with clini-
cal observations. For simplicity the ensuing formulations are established according
to the assumption that the principal axes of anisotropy lie on the axes of reference.
Nonetheless, transformation of stress components can be achieved without much
effort. For more details the reader is encouraged to look at Gültekin et al. [25].

2.7.1 Energy-Based Anisotropic Failure Criterion

Two distinct failure processes are assumed to govern the cracking of the ground
matrix and the fibers, as suggested by Gültekin et al. [24]. Accordingly, the ener-
getic force in (44) can be additively decomposed into an isotropic part fiso and an
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anisotropic part fani such that

fiso = 2(1 − d)(U0 + �̂ iso
0 ), fani = 2(1 − d)�̂ani

0 , (50)

which, in their turn, modify (45) into two distinct fracture processes which are super-
posed to give the following relation

(1 − d)H = d − 1

2
∇ · (L∇d), with H = Hiso + Hani

, (51)

where the dimensionless crack driving functions are defined as

Hiso = U0 + �̂ iso
0

giso
c / l

, Hani = �̂ani
0

gani
c / l

. (52)

Therein, giso
c / l and gani

c / l are the critical fracture energies over the length scale for the
ground matrix and for the fibers, respectively. Finally, we mention here the modified
forms of the rate-dependent and rate-independent cases of the crack evolution, i.e.

(1 − d)H = d − 1

2
∇ · (L∇d), (1 − d)H = d − 1

2
∇ · (L∇d) + ηḋ. (53)

2.7.2 Stress-Based Anisotropic Tsai-Wu Failure Criterion

Composed of a scalar function of two strength tensors, i.e. linear and quadratic
forms, the Tsai-Wu criterion (Tsai and Wu [68]) recasts the dimensionless crack
driving function H in (46) in regard to the effective Cauchy stress tensor σ0 in the
following form

H = T : σ0 + σ0 : T : σ0, (54)

where T and T denote the second- and fourth-order strength tensors, respectively.
Through a series of assumptions and simplifications introduced by symmetry rela-
tions we end up with the following expression

Tii = 1

(σu
i )

2
(55)

for the diagonal terms of the fourth-order strength tensor related to ultimate normal
and shear stresses, where i ∈ {1, . . . , 6}. For a comprehensive analysis of the sim-
plifications and assumptions the reader is referred to Tsai and Wu [68] and Tsai and
Hahn [67].
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2.7.3 Stress-Based Anisotropic Hill Failure Criterion

Considered as an anisotropic extension of the von Mises-Huber criterion, the Hill
criterion (Hill [28]) is based on a quadratic form of the dimensionless crack driving
function H in (46) such that

H = σvm
0 : T : σvm

0 , (56)

where σvm
0 represents the effective von Mises stress tensor. The components of σvm

0
can be defined in terms of

σvm
01

= σ01 − σ02 , σvm
02

= σ02 − σ03 , σvm
03

= σ03 − σ01 ,

σvm
04

= σ04 , σvm
05

= σ05 , σvm
06

= σ06 .
(57)

The fourth-order strength tensor T pertains to the effective normal stresses and shear
stresses, as described in Gültekin et al. [25]. The Hill criterion essentially admits a
surface of von Mises-Huber-type along the isotropic directions.

2.7.4 Principal Stress Criterion

Developed on the basis of principal stresses the criterion of Raina and Miehe [57]
reports on the spectral decomposition of the effective Cauchy stress tensor and takes
the positive principal stresses into account, i.e.

σ+
0 =

3∑
i=1

〈σ0i 〉ni ⊗ ni , (58)

where σ0i denote the effective principal stresses, and ni are the corresponding eigen-
vectors for i ∈ {1, 2, 3}. Accordingly, the dimensionless crack driving function H in
(46) is rewritten in the following format

H = σ+
0 : T : σ+

0 , (59)

where the fourth-order strength tensor T is presented as

(T)i jkl = 1

4σ2
crit

(Aik A jl + Ail A jk) . (60)

Therein, σcrit denotes the reference critical stress associated with uniaxial loading in a
certain axis that can be conceptually replaced by an ultimate stress. The second-order
anisotropy tensor A is expressed in index notation for i, j, k, l ∈ {1, 2, 3}. Details
can be found in Raina and Miehe [57].
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2.8 Finite Element Formulation

By considering a discrete time increment τ = tn+1 − tn , where tn+1 and tn stand for
the current and previous time steps respectively, we carry out a decoupling of the
sub-problems, namely the mechanical and the crack phase-field by appealing to a
one-pass operator-splitting algorithm, i.e.

ALGOCM = ALGOC ◦ ALGOM. (61)

Here, such an algorithm yields a decoupling within the time interval and results in
partitioned symmetric structures for the two sub-problems. Accordingly, the algo-
rithm for each sub-problem is obtained as

(M) :
{
J div(J−1τ ) + ρ0γ̃ = 0,

ḋ = 0,
(C) :

{
ϕ̇ = 0,

d − ∇ · (L∇d) − 2(1 − d)H + ηḋ = 0.

(62)

The algorithm (M) is the mechanical predictor step which is solved for the frozen
crack phase-field parameter d = dn , while the algorithm (C) is the crack evolution
step for the frozen deformation map ϕ = ϕn . The remainder of the formulation is
summarized in Table 1. A staggered solution procedure is implemented based on a
one-pass operator-splitting of the coupled Euler-Lagrange equations on the temporal
side whereas a Galerkin-type weak formulation on the spatial side furnishes the finite
element formulation along with the rate-dependent setting of the phase-field. Such
a solution algorithm successively updates the crack phase-field and the deformation
map in a typical time step by means of a Newton-Raphson scheme. For an elaborate
treatment of discretization methods and a staggered solution procedure based on a
one-pass operator-splitting, the reader is referred to, e.g., Miehe [46], Wriggers [71],
Miehe et al. [49] and Gültekin et al. [24, 25].

Table 1 General algorithm for the multi-field problem in [tn, tn+1]

1. Initialization – At time tn given: deformation map, phase-field, history field ϕn , dn , Hn

2. Update – Update the prescribed loads γ̃, ϕ and t̃ at current time tn+1

3. Compute ϕn+1 – Determine ϕn+1 from the minimization problem of elasticity

ALGOM • Gϕ =
∫
B
[g∇x (δϕ) : τ ]dV −

∫
B

δϕ · ρ0γ̃dV −
∫

∂B
δϕ · t̃da = 0

4.Compute history – Check crack initiation/propagation condition, update history

• H(tn+1) ←
{
H(tn) if H(tn+1) < H(tn)

H(tn+1) else

5. Compute dn+1 – Determine dn+1 from the minimization problem of crack topology

ALGOC •
Gd =

∫
B

δd[d − 2(1 − d)H + η
(d − dn)

τ
]dV +

∫
B

∇(δd) · L∇ddV = 0
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2.9 Representative Numerical Examples

We now demonstrate the performance of the proposed model applied to rupture of
soft biological tissues. The other aim is to investigate the failure criteria introduced
in Sect. 2.7 from a numerical point of view. In particular, the failure surface and the
crack propagation associated with distinct failure criteria are compared with each
other for rather simple numerical examples.

2.9.1 Numerical Investigation of the Failure Surfaces

We provide an insight to the initiation of the crack with regard to different failure
criteria. The example, taken from Gültekin et al. [25], deals with a homogeneous
problem with a unit cube discretized by one hexahedral element resolving the ana-
lytical solution for the deformation and stress via discarding all non-local effects due
to the gradient of the crack phase-field ∇d, see Fig. 3a. As a loading protocol, we
first consider uniaxial extension tests along the x-, y- and z-directions with a stretch
ratio λx = λy = λz = 2 which is followed by a series of planar biaxial deformations
in the xy-plane with stretch ratios λx : λy = 2 : 1.1, 2 : 1.25, 2 : 1.5, 2 : 1.75, 2 : 2,
1.75 : 2, 1.5 : 2, 1.25 : 2, 1.1 : 2. Stretch ratios in the xz- and yz-planes for λx : λz

and λy : λz are applied in an analogous manner as for λx : λy , see Fig. 3b–d. The
tissue is regarded as transversely isotropic consisting of one family of fibers with
orientation M along the x-direction, and it is embedded in the ground matrix. The
elastic material parameters and the crack phase-field parameters are listed for each
failure criterion in Table 2 (for more details see Gültekin et al. [25]).

Figure 4a–c illustrate the resulting failure surfaces at the instance when d �= 0 for
the energy-based criterion, the Tsai-Wu criterion and the principal stress criterion,
respectively. The results conspicuously retrieve ellipsoidal failure surfaces. It needs to
be emphasized that one can envisage a zone between the macroscopic onset (d �= 0)
and the completion (d = 1) of the crack in the context of diffusive crack modeling

λxλx

λyλy

λzλzx
y

z

M

(a) (b) (c) (d)

Fig. 3 a Unit cube of a transversely isotropic tissue consisting of one family of fibers with orien-
tation M parallel to the x-direction, initially subjected to uniaxial deformations in the x-, y-, and
z-directions followed by a series of planar biaxial deformations b in the xy-plane; c in the xz-plane;
d in the yz-plane (adopted from Gültekin et al. [25])
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Table 2 Elastic material parameters and crack phase-field parameters for a transversely isotropic
material studied in Sect. 2.9.1

Elastic μ = 10 kPa

k1 = 20 kPa

k2 = 1

Crack phase-field Energy-based
criterion

giso
c = 5 kPa mm gani

c = 15 kPa mm

Tsai-Wu criterion σu
x = 140 kPa σu

y = σu
z = 20 kPa

Principal stress
criterion

σcrit = 140 kPa a1 = 1 a2 = a3 = 7

Hill criterion σu
x = 30 kPa σu

y = σu
z = 20 kPa

σxxσxx

σxx σxx

σyy σyy

σyyσyy

σzz σzz

σzzσzz

(a) (b)

(c) (d)

Fig. 4 Failure surfaces in regard to Cauchy stresses σxx , σyy and σzz in kPa at which the failure
conditions are satisfied, leading to d > 0 for a the energy-based; b the Tsai-Wu; c the maximum
principal stress; d the Hill failure criterion (adopted from Gültekin et al. [25])
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such as the crack phase-field. This example points out the associated macroscopic
onset of the crack. Figure 4d shows the failure surfaces obtained at d �= 0 for the Hill
criterion (Sect. 2.7.3). In fact, these criteria induce surfaces diverging from being
ellipsoidal. In particular, the isotropic failure envelope on the yz-plane eventually
becomes discernable, see Fig. 4d, which recovers the von Mises-Huber criterion, as
expected.

2.9.2 Peel Test Numerically Analyzed with Different Failure Criteria

Peel tests bear an immense resemblance to the physical phenomena of, e.g., aortic
dissections and allow a numerical investigation of the dissection propagation in terms
of various failure criteria mentioned in Sect. 2.7. The benchmark with an initial tear
models a hypothetical artery comprised of a single family of fibers with orientation
M. The geometric and discrete descriptions of the problem are illustrated in Fig. 5a
and b, respectively. The strip was discretized with 2 640 mixed Q1P0 eight-node
hexahedral elements. Nodes on the plane at y = 0 are fixed in all directions and a
horizontal displacement ux = 4 mm is incrementally applied at the arms on the top
plane in the x-direction. Plain strain conditions are considered in the z-direction.
The elastic material parameters are according to Gasser and Holzapfel [21]. The
penalty parameter and the length-scale parameter are chosen as κ = 1 000 kPa and
l = 0.05 mm, respectively. The viscosity parameter is adjusted to be η = 1 kPa s
for the energy-based criterion and η = 10 kPa s for the stress-based criterion while
the anisotropy parameters are selected as ωM = 1.0 and ωM′ = 0 fulfilling weak
anisotropy. The other phase-field parameters are taken from Gültekin et al. [25].

The analyses are performed according to the energy-based, the Tsai-Wu, the prin-
cipal stress and the Hill criterion while the two arms of the strip separated by an initial
tear are being pulled in opposite directions, see Fig. 6. It has been observed that the
use of stress-based criteria, in general, leads to a crack propagation susceptible to
boundary effects not observed in the case of the energy-based criterion.

ux

uxx
y

z

(a) (b)

M

4.01.2

0.6

0.05

Fig. 5 a Geometry of the strip with a single family of fibers with orientation M in the y-direction,
corresponding to the collagenous component of the material. The strip is torn apart by means
of a displacement ux applied at the two arms in the positive and negative x-direction; b finite
element mesh of the corresponding geometry. Dimensions are provided in millimeters (adopted
from Gültekin et al. [25])
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10

d

(a)

(b)

(c)

(d)

Fig. 6 Evolution of the crack phase-field d for a the energy-based; b the Tsai-Wu; c the principal
stress criterion; d the Hill criterion, as the arterial tissue with an initial tear is being pulled in two
opposite directions (adopted from Gültekin et al. [25])

We close this section by providing a short discussion on the study by Raina and
Miehe [57] in which the phase-field of fracture is used to simulate the delamination of
the aortic media with the principal stress criterion imparted in Sect. 2.7.4. Although
the overall problem setup is akin to the one explained in this section, the finite element
mesh comprises of 7 000 displacement-based four-noded quadrilateral elements in
2D. The selected material parameters agree favorably with the parameters identified
by Gasser and Holzapfel [21]. Figure 7 shows the contours of the phase-field para-
meter d at different stages of the deformation, while Fig. 8 provides the load per unit
width on one side of the pre-crack at the top line versus the displacement. A good
agreement of the plot with the average experimental curve identified by Sommer et
al. [66] is discernable.
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Fig. 7 Contours of the crack phase-field d illustrate the crack propagation in the deformed config-
uration (adopted from Raina and Miehe [57])

Fig. 8 Plot of load per unit
width on one side of the
pre-crack at the top line
against the applied
displacement, which is
compared with the average
experimental data from
Sommer et al. [66] (adopted
from Raina and Miehe [57])

3 Discontinuous Models of Rupture in Soft Biological
Tissues

Endeavors were made to obtain a variational framework for the XFEM and the CZM.
In the XFEM, cracks are represented by the enriched nodes enabling asymptotic and
discontinuous fields through additional degrees of freedom. CZMs are, however,
described by (surface-like) interface elements compatible with general finite element
discretization. The concept of cohesive law and XFEM are combined in Moës and
Belytschko [53] so that tractions on the crack surface are governed by a traction-
separation law. This mixed concept was implemented to model the dissection of
an aorta in Gasser and Holzapfel [21] along with the PUFEM. In the forthcoming
sections we describe this approach and exploit the mixed saddle point principle.
Model implementations are verified by finite element analyses of an abdominal aortic
media subject to delamination (mode-I), in accordance to Gasser and Holzapfel [21]
and Ferrara and Pandolfi [17].
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3.1 Discontinuous Kinematics

Let us assume a continuum body B ⊂ R
3 at time t0 ∈ T ⊂ R and S ⊂ R

3 at time
t ∈ T ⊂ R in the Euclidean space. In view of the entire domain, we assume a strong
discontinuity surface ∂Bd and ∂Sd in the reference and the spatial configuration,
see Fig. 9. The discontinuity separates B into two subdomains B+ and B− located
in the reference configuration rendering the features ∂Bd ∩ B+ = ∅, ∂Bd ∩ B− = ∅
and ∂Bd ∪ B+ ∪ B− = B. Their spatial counterparts are delineated by ∂Sd, S− and
S+. The orientations of a material point Xd and the related spatial point xd located
on the discontinuous surfaces are characterized by their normal vector Nd and nd,
respectively. The essential and the neutral boundary conditions with respect to the
reference and spatial configurations are shown in Fig. 9.

Next, we rephrase the deformation map and introduce an additive split of ϕ into
a compatible part ϕc and an enhanced part ϕe, see Simo et al. [65] and Armero and
Garikipati [2]. Thus,

∂Bd ∂Sd

∂Bt

∂St

ϕ= ϕ̄

ϕ= ϕ̄ ∂Bϕ

∂Sϕ

Xd xd

N

n

Nd nd

T̃ = SN

t̃ = σn

B+

B−

S+

S−

Fe

Fd

Fc

Fig. 9 Discontinuous kinematics representing the reference configuration ∂Bd ∪ B+ ∪ B− = B
and the spatial configuration ∂Sd ∪ S+ ∪ S− = S of a body subject to the essential and the neutral
boundary constraints with the associated deformation gradients Fd, Fe and Fc. Surface tractions on
the body surface are denoted by t̃ (spatial) and T̃ (referential) with respect to the Cauchy stress tensor
σ and the second Piola–Kirchhoff stress tensor S along with the unit normal vectors n (spatial) and
N (referential). The cohesive tractions on the cohesive surfaces are related to nd, the unit spatial
normal on ∂Sd
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ϕ = ϕc + Hϕe, (63)

whereH denotes the Heaviside function, with values 0 and 1 associated with X ∈ B−
and X ∈ B+, respectively. The assumption that ∂Sd is the map of ∂Bd enables the
introduction of an average deformation gradient Fd which resorts to Wells [69], i.e.

Fd = ∇ϕc + 1

2
ϕe ⊗ Nd, (64)

where the spatial discontinuity normal nd is defined by a contravariant push-forward
of the normal vector Nd such that

nd = FT−1
d Nd

|FT−1
d Nd|

, (65)

which gives the preferred direction for anisotropic traction-separation laws. Addi-
tionally, we define the compatible deformation gradient Fc as

Fc = ∇ϕc from B− to S−, (66)

and the enhanced deformation gradient Fe as

Fe = ∇ϕc + ∇ϕe from B+ to S+. (67)

3.2 Traction-Separation Law

The theory of standard dissipative solids treated via potential-based models are well-
established by Biot [7] and Halphen and Nguyen [27], among others. Accordingly,
Ortiz and Pandolfi [56] postulated the general form of an objective free-energy density
per unit undeformed area ∂Bd which can be interpreted as a cohesive potential or
elastic energy stored in the cohesive surfaces, see, e.g., Xu and Needleman [72]. The
constitutive law for the cohesive surface is conjectured to be a phenomenological
relation between the traction and the displacement jump across the surface. The
general form reads

φ = φ̂(ud, d), (68)

where ud is referred to as the discontinuous displacement representing the displace-
ment jumps, while d is an internal scalar variable accounting for damage. Now, we
give an account for two particular forms of this cohesive potential.
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3.2.1 Isotropic Cohesive Law

Gasser and Holzapfel [21] uses an isotropic particularization of the cohesive potential
according to

φ = φ̂(i1, d) = t0
2d

exp(−adb)i1, (69)

where i1 = ud · ud defines the first invariant, t0 denotes the cohesive tensile strength
whereas a and b are non-negative parameters which retrieve the softening response
of the material based on mode I fracture. Then the cohesive traction td is defined by

td = ∂udφ = t0
2d

exp(−adb)ud. (70)

Details about the calculation of the cohesive traction and how to extend it to the
anisotropic case can be found in Gasser and Holzapfel [20, 21].

3.2.2 Anisotropic Cohesive Law

Ferrara and Pandolfi [16] implement cohesive laws by postulating specific forms of
the cohesive potential as, e.g.,

φ = φ̂(ud,1, ud,2, ud,n, d), (71)

where the opening displacements are introduced as

ud,1 = ud · m, ud,2 = ud · m′, ud,n = ud · mn. (72)

Therein, m and m′ designate the unit vectors representing the mean fiber orientations
on ∂Sd (compare with (7)), with their normal component mn = m × m′. Then, the
cohesive traction td is given by

td = ∂udφ = ∂ud,1 φ̂m + ∂ud,2 φ̂m′ + ∂ud,n φ̂mn. (73)

For further simplifications on the cohesive tractions the interested reader is
encouraged to see the papers by Ortiz and Pandolfi [56] and Ferrara and Pandolfi
[16].

3.3 Finite Element Formulation

The above elucidated mixed modeling (XFEM/PUFEM and CZM for cohesive crack
growth) requires that the discontinuities at the crack tip are adequately described by
enriching functions such as H. The displacement field u is, e.g., interpolated as
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u =
nelem∑
I=1

N IuI
c + H

nelem∑
I=1

N IuI
e , (74)

where N I denotes the standard (polynomial) interpolation functions with the index I
running from 1 to nelem, the number of nodes per element. Therein, uc and ue indicate
the matrix notation of the associated compatible and enhanced nodal displacement
vectors. An important aspect is that the sum of the shape functions must be unity,
see Melenk and Babuška [45]. What follows is a standard Galerkin procedure of
the problem at hand and the corresponding linearization. It should be noted that as
the element stiffness matrix generally becomes non-symmetric, the application of
appropriate solvers are indispensable if a quadratic rate of convergence is sought.
Details in regard to finite element formulations and their implementations can be
found in Gasser and Holzapfel [20, 21].

3.4 Representative Numerical Examples

For the sake of comparison, numerical examples handling the peel test, based on the
experimental data of Sommer et al. [66], are presented.

3.4.1 Analysis of a Peel Test According to Gasser and Holzapfel [21]

The contribution [21] uses both XFEM and CZM in order to model a 3D medial aortic
strip with geometry and boundary conditions by analogy with Fig. 5. Two families
of collagen fibers oriented by an angle of ±5◦ with respect to the circumferential
direction manifests the morphology of the tissue. The finite element mesh consists
of 9 993 standard tetrahedral elements and involves a refinement around the regions
where the crack growth is expected.

The required elastic parameters are accommodated from Holzapfel et al. [31],
whereas the cohesive materials are identified according to the experimental data by
Sommer et al. [66]. Therein, the dissection failure response of the media, albeit sub-
ject to a rather large standard deviation, is found to be anisotropic as the load required
to dissect a strip in the longitudinal direction is higher than that in the circumferen-
tial direction (35.0 ± 16.0 vs. 23.0 ± 3.0 mN/mm). The cohesive law used here, see
Sect. 3.2.1, delineates an isotropic failure where only the tensile strength normal to
the cohesive surface is taken into account.

Computations are performed by using approximately 200 displacement incre-
ments and the non-symmetric system of algebraic equations are monolithically han-
dled by a direct solver. The distribution of the radial component σr = r · σ · r of
the Cauchy stress, with r being the spatial radial direction vector, is demonstrated in
Fig. 10. Thereby five different stress states are illustrated which are labeled as (a)–
(e). The corresponding load-displacement response is provided via Fig. 11. Upon
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Fig. 10 Spatial distribution and evolution of the radial Cauchy stress σr during the propagation of
a dissection within a strip of an aortic media (adopted from Gasser and Holzapfel [21])

Fig. 11 Comparison of the
(average) experimental
load/width with the
computed load/width
required to propagate a
dissection in an aortic human
media (adopted from Gasser
and Holzapfel [21])
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exceeding a threshold value of the load, the response starts to exhibit an oscilla-
tory behavior followed by a gradual degradation after a gap displacement of 4 mm.
The plateau region obtained through numerical analysis is in accordance with the
experimental data.
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3.4.2 Analysis of a Peel Test According to Ferrara and Pandolfi [17]

The study [17] applies the cohesive zone approach to handle a 3D medial aortic strip
with geometry and boundary conditions by analogy with Fig. 5. The strip represents
a specimen cut out in the circumferential direction with two families of fibers defined
by an angle ± 5◦ with respect to the circumferential axis. In order to study the effect
of the mesh size, the geometry is discretized by a coarse, a medium, and a fine mesh
with 10-node standard tetrahedral elements, respectively. The material parameters
for the hyperelastic model and the anisotropic cohesive law can be found in Ferrara
and Pandolfi [17]. Although the anisotropic cohesive law is employed according to
Sect. 3.2.2, problems related to a higher degree of anisotropy occurred which resulted
to a breakage of the arms due to bending. This undesired behavior can only be evaded
by restricting the crack path along the middle surface of the 3D model.

Figure 12 shows the deformed configurations of three snapshots as the two arms
are stretched apart, and the contour levels indicate (a) the first and (b) the second
principal Cauchy stress, respectively. As a matter of fact, the second principal Cauchy
stress represents the normal component of the stress to the dissecting plane. Figure 13
shows the relationship between the force/width and the total separation of the two
arms. The asymptotic behavior of the numerical results is verified through the imple-
mentation of three simulations with three different mesh sizes. It is found that the
remarkable decrease in the amplitude of the oscillations upon reaching the plateau
region is achieved with the finer mesh which resolves the characteristic length scale.
Besides, the average pulling force per unit width of 28 mN/mm falls in the range
described by experimental data.

Fig. 12 Evolution of the dissection at three different stages: onset of the dissection, 2 and 4 mm of
imposed displacement. Contour levels in MPa refer to a the first and b the second principal Cauchy
stress. With reference to the arterial geometry, the second principal stress corresponds to the radial
component (adopted from Ferrara and Pandolfi [17])
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Fig. 13 Effects of the mesh
size on the numerical
simulation of the artery
dissection, and comparison
with the experimental data
from Sommer et al. [66]
(adopted from Ferrara and
Pandolfi [17])
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4 Discussion

Apart from the traditional finite element method relying on mesh-based discretization
of the spatial domain, other methods that do not rely on finite element discretization
such as meshfree methods based on peridynamic models (Silling [63] and Silling
and Askarib [64]), the element-free Galerkin method (Belytschko et al. [6]), and
smoothed particle hydrodynamics (Libersky and Petschek [42]), have recently been
applied to soft tissue mechanics, see, e.g., Jin et al. [37] and Rausch et al. [58]. The
study of Rausch et al. [58] simulated the delamination of an aortic strip according
to the experiments performed by Sommer et al. [66], and demonstrated a qualitative
agreement of the numerical results with experimental data. Nonetheless, it is also
worth mentioning that meshless methods, when utilized in the finite strain context,
may require several expedients to suppress non-physical results, e.g., local viscosity
augmented to hyperelasticity models to help stabilize the solution, or tracking of free
surface particles in order to impose traction-free responses.

Ferrara and Pandolfi [17] adjusted the cohesive law in order to prevent the breakage
of the arms and to capture a physically relevant peeling which occurs at the middle of
the pre-cracked region. It is worth mentioning that such interventions are not required
for the CPFM when an energy-based failure criterion is used. Apart from that, in
both CZM and XFEM, due to their discontinuous setting, the allowed crack paths
are prescribed to be along the middle surface of the geometry which render these
approaches impractical for complex geometrical and morphological situations as,
e.g., a 3D model of dissection propagating through an ascending aorta. It also needs to
be emphasized that the presented approaches focus only on the mechanical fracture of
solids/tissues, and they completely ignore the intricate feed-back mechanism between
the mechanical and the biochemical environment of tissues which may evoke bio-
chemo-mechanical fracture.
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The mechanical behavior of arterial walls before and after crack initiation is very
much dependent on the local variability of collagen, and on the presence of micro-
defects and micro-calcifications, see, e.g., Marino and Vairo [43] and Hutcheson
et al. [34]. On the top of that, the hierarchical structure of collagen fibers, the main
contributor of the mechanical response of soft tissues, is evident from morphological
investigations (Sherman et al. [62]). Hence, multi-scale approaches to rupture of soft
tissues may provide more physically relevant and holistic approximations than the
above-stated macro models.

There is a pressing need for more advanced computational models that can predict
the propagation of cracks and the ultimate rupture of soft biological tissues resulting
from atherosclerotic plaques, aneurysms, aortic dissection etc. based on clinically
available patient-specific data. Such models should also be informed by the under-
lying mechanobiology of, e.g., the lipid absorbing leukocytes (Libby et al. [41]),
matrix-metalloproteinases, Marfan’s syndrome, to name but a few (Humphrey and
Holzapfel [33]). Growth and remodeling of lesions triggered by mechanobiology
should also be taken into account. The focus of modeling and simulation should
be more on the tissue structure rather than on a phenomenological description, and
should move towards personalized data, ultimately leading to the establishment of
soft tissue rupture simulation as a key tool in medical monitoring and planning of
surgical intervention.
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Performance Comparison of Nodally
Integrated Galerkin Meshfree Methods
and Nodally Collocated Strong Form
Meshfree Methods

M. Hillman and J.S. Chen

Abstract For a truly meshfree technique, Galerkin meshfree methods rely chiefly
on nodal integration of the weak form. In the case of Strong Form Collocation
meshfree methods, direct collocation at the nodes can be employed. In this paper,
performance of these node-based Galerkin and collocation meshfree methods is
compared in terms of accuracy, efficiency, and stability. Considering both accuracy
and efficiency, the overall effectiveness in terms of CPU time versus error is also
assessed. Based on the numerical experiments, nodally integrated Galerkin mesh-
free methods with smoothed gradients and variationally consistent integration yield
the most effective solution technique, while direct collocation of the strong form at
nodal locations has comparable effectiveness.

1 Introduction

There are several attractive features of both Galerkin- and Strong Form
Collocation-based meshfree methods, each with their own drawbacks as well. In
Galerkin-based methods, their implementation is similar to the finite element
method (FEM). They have been shown to be effective for solving problems which
are difficult for traditional FEMs [1–5], provide straight-forward h-adaptivity [6, 7],
arbitrary order of smoothness, among many other unique properties that can be
leveraged in solving PDEs [8]. On the other hand, special techniques are required to
obtain optimal convergence without the employment of high-order quadrature [9].
If nodal integration is used, stabilization must also be employed [10]. Essential
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boundary conditions also need special treatment as well since meshfree methods do
not in general possess the Kronecker delta property [11].

Nodal integration has been employed for quadrature in Galerkin meshfree
methods for several reasons. Foremost, it maintains the meshfree characteristic of the
method as opposed to using background meshes for integration. It also offers sim-
plicity, efficiency, and ease of implementation. As such, the properties of solutions
obtained by the Galerkin method with nodal integration have been thoroughly
examined, and it is now well known that poor convergence and solution instability
can be encountered when left untreated [9, 12–14]. The poor convergence is
attributed to the inaccuracy in integrating the weak form [15], while the instability is
due to the choice of quadrature locations which yield zero strain energy associated
with sawtooth modes [10]. Several nodal integration methods have been developed
to circumvent either of these problems, or both [12–14, 16–19]. Many methods are
available which circumvent the stability issue such as residual-based methods
[12, 13], stress points [10, 20, 21], Taylor expansion of strains [19, 22, 23],
gradient-based approaches [24], or strain smoothing with divergence operation of
the averaged integral [14]. The strain smoothing method can achieve both optimal
convergence and solution stability. This technique was based on satisfaction of the
so-called integration constraint [14], which was later generalized to the variational
consistency conditions [9]. A method has been developed to satisfy these conditions
by employing a Petrov-Galerkin formulation [9]. Recently, a two-level smoothing
technique was developed to satisfy the quadratic constraints [25]. Several strategies
exist to address other issues with domain integration, but are beyond the scope of
discussion in this chapter.

The strong-form based collocation meshfree methods [26–28] are generally very
simple to implement. They do not suffer from quadrature issues, nor do they require
special techniques for enforcement of essential boundary conditions other than
applying weights for optimal accuracy in the solution [29]. They also offer several
of the attractive features of their Galerkin counterpart such as straightforward
adaptive refinement. To the authors’ knowledge, they do not suffer from spatial
instability when nodal locations are employed as collocation points.

In the linearization of second order PDEs however, the implementation of col-
location methods is not as straightforward as the Galerkin technique, since it
requires third order derivatives of the approximation functions, which also increases
computational cost. While collocation circumvents quadrature issues, a sufficient
number of collocation points is still required for optimal convergence [28, 30]. The
solution of second order PDEs in general requires second order derivatives which is
not a negligible cost in local meshfree approximations such as the reproducing
kernel [28], and quadratic accuracy is also required for convergence [28]. It should
be noted that the former issue can be overcome by the employment of implicit
gradient approximations [31].

Considering the benefits of each method along with their associated costs, a
tradeoff exists and warrants examination. In this work, focus is on the class of
nodally collocated strong form and nodally integrated weak form based meshfree
methods. These two methods are of interest in that they both offer truly meshfree
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solutions to PDEs. The Galerkin version requires quadrature treatment, so varia-
tionally consistent integration is employed. The tradeoff between efficiency and
accuracy is examined, as well as the stability of the numerical solution. To present a
unified analysis, we focus on the reproducing kernel approximation as a basis for
these two methods.

This chapter is organized as follows. Section 2 gives an overview of the con-
struction of the reproducing kernel approximation. A model problem and discussion
of the solution by Strong Form Collocation and the Galerkin method are presented
in Sect. 3, and techniques employed to obtain stable and convergent solutions in
nodal integration of the Galerkin method are also given. Section 4 presents several
numerical examples, and compares the convergence rates, effectiveness (CPU time
versus error), and stability of the two methods. The several conclusions that can be
drawn from the study are given in Sect. 5.

2 Reproducing Kernel Approximation

Let a domain Ω=Ω∪ ∂Ω be discretized by a set of NP nodes N =
x1, ⋯, xNP jxI ∈Ω

� �
with corresponding node numbers Z = fIjxI ∈Ng. The

nth order reproducing kernel (RK) approximation uhðxÞ of a function uðxÞ is [1, 32]:

uh(x) = ∑
I ∈Z

Ψ ½n�
I (x)uI ð1Þ

where fΨ ½n�
I (xÞgI ∈Z is the set of RK shape functions, and fuIgI ∈Z are the asso-

ciated coefficients. The shape functions Ψ ½n�
I (x) are constructed by the product of a

kernel function Φa(x− xI) and a correction function C½n�(x; x− xI):

Ψ ½n�
I (x) =Φa(x− xI)C½n�(x; x− xI) ð2Þ

where

C½n�ðx; x− xIÞ= fH½n�ðx− xIÞgTb½n�ðxÞ. ð3Þ

In the above, b½n�(x) and H½n�(x− xI) are column vectors of coefficients and nth
order complete monomials, respectively. For example, for quadratic basis (n=2) in
two dimensions we have

b½n�(x) = b00ðxÞ b10ðxÞ b01ðxÞ b20 ðxÞb11ðxÞ b02ðxÞ½ �T,
H½n�(x− xI) = 1 x y x2 xy y2

� �T. ð4Þ
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The kernel function Φa(x− xI) has compact support with measure a, and the
smoothness of the kernel is inherited by the approximation. For example, a kernel
with C2 continuity gives C2 continuity of the approximation.

The coefficients b½n�(x) are determined by enforcing the following reproducing
conditions [3]:

∑
I ∈Z

H½n�(xI )Ψ
½n�
I (x) =H½n�(x). ð5Þ

With b½n�(x) obtained from (5), the RK shape functions are constructed as

Ψ ½n�
I (x) =H½n�(0)TfM½n�(x)g− 1H½n�(x− xI)Φa(x− xI ), ð6Þ

M½n�(x) = ∑
I ∈Z

H½n�(x− xIÞfH½n�gT(x− xI )Φa(x− xI), ð7Þ

where M½n�(x) is termed the moment matrix. The reproducing conditions (5) are met
provided the moment matrix is invertible, which requires a sufficient number of
nodes with non-zero cover over x that are not co-linear (in 2D), or co-planar (in
3-D) [33].

3 Solution to Boundary Value Problems by Galerkin
and Strong Form Collocation Methods

3.1 Model Problem

Poisson’s equation is considered for evaluating the relative performance of mesh-
free Galerkin and Strong Form Collocation methods for the approximate solution of
boundary value problems:

∇2u+ s=0 in Ω
∇u ⋅ n= h on ∂Ωh

u= g on ∂Ωg

ð8Þ

where s, h and g are given values on the domain Ω, the natural boundary ∂Ωh, and
essential boundary ∂Ωg, respectively, with ∂Ωh ∩ ∂Ωg =∅ and ∂Ωh ∪ ∂Ωg = ∂Ω.
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3.2 Solutions Using the Strong Form Collocation Method

The basic approach of the Strong Form Collocation method is to approximate the
solution of a boundary value problem by a finite dimensional space and strongly
enforce zero residual of the PDE and boundary conditions at a number of points
(called collocation points) in the domain and on the boundary of the domain.

Let the set of nodes N be decomposed into the sets N d = fxI jxI ∈Ω,
N h = fxI jxI ∈ ∂Ωhg, and N g = fxI jxI ∈ ∂Ωgg, with point numbers
Zh = fIjxI ∈N hg, Zg = fIjxI ∈N gg, and Zd = fIjxI ∈N dg, respectively. The
enforcement of (8) at the set of nodes N using (1) as an approximation of u yields:

∑
I ∈Z

∇2Ψ IðxLÞuI = − sðxLÞ, L∈Zd,

∑
I ∈Z

∇Ψ IðxLÞuI ∙ nðxLÞ= hðxLÞ, L∈Zh,

∑
I ∈Z

Ψ IðxLÞuI = gðxLÞ, L∈Zg.

ð9Þ

Figure 1 shows an example of the three sets of collocation points for the con-
ditions in (9).

For implementation, a matrix version of (9) can be written as

Au = b

A = Ad, Ah, Ag
� �T

b = bd, bh, bg
� �T

ð10Þ

Fig. 1 Sets of collocation points for nodal collocation
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where

Ad½ �IJ =∇2Ψ JðxIÞ, bd½ �I = sðxIÞ, I⊂Zd,
Ah½ �IJ =∇Ψ JðxIÞ ∙ nðxIÞ, bh½ �I = hðxIÞ, I⊂Zh,
Ag
� �

IJ =Ψ JðxIÞ, bg
� �

I = gðxIÞ, I⊂Zg.
ð11Þ

The nodes used in the approximation of uhðxLÞ are termed source points.
Typically, more collocation points are chosen than source points, and least-square
methods are employed to solve the over-determined system. However, when the
solution is collocated at the nodes themselves such as in (9), the number of col-
location points and source points are equal and the system can be solved directly.

3.3 Solutions Using the Galerkin Method with Nodal
Integration

The Galerkin method is based on solving the weak form of (8), which asks to find
u∈U such that for all v∈V the following holds:

a(v, u) =L(v) ð12Þ

where U = fuju∈H1(Ω), u= g on ∂Ωgg, V = fvjv∈H1(Ω), v=0 on ∂Ωgg, and the
bilinear and linear forms in (12) are

a(v, u)≡
Z
Ω

∇v(x) ∙ ∇u(xÞdΩ

LðvÞ= (v, s)Ω + (v, h)∂Ωh
≡

Z
Ω

v(x)s(xÞdΓ+
Z
∂Ωh

v(x)h(xÞdΓ.
ð13Þ

The Galerkin method introduces finite dimensional approximations Uh⊂U,
and Vh⊂V , and seeks uh ∈Uh for all vh ∈Vh such that

aðvh, uhÞ=LðvhÞ. ð14Þ

Utilizing the RK approximation (1) for uh and vh:

uh(x) = ∑
I ∈Z

Ψ ½n�
I (x)uI ,

vh(x) = ∑
I ∈Z

Ψ ½n�
I (x)vI ,

ð15Þ
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and the arbitrariness of fvIgI ∈Z , the matrix form of (14) is

Ku= f ð16Þ

where u is the column vector of coefficients fuIgI ∈Z , and K and f are the stiffness
matrix and force column vector defined as

K =
Z
Ω

BT(x)B(x)dΩ

f = fs + fh ≡
Z
Ω

NT(x)s(xÞdΓ +
Z
∂Ωh

NT(x)h(xÞdΓ
ð17Þ

where

B(x) =

Ψ 1, 1(x) Ψ 2, 1(x) . . . ΨNP, 1(x)
⋮

Ψ 1, d(x) Ψ 2, d(x) . . . ΨNP, d(x)

264
375,

N(x) = ½Ψ 1ðxÞ Ψ 2ðxÞ . . . ΨNP
(x) �,

ð18Þ

and ð ⋅ Þ, i ≡ ∂ð ⋅ Þ ̸∂xi.
Domain integration performed using the nodes as integration points is shown in

Fig. 2a, where integration points coincide with the nodes has been termed direct
nodal integration (DNI) in the literature. The nodal integration of the Galerkin
equation (16) yields a stiffness matrix and force vector evaluated as

K= ∑
L∈Z

BTðxLÞBðxLÞWL

f = ∑
L∈Z

NTðxLÞsðxLÞWL + ∑
L∈Q

NTðxLÞhðxLÞSL
ð19Þ

where fWLgL∈Z are nodal quadrature weights, Q is the set of indices of quadrature
points on the natural boundary, and fSLgL∈Q is the set of associated quadrature
weights.

Fig. 2 Integration methods for (a) direct nodal integration, (b) SCNI integration, and (c) SNNI
integration
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This method does not attain optimal convergence rates in most situations due to
the inherent low-order quadrature of this scheme. In addition, the choice of nodes as
integration points severely underestimates the strain energy of low energy modes
and the solution is subject to rank instability. Because of this, stabilized and cor-
rected methods are usually employed with nodal integration.

To improve the accuracy of nodal integration, the work in [14] derived the
following requirement on the approximation space and numerical integration at
hand to attain linear exactness (passing the linear patch test) in the Galerkin solution
of second order PDEs:

Z∧
ΩL

∇Ψ IðxÞdΩ=
Z∧
∂ΩL

Ψ IðxÞnðxÞdΓ ∀I ð20Þ

where “^” denotes numerical integration and fΨ I(xÞgI ∈Z are shape functions with
linear completeness. A stabilized conforming nodal integration (SCNI) has been
proposed [14] which employs a smoothed gradient ∇̃ of the RK approximation (1),
calculated in each nodal representative domain ΩL by

∇̃uhðxLÞ=
1
WL

Z
ΩL

∇uhðxÞdΩ=
1
WL

Z
∂ΩL

uhðxÞnðxÞdΓ ð21Þ

where WL = jΩLj. The nodal domains partition the total domain in a conforming
fashion, as shown in Fig. 2b, which yields a method that satisfies (20). Because of
the fact first order derivatives are not directly evaluated at the nodes, the zero
energy modes in direct nodal integration do not appear in the solution by SCNI,
thus addressing both issues with direct nodal integration. When linear bases are
employed in (21), the method attains the optimal convergence rate consistent with
the linear completeness in the approximation.

Employing the smoothed gradients in (21), the SCNI method can be phrased as

eKu= f ð22Þ

where

eK= ∑
L∈Z

B̃TðxLÞB̃ðxLÞWL,

B̃(xL) =
b1̃1(xL) b2̃1(xL) . . . bÑPx(xL)

⋮
b1̃d(xL) b2̃d(xL) . . . bÑPd(xL)

264
375, bĨi(xL) =

1
WL

Z
∂ΩL

Ψ IðxÞniðxÞdΓ.

ð23Þ
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A stabilized non-conforming nodal integration (SNNI) has also been proposed
[24] where the smoothing domains do not conform:

∇̃uhðxLÞ= 1
WL

Z
ΩL

∇uhðxÞdΩ=
1
WL

Z
∂ΩL

uhðxÞnðxÞdΓ ð24Þ

where ΩL is a non-conforming smoothing domain, and WL = jΩLj. The set of nodal
domains can be constructed by using boxes for example, as shown in Fig. 2c. This
method fails to pass the patch test because of the simplification, but can be cor-
rected with the methods discussed below.

Recently, the conditions in (20) were extended to nth order constraints, with the
general framework termed variational consistency [9]. Assuming nth order com-
pleteness of the trial functions, the divergence criteria in (20) can be cast in a more
general fashion that reduces to the integration constraints for linear solutions:

Z∧
Ω

bΨ ½n�
I, i(xÞfH½n− 1�gT(xÞdΩ=

Z∧
∂Ω

bΨ ½n�
I (x)H½n− 1�(x)ni(xÞdΓ−

Z∧
Ω

bΨ ½n�
I (x)H½n− 1�

, i (xÞdΩ ∀I

ð25Þ

where fbΨ ½n�
I (xÞgI ∈Z are shape functions associated with the test function space. The

reduction in the order of complete monomials to n− 1 that appear in the above
equation is a result of solving the weak form of a second order PDE with integration
by parts.

Leveraging the fact that nth order completeness by the trial space and satis-
faction of the nth order integration constraints (25) by the test space are needed to
satisfy nth order variational consistency, a Petrov-Galerkin method can be
employed where test and trial functions are constructed to play different roles in the
Galerkin solution of PDEs. In [9], an assumed test function gradient was introduced
in order to satisfy the variational consistency conditions:

uh, i(x) = ∑
NP

I =1
Ψ ½n�

I, i(x)uI ,

vh, i(x) = ∑
NP

I =1

bΨ ½n�
I, iðxÞvI .

ð26Þ

The test function gradient can be constructed using the trial shape functions with
an additional set of bases H½n− 1�ðxÞ with constant coefficients ξIi [9]:

bΨ ½n�
I, iðxÞ=Ψ ½n�

I, iðxÞ+H½n− 1�ðxÞξIiΘIðxÞ ð27Þ
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where

ΘIðxÞ= 1 if x ∈ suppðΨ ½n�
I ðxÞÞ

0 if x∉ suppðΨ ½n�
I ðxÞÞ

(
. ð28Þ

Inserting the test functions (27) into (25) yields the linear systems of equations

AIξ1I = rI1
⋮
AIξId = rId

ð29Þ

where

AI =
Z∧
Ω

H½n− 1�ðxÞfH½n− 1�gTðxÞΘI x− xIð ÞdΩ,

rIi =
Z∧
∂Ω

Ψ ½n�
I ðxÞH½n− 1�ðxÞniðxÞdΓ−

Z∧
Ω

Ψ ½n�
I ðxÞH½n− 1�

, i ðxÞdΩ

−
Z∧
Ω

Ψ ½n�
I, iðxÞfH½n− 1�gTðxÞdΩ.

ð30Þ

The type of numerical integration is unspecified, and the framework allows
construction of test functions variationally consistent with, for example, direct
nodal integration, SCNI (for higher order exactness) and SNNI.

The nodal integration of the weak form with variationally consistent integration
can be written as:

bKu= f ð31Þ

where

bK= ∑
L∈Z

bBTðxLÞBðxLÞWL,

bB(xL) = bΨ ½n�
1, 1(xL) bΨ ½n�

2, 1(xL) . . . bΨ ½n�
NP, 1(xL)

⋮ ⋮bΨ ½n�
1, d(xL) bΨ ½n�

2, d(xL) . . . bΨ ½n�
NP, d(xL)

264
375. ð32Þ
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4 Numerical Examples

In this section the relative performance of the meshfree Galerkin and Strong Form
Collocation methods discussed in Sect. 3 is examined numerically. The minimum
order of approximation required for convergence is employed for each method: for
Galerkin methods the minimum is linear, while for Strong Form Collocation the
order is quadratic [28]. The studies show that due to the reduced performance of
Strong Form Collocation under collocation at nodes (versus using more collocation
points), and the superconvergence observed in the gradient smoothing Galerkin
methods, both are competitive in terms of rates of convergence and accuracy and
yield a “fare” comparison. In Galerkin methods, the uniformity of the domain
influences the solution accuracy and rate of convergence, so both cases of uniform
and non-uniform discretizations are tested. The nodal integration methods in
Sect. 3.3 are employed for the Galerkin method, while direct collocation at the nodes
is employed for collocation of the strong form as described in Sect. 3.2. Table 1
summarizes the nomenclature and abbreviations used in the numerical examples.

4.1 Performance of Galerkin and Collocation Methods:
Uniform Discretization

Consider the Poisson equation (8) with Ω: ð− 1, 1Þ× ð− 1, 1Þ, ∂Ωg = ∂Ω and the
prescribed conditions s= sinðπxÞ sinðπyÞ and g=0. The exact solution of this
problem is

u= −
1
2π2

sinðπxÞ sinðπyÞ. ð33Þ

The problem is solved using linear RK approximations in the Galerkin method
and quadratic RK approximations in the Strong Form Collocation method, with
cubic B-spline kernels employed with normalized dilations of 1.75 and 2.75,

Table 1 Method nomenclature used in numerical examples

Formulation Method Abbreviation
Standard Variationally

consistent

Galerkin weak
form

Direct nodal integration DNI VC-DNI
Stabilized conforming nodal
integration

SCNI SCNI (no correction
needed)

Stabilized non-conforming nodal
integration

SNNI VC-SNNI

Strong Form
Collocation

Direct collocation DC DC (passes patch
test)
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respectively. The domain is discretized uniformly by 36, 121, 441, and 1681 nodes
for a convergence study.

The methods discussed in Sect. 3 are employed for the solution of the problem.
However, in uniform discretizations the VC methods perform just as well as the
non-corrected counterparts in most situations [9], so only the latter are considered in
this example. Figure 3 shows the error plotted against the nodal spacing h for each
of the methods. It can be seen that all Galerkin methods yield optimal convergence
rates of 2.0 in the L2 norm and 1.0 in the H1 semi-norm, with the gradient
smoothing methods SCNI and SNNI achieving superconvergent rates in deriva-
tives. The direct collocation (DC) in the Strong Form Collocation method exhibits
rates in the L2 norm lower than optimal of 3.0 for the quadratic basis employed.
This can be attributed to the low accuracy of using very few collocation points
which can be explained by the equivalent least-squares residual of the Strong Form
Collocation method [29]. Because of these two observed trends, the rates of con-
vergence in nodal integration of the Galerkin method with linear basis and collo-
cation of the strong form at nodes with quadratic basis seem comparable.

Now comparing the Galerkin methods and the Strong Form Collocation methods
in terms of effectiveness (CPU time versus error), it can be seen in Fig. 4 that the
Galerkin methods are the most effective in the L2 norm, although for the solution
derivatives, DC and SNNI perform similarly while others are less effective, with
DNI the least effective. Overall, considering both norms, the Galerkin method with
SCNI and SNNI are the most effective methods in uniform discretizations, with
collation using DC a close competitor.
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Fig. 3 Convergence of nodal Galerkin method with linear bases (SCNI, SNNI, DNI) and Strong
Form Collocation with quadratic bases with direct collocation (DC) under a uniform discretization
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4.2 Performance of Galerkin and Collocation Methods:
Non-uniform Discretization

The solutions by meshfree Galerkin methods are particularly sensitive to the uni-
formity of the discretization. Thus, to truly evaluate the performance of the methods
discussed, non-uniform discretizations must also be considered in a convergence
study. The boundary value problem and discretization described in the previous
example are again employed, except the non-uniform node distributions shown in
Fig. 5 are used in place of the uniform discretizations.

As expected, the convergence rates of the VC methods are far superior to their
un-corrected counterparts, yielding optimal rates as shown in Fig. 6. Comparing
Figs. 3 and 6, it can be seen that the solution by direct collocation at nodes for
Strong Form is not severely affected by the uniformity of the discretization, with
only slightly lower rates obtained in both norms. As a result of the lower rate of
convergence in DC for Strong Form Collocation with quadratic bases and super-
convergence in VC Galerkin Methods with linear bases occurring in this example
as well, the rates are again comparable as in the case of uniform discretizations.

When comparing the effectiveness of the methods in terms of error and CPU
time, it can be seen in Fig. 7 that the Galerkin VC methods and the Strong
Form DC method have similar effectiveness in the L2 norm. However, due to the
lower accuracy in derivatives in VC-DNI, only SCNI, VC-SNNI and DC have
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Fig. 4 Relative performances of nodal Galerkin and collocation methods under uniform
discretizations

Fig. 5 Refinements for convergence test in non-uniform discretizations
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comparable effectiveness in the H1 semi-norm. The similarity in the performance of
these three methods is notable considering the vastly different approaches,
including (expensive) higher order derivatives, higher order bases and thus also
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Fig. 6 Convergence of nodal Galerkin method with linear bases (SCNI, SNNI, DNI) and Strong
Form Collocation with quadratic bases with direct collocation (DC) under non-uniform
discretizations
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Fig. 8 Derivatives of exact solution

158 M. Hillman and J.S. Chen



Fig. 9 Solution derivatives obtained by node-based Galerkin and collocation methods
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Fig. 9 (continued)
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larger dilations employed for Strong Form Collocation. Finally, comparing Figs. 4
and 7, it can be seen that SCNI and VC-SNNI perform the best across both norms
of error and both types of discretization, with DC a close competitor.

4.3 Stability of Node-Based Galerkin and Collocation
Methods

To assess the stability of the methods, we examine the solution derivatives for the
last refinement in the previous example. For reference, the derivatives of the exact
solution (33) are shown in Fig. 8.

The solution derivatives are shown in Fig. 9 for all the methods considered
herein. Several conclusions can be drawn from the Figures. First, it can be seen that
the VC correction remarkably stabilizes the solution of the nodally integrated
Galerkin method, which has been observed in other contexts as well [17]. However,
it is apparent that unstable modes exist in direct nodal integration, which could
explain the poorer rates of convergence and poorer levels of error versus the other
nodally integrated Galerkin methods. It can also be seen that the VC correction is
sufficient to stabilize SNNI, which could explain its apparently good performance in
terms of convergence rates and error, yielding solutions similar to SCNI. Finally,
the only stable nodally integrated Galerkin methods tested are VC-SNNI and SCNI,
while the DC Strong Form Collocation method also gives a stable solution.

5 Conclusions

Several nodal integrations for Galerkin meshfree methods were tested against the
purely node-based Strong Form Collocation method. The variationally consistent
integration for Galerkin methods yielded optimal convergence rates associated with
the linear approximations employed as expected, correcting their counterparts’
deficiencies in convergence. However for direct nodal integration, even with the
variationally consistent correction, the error in several cases was larger than all
other methods indicating it is not a “competitive” method for nodal integration, at
least without additional treatment for the stabilization which was not investigated
here. In the case of the smoothed gradient VC methods (SCNI, VC-SNNI),
superconvergent rates above those associated with linear bases were observed in the
numerical examples. For the Strong Form Collocation method with collocation at
nodes and quadratic basis, suboptimal convergence rates were observed. As a
result, the convergence rates of the direct collocation method for Strong Form with
quadratic bases and the smoothed, variationally consistent nodally integrated
Galerkin methods with linear bases were similar in all examples. On the other hand,
the error was in general always lower for the direct collocation method in the Strong
Form method.
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In terms of effectiveness, the first conclusion that can be drawn is that VC
Galerkin methods are always more effective in the general setting when considering
the possibility of non-uniform discretizations. Direct nodal integration for the
Galerkin method in general performed more poorly than other methods even with a
correction for variational consistency, and again can be considered not “competi-
tive” with the other methods tested. Despite yielding lower error, the Strong Form
with direct collocation did not always perform as well as the Galerkin method with
SNNI and SCNI in terms of efficiency in uniform discretizations. In the case of
non-uniform discretizations, Galerkin methods with VC-SNNI and SCNI per-
formed closely to direct collocation of the strong form at nodes. Considering both
uniform and non-uniform discretizations, VC-SNNI and SCNI seem to be the most
effective methods tested. That is, for a given level of error, they yield the least CPU
time, and for a given CPU time, these methods will yield the least amount of error.

The stability of the solutions obtained by the Galerkin and Strong Form Col-
location method was also investigated. First, variationally consistent integration
corrected instabilities observed in DNI and SNNI. It could not however, completely
remove the unstable modes in DNI, which is possibly why it was not competitive
compared to other methods as the error in the derivatives was large due to the
instability. Comparison of stabilized direct nodal integration, such as naturally
stabilized nodal integration [19] was beyond the scope of this study but warrants
investigation, particularly since SCNI and SNNI also require additional treatments
to remain stable in certain special situations. As a result of the stabilizing effect of
the VC corrections, VC-SNNI yielded stable solutions, and SCNI and VC-SNNI
were the only Galerkin methods that did not exhibit instability.

Direct collocation of the strong form also did not yield an instability. It would
appear that in contrast to Galerkin methods, collocation methods do not suffer from
instability when evaluating the 2nd order derivatives at nodal locations, and do not
require special treatment in this case.

Overall, the numerical examples showed that the smoothed gradient, variation-
ally consistent nodal integration for the Galerkin method performed very similar to
direct collocation of the strong form at the nodes. Both yielded similar rates of
convergence and effectiveness, and all three methods did not show instability in the
numerical solution. However, direct collocation in some cases was not as effective,
and therefore, although all competitive, the smoothed Galerkin methods with
variational consistency yielded the most effective solution techniques.

There is also a striking similarity between the behavior of variationally consistent
smoothed gradient Galerkin methods, SCNI and VC-SNNI. However, as a
non-conforming method, VC-SNNI has the advantage of dispensing of conforming
cells which has several implications, such as using VC-SNNI for ease of imple-
mentation, or for solving extremely large deformation problems where
non-conforming smoothing is more effective. On the other hand, SCNI has the
advantage of yielding a symmetric system of equations, and this feature can also be
leveraged in the choice of solver. Future work will investigate the effectiveness of
other stabilized nodal integrations, as well as background collocation and background
integration, comparing them to the methods discussed in this work.
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Data-Driven Computing

Trenton Kirchdoerfer and Michael Ortiz

Abstract Data-Driven Computing is a new field of computational analysis which

uses provided data to directly produce predictive outcomes. Recent works in this

developing field have established important properties of Data-Driven solvers,

accommodated noisy data sets and demonstrated both quasi-static and dynamic solu-

tions within mechanics. This work reviews this initial progress and advances some

of the many possible improvements and applications that might best advance the

field. Possible method improvements discuss incorporation of data quality metrics,

and adaptive data additions while new applications focus on multi-scale analysis and

the need for public databases to support constitutive data collaboration.

1 Introduction

The computational sciences, as applied to physics and engineering problems, has

always been about using data inputs to provide solution results. Most of the method-

ologies that have been developed since the dawn of modern numerical analysis in

the 1950s has been preoccupied with discretizing space and time. Finite differences,

finite elements, finite volumes, molecular dynamics and mesh free methods are all

examples of different ways of calculating solution fields. The constitutive data that

gives rise to these methods predictive validity is used to create models which are

then embedded into the various solution methods. These models are designed to act

as succinct summaries for, at times, complicated material responses for which sum-

marization is a difficult task. Machine learning has been applied to automate this

summarization process, but there remain real difficulties in using reduced forms to

accurately reproduce complex phenomena. Primary among issues that restrict model

quality is the need to characterize responses across regimes that are data sparse. In

cases such as this, the foundation of the model lies upon summarization and various

amounts of inference and intuition.
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As we transition into an era of data generation and collection, constitutive rela-

tions will come to be characterized by information sets that are data rich through-

out the regimes of interest. In this new environment, where inference is no longer

required, empirical summaries will be necessarily less rich than the data upon which

they were based. In these circumstances, modeling then finds itself unable to take

full advantage of the increasingly large data sets. Ultimately, the assumed proper-

ties of a model become a restriction on the ability of a calculation to converge to

measured behavior. This lack of convergence then leads to unresolvable modeling

errors which ultimately influence the quality of the solution field. The question then

becomes how to move scientific computing beyond the modeling paradigm and have

it operate directly on the supplied data sets. In its most general form, Data Science
is the extraction of knowledge from large volumes of unstructured data [1–4]. It uses

analytics, data management, statistics and machine learning to derive mathematical

models for subsequent use in decision making. Data Science already provides clas-

sification methods capable of processing source data directly into query answers in

non-STEM problems, but no analogous method exists to perform scientific calcula-

tions.

The present discussion is focused on recent [5, 6] and ongoing work in the devel-

opment of a new scientific computational paradigm for Data Science known as

Data Driven Computing. Previous works making use of Data Science in the service

of scientific computing have focused on making use of traditional machine learn-

ing techniques to develop models for predicting new material properties, or gener-

ally automating the modeling process. Public materials databases also exist, but at

present the contained data are themselves the parameterized outcomes of model-

ing processes. Data Driven Computing instead reformulates initial-boundary-value

problems around data associations defined at integration points within the discretized

domain. As a result, constitutive relations are explicitly defined by the source data

associations. Material modelling empiricism, error and uncertainty are then elim-

inated entirely with no loss of constitutive information. Initial work on the sub-

ject [5] developed a distance-minimizing scheme which converges for sequences

of uniformly convergent data sets. Quasistatic simulations then acted as the pri-

mary demonstration case for Data-Driven material distance minimization. Subse-

quent work on the subject [6] has made use of a max-ent based clustering argument

to thermalize the method within the context of an annealing schedule making it more

robust to outliers. Beyond the improvement of quasistatic response for noisy data

sets, this thermalized extension proves especially valuable in the multi-step evolu-

tion of dynamics calculations.

These beginning stages of development for Data Driven Computing demonstrate

new possibilities for a young paradigm of computational science. Within mechan-

ics these new methods offer not just the potential to provide powerful scale-linking

capacity to multi-scale analysis. Data Driven solvers move constitutive data away

from being a loose substrate upon which analysis resides, into becoming a core con-

stituent of the analytical process. This process provides the techniques new forms of

causality and convergence that will make their use foundational to any number of

new strategies and foci of modeling.
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2 State-of-the-art and Difference with Previous Work

It is important to frame Data-Driven Computing within the context of past and

present efforts to automate and strengthen the connection between data and science.

It is also particularly important to recognize the unique aspects of Data-Driven Com-

puting and how it differs from other efforts.

2.1 Material Informatics

There has been extensive previous work focusing on the application of Data Science

and Analytics to material data sets. The field of Material Informatics [7–24] uses

data searching and sorting techniques to survey large material data sets. It also uses

machine-learning regression [25, 26] and other techniques to identify patterns and

correlations in the data for purposes of combinatorial materials design and selection.

These approaches represent, at best, an application of standard sorting and statisti-

cal methods to material data sets, and, at worst, little more than numerology. While

efficient at looking up and sifting through large data sets, it is questionable that any

real epistemic knowledge is generated by these methods. What is missing in Mate-

rial Informatics is a direct use—and solution of—the field equations of physics as

a means of constraining and ascertaining material behaviour. By way of contrast,

such field equations play a prominent role in Data-Driven Computing and make the

approach predictive, and not just postdictive.

2.2 Material Identification

There has also been extensive previous work concerned with the use of empirical

data for parameter identification in prespecified material models, or for automat-

ing the calibration of the models. For instance, the Error-in-Constitutive-Equations

(ECE) method is an inverse method for the identification of material parameters

such as the Young’s modulus of an elastic material [27–38]. While such approaches

are efficient and reliable for their intended application, namely, the identification

of material parameters, they are radically different from Data-Driven Computing:

Material identification schemes aim to determine the parameters of a prespecified

material law from experimental data; Data-Driven Computing dispenses with mate-

rial models altogether and uses material data directly in the formulation of initial-

boundary-value problems and attendant calculations thereof. In particular, in Data-

Driven Computing no a priori assumptions are made regarding material behaviour

and the material data that is generated and used is fundamental, unbiased and model-
independent.



168 T. Kirchdoerfer and M. Ortiz

2.3 Data Repositories

A number of repositories are presently in existence aimed at data-basing and dis-

seminating material property data, e.g., [39–42]. Some of these repositories receive

extensive support from governmental agencies and other sources. However, it is

important to note that the existing material data repositories archive parametric data

that are specific to prespecified material models, which considerably limits their

value and usefulness and puts them at variance with Data-Driven Computing. For

instance, OpenKIM [42] provides parametrizations of standard interatomic poten-

tials, such as the embedded-atom method (EAM), for a wide range of materials sys-

tems. Evidently, such data is strongly biased by the assumption of a specific form

of the interatomic potential. By way of sharp contrast, Data-Driven Computing sup-

ports the development of data repositories that store fundamental, unbiased, model-

independent material data only. Thus, suppose that the field equations of interest

are the equations of molecular dynamics. In this case, the fundamental fields are

the particle position and force fields, and the local states consist of atomic positions

and corresponding forces over local clusters of atoms. It thus follows that, in this

case, model-free unbiased data takes the form of local atomic positions and forces,

determined, e.g., by means of first-principles quantum-mechanical calculations. For

more complex mesoscopic systems, the role of mathematical analysis in determin-

ing what constitutes fundamental and unbiased material data—and what unit-cell

problem determines the data—is of the essence.

In summary, the Data-Driven Computing paradigm is unique in that it entirely

bypasses any reference to preconceived empirical material models, i. e., it is strictly
model-free, and incorporates directly—and without bias—into initial-boundary-

value problems data that is fundamental, i. e., that ‘lives’ in the natural phase space

of the governing field equations.

3 Data-Driven Computing and Distance Minimizing
Solutions

A main task of scientific calculations is to resolve coupled field responses to bound-

ary conditions. Constitutive relationships then define the nature of coupling between

the related fields. The language here restricts itself to mechanics, but mechanics

is itself a special case of potential field theory through which electrostatics, diffu-

sion and others present a similar need for constitutive definitions. Continuing within

mechanics, the relations of interest are the extensive kinematic and kinetic work con-

jugate fields, e.g. 𝜀 and 𝜎. Individually these fields must satisfy material independent
properties with strong constraints. Kinematic fields must satisfy compatibility, while

kinetic fields conserve momentum to be consistent with known physical laws. The

certainty with which such field constraints can be asserted stands in stark contrast

to the material dependent constitutive model which typically relates the two fields.
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Such models must be informed by supplied data, whose summarization into a model

is typically performed using ad-hoc empirical fits. These fits, while providing speed

and the opportunity for the introduction of intuition and inference, simultaneously

introduce a modeling error that influences computational conclusions in way which

are hard to characterize.

To move beyond modeling, we now focus on the material data sets upon which

such a models are based. This data E exists as a finite point set in phase space Z,

where an example from small deformation mechanics would express the set as

E = ((𝜀i, 𝜎i), i = 1, … , N).

The discrete nature of the set would naturally confound constitutive strategies

which rely upon making use of a characterized function form. If compatibility, equi-

librium, and boundary conditions are represented by the constraint set C, a problem

arises in the likely case where the combined constraints cannot be satisfied by cou-

plings defined by the discrete data set, thus E ∩ C returns an empty set. What is

sought then is a relaxation which continues to satisfy all the members of C while

minimizing deviations from E through direct data references.

In exploring the need for a constitutive relaxation, it is helpful to first recall how

constitutive relationships are affected in spacial discretization schemes. For any fixed

domain, the fields are directly sampled for enforcement at the integration points X.

This sampling, later written as z ∈ C, is more fully expressed as

z(xi) = (𝜀(xi), 𝜎(xi)),

where

X = (xi, i = 1, … , m),

z ∈ Z, and the constraint set C is satisfied, can imply that each of the fields is free

to vary away from these points. As a result, since direct data associations y ∈ E are

discrete, it then suggests associations must be specific to integration points. This

separation of the field values and data associations provides an elegant basis from

which to formulate relaxed constitutive data methodologies.

Moving beyond the generalities of relaxation, the question becomes how to relate

z ∈ C and y ∈ E to best reflect E as a constitutive description. The simplest demon-

stration of Data Driven Computing (DDC) [5] identifies its measure of deviation as

the distance between z and y in a defined metric space, d(z, y). Thus is defined the

equivalent minimization problems

min
z∈C

min
y∈E

d(z, y) = min
y∈E

min
z∈C

d(z, y).

This formulation then defines an optimal solution which would provide the field

values z satisfying constraints C, and the data associations y in the material set E.
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Fig. 1 Bar loaded by soft device. The line C is the constraint set consistent the applied displace-

ment u0. The material data set is the point set E. The distance minimizing, Data-Driven solution is

the red-encircled point y and projection z which generate the smallest distance in the phase space

The Data-Driven Computing scheme just outlined is illustrated in Fig. 1 by means

of the elementary example of a uniformly-deformed bar deforming under the action

of a loading device of known behavior. As discussed, the constraint set C and the

material data set E have an empty intersection. Through the selection of a relaxed

minimization criteria, an ideal solution can be identified without the crutch of an

assumed constitutive form. Beyond the need for solution results to be processed

directly from a material data set, a Data-Driven method needs to also be capable of

exhibiting data-convergence. Such convergence is shown for a sequence of data sets

Ei with corresponding size ni, where ni−1 > ni if the solution converges as i → ∞.

For example, the constraint set and data set shown in Fig. 1 make it apparent that

under a distance minimizing scheme, data-convergence would be achieved if the

data sets converge to a graph in phase space. Data-convergence demonstrations are

required for the verification of a given method, arising out of the need for a given

solution to reflect intrinsic features of the data, should they exist. The set of sequence

properties for which a Data-Driven method data-converges then defines an important

characteristic of the given method. Depending on the data set to be analyzed, under-

standing these method properties could aid in the selection of the proper Data-Driven

solution methodology.

4 Quasistatic Problems

As a way to demonstrate the viability of distance minimizing Data-Driven computa-

tion, initial work focused on quasistatic test cases [5]. Among the two explored test

cases, the most thorough of these initial explorations targeted a small deformation,

hyperelastic truss with 1048 degrees of freedom and a mix of specified boundary
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Fig. 2 Static equilibrium of a three-dimensional truss in which the behavior of the material is

known only through the data set shown

conditions. Figure 2 shows the structure with magnified deformation effects gener-

ated from the material data shown on the right. The diagram illustrates both how

the constitutive relation of the bar is defined by a data set, and the specific nature of

a data association. The distance function that defines the metric space for a stress-

strain (𝜎, 𝜀) phase space can be expressed as

d2(z1, z2) =
E
2
(𝜀2 − 𝜀1)2 +

1
2E

(𝜎2 − 𝜎1)2

where z = (𝜀, 𝜎) and E is a selected weighting modulus. The full optimization prob-

lem then becomes

min
zdat∈E

min

( n∑
e=1

we

(E
2
(Beu − 𝜀

dat
e )2 + 1

2E
(𝜎e − 𝜎

dat
e )2

)
− 𝜇

T

( n∑
e=1

weBT
e 𝜎e − f

))

where substitution is used to enforce compatibility (𝜀 = Bu) and equilibrium is

imposed using Lagrange multipliers (𝜇) in the final term. This ordering of the func-

tion minimums represents the solution as one that minimizes the distance between

the data association set and its projection onto the constraint set. Since the expression

of all possible data associations includes all permutations of the bar-wise data assign-

ments, the method cannot rigorously explore the entire material data space. Instead a
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fixed point iteration scheme is formulated to create a series of reductions in the min-

imizing function. This scheme, starting with an arbitrary assignment, projects the

association set onto the constraint set. The projected solution is then used to perform

a nearest neighbor search for new data associations. This scheme then terminates

when all the data selections represent the closest point to their own projection.

Implementations of this method [5] include demonstrations with sufficient size

and complexity (e.g., Fig. 2) to show the viability of the method beyond the confines

of simple examples. Numerical demonstrations of distance minimizing Data-Driven

calculations are seen to exhibit data-convergence when the data sets uniformly con-

verge to a graph in the metric space. Solution costs are reasonable regarding both

speed and complexity, while the material data set size most strongly impacts the com-

putational expense of the described method. These initial demonstrations of efficacy

opened the door to the development of other Data-Driven solvers as well as applica-

tion of the method to new mechanics problems.

5 Extensions to Data Sets with Persistent Noise

Initial work on Data-Driven computing focused primarily on establishing and demon-

strating of a new class of Data-Driven solvers [5]. The distance-minimizing data

solver discussed previously stands as an excellent vehicle for the exposition of this

new class of methods, due in large part to the elegant simplicity of the distance-

minimizing form. However, such solvers exhibit data-convergence for noisy sets only

if the sequence of data sets converges to a graph in the phase space. The problem is

adequately described by imagining what would happen to the data scenario pictured

in Fig. 1 if the data, instead of collapsing to a line, sees additions to the visualized set

which are consistent with the pictured scatter. The points which best satisfy the con-

straint C would “hop” to a new point whenever one of the newly added points more

closely approximates the constraint. Leaving aside the possibility of some distance

ideal solution, E ∩ C, this process would continue indefinitely, thus preventing the

convergence to a final solution. The need to accommodate a finite band of data obvi-

ates the need for a probabilistic solution strategy which arbitrates on the relevance

and importance of different data points based on proximity. Distance-minimizing

Data-Driven solvers are incapable of data-convergence for banded data sets because

they seek a single data member of E which most closely approximates the constraint

set C. Cluster analysis provides a means of incorporating the influence of data neigh-

borhoods to allow data-convergence in the presence of deeper samplings of fixed

distributions.

Data-Driven solvers for noisy data have been developed which employ cluster

analysis so as to make a new kind of data driven solvers robust to outliers and is well

suited to data sources with finite data bands [6]. The foundations of cluster analy-

sis have their roots in concepts provided by Information Theory, such as maximum-
entropy estimation [43]. Specifically, we wish to quantify how well a point z in phase

space is represented by a point zi in a material data set E = (z1, … , zn). Equivalently,
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we wish to quantify the relevance of a point zi in the material data set to a given point

z in phase space. We measure the relevance of points zi in the material data set by

means of weights pi ∈ [0, 1] with the property:
∑n

i=1 pi = 1. We wish the ranking

by relevance of the material data points to be unbiased. It is known from Informa-

tion Theory that the most unbiased distribution of weights is that which maximizes

Shannon’s information entropy [44–46]. In addition, we wish to accord points distant

from z less weight than nearby points. These competing objectives can be combined

by introducing a Pareto weight 𝛽 ≥ 0. The optimal and least-biased distribution is

given by the Bolzmann distribution [46, 47]:

pi =
1
Z
exp

(
−𝛽d2(z, zi)

)
, Z =

n∑
i=1

exp
(
−d2(z, zi)

)

where the corresponding max-ent Data-Driven solver now consists of minimizing

the free energy F(z) = − log Z∕𝛽 over the constraint set C. Making use of fixed point

iteration, the method uses a field solution z to weight the summed data associations,

which are then projected onto C to generate an updated field solution for z. We note

that because both methods use the same projection, the distance-minimizing Data-

Driven scheme is recovered in the limit of 𝛽 → ∞. For finite 𝛽, all points in the

material data set influence the solution, but their corresponding weights diminish

with distance to the trial solution z. The clustering scheme just described is in anal-

ogy to information-theoretical methods for reconstructing geometrical objects and

functions from point data sets [47, 48].

Since the Pareto weight 𝛽 is not based on any physical or data parameter, an

annealing schedule is used to remove any direct solution dependency. The schedule

is initialized with 𝛽 chosen to provide a convex free energy after which the method

proceeds to raise 𝛽 via a sequence of contracting local convexity estimates. A free

parameter 𝜆 is introduced to control the speed of annealing, where solutions for a

fixed data set converge under reductions to the annealing rate at significant increases

to computational cost. Figure 3a shows the data selections made by the distance-

minimizing method to solve the truss shown in Fig. 2 from the pictured data set.

In comparison, Fig. 3b presents how the process of annealed data clustering pro-

duces selections along the center of the distribution for the same data set. Demonstra-

tions of maximum entropy methods on the pictured static truss showed the method

to data-converge faster than the equivalent distance-minimizing solver for banded

data converging to a graph. Additionally, the entropy maximizing method was also

numerically shown to data-converge for material data sets sampled from a fixed,

finitely banded, probability distribution in the phase space [6]. While the demon-

strations were computationally expensive, little effort was invested in computational

efficiency and there exist several simple strategies that would greatly improve the

algorithm performance. The new solver represents a significant extension of Data-

Driven Computing to a much broader class of possible data problems.
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Fig. 3 Minimum-distance and maximum-entropy Data-Driven solvers point selections for a noisy

10,000 point data set

6 Dynamic Problems

The dynamic extension of the static Data-Driven solvers only requires substituting a

discretized momentum balance for the static equilibrium equation used previously.

Stationarity, instead of providing two uncoupled linear systems for u and 𝜇, provides

two linear systems which are coupled in both variables. It has been found that, with

limited modification, both discussed methods admit the dynamic equilibrium con-

straints without issue. Numerical tests to date have shown convergence metrics which

are consistent with previous [5, 6] performance assessments. Entropy-maximizing

solvers provide better results in the presence of noisy data sets, the compounding

error of multi-step solutions drives their solutions to dynamics calculations to be

essential in the presence of a finitely banded data. To create a dynamics test case,

the quasi-static case from Fig. 2 was modified to include an oscillating base with

no external force or displacement conditions. Making use of the data sets shown in

Fig. 3, the deflection ux at one of the former force application points was recorded.

Figure 4 plots that deflection over 10 base oscillations compared to the results of a

traditional non-linear implicit dynamics solver solution which made direct use of the

model about which the pictured data was centered. Given the significant scatter of

the input data, results show a remarkable correlation between the Data-Driven and

reference solutions.
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Fig. 4 Dynamic x
displacement response of
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7 Method Extensions to Data-Driven Computing

A number of extensions to Data-Driven solvers can be devised with a view to incor-

porating new kinds of data and data sources. The most direct addition is to handle

data with descriptive confidence metrics, here these act as a natural outgrowth of

clustered annealing solvers. The other interesting improvement would be to incorpo-

rate intermediate Data-Driven results to drive improved material response sampling.

7.1 Data Quality, Error Bounds, Confidence

In general, it is important to keep careful record of the pedigree, or ancestry, of

each data point and to devise metrics for quantifying the level of confidence that

can be placed on the data [49]. The confidence level in a material data point zi can

be quantified by means of a confidence factor ci ∈ [0, 1], with ci = 0 denoting no

confidence and ci = 1 denoting full confidence. The weighting of the data points can

then be modified to

pi =
ci

Z
exp

(
−d2(z, zi)

)
, Z =

n∑
i=1

ci exp
(
−d2(z, zi)

)
,

which effectively factors the confidence factors into the calculations. In addition,

material data obtained through experimental measurements often comes with error

bounds attached. The standard error of a measurement of mean zi is normally iden-

tified with its standard deviation si. In such cases, assuming the distribution of

measurements to be Gaussian we obtain the distribution of weights:
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pi =
1
Z
exp

(
−d2(z, zi)
2s2i + 1∕𝛽

)
, Z =

n∑
i=1

exp

(
−d2(z, zi)
2s2i + 1∕𝛽

)
.

These simple analytical devices effectively factors the experimental error bounds

and quality estimates directly into Data-Driven solvers.

7.2 Data Coverage, Sampling Quality, Adaptivity

Data-Driven solvers have the capacity, not just to make use of supplied data, but

also suggest what additional data would be most useful in improving a characterized

response. Recall that in general z ∈ C represents a sampling of the Data-Driven field

value and y ∈ E corresponds to data associations specific to the integration points.

Solutions to Data-Driven problems then naturally supply solutions ze and ye at each

of the integration points e. The distance de(ze,Ee) then supplies a natural measure

of how well the local state ze is represented within the local material data set Ee.

For any given material data set, a certain spread in the values of de(ze,Ee) may be

expected, indicating that certain local states in a solution are better sampled than

others. Specifically, local states with no nearby data points result in high values of

de(ze,Ee), indicative of poor coverage by the material data set. Thus, the analysis

of the local values de(ze,Ee) of the distance function provides a means of improv-

ing material data sets adaptively for particular applications. Evidently, the optimal

strategy is to target for further sampling the regions of phase space corresponding

to the local states with highest values of de(ze,Ee). Local states lying far from the

material data set become targets for further testing. In this manner, the material data

set may be adaptively expanded to provide the best possible coverage for a particular

application.

Some care in exercising the use of additional sampling in the presence of data

clustering arguments would be required to prevent a targeting bias. More specifi-

cally, it is expected that the introduction of additional data would suggest a strategy

of “reheating” a solution and resuming an annealing process. Since clustering argu-

ments cause regions of the phase space with denser data sampling to be favored, any

additional material sampling then needs to populate a region broader than the effec-

tive diameter of the reheated clustering argument. Despite these additional complica-

tions, the ability of a solver to provide specific suggestions for improving simulation

accuracy is a fascinating outcome of Data-Driven computational strategies.

8 Data Mining and Multiscale Data-Driven Analysis

So far, we have assumed that a material data set is somehow available and provides

a suitable basis for Data-Driven analysis. In general, the material data may origi-
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nate from a variety of sources, including experimental sources, theoretical sources,

first-principles calculations, and others. A particularly appealing possibility, which

is highly synergistic with the Data-Driven Computing paradigm, is the use of mul-
tiscale analysis to generate material data, i.e., for purposes of Data Mining. Data-

Driven Computing provides a unique foundation from which to couple the simulation

scales due to its ability to directly link calculations through the determined mater-

ial data associations. In effect, it lets the analysis zoom in directly on the subgrid

phenomena that are causing local responses at a higher scale. Multiscale metal plas-

ticity supplies a representative example of application of Data-Driven Computing,

including the Data-Driven model-free formulation of molecular dynamics, disloca-

tion dynamics, and crystal and polycrystal plasticity.

8.1 From Density Functional Theory to Molecular Dynamics

For metals, the foundational, or first-principles, theory is Quantum Mechanics,

which characterizes the electronic structure at the subatomic level. At present, the

prevailing quantum-mechanical theory is Density-Functional Theory (DFT), which

relies on models of exchange-correlation and pseudopotentials to reduce the dimen-

sionality of the problem. Force-field data mined from DFT calculations provides a

suitable basis for Data-Driven Molecular-Dynamics (DDMD). The force-field space

can be covered by means of importance-sampling, specifically by focusing on low-

energy atomic configurations. Thus, whether from extensive observational evidence

or from mathematical analysis [50–53], it is known that such low-energy configura-

tions consist of: (i) affine deformations of a perfect lattice; (ii) short-range defects of

dimension zero, such as vacancies and interstitials; (iii) short-range defects of dimen-

sion one, such as dislocations; and (iv) short-range defects of dimension two, includ-

ing free surfaces and interfaces. The aim of the DFT-based Data Mining may thus

be focused on the characterization of force fields representative of said low-energy

configurations in specific metals such as Al (FCC), Fe (BCC) and Mg (HCP).

8.2 Data-Driven Molecular Dynamics

In using the force-field data for Data-Driven Molecular Dynamics, it becomes nec-

essary to define a distance in the phase space of atomic clusters and forces. A

convenient choice of distance is supplied by ‘lattice matching’ [54, 55]. This dis-

tance provides a means of matching local atomic configurations against the closest

configuration in the data repository and retrieving the most relevant local force field.

Again we emphasize that, whereas DFT calculations have been extensively used to

‘train’ specific interatomic potentials [56–62], the distinguishing characteristic of

Data-Driven Molecular Dynamics is that the DFT data are used directly in mole-
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cular dynamics calculations, without the intermediary of an empirical interatomic

potential.

8.3 From Molecular Dynamics to Dislocation Dynamics and
Plasticity

The passage from discrete-to-continuum descriptions can be effected in a number of

ways, including the Quasicontinuum Method [63–66], phase-field models [51, 52,

67–74], and others. The resulting coarse-grained theory is Dislocation Dynamics

(DD) in otherwise elastic crystals. In this coarse-grained theory, the relevant mater-

ial laws are: (i) the dislocation mobility law, which relates the Peach-Koehler force to

dislocation velocity; (ii) the core energy or line tension, which gives the core energy

per unit length as a function of dislocation direction; and (iii) the elastic interaction

forces between dislocation segments and between dislocation segments and applied

stresses. Conveniently, these laws are accessible to Data-Driven Molecular Dynam-

ics. In the case of the segment-segment elastic interaction law, the relevant phase

spaces are too large to allow for uniform sampling and importance sampling must be

performed instead. The interaction between distant segments can be characterized

by recourse to linear elasticity [75], which restricts sampling requirements to dislo-

cation interactions at close range. The important configurations to be sampled are

low-energy configurations, specifically close-range dipoles, nodes, junctions, net-

works and walls [73, 76–80]. Finally, polycrystal plasticity data can be generated

from Data-Driven single-crystal plasticity by means of standard and mathematically

well-understood periodic representative-volume problems [81].

9 Publicly-Editable, Open Access Material Data Repository

As already emphasized, Data-Driven Computing makes use of fundamental, unbi-

ased, model-independent data ‘living’ in phase spaces set forth directly by the field

equations of the problem. Thus, for instance, Data-Driven Molecular Dynamics

is formulated from data consisting of local atomic coordinates and corresponding

forces, without reference to any particular interatomic potential and without any

a priori assumptions on material behavior. This strict adherence to fundamental,

unbiased and model-free data not only represents a novel and significant conceptual

advance but also greatly facilitates material data sharing, collection and dissemina-

tion within the community.

Specifically, publicly-editable repository model accessible for use by—and to

contributions from—the entire scientific community become an attractive possibil-

ity. Publicly-editable repositories have demonstrated a remarkable ability for organic

decentralized growth and collaborative development. Perhaps the most notable of
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all publicly-editable repositories is Wikipedia [82], the self-styled free encyclope-
dia, launched on January 15, 2001 by Jimmy Wales and Larry Sanger, which cur-

rently features over 38 million articles in more than 250 languages. As of February

of 2014, Wikipedia had 18 billion views and 500 million unique visitors per month.

Wikipedia forever changed the field of reference and displaced well-established and

capitalized encyclopedias. What is truly remarkable about Wikipedia, and similar

publicly-supported enterprises, is that it is free of cost, had no governmental support

and grew collaboratively from anonymous contributions. Wikipedia was made possi-

ble by key technological advances, most notably, the internet and the development of

mark-up languages, such as Wiki, specially designed for collaborative content mod-

ification; but it was also the result of a radically new way of thinking.

Data-Driven Computing has the potential for enabling—and ushering in—a sim-

ilar paradigm shift and new thinking in science and engineering, a shift towards col-
laborative development of material data repositories. Thus, by insisting on funda-

mental, unbiased and model-free data, material data becomes homogeneous and fun-
gible, and data sets of different extractions can be readily integrated and fused [83].

Data-Driven Computing also makes material data repositories relevant and useful

by providing the analytical and algorithmic means of integrating material data sets

directly into scientific analysis or computation.

10 Concluding Remarks

Data-Driven computation represents a new direction in computational analysis that

seeds new growth in the fields of predictive science. Traditional modeling techniques

have acted as a barrier between solutions and the data that provides them validity

and accuracy. Removing this barrier means that detailed flows of causality can exist

between data sources and computational solutions. Continuing to improve the ability

to link data properties and simulation outcomes represents some of the most likely

extensions of developed methods. With such flows being processed with improved

strategies, the number of possible new applications for Data-Driven computation

seem to be beyond summary.

Even restricting the domain to mechanics, the potential reach of these solution

strategies touches on a common problem in a modern analysis, the need to resolve

response at multiple scales. Here, we have discussed how materials science could

see a revolution in predictive capacity, but also: structural analysis could directly

integrate extremely localized phenomena and fluids simulations would have better

ways of relating different flow scales. These capacities arise from our new abilities

of numerical science to generate data, and once such data are created, there are few

restrictions on their potential use. Thus, public databases might allow for new forms

of collaboration and quicker advances within the communities that study diverse

arrays of phenomena. The works summarized and suggested in this writing stand as

features of a new landscape still largely unseen and unexperienced. As storage costs

continue to fall and computational capacity becomes ever more ubiquitous, Data-
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Driven Computing offers an expanding world of analytical capacity to science and

engineering.
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Elasto-Plastic Response of Thick Plates
Built in Functionally Graded Material
Using the Third Order Plate Theory

Michal Kleiber, Maciej Taczała and Ryszard Buczkowski

Abstract We present an application of the third-order plate theory for investigation
of the elasto-plastic response of thick plates made of functionally graded material.
The theory was originally developed by Reddy and Kim [1]. In their formulation
they expanded the in-plane displacements up to the cubic term and the transverse
displacement up to the quadratic term with respect to the coordinate perpendicular
to the plate surface, obtaining a quadratic variation of the transverse shear strains
through the plate thickness. FGM properties are modelled following the power law
distribution of constituent ratio across the thickness. The plates are modelled using
a 16-noded lagrangian elements using Lobatto integration rules. The problem is
solved using Newton-Raphson method applying modified Crisfield constant
arc-length procedure. Numerical examples are provided to illustrate the advantages
of the method proposed.

1 Introduction

Functionally graded materials (FGMs) are a new class of composite materials
known for over two decades and receiving a well-deserved attention [2–4]. FGMs
are composed of ceramics and metals, with components distributed so that external
ceramic layers, exposed to high temperatures, protect internal metallic functions.
The most important problem here is the reduction of thermal stresses due to very
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high temperatures and substantial differences of component thermal expansion
coefficients. Numerous FGM applications include medicine (orthopedic resorption
controllable implants with highly useful mechanical properties, lens, bioceramic
materials, porous ceramics, bioactive ceramics, resorptive ceramics, biostable
bonding materials), machine industry (cutting tools, toothed wheels or turbine
blades) and power industry (jet engine chambers, functionally graded components
of fuel cells, thermonuclear power generation—thermal barrier protection), elec-
tronics industry (heat sensors, piezoelectric activators, optical fibres).

In relation to the analytical and numerical calculations of the FGM beams, plates
and shells the interested readers are referred to the works of Reddy and his
co-workers, see for example [5–7].

Here, we present an application of the third-order plate theory for investigation
of the elasto-plastic response of thick plates made of functionally graded material.
We based our analysis on a theory originally developed by Reddy and Kim [1].
A 16-node isoparametric Mindlin plate finite element of the Lagrange family using
Lobatto integration scheme which does not exhibit shear locking phenomena, was
used as developed by the authors [8].

2 Mathematical Formulation

Nonlinear finite element equations in the incremental formulation will be derived
using the principle of virtual work. The virtual work of internal forces δ t+Δt

i+1Wext

for increment t+Δt and iteration i+1 equals the virtual work of internal forces
δ t+Δt

i+1Wint:

δ t+Δt
i+1Wint = δ t+Δt

i+1Wext ð1Þ

The virtual work of external forces is the sum of body forces t+Δt
i+1bi

� �
and

distributed loading t+Δt
i+1pi

� �
acting on virtual displacements δ t+Δt

i+1ui
� �

:

δ t+Δt
i+1Wext =

Z
V

t+Δt
i+1biδ

t+Δt
i+1uidV +

Z
Ω

t+Δt
i+1piδ

t+Δt
i+1uidΩ ð2Þ

Virtual work of internal forces (2nd Piola-Kirchhoff stresses) δ t+Δt
i+1Wint is:

δ t+Δt
i+1Wint =

Z
V

t+Δt
i+1Siδ

t+Δt
i+1ΔEidV ð3Þ

Assuming large displacements, increments of Green-Lagrange strains
δ t+Δt

i+1ΔEi
� �

in the present formulation are derived using equations defining dis-
placements of arbitrary point of the plate according to the third-order shear
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deformation theory proposed by Reddy and Kim, referred here as “A general
third-order theory with tangential traction free surfaces” [1, 9, 10]:

t+Δt
i u=

t+Δt
i um + z t+Δt

i υx + z2 t+Δt
iφx + z3 t+Δt

iψ x
t+Δt

i v=
t+Δt

i vm + z t+Δt
i υy + z2 t+Δt

iφy + z3 t+Δt
iψ y

t+Δt
i w= t+Δt

i wm + z t+Δt
i υz + z2 t+Δt

iφz

ð4Þ

The assumed displacement field allows for quadratic variation of transverse
shear strains and inextensibility of the transverse normal lines. Displacement
functions are then modified in a way which makes the transverse shear stresses be
equal to zero on the top and bottom of the plate for z=± t ̸2, similarly as in the
formulation of the Reddy third-order theory. This conditions, expressed in terms of
the strains, takes the form

t+Δt
i wm, x + t+Δt

i υx + z t+Δt
i υz, x +2 t+Δt

iφx

� �
+ z2 t+Δt

iφz, x +3 t+Δt
iψ x

� �
=0

t+Δt
i wm, y + t+Δt

i υy + z t+Δt
i υz, y +2 t+Δt

iφy

� �
+ z2 t+Δt

iφz, y +3 t+Δt
iψ y

� �
=0

ð5Þ

We note that in Eq. 5 it is only the linear part of the shear strain which is taken to
derive the equation relating some displacement functions and their derivatives

t+Δt
i wm, x + t+Δt

i υx +
1
2
t t+Δt

i υz, x + t t+Δt
iφx +

1
4
t2 t+Δt

iφz, x +
3
4
t2 t+Δt

iψ x =0

t+Δt
i wm, x + t+Δt

i υx −
1
2

t+Δt
i υz, x − t t+Δt

iφx +
1
4
t2 t+Δt

iφz, x +
3
4
t2 t+Δt

iψ x =0

t+Δt
i wm, y + t+Δt

i υy +
t
2

t+Δt
i υz, y + t t+Δt

iφy +
1
4
t2 t+Δt

iφz, y +
3
4
t2 t+Δt

iψ y =0

t+Δt
i wm, y + t+Δt

i υy −
t
2

t+Δt
i υz, y − t t+Δt

iφy +
1
4
t2 t+Δt

iφz, y +
3
4
t2 t+Δt

iψ y =0

ð6Þ

From these equations we obtain the following relationships relating some of the
displacement functions and their derivatives:

t+Δt
iψ x = −

4
3t2

t+Δt
i υx −

4
3t2

t+Δt
i wm, x −

1
3

t+Δt
iφz, x

t+Δt
iφx = −

1
2

t+Δt
i υz, x

t+Δt
iψ y = −

4
3t2

t+Δt
i υy −

4
3t2

t+Δt
i wm, y −

1
3

t+Δt
iφz, y

t+Δt
iφy = −

1
2

t+Δt
i υz, y

ð7Þ
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These are in turn used in equations defining the displacement functions as

t+Δt
i u=

t+Δt
i um + z t+Δt

i υx −
1
2
z2 t+Δt

i υz, x −
4
3t2

z3 t+Δt
i wm, x + t+Δt

i υx +
1
4
t2 t+Δt

iφz, x

� �

t+Δt
i v=

t+Δt
i vm + z t+Δt

i υy −
1
2
z2 t+Δt

i υz, y −
4
3t2

z3 t+Δt
i wm, y + t+Δt

i υy +
1
4
t2 t+Δt

iφz, y

� �
t+Δt

i w= t+Δt
i wm + z t+Δt

i υz + z2 t+Δt
iφz

ð8Þ

which reduces the number of displacement functions from original eleven to seven
functions governing the structural response of the plate in Eq. 8, i.e.
um, vm,wm, υx, υy, υz,φz.

Employing von Karman theory of plates for geometrically nonlinear analysis the
components of the strain tensor are

t+Δt
i Exx = t+Δt

i u, x +
1
2

t+Δt
i u

2
, x +

t+Δt
i v

2
, x +

t+Δt
i w

2
, x

� �
t+Δt

i Eyy = t+Δt
i v, y +

1
2

t+Δt
i u

2
, y +

t+Δt
i v

2
, y +

t+Δt
i w

2
, y

� 	
t+Δt

i Ezz = t+Δt
i w, z +

1
2

t+Δt
i u

2
, y +

t+Δt
i v

2
, y +

t+Δt
i w

2
, y

� 	
t+Δt

i Exy =
1
2

t+Δt
i u, y +

t+Δt
i v, x +

t+Δt
i u, x

t+Δt
i u, y +

t+Δt
i v, x

t+Δt
i v, y +

t+Δt
i w, x

t+Δt
i w, y

� �
t+Δt

i Exz =
1
2

t+Δt
i u, z +

t+Δt
i w, x + t+Δt

i u, x
t+Δt

i u, z +
t+Δt

i v, x
t+Δt

i v, z +
t+Δt

i w, x
t+Δt

i w, z
� �

t+Δt
i Eyz =

1
2

t+Δt
i v, z +

t+Δt
i w, y + t+Δt

i u, y
t+Δt

i u, z +
t+Δt

i v, y
t+Δt

i v, z +
t+Δt

i w, y
t+Δt

i w, z
� �

ð9Þ

where

t+Δt
i u, x =

t+Δt
i um, x + z t+Δt

i υx, x −
1
2
z2 t+Δt

i υz, xx −
4
3t2

z3 t+Δt
i wm, xx + t +Δt

i υx, x +
1
4
t2 t+Δt

iφz, xx

� �

t+Δt
i u, y =

t+Δt
i um, y + z t+Δt

i υx, y −
1
2
z2 t+Δt

i υz, xy −
4
3t2

z3 t+Δt
i wm, xy + t+Δt

i υx, y +
1
4
t2 t +Δt

iφz, xy

� �

t+Δt
i u, z =

t+Δt
i υx − z t+Δt

i υz, x −
4
t2
z2 t+Δt

i wm, x + t+Δt
i υx +

1
4
t2 t+Δt

iφz, x

� �

t+Δt
i v, x =

t+Δt
i vm, x + z t+Δt

i υy, x −
1
2
z2 t+Δt

i υz, xy −
4
3t2

z3 t+Δt
i wm, xy + t+Δt

i υy, x +
1
4
t2 t+Δt

iφz, xy

� �

t+Δt
i v, y =

t+Δt
i vm, y + z t+Δt

i υy, y −
1
2
z2 t+Δt

i υz, yy −
4
3t2

z3 t+Δt
i wm, yy + t+Δt

i υy, y +
1
4
t2 t+Δt

iφz, yy

� �

t+Δt
i v, z =

t+Δt
i υy − z t+Δt

i υz, y −
4
t2
z2 t+Δt

i wm, y + t+Δt
i υy +

1
4
t2 t+Δt

iφz, y

� �
t+Δt

i w, x = t+Δt
i wm, x + z t +Δt

i υz, x + z2 t+Δt
iφz, x

t+Δt
i w, y = t+Δt

i wm, y + z t +Δt
i υz, y + z2 t+Δt

iφz, y
t+Δt

i w, z = t+Δt
i υz +2z t+Δt

iφz

ð10Þ
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Employing the finite element approximation

t+Δt
i u=N1j

t+Δt
i dj;

t+Δt
i v=N2j

t+Δt
i dj;

t+Δt
i w=N3j

t+Δt
i dj; . . .

t+Δt
i υx =N4j

t+Δt
i dj;

t+Δt
iφz =N11, j

t+Δt
i dj

ð11Þ

we obtain the strain increments given by

t+Δt
iΔEmn =

1
2

Bð1Þ
mnj

t+Δt
iΔdj +Bð2Þ

mnjk
t+Δt

iΔdk
t+Δt

iΔdj
h i

ð12Þ

where t+Δt
i B

ð1Þ
mj ,B

ð2Þ
mjk are the strain-displacement matrices.

The stress increment is expressed via a constitutive relationship as

t+Δt
i+1ΔSij =

t+Δt
i Cijkl

t+Δt
i+1ΔEkl ð13Þ

where t+Δt
i Cijkl


 �
is the constitutive matrix for elastic-plastic behaviour. The linear

elastic response of FGMs obeys Hooke’s law. Furthermore, it is assumed that the
metallic constituent in the FG plate exhibits the elasto-plastic behaviour whereas the
ceramic constituent is elastic. Mixture of both fractions is locally isotropic and the
von-Mises criterion governs the plastic behaviour. Several models have been pro-
posed to describe the nonlinear response of FGM composites [11–14]. According to
the modified rule of mixtures for composites [15, 16], elastoplastic material prop-
erties of the metal-ceramic composite in terms of the volume fraction of its con-
stituents can be expressed as follows:

t+Δt
i SY =

t+Δt
1SYm Vm +

q+Em

q+Ec

Ec

Em
1−Vmð Þ

� �
ð14Þ

and

Hf =
EcVc +

q+Ec
q+Hm

HmVm

� 	
Vc +

q+Ec
q+Hm

Vm
ð15Þ

where t+Δt
i SYf ,

t+Δt
1SYm are yield stresses for composite and steel, respectively, Hf

and Hm are tangent moduli for composite and steel, Em and Ec are moduli of
elasticity of metal and ceramic, Vm and Vc are the volume fractions of the metal and
ceramic and q is the ratio of stress to strain transfer between two phases assumed
equal to 4.5 GPa as an approximation to experimental values for dual-phase steels.
The constitutive tensor in the elastic part is consistent with the one used in the
theory of elasticity

t+Δt
i Cijkl =2Gf δikδjl +

νf
1− 2νf
� � δijδkl

" #
ð16Þ
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Using the Prandtl-Reuss plastic flow theory the constitutive tensor takes the form

t+Δt
i Cijkl =2Gf δikδjl +

νf
1− 2νf
� � δijδkl − 9

2
Gf

t+Δt
i S
⌢

ij
t+Δt

i S
⌢

kl

3Gf + t+Δt
i H

� �
t+Δt

i S2eq

" #
ð17Þ

where the Kirchhoff modulus is evaluated based on elasticity modulus and Poisson
ratio obtained by considering combinations of material constants and volumetric
fractions of both components in the FGM as

Ef =
EcVc +

q+Ec
q+Hm

HmVm

� 	
Vc +

q+Ec
q+Hm

Vm

νf = νmVm + νcVc

ð18Þ

The volume fraction of ceramics is

Vc =
1
2
+

z
t

� �n

n≥ 0ð Þ ð19Þ

where n is the volume fraction exponent.
The principle of virtual work takes the form:

t+Δt
i K

ðdÞ
pk + t+Δt

i K
ðSÞ
pk

� 	
t+Δt
i+1Δdk =

t+Δt
i λ

ðPÞ + t+Δt
i+1Δλ

ðPÞ
� 	

Pp − t+Δt
i Fp ð20Þ

where:

t+Δt
i KðdÞ

pq =
Z
V

t+Δt
i Cijkl

t+Δt
iB

ð1Þ
ijp

t+Δt
i Bð1Þ

klqdV ð21Þ

is the stiffness matrix dependent on displacements (including also the linear term)

t+Δt
i K

ðSÞ
pq =

Z
V

t+Δt
i B

ð2Þ
ijpq +

t+Δt
i B

ð2Þ
ijqp

� 	
t+Δt

i SijdV ð22Þ

is the stiffness matrix dependent on stresses

Pp =
Z
V

biNipdV +
Z
Ω

piNipdΩ ð23Þ
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is the reference load vector and

t+Δt
i Fp =

Z
V

t+Δt
i B

ð1Þ
ijp

t+Δt
i SijdV ð24Þ

is the internal force vector.
A typical loading scheme for the analysis of isolated plates and panels is a

displacement loading corresponding to the interaction of individual components.
Partitioning the stiffness matrix as well as the displacement and force vectors into
the part associated with unknown displacement increments (1) and imposed
boundary (2) conditions leads to

t+Δt
iK

ð11Þ t+Δt
iK

ð12Þ
t+Δt

iK
ð21Þ t+Δt

iK
ð22Þ

� 
t+Δt
i+1Δd

ð1Þ
t+Δt
i+1Δd

ð2Þ

� �
= t+Δt

i λ+
t+Δt
i+1Δλ

� � Pð1Þ

Pð2Þ

� �
−

t+Δt
iF

ð1Þ
t+Δt

iF
ð2Þ

� �

ð25Þ

Now the increment displacement vector in each iteration can be calculated as

t+Δt
i+1Δd

ð1Þ
iter =

t+Δt
iK

ð11Þ
� 	− 1

t+Δt
i λ+

t+Δt
i+1Δλ

� �
Pð1Þ

h
− t+Δt

iK
ð12Þ t+Δt

i+1Δd
ð2Þ − t+Δt

iF
ð1Þ
i ð26Þ

As a the path-following technique we employ the well-known Crisfield constant
arc-length method which consists in formulating a constraint condition in addition
to Eq. 25. The constraint limits for the displacement increment in each load step
t+Δt
i+1Δdincr is expressed by

t+Δt
i+1Δdincr

� �T t+Δt
i+1Δdincr =Δl2 ð27Þ

The step increment in the actual iteration is the sum of the previous value and
iterative correction of displacements, given by Eq. 26, as

t+Δt
i+1Δdincr =

t+Δt
iΔdincr +

t+Δt
i+1Δd

ð1Þ
iter ð28Þ

Dividing the load factor into the part resulting from applying load increment
t+Δt
i+1Δλapp and iterative correction t+Δt

i+1Δλiter , we substitute to the constraint given
by Eq. 27 to get a quadratic equation with respect to iterative change of the loading
factor

t+Δt
iΔd

ð1ÞT
incr +

t+Δt
i+1Δd

ð1ÞT
app

� 	
t+Δt

iΔd
ð1Þ
incr +

t+Δt
i+1Δd

ð1Þ
app

� 	
−Δl2 +

2dð1ÞTref
t+Δt

iΔd
ð1Þ
incr +

t+Δt
i+1Δd

ð1Þ
app

� 	
t+Δt
i+1Δλiter + dð1ÞTref dð1Þref

t+Δt
i+1Δλ

2
iter

ð29Þ
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where

Δdð1Þapp =
t+Δt

iK
ð11Þ

� 	− 1
t+Δt

i λ+
t+Δt
i+1Δλapp

� �
Pð1Þ

h
− t+Δt

i+1Δλapp
t+Δt

iK
ð12Þdð2Þ + t+Δt

i+1Δλapp
t+Δt

iQ
ð1Þ − t+Δt

iF
ð1Þ
i ð30Þ

and

dð1Þref =
t+Δt

iK
ð11Þ

� 	− 1
Pð1Þ − t+Δt

iK
ð12Þdð2Þ + t+Δt

iQ
ð1Þ

h i
ð31Þ

Parameter Δl2 is determined using the initial value of applied loading.

3 Numerical Examples

3.1 Verification of the Formulation

The formulation has been verified by comparing the results obtained with those
presented in [17] for the isotropic plate. In that paper plasticity was treated in an
approximate manner according to the method originally developed by Ilyushin
(based on the von Mises yield function) with some modifications introduced by
Crisfield.

An example of rectangular plate with aspect ratio length to breadth a ̸b=0.875
and thickness 3.175mm was analysed with the Young modulus Em = 206,000
MPa, Poisson ratio νm =0.3 and yield stress SYm =250MPa. Three cases were
analysed for b ̸t=40, 55 and 80, respectively. Boundary conditions were taken to
model simple support of the plate and unrestrained (free to move) mid-surface.
Loading was applied in the form of kinematic excitation of the compressed edge.
A quarter of the plate was modelled in each case using the 4 × 4 mesh. In each case
initial deflection was assumed in the sinusoidal form as a single half-wave in both

directions with amplitude wð0Þ
11 = 0.001 b (Eq. 32 and Fig. 1).

w=wð0Þ
11 sin

πx
a1

sin
πy
b

ð32Þ

Results in the form of the average stress ratio vs. average strain ratio, where the
average stress ratio is the average compressive stress at the loaded edge related to
the nominal metal yield stress and the average strain ratio is the average com-
pressive strain at the loaded edge related to the yield strain (yield stress divided by
Young modulus of the metallic constituent), are presented in Fig. 2.
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The ultimate capacity for plate b ̸t=40 resulted as Sult ̸SY =0.9835, for b ̸t=55
as Sult ̸SY =0.8307 and for b ̸t=80 as Sult ̸SY =0.5782. These results, and the
curves presented in Fig. 2, agree well with the results given in [17].

Fig. 1 Initial deflection of plate a ̸b=0.875

Fig. 2 Load-shortening
curves for simply supported
plate a ̸b=0.875—
comparison against
results of [17]
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In the next step FGM hypothetical plates were analysed assuming metal prop-
erties as in the Crisfield model while for the ceramic fraction Ec = 340,000 MPa
and Poisson ratio νc =0.25. The aspect ratio of the plates was the same as for the
metal plate. The influence of the exponent n (Eq. 19) on structural response of the
plate was analyzed. The results, for plates b ̸t=40, 55 and 80 are presented in

Fig. 3 Load-shortening
curves for simply supported
plate a ̸b=0.875, b ̸t=40

Fig. 4 Load-shortening
curves for simply supported
plate a ̸b=0.875, b ̸t=55
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Figs. 3, 4 and 5, respectively. For plates b/t = 40 the geometrical effect is practi-
cally negligible; it is yielding which governs the structural response for all plates,
both isotropic and FGM. For the plates with greater slender ratio we can observe
decrease of the ultimate capacity with growing value of n which means increasing
content of the metallic constituent what results in decreasing yield stress according
to Eq. 14. According to our formulation the purely ceramic plate does not exhibit
yielding; however, elastic buckling can be observed. Failure modes for all analysed
plates were consistent with the initial deflection mode—in the form of one half-sine
wave in both loading and perpendicular direction.

More complex behaviour can be observed for the plates having greater aspect
ratio. The length of the plate was taken 3 times greater, thus the aspect ratio was
a ̸b=2.625. The initial deflection is again taken in the form of the one half-sine
wave along the length.

Fig. 5 Load-shortening
curves for simply supported
plate a ̸b=0.875, b ̸t=80
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For plates a ̸b=2.625 such an initial deflection is inconsistent with the failure
mode, therefore the values of the ultimate capacity are greater than for the plate
a ̸b=0.875. For plates b ̸t=55 we receive practically the same values of the
ultimate capacity for all exponents n as shown in Fig. 6. However, we observe a
different behaviour of the plates represented by the failure modes; the mode is
typical for elastic behaviour in the case of ceramic plate—analysis without plas-
ticity (Fig. 7), while the influence of plastic yielding can be observed for the FGM
(Fig. 8) and metallic plates (Fig. 9).

Fig. 6 Load-shortening
curves for simply supported
plate a ̸b=2.625, b ̸t=55

Fig. 7 Failure mode for simply supported ceramic plate a ̸b=2.625, b ̸t=55
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Fig. 8 Failure mode for simply supported metallic plate a ̸b=2.625, b ̸t=55

Fig. 9 Failure mode for simply supported FGM (n=5) plate, a ̸b=2.625, b ̸t=55

Fig. 10 Load-shortening
curves for simply supported
plate a ̸b=2.625, b ̸t=80
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In the case of plates with b ̸t=80 we can observe elastic buckling followed by a
complex behaviour in the elastic-plastic region, cf.Fig. 10.

4 Conclusions

Efficiency of the third order plate theory in the elastic-plastic analysis of FGM
plates has been presented. The results prove a complex behaviour of axially
compressed rectangular FGM plates. Further investigation is necessary to find the
correctness of the assumed displacement functions and their final form, after
application of the boundary conditions, to analyse the structural response of thick
plates including the plates made of FGM. It appears that further developments are
necessary employing the 3D solution for both isotropic and FGM plates in the form
of 2D plate theories.

Acknowledgements The figures presenting deformations of plates have been created using the
computer code (graphic post-processing) developed by Dr. Bartek Żyliński (Bartlomiej.Zylin-
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Extended-PGD Model Reduction
for Nonlinear Solid Mechanics Problems
Involving Many Parameters

P. Ladevèze, Ch. Paillet and D. Néron

Abstract Reduced models and especially those based on Proper Generalized

Decomposition (PGD) are decision-making tools which are about to revolutionize

many domains. Unfortunately, their calculation remains problematic for problems

involving many parameters, for which one can invoke the “curse of dimensionality”.

The paper starts with the state-of-the-art for nonlinear problems involving stochastic

parameters. Then, an answer to the challenge of many parameters is given in solid

mechanics with the so-called “parameter-multiscale PGD”, which is based on the

Saint-Venant principle.

1 Introduction

Numerical simulation has made a forceful entry into design and analysis offices.

This revolution, which is anything but complete, has entered in a new stage, called

simulation-driven “robust” design. It leads to a major scientific challenge: simu-

lations should be performed in quasi real-time. The key is a new generation of

reduced-order methods which comprises essentially the Proper Orthogonal Decom-

position (POD), the Proper Generalized Decomposition (PGD) and the Reduced

Basis Method (RB), the basis and recent developments of which are given in [6].

These are problems in which uncertainties or variations in parameters are to be taken

into account, or problems with very high number of degrees of freedom, with mul-

tiple scales or interactions between several physics. These methods, together with

the notions of offline and online calculations, also open the way to new approaches

where simulation and analysis of structures can be carried out almost in real time.

The object of this work is the PGD, that was introduced in [13, 14] for the

treatment of nonlinear time-dependent problems of solid mechanics. Many develop-

ments have been made over the last thirty years: multi-scale, multiphysics, stochas-

tic or non-stochastic parameters, acoustics, large displacements and deformations ...
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In [18], one can find a synthesis of most of the developments in Cachan, where

the method LATIN plays a central role. Currently, a number of tools have become

mature and have been applied to industrial cases and then are competitors of clas-

sical computational methods (see book [7]). This is the case for the calculation of

(visco)-plastic structures with less than ten parameters. The PGD not only makes it

possible to construct reduced models that can be used in real time, but it also makes

it possible to reduce drastically the calculation time in many situations. However, a

major limitation is still the number of the parameters that can be involved (no more

than 10). The paper starts with the state-of-the-art for nonlinear problems involving

parameters which could be stochastic. It appears that the key to extend the PGD to a

large number of parameters and then to cancel the “curse of dimensionality” is the

same for linear and nonlinear problems.

Several attemps have been introduced for problems with a large number of para-

meters: Tucker tensors, Tensor Train tensors, Hierarchical Tucker tensors or more

general tree-based Hierarchical Tucker tensors [3, 8, 9, 12, 24]. As they are generic

a priori approximations, we believe that their improvement which is real, is lim-

ited. Here, in this paper we are following quite a different way. The idea is to notice

that the operator underlying the problem treated is a binder between the parameters.

Thus, at the level of the solution, the “curse of dimensionality” is no longer relevant.

More, we go further with the parameter-multiscale PGD which takes its source in a

fine analysis of the solution according to parameters, analysis built on the Principle

of Saint-Venant. The basic idea is to introduce a two-level description of each para-

meter, the “macro” scale and the “micro” scale as one considers two scales for the

space or the time. Also, to implement this vision, we have been led to use completely

discontinuous approximations [18]. To carry out these idea, we use the Weak-Trefftz

Discontinuous Method introduced in [16] and applied in [20] for the calculation of

“medium frequency” phenomena. This paper is limited to fundamental aspects and

the first numerical experiments for linear problems. More details can be founded in

[25].

2 Nonlinear Problems with Parameters:
The State-of-the-art

We have been working on ROM computation for 30 years with the so-called LATIN-

PGD and what we are doing at the present time is the result of many works. PGD

means Proper Generalized Decomposition and LATIN denotes the computational

method which is nonincremental. The LATIN-PGD method was introduced in [13]

for viscoplastic materials whose constitutive relations are described using a func-

tional approach. Its extension to modern material descriptions involving internal

variables, still for viscoplastic materials, was proposed in [14]. A number of math-

ematical properties regarding convergence and error indicators were proved in the

book [15]. Overview could be found in [15, 18]. Originally, PGD was called radial
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loading approximation, which, to us, meant a “mechanics” approximation in solid

mechanics. LATIN-PGD leads today to a general and robust PGD computation tech-

nique which is based on an “abstract” reformulation of parametric nonlinear solid

mechanics problems defined over a time-space-parameter domain. This work is the

follow-up to [11, 19, 22, 27]. Today, there are few other works except the works

of Ryckelynck and its group done with POD [28]. However, things are changing

and today there are more and more POD-approaches developed in relation with the

homogenization technique FE2 [10, 21, 26]. Additional reduction or interpolation

are then introduced to reduce their computation cost. This is done offline with the

PGD computation. Our answer is the so-called Reference Point Method (RPM) [4].

2.1 The Reference Problem and Its Reformulation

2.1.1 Notations

With the assumption of small perturbations, let us consider the quasi-static and

isothermal evolution of a structure defined over the time-space domain [0,T] ×𝛺

and depending of the parameters 𝜇 ∈ 𝜮
𝜇

. This structure is subjected to prescribed

body forces f
d
, traction forces Fd over a part 𝜕2𝛺 of the boundary, and displacements

ud over the complementary part 𝜕1𝛺 (see Fig. 1). All the data and the material char-

acteristics depend on the parameters 𝜇 ∈ 𝜮
𝜇

.

The state of the structure is defined by the set of the fields 𝐬 = (�̇�
p
,
̇X,𝝈,Y) (where

the dot notation ̇□ denotes the time derivative), in which:

∙ 𝜺
p

designates the inelastic part of the strain field 𝜺 which corresponds to the dis-

placement field u, uncoupled into an elastic part 𝜺
e

such that 𝜺
p
= 𝜺 − 𝜺

e
; X

designates the remaining internal variables;

∙ 𝝈 designates the Cauchy stress field and Y the set of variables conjugate of X (Y
and X have the same dimension). X could be hardening variables, damage vari-

ables, chemical variables, . . .

Fig. 1 The reference

problem

∂1Ω

∂2Ω

Ω

Fd

Ud

fd
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∙ generalized quantities over the parameter-time-space domain.

All these quantities are defined over the parameter-time-space domain 𝜮
𝜇

×
[0,T] ×𝛺 and assumed to be sufficiently regular. For the sake of simplicity, the dis-

placement u alone is assumed to have a nonzero initial value, denoted u0. Introducing

the following notations for the primal fields:

𝐞
p
=
[
𝜺

p

−X

]
, 𝐞 =

[
𝜺

0

]
and 𝐞

e
=
[
𝜺

e

X

]
so that 𝐞

p
= 𝐞 − 𝐞

e
(1)

and for the dual fields:

𝐟 =
[
𝝈

Y

]
(2)

The mechanical dissipation rate for the entire structure 𝛺 is:

∫
𝛺

(�̇�
p
∶ 𝝈 − ̇X ⋅ Y)d𝛺 = ∫

𝛺

(�̇�
p
◦ 𝐟 )d𝛺 (3)

where ⋅ denotes the contraction adapted to the tensorial nature of X and Y. Notation

◦ denotes the contraction operator for generalized quantities. Let us introduce the

following fundamental bilinear “dissipation” form:

⟨𝐬, 𝐬′⟩ = ∫
𝜮

𝜇

×[0,T]×𝛺
(1 − t

T
)(�̇�

p
◦ 𝐟 ′ + �̇�′

p
◦ 𝐟 )d𝛺dtd𝜇 (4)

along with 𝐄 and 𝐅, the spaces of the fields �̇�
p

and 𝐟 which are compatible with (4).

These spaces enable us to define 𝐒 = 𝐄 × 𝐅, the space in which the state 𝐬 = (�̇�
p
, 𝐟 )

of the structure is being sought.

2.1.2 The State Equations over 𝜮
𝝁
× [𝟎,T] ×𝜴

Following [15], a normal formulation with internal state variables is used to represent

the behavior of the material. If 𝜌 denotes the mass density of the material, from the

free energy 𝜌Ψ(𝜺
e
,X) with the usual uncoupling assumptions, the state law yields:

𝝈 = 𝜌

𝜕𝜓

𝜕𝜺
e

= 𝐊𝜺
e

Y = 𝜌

𝜕𝜓

𝜕X
= 𝜦X

(5)

where the Hooke’s tensor 𝐊 and the constant, symmetric and positive definite tensor

𝜦 are material characteristics.
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2.1.3 The State Evolution Laws over 𝜮
𝝁
× [𝟎,T] ×𝜴

The state evolution laws can be written:

�̇�
p
= 𝐁(𝐟 ) with 𝐞

p|t=0 = 0 (6)

where 𝐁 is a positive operator which is also for most viscoplastic models maximal

monotone [15]. Let us introduce now the space U [0,T]
𝜇,ad of admissible displacement

fields u defined over 𝜮
𝜇

× [0,T] ×𝛺 and U [0,T]
𝜇,0 the associated vectorial space. The

compatibility equation can be written as:

Find u ∈ U [0,T]
𝜇,ad such that ∀𝜇 ∈ 𝜮

𝜇

, ∀u⋆ ∈ U [0,T]
𝜇,0 ,

∫[0,T]×𝛺
Tr[𝜺(u)𝐊𝜺(u⋆)]d𝛺dt =∫[0,T]×𝛺

Tr[𝜺
p
𝐊𝜺(u⋆)]d𝛺dt+

∫[0,T]×𝛺
f
d
⋅ u⋆d𝛺dt + ∫[0,T]×𝜕2𝛺

Fd ⋅ u
⋆dSdt (7)

It follows that the stress 𝝈 = 𝐊(𝜺(u) − 𝜺
p
) can be written:

𝝈 = 𝜴𝜺
p
+ rd (8)

where 𝜴 is a linear given operator and 𝐫d is a prestress depending on the data. Intro-

ducing the generalized stress, the admissibility conditions can be written as:

𝐟 = 𝐐𝐞
p
+ 𝐫d (9)

with

𝐐 =
[
𝜴 𝟎
𝟎 𝜦

]
and 𝐫d =

[
rd
𝟎

]
(10)

where 𝐐 is a linear symmetric positive operator. Finally, the problem to solve, which

is defined over 𝜮
𝜇

× [0,T] ×𝛺, is:

Find 𝐬 = (�̇�
p
, 𝐟 ) ∈ 𝐒 such that:

𝐟 = 𝐐𝐞
p
+ 𝐫d and �̇�

p
= 𝐁(𝐟 ) with 𝐞

p|t=0 = 0
(11)

Consequently, one has to solve a first order differential equation with an initial

condition; The operators 𝐐 and 𝐁 as well as the right-hand-side member 𝐫d depends

on the parameter 𝜇 belonging to the parameter set 𝜮
𝜇

.



206 P. Ladevèze et al.

2.2 The LATIN Solver for PGD Computation

2.2.1 The LATIN Solver

The LATIN method is an iterative strategy which differs from classical incremental

or step-by-step techniques in that, at each iteration, it produces an approximation of

the complete structural response over the whole loading history being considered. A

review of the state-of-the-art and more recent extensions could be found in [18]. The

LATIN method is designed as a mechanics-based computational strategy whose aim

is to achieve the best possible performance level for solid mechanics problems. Con-

sequently, this alternative approach is rooted in some remarkable properties which

are verified by most of the models encountered in structural mechanics.

The LATIN method operates here over the parameter-time-space domain 𝜮
𝜇

×
[0,T] ×𝛺, and its first principle (P1) consists in separating the difficulties. Thus, the

equations are divided into:

∙ a set of linear equations which can be global in the space variables: the equilibrium

and compatibility equations, the state equations;

∙ a set of equations which are local in the space variables but can be nonlinear: the

state evolution laws.

The reformulation (11) of the reference problem enters into this framework

because:

∙ 𝐐 is a linear operator;

∙ 𝐁 is at least local in space variables.

In the geometric representation given Fig. 2, 𝐀𝐝 and 𝜞 represent the solutions of

the first and second set respectively, 𝐀𝐝 being associated to the free energy and 𝜞

with the dissipation. The LATIN second principle (P2) is also very natural. It consists

in solving the two sets of equations alternatively until practical convergence. In order

to do that, one uses search directions given as parameters of the LATIN method. One

possible choice (Newton search direction) consists of the tangent direction and its

conjugate direction (see Fig. 3).

Local stage principle at iteration n+ 𝟏—Find �̂�n+1∕2 = (̂�̇�
p,n+1∕2,

̂𝐟n+1∕2) ∈ 𝐒 such

that:

Fig. 2 The geometric

representation associated to

the reformulation of the

reference problem
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Fig. 3 Iteration n + 1 of the

LATIN method over

[0,T] ×𝛺

̂�̇�
p,n+1∕2 = 𝐁(̂𝐟n+1∕2) with �̂�

p,n+1∕2 = 0 at t = 0
̂�̇�

p,n+1∕2 − �̇�
p,n +𝐇+(̂𝐟n+1∕2 − 𝐟n) = 0

(12)

The search direction 𝐇+
is a LATIN parameter. Practically, one takes a linear

positive operator which is local both on time and space variables. This local stage is

very suitable for parallel computing.

Linear stage principle at iteration n+ 𝟏—Find 𝐬n+1 = (�̇�
p,n+1, 𝐟n+1) ∈ 𝐒 such that:

𝐟n+1 = 𝐐𝐞
p,n+1 + 𝐫d

�̇�
p,n+1 − ̂�̇�

p,n+1∕2 −𝐇−(𝐟n+1 − ̂𝐟n+1∕2) = 0 with 𝐞
p,n+1 = 0 at t = 0

(13)

The search direction 𝐇−
is a LATIN parameter. This is a linear positive opera-

tor which is local both on time and space variables. It is associated to the material

operator 𝐁. One has to solve a first order linear differential equation with an initial

condition, the operator 𝐐 being non-explicit.

Remark In practice, 𝐇−
is chosen close to the tangent to the manifold 𝜞 at the point

�̂�n+1∕2 = (̂�̇�
p,n+1∕2,

̂𝐟n+1∕2). For𝐇+
, one takes 𝟎 or𝐇−

. The convergence of the iterative

process has been proved in the case of non-softening materials and contacts without

friction [15]. The distance between two successive approximations gives a good and

easily computed error indicator. Let us also note that one often uses an additional

relaxation with a coefficient equal to 0.8.

2.2.2 PGD Computation

Let us recall that the problem is defined over the parameter-time-space domain 𝜮
𝜇

×
[0,T] ×𝛺.

Linear stage at iteration n+ 𝟏—Let us introduce corrections:

𝛥�̇�
p
= �̇�

p,n+1 − �̇�
p,n

𝛥𝐟 = 𝐟n+1 − 𝐟n
(14)
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where 𝐬n+1 = (�̇�
p,n, 𝐟n) has been computed at iteration n. The problem to solve over

𝜮
𝜇

× [0,T] ×𝛺 at iteration n + 1 is then:

Find 𝛥𝐬 = (𝛥�̇�
p
, 𝛥𝐟 ) ∈ 𝐒 such that

𝛥𝐟 = 𝐐𝛥�̇�
p

𝛥�̇�
p
−𝐇−

𝛥𝐟 = 𝐑d with 𝛥𝐞
p
= 0 at t = 0

(15)

The main idea is to interpret the search direction as a linear constitutive relation,

the operator 𝐇−
being local both on time and space variables and positive definite as

the Hooke tensor. Consequently, one introduces the associated constitutive relation

error which will be minimized:

r(𝛥𝐬, t) = 1
2 ∫

𝛺

[𝛥�̇�
p
−𝐇−

𝛥𝐟 − 𝐑d](𝐇−)−1[𝛥�̇�
p
−𝐇−

𝛥𝐟 − 𝐑d]d𝛺 (16)

and

R(𝛥𝐬) = ∫
𝜮

𝜇

×[0,T]
(1 − t

T
)r(𝛥𝐬, t)dtd𝜇 (17)

with 𝛥𝐬 = (𝛥�̇�
p
, 𝛥𝐟 ) ∈ 𝐒. The problem (15) becomes:

Find 𝛥𝐬 ∈ 𝐒minimizing

𝛥𝐬 ∈ 𝐒 ↦ R(𝐬) ∈ ℝ
with the constrains 𝛥𝐟 = 𝐐𝛥�̇�

p
and 𝛥𝐞

p
= 0 at t = 0

(18)

One only prescribes that:

𝛥𝐞
p
=

m∑
i=1

𝜆i(t)𝛾i(𝜇)𝐠i(x) (19)

with 𝜆i(0) = 0 (initial condition), 𝐠i ∈ L2(𝛺), 𝜆i(t) ∈ L2[0,T] and 𝛾i(𝜇) ∈ L2(𝜮
𝜇

).
It follows, using admissibility conditions, that:

𝛥𝐟 =
m∑
i=1

𝜆i(t)𝛾i(𝜇)𝐐𝐠i(x) (20)

where 𝐐𝐠i(x) are computed solving several elasticity problems. For the sake of sim-

plicity, let us consider now that 𝐐 does not depend on t and 𝜇 belonging to 𝛺 ×
[0,T] ×𝜮

𝜇

. The general case does not involve serious difficulties, the 𝐐-constraint

being satisfied in a mean sense.

A greedy algorithm with updating is used to solve the minimization problem.

More details can be founded in [17, 18]. For few parameters, it could be advanta-

geous to describe point-by-point the parameter space using the remarkable property
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of the LATIN method: the initialization of the iterative process can be any function

defined over [0,T] ×𝜮
𝜇

[27].

Local stage at iteration n+ 𝟏—One has the solve a problem which is local over

the parameter-time-space domain for which “hyper-reduction” techniques are also

welcome. A very popular technique is the Empirical Interpolation Method (EIM) [2]

and its discrete version named DEIM [5]. The Hyperreduction method [28] makes

the most of a restricted subdomain of the space domain. Here we use the Reference

Point Method (RPM) developed in [4]. Let us note that such method can be also used

for solving the linear stage.

2.3 An Engineering Illustration

To illustrate the use of the technique to deal with parametrized problems, we con-

sider an example issued from [22] and which is freely inspired from a blade of the

Vulcain engine of the Ariane 5 launcher. The geometry, boundary conditions and

mesh are presented on Fig. 4. A four-sinusoidal-cycles displacement with is pre-

scribed on the lower part. The total number of DOFs is 141,500 and the time interval

is discretized using 120 time steps. The material coefficients used for the Marquis-

Chaboche elastic-viscoplastic material are typical of a Titanium TA6V material at

500◦ K. The parametric study is defined by Table 1. It concerns concerns the influ-

ence of the loading amplitude, of the limit stress and the power coefficient in the

evolution law. The range of variation of each parameter was discretized into 10 val-

ues, leading to 1000 different problems. Figure 5 shows the total agreement of the

results obtained with the LATIN-PGD compared to the one obtained with ABAQUS.

x

y

z

time (s)

Displacement (mm)

0
120

Fig. 4 Geometry, boundary conditions and mesh of the blade test-case
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Table 1 Range of variation of loading amplitude, R0 and 𝛾

Parameter Min. value Max. value Step Range of

variation (%)

±loading

amplitude

0.1 mm 0.19 mm 0.01 mm ±31

Limit stress R0 20 MPa 29 MPa 1 MPa ±18
Power 𝛾 285 330 5 ±7

Fig. 5 Stress versus strain

curves at the most loaded

gauss point

10− 3Strain εxx (       )

St
re

ss
 σ

xx
 (

M
Pa

)

To illustrate the performances of LATIN-PGD, we compare compare the CPU

times:

∙ about 50 days (estimated time) are necessary to complete the 1000 resolution with

ABAQUS;

∙ less than 17 h are necessary to complete the 1000 resolution with the multiple runs

algorithm.

The gain is a about 70 using the muliple runs algorithm, but can achieve more

than 700 when using also the RPM strategy. The important point is that, once this

parametric study has been performed, a reduced-model of the nonlinear problem is

built. For example, some stochastic studies can be performed very easily. Assuming

a probabilistic distribution of the three parameters, a probabilistic distribution of the

quantity of interest can be computed in quasi-real time. Let us consider now that the

first parameter is fuzzy and the two others follow a normal law. Then, it is easy to

compute the probability law related to the maximum Mises stress over [0,T] ×𝜮
𝜇

(see Fig. 6).
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Fig. 6 Probability of the

maximum Mises stress
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3 The Parameter-Multiscale PGD

3.1 Model Problem

The basic principles of parameters-multiscale-PGD are given in [17]. One considers

an elastic media which occupies the domain 𝛺 divided into sub-domains or elements

𝛺E,E ∈ 𝐄. The parameters 𝜇E ∈ ℝqE are associated to the rigidity of the volume𝛺E.

For the sake of simplicity, we consider that 𝜇E is a scalar; it belongs to [−1∕2; 1∕2].
Let us introduce 𝜇 ≡ {𝜇E ⧵ E ∈ 𝐄}, the corresponding space being𝜮

𝜇

. The problem

to solve can be written as:

Find X(𝜇) ∈ U𝜇

whereU = 𝐑N
such that:

∀𝜇 ∈ 𝜮
𝜇

𝐀X(𝜇) = Fd

where 𝐀 is a linear positive definite operator depending on 𝜇. Fd is a given loading

which could also depend on 𝜇.

Numerical illustration with the standard PGD—The standard parameter-PGD

has been introduced by [1]. Stochastic framework has been considered by [23]. An

overview is given in [6]. Figure 7 shows an illustration of the model problem. This is a

cube submitted to a uniaxial traction displacement, the opposite face being clamped.

The parameters 𝜇 could be interpreted as damage intensity.

Convergence curves for the classical PGD are given Fig. 8 for 8, 27 and 64 para-

meters; they show that convergence cannot be obtained when the number of para-

meters is more than 30.

3.2 The Key Idea

One has to solve:

𝐀(𝜇)X(𝜇) = Fd
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Fig. 7 Model problem with 27 parameters: particular solution and highlighting of a subdomain
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Fig. 8 Convergence curve of the classical PGD

Let us introduce 𝐀0 = 𝐀(0) and let us suppose for the sake of simplicity that Fd does

not depend on 𝜇. One has:

𝐀 = 𝐀0[ 𝟏 − (𝟏 − 𝐀0−1𝐀)
⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

𝜟

]

Let be X0 = 𝐀0−1Fd; the solution can be written as:

X(𝜇) ∶ X0 + 𝛥X0
⏟⏟⏟

X1(𝜇)

+ 𝛥

2X0
⏟⏟⏟

X2(𝜇)

+… (21)
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where X1 is 𝜇-linear and X2 𝜇-quadratic. It follows that with only few terms, one gets

a good approximation and then, the curse of dimensionality disappears; the operator

𝐀 links the parameters. Let us go further: on each element, one has:

𝐀E = 𝐀0
E + 𝜇E𝐀E

and then

𝐀 =A
E∈𝐄

𝐀E

where AE∈𝐄 is the finite element assembly operator. Introducing the operator 𝐈E,

giving the restriction VE of a spatial vector V on the subdomain 𝛺E through the

relation V = 𝐈EVE, one can write: 𝐀 = AE∈𝐄 𝐀E =
∑

E∈𝐄 𝐈E𝐀𝐄𝐈TE. It follows:

X1(𝜇) = −𝐀0−1
[∑
E∈𝐄

𝜇E𝐈E𝐀E𝐈EX0

]
=

∑
E∈𝐄

−𝜇E𝐀0−1𝐈E
[
𝐀EX0,E

]
⏟⏞⏞⏟⏞⏞⏟

ZE

The term 𝐈EZE is associated to a self-equilibrated loading. Therefore, from the

Principle of Saint-Venant, the solution is localized in the neighborhood of the ele-

ment E, essentially over the elements sharing a common point with E noted CE. Let

be:

Z1,E = 𝐀0−1𝐈EZE

which can be seen as negligible over the complement of CE. One has:

Z1,E ≡ 𝐀0−1𝐈EZE ≃ 𝐈E′Z1,E′E
E′∈CE

and X1(𝜇) = −
∑

E∈𝐄 𝜇EZ1,E; X1 is then 𝜇-linear and Z1,E is localized over the neigh-

borhood CE of E. A similar property holds for X2:

X2(𝜇) =
∑
E′∈𝐄

∑
E∈𝐄

𝜇E′𝜇E𝐀0−1𝐈E′𝐀E′𝐈E′Z1,E

≃
∑
E′∈𝐄

∑
E∈𝐄

𝜇E′𝜇E𝐀0−1𝐈E′𝐀E′𝐈E′𝐈E′′Z1,E′′E
E′′∈CE

≃
∑
E′∈CE

∑
E∈𝐄

𝜇E′𝜇E𝐀0−1𝐈E′𝐀E′Z1,E′E



214 P. Ladevèze et al.

≃
∑
E∈𝐄

𝜇

2
E𝐀

0−1𝐈E𝐀EZ1,EE +
∑
E∈𝐄

∑
E′∈CE
E≠E′

𝜇E𝜇E′𝐀0−1𝐈E′𝐀E′Z1,E′E

≃
∑
E∈𝐄

𝜇

2
EZ2,E +

∑
E∈𝐄

∑
E∈CE
E≠E′

𝜇E𝜇E′Z2,EE′

It follows from the Saint-Venant principle that the quadratic term of X2(𝜇) is such

that Z2,EE′ is in practice localized over a close neighborhood of CE. The second term

is linear with respect to each parameter; more, the 𝜇E-contribution concerns essen-

tially the neighborhood of CE.

The parameter-multiscale PGD that we propose is based on these remarks. Thus

we introduce two scales, micro and macro, to describe the parameter space 𝜮
𝜇

. In

this way, we propose as approximation:

XE(𝜇) =
m∑
i=1

̃X
(i)
E

∏
E′′∉ ̄CE

f M(i)
E′′ (𝜇E′′ )

∏
E′∈ ̄CE

gm(i)EE′ (𝜇E′ ) (22)

where f M and gm are respectively “macro” and “micro” functions. CE denotes a cho-

sen neighborhood of E defining the “micro” impact in space of the parameter 𝜇E.

One can take the elements having a common point with E. Here, we will choose a

linear discretization of the “macro” functions f ME′′ and thus consider only their value

on two points, 𝜇E′′ = {±1∕2}.

However, there is a difficulty: X(𝜇) is discontinuous from an element to another.

It is removed using the so-called Weak-Trefftz Discontinuous Galerkin method

(WTDG) proposed in [19] and extended to the quasistatic loadings in [18]. This

approach is introduced in the next paragraph.

3.3 The WTDG Method

The domain is still split into elements or subdomains 𝛺E,E ∈ 𝐄 on which the Hooke

tensor 𝐊E is constant but depends on 𝜇E, belonging to [−1∕2, 1∕2]. The classical

WTDG is modified here by adding a regularization term which assure the positivity

of the operator, even if the rigidity vanishes over one or several subdomains.

The admissible space associated to E ∈ 𝐄 is denoted: U h,𝜇
E,ad and the associated

vectorial space: U h,𝜇
E,0 .

The problem to solve is then:
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Find UE ∈ U h,𝜇
E,ad,E ∈ 𝐄 such that ∀U∗

E ∈ U h,𝜇
E,0 one has:

∀𝜇 ∈ 𝜮
𝜇

∑
E∈𝐄

⎡⎢⎢⎣
∑

E′∈CE

[
∫
𝜞 EE′

dS

[
(𝝈n + 𝝈

′n′) ⋅
(U∗ + U∗′ )

2
+ (U − U′ ) ⋅

(𝝈∗n − 𝝈
′∗n′)

2

+ k(U − U′ ) ⋅ (U∗ − U∗′ )

]]
− 1

2
∫
𝛺E

[
(div(𝝈) + f

d
) ⋅ U∗ + div(𝝈∗) ⋅ U

]
d𝛺

+
∑

𝜞 EE⊂𝜕1𝛺
∫
𝜞 EE

[
(U − Ud) ⋅ 𝝈

∗n + k(U − Ud) ⋅ U
∗] dS

+
∑

𝜞 EE⊂𝜕2𝛺
∫
𝜞 EE

[
(𝝈n − Fd) ⋅ U

∗] dS
]
= 0

(23)

with 𝝈 = K𝜺(U). 𝜞 EE′ is the common boundary of two adjacent subdomain E and

E′
; 𝜞 EE is the common boundary of 𝛺E and 𝜕𝛺. One consider here approximations

such that the interior equation

div(𝝈) + f
d
= 0

is satisfied in an average sense, i.e. in resultant and moment over 𝛺E. Two elements

WP1 and WP2 can be easily associated to the classical elements P1 and P2. With

these elements, one gets a coercivity property leading to the unicity of the solution

[17].

On each element E, the WTDG leads to a contribution:

∑
E′∈C

E

𝐀EE′XE′

The symmetric part is 𝐀E and its value for 𝜇 = 0 is 𝐀0
E. The generalized force given

by the WTDG is then:

A
E∈𝐄

∑
E′∈C

E

𝐀EE′XE′

3.4 Computational Method

3.4.1 Basic Operators

∙ Computation of 𝐈E(RE) ≡ ̃Z
E
∈ ℝn

R is a known residual, the contribution to the subdomains E ∈ 𝐄 being RE
. One

computes here a search direction in space using as conditioner the symmetric oper-

ator 𝐀0
E.

Let be (𝛾E(𝜇), ̃Z
E
) ∈ ℝ ×ℝn

; the corresponding space is 𝜞 ×ℝn
. One defines:
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(𝛾E(𝜇), ̃Z
E
) = arg

[
min

𝛾
′∈𝜞 ,

̃Z
′
∈ℝn

⟨
(RE − 𝛾

′𝐀0
E
̃Z
′
)𝐀0

E
−1(RE − 𝛾

′𝐀0
E
̃Z
′
)
⟩]

where ⟨∙⟩ = ∫
𝜮

𝜇

∙d𝜇

It follows:

̃Z
E
= arg max

̃Z′∈ℝn
,
̃Z′T𝔸0

E
̃Z′=1

̃Z′T
⟨
RETRE

⟩
̃Z′

The 𝜇-integration can be done using the macro description.

∙ Computation of the extension ̃X =A
E∈𝐄

aẼZ
E

with a = 𝐉(R, ̃Z)

From ̃Z
E
, E ∈ 𝐄, ones defines a space search direction over 𝛺. One has:

(aE,E ∈ 𝐄) = arg

[
min

𝛾
′∈𝜞 ,a′E∈ℝ

∑
E∈𝐄

⟨
(RE − 𝛾

′a′E𝐀
0
E
̃Z
E
)𝐀0

E
−1(RE − 𝛾

′a′E𝐀
0
E
̃Z
E
)
⟩]

which is equivalent to find the maximum of the Rayleigh quotient:

aT𝐌a
aTa

which is relatively easy to compute.

∙ Computation of the “macro” functions f M = 𝐊(R, ̃X)
One minimize the residual:

f M = arg

[
min
f ′∈𝜞M

∑
E∈𝐄

⟨
(RE −

[
𝐀( f ′̃X)

]
_|E)T𝐀0

E
−1(RE −

[
𝐀( f ′̃X)

]
|E)

⟩]

and then

f M = arg
[
max
f ′∈𝜞

R(f ′)
]

where

R(f ) ≡

⟨
f
∑
E∈𝐄

RET𝐀0
E
−1
̃X
E
⟩

⟨
f 2[𝐀(̃X)]T|E𝐀0

E
−1
⟩
[𝐀(̃X)]|E

The classical PGD technique is used with for example two complete iterations

over the parameter space.
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∙ Computation of the “micro” functions {gEE′
,E′ ∈ CE} = 𝐋E(R, ̃X, f M)

Let us consider that the initial residual is:

R0 = R − 𝐀( f M̃X)

One introduces a new approximation which is equal to f M̃X over the complemen-

tary part of CE:

𝛾

E(𝜇) = f M(𝜇)
∏
E′∈CE

gEE′ (𝜇E′ )
f ME′ (𝜇E′ )

This residual minimization problem which is here a small problem is solved clas-

sically.

3.4.2 Computational Strategy

The computational strategy uses error indicators as:

∙ Global error: 𝜀n =
|||(Fd − 𝐀Xn)|||

|||Fd|||
∙ Norm of the residual RE,n

: rE,n =
|||RE,n|||E
sup
E∈𝐄

|||Fd|||E
where ||| ∙ |||2E =

⟨
∙T𝐀0

E
−1∙

⟩
The optimal computational strategy is under study. More details can be found in

[17, 25].

3.5 A First Illustration

The parameter-multiscale PGD has been implemented on a monodimensional exam-

ple. A displacement is imposed at the extremity of a cantilever beam and each ele-

ment has an independent Young modulus. A solution for a random set of parameters

can be seen Fig. 9. This one-dimension example respects the Saint-Venant principle

in stress, but not in displacement, requiring the addition of a rigid-body displacement

associated to each micro function. This specificity will disappear in a two or three

dimensional space.

First, we have computed the errors associated to the different approximations fol-

lowing the development (21) in the case where the variations of E are ±50%. Let us

introduce the following norms and errors which are E-independent for the studied

problem:
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Fig. 9 Displacement in a beam, each element has an independent and random Young Modulus

∙ 𝜀

2 =
sup
E∈𝐄∫𝜮

𝜇

||𝜎ex − 𝜎||2Ed𝝁
sup
E∈𝐄∫𝜮

𝜇

||𝜎ex||2Ed𝝁

∙ 𝜀

2 =
sup

𝝁∈𝜮
𝜇

,E∈𝐄
||𝜎ex − 𝜎||2E

sup
𝝁∈𝜮

𝜇

,E∈𝐄
||𝜎ex||2E

with ||𝜎||2E = ∫E

1
E0

𝜎(U)2dx

One gets:

∙ 0-order approximation: 𝜀 = 0.5 𝜀 = 0.29
∙ 1-order approximation: 𝜀 = 0.25 𝜀 = 0.10
∙ 2-order approximation: 𝜀 = 0.11 𝜀 = 0.042

Then, the parameter-multiscale PGD has been implemented with the following

strategy on a problem involving 64 parameters. For each element, one starts the com-

putation with a micro-function corrected by a macro-one. The error at this stage is

already small:

∙ 𝜀 = 0.12 𝜀 = 0.07

Let us note that such an approximation gives the same error for any number of

parameters. After introducing macro-functions, the error continues to decrease but

slowly.
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4 Conclusion

The parameter-multiscale PGD seems to be a very promising way to built reduced

order model for problems involving a large number of parameters. Further work will

be devoted to the derivation of verification tools and to the extension to nonlinear

problems such as viscoplastic ones.
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Data-Driven Self-consistent Clustering
Analysis of Heterogeneous Materials
with Crystal Plasticity

Zeliang Liu, Orion L. Kafka, Cheng Yu and Wing Kam Liu

1 Introduction

To analyze complex, heterogeneous materials, a fast and accurate method is needed.

This means going beyond the classical finite element method, in a search for the abil-

ity to compute, with modest computational resources, solutions previously infeasible

even with large cluster computers. In particular, this advance is motivated by com-

posites design. Here, we apply similar principle to another complex, heterogeneous

system: additively manufactured metals.

The complexities and potential benefits of metal additive manufacturing (AM)

provide a rich basis for development of mechanistic material models (e.g. [21]).

These models are typically based on finite element modeling of metal plasticity,

where Owen has made fundamental contributions. Powder-bed AM uses a high-

power laser or electron beam to melt powder layer-by-layer to produce freeform

geometries specified by 3D model files [7]. This approach removes the need for

special tooling, allowing for rapid and customized part and product realization. It

introduces new possibilities for topological and material optimization, but these

tasks require a high degree of knowledge and ability to apply that knowledge, viz.

control the build conditions sufficiently. The process involves intense and repeated
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localized energy input, which results in inhomogeneous, anisotropic, location-

dependent material properties with complex microstructures.

This work will present a grain-level crystal plasticity model to capture local

microstructures such as those that occur in AM—e.g. voids and columnar grains;

however, a recently introduced material modeling approach, based on the theories of

data mining and originally developed for composites, will be used to vastly increase

the speed of these simulations. This will allow for higher detail or larger regions

of interest, both of which are desirable for predicting damage and fatigue initiation

within a part.

The perpetual challenge in multiscale modeling is predicting macroscopic behav-

ior from microstructure conformation and properties in both an efficient and accurate

manner. Analytical approaches such as the rule of mixtures and other micromechan-

ics methods [4–6, 11, 13] are very efficient but lose accuracy particularly when

dealing with irregular morphologies and nonlinear properties. In contrast, direct

numerical simulations (DNS) [1], offer high accuracy at the expense of prohibitive

computational costs to the point where they are inapplicable to concurrent simula-

tions for material design. Recently, data mining has been introduced into the mechan-

ics community to address the limitations of DNS and analytical methods.

In general, data mining is a computational process of discovering patterns in

large data sets. Once extracted, these patterns can be used to predict future events.

Machine learning methods are the technical basis for data mining, such as cluster-

ing and regression methods [9, 24]. Recently, data mining has also been applied to

the modeling of heterogeneous materials. As a start, a raw dataset for learning is

usually generated from a priori numerical simulations or informed by experiments.

Depending on the type of the raw dataset, current data-driven modeling methods can

be mainly divided into macroscopic and microscopic approaches.

In macroscopic approaches, the input data are usually material properties of each

constituent, loading conditions and statistical descriptors that represent the geome-

try of the microstructures, while the output data are macroscopic mechanical prop-

erties from direct numerical simulations (DNS). For instance, Yvonnet et al. use

tensor decomposition and neural networks to interpolate the macroscopic effective

strain energy density function in [9, 24]. Bessa et al. integrate design of experiment

(DoE) and machine learning tools, such as kriging and neural networks, to find the

structure-property relationship for hyperelastic and plastic materials [2]. However,

the accuracy and smoothness of the prediction of macroscopic approaches is limited

by a lack of microscopic information. For example, the localized plastic strain fields,

critical for plasticity and damage prediction theories, cannot be well represented by

their field averages.

To address this problem, microscopic approaches collect data at each discretiza-

tion point in the DNS. Two methods for making predictions based on gathered local

data are worth highlighting: (1) non-uniform transformation field analysis (NTFA)

[16, 17, 20, 23] and (2) variants of the proper orthogonal decomposition (POD)

[8, 23] method. For both approaches, the predictions under a loading condition are

obtained by linear combinations of a finite number of RVE modes from previously

completed simulations under various load conditions. Linear combination of eigen-
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modes is well established, but extra effort is required for the interpolation for non-

linear materials. For NTFA, specific evolution laws of internal variables have to be

assumed for each mode of the inelastic field. For POD-based methods, extensive

simulations a priori are needed in order to guarantee the robustness of the inter-

polation under arbitrary loading conditions. However, this still results in an overall

decrease in computational cost.

The current work is based on a two-stage approach that uses clustering and subse-

quent analysis of deformation and can account for heterogeneous material behavior

with high accuracy and speed [13] This method is called self-consistent cluster analy-

sis (SCA). It is a data-driven method designed to reduce the computational degrees

of freedom (DOFs) required for predicting macroscopic behaviors of heterogeneous

materials, while local information is retained based in part on clustering near fea-

tures that induce large stress gradients. The basic idea is to solve the equilibrium

equation, not at every material point, but on clusters of material points with similar

mechanical responses by assuming that local variables of interest (e.g. elastic strain,

plastic strain and stress) are uniform in each of these clusters. The two stages of the

method are: offline (training or cluster) and online (prediction).

During the offline stage, material points were grouped into clusters using data

mining techniques (such as k-means clustering) based on mechanical similarity. To

conduct the online computation, the equilibrium equation was written in an integral

form using the Green’s function, known as the Lippmann-Schwinger equation. This

equation was solved for each cluster using a self-consistent scheme to ensure the

accuracy, where the reference stiffness was updated iteratively to be consistent with

the macroscopic effective stiffness. The major advantage of SCA is that the DOFs

are greatly reduced compared to DNS while retaining both local and global response

information.

Here we extend this method to be applicable to crystal plasticity (CP), a class of

computational plasticity problems specifically formulated to capture the deformation

mechanics of crystalline solids, based on the material microstructure. Anisotropic

material models such as CP have been derived for both macroscale problems, such as

predicting earing during deep drawing, and microscale problems, such as the defor-

mation of nanowires [19].

2 SCA Framework

2.1 Offline Stage: Mechanistic Material Characterization

Grouping material points with similar mechanical behavior into a single cluster is

performed by domain decomposition of material points using clustering methods

[14]. First, the similarity between two material points is measured by the strain con-

centration tensor A(x), which is defined as
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𝜺
micro(x) = A(x) ∶ 𝜺

macro
in 𝛺, (1)

where 𝜺
macro

is the elastic macroscopic strain corresponding to the boundary condi-

tions of the Representative Volume Element (RVE), and 𝜺
micro(x) is the elastic local

strain at point x in the microscale RVE domain 𝛺. For a 2-dimensional (2D) model,

A(x) has nine independent components, requiring a set of elastic direct numerical

simulations (DNS) under three orthogonal loading conditions to uniquely define. For

a 3-dimensional (3D) model, A(x) has 36 independent components which are deter-

mined by DNS under six orthogonal loading conditions. Once the strain concentra-

tion tensor is computed, it is independent of the loading conditions for a linear elastic

material, and its Frobenius norm is an invariant under coordinate transformation.

For overall responses of nonlinear plastic materials, we have demonstrated that

the elastic strain concentration tensor is a good offline database [12]. However, if the

local response is of more interest, the elastic strain concentration tensor often does

not provide high enough cluster density near the high strain concentration region. In

polycrystalline material with crystal plasticity, all the crystals deform uniformly in

the elastic regime, providing no effective data for computing the strain concentration

tensor. In these cases, one can choose other types of material responses to construct

the offline data, and thus achieve adequate resolution at the region of interest. For

example, we choose the plastic strain tensor from DNS calculations for clustering

when local plasticity information is required, such as for predicting fatigue initiation.

In Sect. 4, we will show how the choice of different material responses affect overall

response prediction.

The k-means clustering method [22] is used to group data points based on a group-

ing metric. For present, let us consider this to be the strain concentration tensor A(x).
Since all the material points in a cluster are assumed to have the same mechanical

response, the number of the degrees of freedom is reduced from, e.g., the number

of elements in a FEM simulation to the number of clusters. Note that clusters are

formed based on the strain concentration tensor and thus do not need to be spatially

adjacent to each other.

A primary assumption associated with the domain decomposition is that any local

variable 𝜷(x) is uniform within each cluster. Globally, this is equivalent to having a

piece-wise uniform profile of the variable in the RVE:

𝜷(x) =
k∑

I=1
𝜷
I
𝜒
I(x), (2)

where 𝜷
I

is the homogeneous variable in the Ith cluster, and k is the total number of

clusters in the RVE. The domain of the Ith cluster 𝛺
I

is distinguished by its charac-

teristic function 𝜒
I(x), which is defined as

𝜒
I(x) =

{
1 if x ∈ 𝛺

I

0 otherwise
. (3)
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This piecewise uniform approximation in Eq. (2) enables us to reduce the number

of degrees of freedom for the Lippmann-Schwinger equation, which is solved in the

following online stage (see Sect. 2.2). After the domain decomposition based on a

prior DNS, the remaining task in the offline stage is to pre-compute the interaction

tensors between all the clusters.

In the discretized/reduced Lippmann-Schwinger equation, we can utilize the

piecewise uniform assumption to extract the interaction tensor DIJ
, which represents

the influence of the stress in the Jth cluster on the strain in the Ith cluster [12]. In

an RVE domain 𝛺 with periodic boundary conditions, the interaction tensor can

be written as a convolution of the Green’s function and the characteristic functions

defined in Eq. (3):

DIJ = 1
cI ∣ 𝛺 ∣ ∫𝛺

∫
𝛺

𝜒
I(x)𝜒J(x′)𝜱0(x, x′)dx′dx, (4)

where cI is the volume fraction of the Ith cluster and ∣ 𝛺 ∣ is the volume of the RVE

domain. 𝜱
0(x, x′) is the fourth-order periodic Green’s function associated with an

isotropic linear elastic reference material and its stiffness tensor is C0
. Specifically,

this reference material is introduced in the online stage as a homogeneous media

to formulate the Lippmann-Schwinger integral equation. With the periodicity of the

RVE, 𝜱
0(x, x′) takes the following form in the Fourier space,

�̂�

0(𝝃) = 1
4𝜇0 �̂�

1(𝝃) + 𝜆
0 + 𝜇

0

𝜇0(𝜆0 + 2𝜇0)
�̂�

2(𝝃), (5)

with

�̂�
1
ijkl(𝝃) =

1
∣ 𝝃 ∣2

(
𝛿ik𝜉j𝜉l + 𝛿il𝜉j𝜉k + 𝛿jl𝜉i𝜉k + 𝛿jk𝜉i𝜉l

)
(6)

�̂�
2
ijkl(𝝃) = −

𝜉i𝜉j𝜉k𝜉l

∣ 𝝃 ∣4
, (7)

where 𝝃 is the coordinate in Fourier space corresponding to x in real space, and 𝛿ij is

the Kronecker delta function. 𝜆
0

and 𝜇
0

are Lamé constants of the reference material.

The expression of �̂�
0
ijkl(𝝃) is not well defined at frequency point 𝝃 = 0. However, by

imposing the boundary conditions for deriving the Green’s function, a uniformly

distributed polarization stress field will not induce any strain field inside the RVE.

As a result, we have

�̂�
0
ijkl(𝝃 = 0) = 0. (8)

Based on Eq. (5), the convolution term in the spatial domain in Eq. (4) can be

translated into a direct multiplication at each point 𝝃 in the frequency domain using

a Fourier transformation,
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�̄�
0
J(x) = ∫

𝛺

𝜒
J(x′)𝜱0(x, x′)dx′ = F−1

(
�̂�
J(𝝃)�̂�0(𝝃)

)
. (9)

As we can see from Eq. (6), �̂�
1(𝝃) and �̂�

2(𝝃) are independent of the material proper-

ties, so that they can be computed once, in the offline stage. If the reference material

is changed in the self-consistent scheme during the online stage only the coefficients

relating to the reference Lamé constants in Eq. (5) need to be updated. For RVEs

with microstucture size close to the RVE size or even with a connected microstruc-

ture network, such as a woven composite, a correction of DIJ
is needed to satisfy the

boundary conditions on the RVE.

Currently, we have applied the SCA offline stage to 2D and 3D materials with uni-

form (regular hexahedral or “voxel”) meshes, so that the Fast Fourier transformation

(FFT) method can be used for efficiently computing Eq. (9). Although the domain

decomposition is based on a specific selection of properties for each material phase

in the offline stage, the same database can be used for predicting responses for new

combinations of material constituents in the online stage.

2.2 Online Stage: Self-consistent Lippmann-Schwinger
Equation

As discussed in [12], the equilibrium condition in the RVE can be rewritten as a

continuous Lippmann-Schwinger integral equation by introducing a homogeneous

reference material,

𝛥𝜺(x) + ∫
𝛺

𝜱
0(x, x′) ∶

[
𝛥𝝈(x′) − C0 ∶ 𝛥𝜺(x′)

]
dx′ − 𝛥𝜺

0 = 0, (10)

where𝛥𝜺
0

is the far-field strain increment controlling the evolution of the local strain.

It is uniform in the RVE. The reference material is isotropic and linear elastic. Its

stiffness tensor C0
can be determined by the two independent Lamé parameters 𝜆

0

and 𝜇
0
,

C0 = f(𝜆0, 𝜇0) = 𝜆
0I⊗ I + 𝜇

0II. (11)

where I is the second-rank identity tensor, and II is the symmetric part of the fourth-

rank identity tensor. The strain and stress increments are 𝛥𝜺(x) and 𝛥𝝈(x). By aver-

aging the incremental integral equation, Eq. (10), in the RVE domain 𝛺, we have

1
∣ 𝛺 ∣ ∫𝛺

𝛥𝜺(x)dx + 1
∣ 𝛺 ∣ ∫𝛺

[

∫
𝛺

𝜱
0(x, x′)dx

]
∶
[
𝛥𝝈(x′) − C0 ∶ 𝛥𝜺(x′)

]
dx′ − 𝛥𝜺

0 = 0.

(12)

Imposing by the boundary conditions for deriving the Green’s function, Eq. (8) can

be equivalently written as
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∫
𝛺

𝜱
0(x, x′)dx = 0. (13)

Substituting Eq. (13) into (12) gives

𝛥𝜺
0 = 1

∣ 𝛺 ∣ ∫𝛺

𝛥𝜺(x)dx, (14)

which indicates that the far-field strain increment is always equal to the ensemble

averaged strain increment in the RVE. In order to solve 𝛥𝜺(x) in the integral equa-

tion, Eq. (10), constraints are needed from the macroscopic boundary conditions.

The macro-strain constraint can be written as

1
∣ 𝛺 ∣ ∫𝛺

𝛥𝜺(x)dx = 𝛥�̄�
macro

or 𝛥𝜺
0 = 𝛥�̄�

macro
, (15)

where 𝛥�̄�
macro

is the macroscopic strain increment applied on the RVE. Similarly,

the macro-stress constraint can be related to the macroscopic stress �̄�
macro

,

1
∣ 𝛺 ∣ ∫𝛺

𝝈(x)dx = �̄�
macro

(16)

For more general cases, mixed constraints (e.g. strain constraint in the 11-direction

and stress constraints for the rest) can also be formulated [12].

As the full-field calculations (e.g. FFT-based method) of the continuous

Lippmann-Schwinger equation may require excessive computational resources, we

will perform the discretization of the integral equation based on the domain decom-

position in the offline stage. With the piecewise uniform assumption in Eq. (2), the

number of degrees of freedom and the number of internal variables in the new sys-

tem can be reduced. After decomposition, the discretized integral equation of the Ith
cluster is:

𝛥𝜺
I +

k∑

J=1
DIJ ∶

[
𝛥𝝈

J − C0 ∶ 𝛥𝜺
J] − 𝛥𝜺

0 = 0, (17)

where 𝛥𝜺
J

and 𝛥𝝈
J

are the strain and stress increment in the Jth cluster. The inter-

action tensor DIJ
is defined in Eq. (4), which is related to the Green’s function of the

reference material. After discretization, the far field strain is still equal to the average

strain in the RVE,

𝛥𝜺
0 =

k∑

I=1
cI𝛥𝜺I . (18)

The macroscopic boundary conditions also require discretization. For instance, the

discrete form of the macro-strain constraint can be written as
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k∑

I=1
cI𝛥𝜺I = 𝛥�̄�

macro
or 𝛥𝜺

0 = 𝛥�̄�
macro

(19)

In the new reduced system, the unknown variables are the strain increments in each

cluster 𝛥𝜺
I
. Significantly fewer clusters than FE nodes means that the ROM is much

faster to solve. In a general case such as plasticity, the stress increment 𝛥𝝈
J

is a

nonlinear function of its strain increment 𝛥𝜺
J
, and Newton’s method is used to solve

the nonlinear system iteratively for each increment.

The solution of the continuous Lippmann-Schwinger equation (10) is indepen-

dent of the choice of the reference material C0
. This is because the physical prob-

lem is fully described by the equilibrium condition and the prescribed macroscopic

boundary conditions. However, the equilibrium condition is not strictly satisfied at

every point in the RVE for the discretized equations because of the piecewise uni-

form assumption, and the solution of the reduced system depends on the choices of

C0
. This discrepancy can be reduced by increasing the number of clusters used, at

the cost of increased computational cost due to the increased degrees of freedom.

To achieve both efficiency and accuracy, we propose a self-consistent scheme in

the online stage, which retains accuracy with fewer clusters. In the self-consistent

scheme, the stiffness tensor of the reference material, C0
is approximately the same

as the homogenized stiffness tensor C̄,

C0 → C̄. (20)

Material non-linearity generally makes it impossible to determine an isotropic C0

exactly matching C̄. Here we propose two types of self-consistent schemes to approx-

imate Eq. (20): (1) linear regression of average strain increment 𝛥�̄� and stress incre-

ment 𝛥�̄� (or regression-based scheme) and (2) isotropic projection of the effective

stiffness tensor C̄ (or projection-based scheme).

2.2.1 Regression-Based Self-consistent Scheme

In the regression-based scheme [12], the self-consistent scheme is formulated as

an optimization problem: the goal is to find an isotropic C0
that minimizes the

error between the predicted average stress increments. The inputs of the regression

algorithm are the average strain increment 𝛥�̄� and stress increment 𝛥�̄�, which are

computed as

𝛥�̄� =
k∑

I=1
cI𝛥𝜺I and 𝛥�̄� =

k∑

I=1
cI𝛥𝝈I

(21)

The objective of the regression-based scheme is to find the 𝜆
0

and 𝜇
0

of the reference

material by computing
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{
𝜆
0
, 𝜇

0} = argmin

{𝜆′,𝜇′}
||𝛥�̄� − f

(
𝜆
′
, 𝜇

′) ∶ 𝛥�̄�||2, (22)

where ||Z||2 = Z ∶ Z for an arbitrary second-order tensor Z. The function f
(
𝜆
′
, 𝜇

′)

can be expressed as

f
(
𝜆
′
, 𝜇

′) = 𝜆
′I⊗ I + 𝜇

′II. (23)

where I is the second-rank identity tensor, and II is the symmetric part of the fourth-

rank identity tensor. Equivalently, the cost function g(𝜆′, 𝜇′) of the optimization

problem can be written as

g(𝜆′, 𝜇′) = ||𝛥�̄� − f
(
𝜆
′
, 𝜇

′) ∶ 𝛥�̄�||2. (24)

The optimum point is found via the respective partial derivatives of the cost function,

𝜕g
𝜕𝜆′

|||||𝜆0,𝜇0

= 0 and
𝜕g
𝜕𝜇′

|||||𝜆0,𝜇0

= 0, (25)

which forms a system of two linear equations in terms of the Lamé constants. The

system always has a unique solution except under a pure-shear loading condition,

where 𝜆
0

is under-determined. In this case, the value of 𝜆
0

is not updated. Addition-

ally, g
(
𝜆
0
, 𝜇

0)
vanishes when the effective macroscopic homogeneous material is

also isotropic linear elastic.

Although this scheme does not require computing C̄ explicitly, it has two main

drawbacks. First, the optimization problem is under-determined for hydrostatic and

pure shear loading conditions, forcing one of the two independent elastic constants

to be assumed. Second and more important, the modulus of the optimum reference

material may be negative for complex loading histories within a concurrent simula-

tion, which is deleterious to the convergence of the fixed-point method. Fortunately,

the regression-based scheme does not encounter any convergence problems for the

examples presented in Sect. 4, which have simple loading histories.

2.2.2 Projection-Based Self-consistent Scheme

To avoid the difficulties of the regression-based scheme, we present another self-

consistent scheme based on isotropic projection of the effective stiffness tensor C̄,

as in [3]. Through the homogenization, the effective stiffness tensor C̄ of the RVE

can be expressed as

C̄ =
k∑

I=1
cICI

alg
∶ AI

, (26)

where CI
alg

is the algorithm stiffness tensor of the material in the Ith cluster and is

an output of the local constitutive law for the current strain increment in the cluster,
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CI
alg

= 𝜕𝛥𝝈
I

𝜕𝛥𝜺I
(27)

The strain concentration tensor of the Ith cluster AI
relates the local strain increment

in the Ith cluster 𝛥𝜺
I

to the far-field strain increment 𝛥𝜺
0
,

𝛥𝜺
I = AI ∶ 𝛥𝜺

0
, (28)

which can be determined by first linearizing the discretized integral equation (17)

using CI
alg

and then inverting the Jacobian matrix. Since C̄ is only required for the

self-consistent scheme, the calculation of C̄ can be performed once, after the Newton

iterations have converged, to save computational cost.

For a 3D problem, the stiffness tensor of the isotropic reference material C0
can

be decomposed as

C0 = (3𝜆0 + 2𝜇0)J + 2𝜇0K, (29)

where the forth-rank tensors J and K are defined as

J = 1
3
(I⊗ I) and K = II − J. (30)

Since the two tensors are still orthogonal, we have

J∶∶K = 0, J∶∶J = 1, K∶∶K = 5. (31)

Based on Eq. (31), the projection from the homogenized stiffness tensor C̄ to C0
can

be expressed as

C0 = C̄iso =
(
J∶∶C̄

)
J + 1

5
(
K∶∶C̄

)
K. (32)

Meanwhile, the Lamé parameters 𝜆
0

and 𝜇
0

of the reference material can also be

determined from the isotropic projection. Since C0
is approximated based on C̄

directly, it is guaranteed to be positive definite the condition of C̄. Overall, the

projection-based scheme can be considered a relaxation of the regression-based

scheme.

2.2.3 Summary of the Online Stage

In both schemes, the optimum reference material must be determined iteratively

since the values of C̄ in Eq. (26) are obtained by solving the reduced system with

a previous C0
. A fix-point method is employed here. For this method, the conver-

gence of the reference material parameters can be reached in only a few iterations in

our experience (i.e. less than five reaches a tolerance of 0.001).
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The general algorithm for the self-consistent schemes is shown in Box I. The

relative iterative error criterion to the L2 norm of the residual is used. Detailed def-

initions of the residual {𝐫} and system Jacobian {𝐌} can be found in [12]. If all

the phases of the material are linear elastic, the Newton iteration will converge in

one step. Note that if the self-consistent scheme is not utilized for in the calculation,

a constant stiffness tensor C0
will be used, which can be chosen to be same as the

matrix material. In this case, C0
is not updated, which implies that the interaction

tensors DIJ
do not need to be updated, and steps 4–5 in Box I can also be skipped.

Although the algorithm with a constant C0
can save time in terms of finding the opti-

mum C0
, the accuracy in predict nonlinear material behavior cannot be guaranteed

with a small number of clusters.

Box I General algorithm for solving the self-consistent
Lippmann-Schwinger equation

1. Initial conditions and initialization: set
(
𝜆
0
, 𝜇

0) ; {𝜺}0=0; n=0; {𝛥𝜺}new
= 0

2. For loading increment n + 1, update the coefficients in the interaction tensor

DIJ
and the stiffness tensor of the reference material C0

3. Start Newton iterations:

a. compute the stress difference {𝛥𝝈}
new

based on the local consitutive law

b. use that compute the residual of the discretized integral equation (17):

{r} = f
(
{𝛥𝜺}

new
, {𝛥𝝈}

new

)

c. compute the system Jacobian {M}
d. solve the linear equation {d𝜺} = −{M}−1{r}
e. {𝛥𝜺}

new
← {𝛥𝜺}

new
+ {d𝜺}

f. check error criterion; if not met, go to 3a.

4. Calculate
(
𝜆
0
, 𝜇

0)
using the regression-based scheme (22) or the projection-

based scheme (32)

5. Check error criterion; if not met, go to 2

6. Update the incremental strain and stress: {𝛥𝜺}n+1 = {𝛥𝜺}
new

, {𝛥𝝈}n+1 =
{𝛥𝝈}

new
; Update the index of loading increment n ← n + 1

7. If simulation not complete, go to 2.

3 Crystal Plasticity Model

In this work we present an elasto-plastic, anisotropic, heterogeneous plasticity model

of the mechanical response of crystalline materials, to be solved in the SCA frame-

work described in Sect. 2 above. The mechanical model is an implementation of

so-called crystal plasticity (CP) constitutive laws, such as outlined in the overview

of Roters et al. [19]. The finite element scheme used therein to solve the varia-

tional form of the equilibrium equations is replaced with the SCA scheme and its
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FFT-basis. Thus, in some regards this begins to resemble recent CP-FFT formula-

tions (e.g. [10]), with the addition of an the offline/online decomposition outlined

above.

3.1 A Brief Overview

Crystal plasticity in conjunction with the finite element method (termed CPFEM) has

been applied to solve both microscopic and macroscopic problems, following from

the early combinations of classical plasticity and the finite element method [18]. It

has two primary variants: polycrystal and single crystal plasticity. In the polycrystal

formulation, each material point is assumed to represent a collection of crystals such

that the overall response of the point is homogeneous. In single crystal plasticity,

each material point is assumed to represent a single crystal, or a point in a single

crystal, the deformation of which is governed by the particularities of single crystal

deformation mechanics (e.g. active slip systems and/or dislocation motion). The for-

mer approach is more commonly used for macroscopic problems, where a relatively

large solution volume is desired. The later shall be the focus of this chapter, and

has been used to solve microscopic problems, e.g. those related to void mechanics

within metals. There are many versions of crystal plasticity laws in both forms. Here

the basic kinematics and constitutive law of the version of McGinty and McDowell

[15] are applied, and are discussed below.

3.2 Kinematics

The deformation gradient 𝐅 can be multiplicatively decomposed as:

𝐅 = 𝐅e𝐅p
(33)

where the plastic part 𝐅p
maps points in the reference configuration onto an inter-

mediate configuration which is then mapped to a current configuration through the

elastic part 𝐅e
. Note that physically 𝐅p

is associated with the dislocation motion and

𝐅e
is a combination of the elastic stretch and rigid body rotation.

The effect of dislocation motion is modeled by relating the plastic velocity gra-

dient �̃�p
in the intermediate configuration (usually denoted by □̃) to simple shear

deformation 𝛾
(𝛼)

:

�̃�p =
N

slip∑

𝛼=1
�̇�
(𝛼)(�̃�(𝛼) ⊗ �̃�(𝛼)) (34)

where ⊗ is the dyadic product, N
slip

is the number of slip systems, �̇�
(𝛼)

is a shear

rate, �̃�(𝛼) is the slip direction, and �̃�(𝛼) is the slip plane normal, all for a crystal slip
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systems (𝛼) in the intermediate configuration. The relationship between �̃�p
and 𝐅p

is given by

�̃�p = �̇�p ⋅
(
𝐅p)−1

. (35)

3.3 Constitutive Law

The final task in constructing the crystal plasticity framework is defining the con-

stitutive laws of elasto-plasticity. We choose a basis of the Green-Lagrange strain

𝐄e
and Second Piola-Kirchhoff stress 𝐒e, from the many conjugate pairs available,

which are related by:

𝐒e = �̃� ⋅ 𝐄e = 1
2
�̃� ⋅

[
(𝐅e)T𝐅e − 𝐈

]
, (36)

where the elastic stiffness tensor �̃� is defined in the intermediate configuration.

A phenomenological power law for the plastic shear rate in each slip system given

by

�̇�
(𝛼) = �̇�0

||||||

𝜏
(𝛼) − a(𝛼)

𝜏
(𝛼)
0

||||||

(m−1) (
𝜏
(𝛼) − a(𝛼)

𝜏
(𝛼)
0

)
(37)

is used, where 𝜏
(𝛼)

is the resolved shear stress, a(𝛼) is a backstress that describes

kinematic hardening, �̇�0 is a reference shear rate, 𝜏
(𝛼)
0 is a reference shear stress that

accounts for isotropic hardening, and m is the material strain rate sensitivity. Shear

stress is resolved onto the slip directions with:

𝜏
(𝛼) = 𝝈 ∶ (𝐬(𝛼) ⊗ 𝐧(𝛼)), (38)

where 𝝈, 𝐬(𝛼) and 𝐧(𝛼) are the Cauchy stress, slip direction and slip plane normal

respectively, all of which are in the current configuration. The Cauchy stress is given

by:

𝝈 = 1
Je

[
𝐅e ⋅ 𝐒e ⋅ (𝐅e)T

]
, (39)

where Je is the determinant of 𝐅e
. The relationship between 𝐬(𝛼) and �̃�(𝛼) is given by

𝐬(𝛼) = 𝐅e ⋅ �̃�(𝛼), (40)

and the relationship between 𝐧(𝛼) and �̃�(𝛼) is given by

𝐧(𝛼) = �̃�(𝛼) ⋅ (𝐅e)−1, (41)
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which ensures that the slip plane normal vector remains orthogonal to the slip direc-

tion in the current configuration.

The reference shear stress 𝜏
(𝛼)
0 evolves based on the expression:

�̇�
(𝛼)
0 = H

N
slip∑

𝛽=1
q𝛼𝛽 �̇� (𝛽) − R𝜏(𝛼)0

N
slip∑

𝛽=1
|�̇� (𝛽)|, (42)

where H is a direct hardening coefficient and R is a dynamic recovery coefficient and

q𝛼𝛽 is the latent hardening ratio given by:

q𝛼𝛽 = 𝜒 + (1 − 𝜒)𝛿
𝛼𝛽

(43)

where 𝜒 is a latent hardening parameter. The backstress a(𝛼) evolves based on the

expression:

ȧ(𝛼) = h�̇� (𝛼) − ra|�̇� (𝛼)|, (44)

where h and r are direct and dynamic hardening factors respectively.

A computational crystal plasticity algorithm needs to solve a set of non-linear

equations from Eqs. (33) to (44). Different numerical methods can be used to solve

these equations. McGinty and McDowell [15] gave an implicit time integration algo-

rithm for the material law with the finite element method. However, the SCA method

uses Fast Fourier Transformation method, CP alorithms have been shown to be effec-

tive in this framework as well. For example Lebensohn et al. [10] reformulated a

crystal plasticity law for a Fast Fourier Transformation framework to solve micro-

mechanics problems with periodic microstructures. Here we simply implement the

same crystal plasticity model in our SCA and FEM calculations, albeit with a slight

variation in how the deformation gradient, 𝐅, is computed.

4 Examples

In this section, three example cases probing the capabilities of SCA are implemented

with the CP routine described in Sect. 3. First, the SCA method is validated for a

multi-inclusion system with J2 plasticity. Second, a simple case of a spherical inclu-

sion in a single-crystal matrix is shown. Finally, the complexity of the system is

increased by simulating a polycrystalline cube with equiaxed, randomly oriented

grains.
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4.1 Multi-inclusion System with J𝟐 plasticity

The SCA method is firstly validated for a multi-inclusion system using a much sim-

pler material law: J2 plasticity. The inclusion phase is elastic with Young’s modulus

Ei = 500MPa and Poisson’s ratio vi = 0.19. The matrix phase is elasto-plastic with

Em = 100MPa and vm = 0.3 in the elastic regime, and it has a von Mises yield sur-

face (J2 plasticity) and a piece-wise hardening law depending on the effective plastic

strain 𝜀p:

𝜎Y (𝜀p) =

{
0.5 + 5𝜀p 𝜀p ∈ [0, 0.04)
0.7 + 2𝜀p 𝜀p ∈ [0.04,∞)

MPa. (45)

The inclusions are identical to each other and the volume fraction of the inclusion

phase is equal to 20%. The mesh size for the high-fidelity finite element model is

80 × 80 × 80. The clustering results based on the strain concentration tensor A(x)
are shown in Fig. 1. Note that A(x) has 36 independent components which need to

be determined by elastic simulations under 6 orthogonal loadings. Since the volume

fraction of the inclusion phase is 20%, we choose ki = ⌈km∕4⌉, where ⌈□⌉ denotes

the nearest integer greater than or equal to □.

The stress-strain curves predicted by the regression-based and projection-based

self-consistent schemes are given in Fig. 2 for uniaxial tension and pure shear

Fig. 1 Clustering results of the multi-inclusion system based on the elastic strain concentra-

tion tensor A(x). The numbers of clusters in the matrix and inclusion are denoted by km and ki,
respectively
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Fig. 2 Stress-strain curves under uniaxial tension and pure shear loading conditions predicted by

the regression-based and projection based self-consistent scheme. The solid lines represent the DNS

results for comparison

loading conditions. The DNS results are plotted as solid lines for comparison. For

both schemes, the predictions converge to the DNS results by increasing the number

of clusters in the system, but the regression-based scheme has a better accuracy than

the one based on isotropic projection of the effective stiffness tensor. However, the

accuracy of the projection-based scheme can be greatly improved through weighted

projection, which will be presented in a forthcoming paper. For robustness, we will

use the projection-based scheme for crystal plasticity in the following sections.

For this 80 × 80 × 80 mesh, the DNS based on FEM typically takes 25 h on

24 cores (in a state-of-the art high performance computing cluster with two 12-

core/processor Intel Haswell E5-2680v3 2.5 GHz processors per compute node).

With the same number of loading increments, the SCA reduced order method (in

MATLAB) only takes 0.1 s, 2 s and 50 s on one Intel i7-3632 processor for km = 1,16
and 256, respectively.

4.2 Spherical Inclusion with Crystal Plasticity

The crystal plasticity law is introduced for the simplest geometric case here, that

approximating the 3D Eshelby problem: a spherical inclusion/void embedded in an

infinite (periodic boundary) single-crystal matrix. A schematic of the geometry is

given in Fig. 3. In the context of AM, provided in the introduction, this could be

thought of as a spherical void occurring in the interior of a part. Such voids, between

1–2 microns and 50 microns diameter are often attributed to boiling and material

vaporization during the build process. To model this, an nearly infinitely compress-

ible, very low modulus material law is applied within the sphere, while the CP model

is used for the matrix material. A set of crystal plasticity parameters are listed in

Table 1; the Young’s modulus and Possion’s ratio of the soft inclusion are 500 MPa
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Fig. 3 Schematic of the

simple 3D void geometry

Table 1 Crystal plasticity parameters for a FCC metal

C1111, MPa C1122, MPa C2323, MPa

80869 40356 20257

�̇�0, s
−1 m Initial 𝜏0, MPa

0.002 10 320

H, MPa R, MPa 𝜒

0 0 1

Initial a0, MPa h, MPa r, MPa

0.0 500 0

and 0.19, respectively. These parameters match reasonably well with a FCC metal,

though are not yet calibrated for AM materials specifically.

To solve for the overall and local response of this geometry, an appropriate choice

of data for the domain decomposition stage must be made. Using the strain con-

centration tensor and the elastic response provides a reasonable overall match in

load history to the DNS solution, but the local solution (near the inclusion) does not

match well. As noted above, different variables may be used to conduct the cluster-

ing. Figure 4a shows the elastic DNS solution, and Fig. 4b shows the clusters built

from the strain concentration tensor. Choosing the plastic part of the strain tensor

at the onset of plasticity, contours plotted in Fig. 4c, results in the decomposition

shown in Fig. 4d. This gives much higher cluster density near the inclusion, and we

will show in our future work that this allows for much more accurate local solu-

tions. Using the fully developed plastic solution, Fig. 4e, gives the clustering shown

in Fig. 4d. Uniaxial tension in z direction is applied until the whole system has fully

yielded. The crystal is orientated with Euler angles 𝜓 = 0
◦
, 𝜃 = 45

◦
, 𝜙= 0

◦
(using

the Roe convention) with respect to a coordinate system aligned with the global axes.

Once the clusters are determined, total and local solutions for stress and strain can

be computed with the SCA reduced order method with crystal plasticity, denoted
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Fig. 4 RVE cut in half to show the a elastic region solution and b resulting clusters around the

inclusion; c the solution at the onset of plasticity and d the resulting clusters; and e after plasticity

fully develops, f the resulting clusters
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Fig. 5 Overall stress-strain response of the single inclusion, based on different choices of cluster

as CPSCA, in the online stage. The overall solution corresponding to the cluster-

ing in Fig. 4 is shown in Fig. 5. The first set of solutions match very well in the

elastic region, and begins to develop a slight difference at the onset of plasticity.

CPSCA based on elasticity clustering and onset plasticity clustering gives harder

response while that based on fully developed plasticity has softer response compared

to CPFEM results.

For this 40 × 40 × 40 mesh, the DNS CPFEM implemented as a user material

in Abaqus typically takes 4600 s on 24 cores. With the same number of loading

increments, CPSCA (in FORTRAN) only takes 5 s on one Intel i7-3632 processor

using 16 clusters in the matrix.
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4.3 Polycrystalline RVE

In this section, CPSCA is used to predict the overall response of a RVE consisting

of equiaxed, randomly oriented grains with the fully developed plastic strain tensor

calculated a priori as offline database. An example of such a RVE is shown in Fig. 6.

Figure 7 shows the comparison of overall stress strain curve predicted by CPFEM and

CPSCA respectively. We see that the overall response for the coarser cases converge

to very similar solutions when element or clusters are added. CPSCA results in harder

response than the CPFEM solutions when very coarse clustering (e.g. 1 cluster/grain)

is used. This is not an exceptional result, because SCA uses a FFT solution based on

the Lippmann-Schwinger equation.

The full 3D solution state for S33 at 5% averaged strain is shown in the opacity

and color contour plots shown in Fig. 8. With this visualization, some differences in

the interior can be observed: in the CPSCA method, stress is generally more concen-

trated, and lower outside of the concentration region, when compared to the CPFEM

solutions with more distributed and generally higher levels of overall stress. In both

solution methods and with all mesh sizes and number of clusters, stress concentrates

in grains with high Schmid factor. The peak values for the FEM and SCA solutions

are generally within 10%, while the minimum values differ by more.

Again, the DNS CPFEM implemented as a user material in Abaqus typically takes

587, 5177, and 31446 s for the 20 × 20 × 20, 30 × 30 × 30 and 40 × 40 × 40 mesh

respectively, on 24 cores. With the same number of loading increments, CPSCA (in

FORTRAN) only takes 18, 96 and 793 s using 1 cluster/grain, 2 clusters/grain and 4

clusters/grain respectively on one Intel i7-3632 processor.

Fig. 6 RVE consisting of 35 equiaxed, randomly oriented grains (as shown by the inverse pole

figure color map) with a 20 × 20 × 20 and b 40 × 40 × 40 voxel mesh
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Fig. 7 �̄�33 versus 𝜖33 using CPFEM and CPSCA respectively, showing convergence with mesh

size and number of clusters

(a) CPFEM: 203 voxels (b) CPFEM: 303 voxels (c) CPFEM: 403 voxels

(d) CPSCA: 35 clusters (e) CPFEM: 70 clusters (f) CPFEM: 140 clusters

Fig. 8 Volume plots of S33 for six different cases: a the 20
3

mesh with CPFEM, b the 30
3

mesh

with CPFEM, c the 40
3

mesh with CPFEM clusters, d the 40
3

mesh with 35 clusters, e the 40
3

with

70 clusters, and f the 40
3

mesh with 140 clusters. The 35 cluster case has one cluster per grain,

whereas the 140 cluster case has four clusters per grain. Opacity scales with stress level

5 Conclusion

We have presented herein a method to dramatically decrease the computational cost

associated with conducting microscopic crystal plasticity simulations, of the type

that can be used to calibrate homogenization models, or to investigate the mechan-

ics of processes pertaining to damage or localization within metals. This was moti-

vated by a desire to predict the mechanical response of material resulting from the
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additive manufacturing process—a challenge of great interest recently. In these mate-

rials, microscale and mesoscale factors (e.g. voids of different sizes, grains sizes

dependent on physical location) are of interest, necessitating a fast method to predict

micromechanical solutions over a relatively large volume. The method was demon-

strated with three examples: J2 plasticity in a multi-inclusion system, a simple void-

like inclusion embedded within a single-crystal matrix, and a polycrystalline RVE

of equiaxed grains.
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A Viscoelastic-Viscoplastic Combined
Constitutive Model for Thermoplastic Resins

Seishiro Matsubara and Kenjiro Terada

Abstract A viscoelastic-viscoplastic combined constitutive model is presented to

represent large deformations of amorphous thermoplastic resins. The model is

endowed with viscoelastic and viscoplastic rheology elements connected in series.

The standard generalized Maxwell model is used to determine the stress and char-

acterize the viscoelastic material behavior at small or moderate strain regime. To

realize the transient creep deformations along with kinematic hardening due to fric-

tional resistance and orientation of molecular chains, a proven finite strain viscoplas-

tic model is employed. After identifying the material parameters with reference to

experimental data, we verify and demonstrate the fundamental performances of the

proposed model in reproducing typical material behavior of resin.

1 Introduction

Thermoplastic resins are known to exhibit peculiar material behavior. Early

researches were inspired by the work done by Eyring [10] who studied it physic-

ochemically based on reaction kinetics of molecular chains. Among them, Argon’s

double kink hypothesis [5, 6], which is based on disclination loop theory Li and

Gilman [21], has been widely used for the viscoplastic multiplier in various consti-

tutive models for thermoplastic resins to represent the initial yielding at a moderate

deformation regime; see also Liu and Li [22] in this context. With the help of high-

performance of computational resource, these early theoretical developments enjoys

the fruits of computational plasticity [26] in representing complex material behavior

and accelerates further elaboration of material models for thermoplastic resins.
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Boyce et al. [8] proposed a phenomenological constitutive model that can suc-

cessfully represent the stress-softening behavior after initial yielding by introducing

pressure dependency and evolution of shear yield strength into the Argon’s model

[6]. This model is extended by Wu and Giessen [31, 32] to reproduce shear bands and

necking phenomena at a moderate deformation regime. Also, based on the Boyce’s

theory, Anand and Gurtin [4] provide a model within the thermodynamics frame-

work that represents smooth transition from the initial yielding to stress-softening

in consideration of the evolution of free volume in the viscoplastic deformations.

Moreover, Fleischhauer et al. [11] extend the models developed by Mulliken et al.

[23] and Dupaix and Boyce [9] and propose a rheology model involving a viscoplas-

tic element connected with a Langevin element in parallel to represent compressive

material behavior of both thermosetting and thermoplastic resins.

Apart from the Argon’s framework [5, 6], the cooperative model, which is devel-

oped by Richeton et al. [27–29] based on the model introduced by Fotheringham

and Cherry [13], is worthy of attention. By extending the cooperative model, Anand

et al. [3] and Ames et al. [2] propose phenomenological models within the thermo-

dynamics framework, which incorporate the viscoplastic defect energy to represent

the dynamic recovery behavior during unloading. The extension of these models,

which is proposed by Srivastava et al. [30], is a rheology model composed of multi-

ple viscoplastic elements to adjust for the material behavior above a glass-transition

temperature. This model enables us to work with the change of physical properties

around the glass-transition temperature, but entails a bunch of parameters and seems

to be remotely related to physical ground. In the meantime, according to Aleksy et al.

[1] and Kermouche et al. [18], glassy thermoplastic resins behave as a viscoelastic

material in small and moderately large deformation regimes, whereas the viscoplas-

tic behavior tends to be dominant in a large deformation regime. Surprisingly few

studies have so far been made at the constitutive modeling in this context, though

there seem to be some models representing the coupling between viscoelastic and

viscoplastic material responses; see, e.g., Nedjar [24, 25].

To encompass various material responses depending on different amounts of

deformation, the article presents a new rheology-based constitutive model for glassy

amorphous thermoplastic resins that is composed of viscoelsatic and viscoplastic

elements in series. The distinct feature of the proposed model is that the elastic ele-

ments are installed in the viscoelastic part only so that the viscoplastic part is not

directly related to the stress. Also, thanks to the series combination, three types of

rheology elements are introduced in the model to represent different characteristic

features of the material behavior according to the amount of deformation. Specifi-

cally, the uniform creep behavior in a small deformation regime is represented by

the standard generalized Maxwell model [15, 16]. Two sets of rheology elements

are connected in parallel to construct the viscoplastic part of the model. One of

them is composed of serially connected frictional slider-dumper element to rep-

resent non-uniform creep deformation along with the initial yielding followed by

stress-softening in a moderately large deformation regime. In this study, the model

proposed by Boyce et al. [8] is employed for this part. The other is a special type of

spring elements introduced by Ames et al. [2] to represent the orientation hardening
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in a large deformation regime. As a ground for the argument of such a viscoelsatic

and viscoplastic combination in series, we start the formulation with the first and

second laws of thermodynamics. The experimental data for polymethylmethacrylate

(PMMA) available in the literature are used to identify the material parameters and

the fundamental performances of the proposed model in reproducing typical material

behavior of resin are verified and demonstrated with simple numerical examples.

2 A Viscoelastic-Viscoplastic Combined Constitutive Law

This section is devoted to the formulation of the viscoelastic-viscoplastic combined

constitutive law within the finite strain framework. Themomechanical deformation

is also considered without loss of generality, but isotropy is assumed for both the

thermal and mechanical deformations in this study.

2.1 Kinematic Variables

Figure 1 shows the rheology model corresponding to the constitutive law proposed in

this study. The model is composed of viscoelastic and viscoplastic parts connected in

series, each of which corresponds to viscoelastic and viscoplastic components, Fve

and Fvp
, obtained as a result of the following multiplicative decomposition of the

mechanical deformation gradient ̃F with reference to the initial, thermally dilated,

viscoplastic (intermediate) and current configurations depicted in Fig. 2 along the

line of Kröner [19] and Lee [20]:

̃F = FveFvp
(1)

1

2

nve

Fig. 1 Rheology model of coupled viscoelasticity with viscoplasticity. The model combines a

viscoplastic element with a generalized Maxwell model in series and necessitates the multiplicative

decomposition of the deformation gradient into viscoelastic and viscoplastic ones. The total stress

is determined only with the generalized Maxwell model
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Fig. 2 Configurations associated with multiplicative decomposition of deformation gradient;

Bvp
: viscoelastically unloaded configuration with viscoplastic deformation gradient Fvp

; thermally

dilated configuration Bth
; current configuration Bt

with viscoelastic deformation gradient Fve

Here, the total deformation gradient is expressed as

F = ̃FFth
(2)

with Fth
being the thermal deformation gradient, which, due to isotropy, can be

expressed as

Fth = (1 + 𝛼

t
𝜃)1 (3)

where 1 is the second-order identify tensor, 𝜃 is the change in temperature and 𝛼

t
is

the coefficient of thermal expansion (CTE).

The viscoelastic part of this rheology model corresponds to a finite strain ver-

sion of the generalized Maxwell elements, whereas the viscoplastic part covers a

lot of ground for corresponding constitutive models. However, the spring element

set in parallel with the serially connected frictional slider-dumper element is wor-

thy of attention, as the back stress due to orientation hardening is developed in it

after the expansion according to the viscoplastic deformation. In what follows, kine-

matic variables necessary in the formulation are defined based on the multiplicative

decomposition introduced above.

The mechanical deformation gradient ̃F can be decomposed into the volumetric

and isochoric components, J
1
3 and ̄F, as

̃F = J
1
3 ̄F (4)

where J ∶= det
(
̃F
)

[12]. These volumetric and isochoric components can also be

decomposed into viscoelastic and viscoplastic parts as

J = JveJvp
, and ̄F = ̄Fve

̄Fvp

(5)
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where we have defined Jve ∶= det
(
Fve

)
and Jvp ∶= det

(
Fvp

)
. In this study, incom-

pressibility is assumed for the viscoplastic deformation so that Jvp = 1, from which

(5)1 and (1) yields J = Jve
and ̃F = Fve

̄Fvp

, respectively.

The right Cauchy-Green and left Cauchy-Green tensors associated with the

mechanical deformation are given as ̃C =
(
̄Fvp)T Cve

̄Fvp

and ̃b = Fve
̄bvp (Fve

)T

.

Here, Cve
and ̄bvp

are the viscoelastic right Cauchy-Green and viscoplastic left

Cauchy-Green tensors that have respectively been defined as

Cve =
(
Fve

)T Fve
and ̄bvp = ̄Fvp (

̄Fvp)T

(6)

Also, the mechanical velocity gradient can be additively decomposed as

̃l = ̇

̃F ̃F−1 = lve + Fve
̄lvp(Fve)−1 (7)

where we have respectively defined the viscoelastic and viscoplastic velocity gradi-

ents referring to the viscoelastically unloaded configuration Bvp
as lve = ̇Fve (Fve

)−1

and ̄lvp = ̇

̄Fvp
(
̄Fvp)−1

. Each of these velocity gradients can be decomposed into the

symmetric and anti-symmetric parts as

̃l = sym
[
̃l
]
+ skew

[
̃l
]
= ̃d + w̃, (8)

̄lvp = sym
[
̄lvp] + skew

[
̄lvp] = ̄dvp + w̄vp

, (9)

lve = sym
[
lve
]
+ skew

[
lve
]
= dve + wve

(10)

where sym[∙] and skew[∙] are the symmetric and anti-symmetric parts of a second-

order tensor ∙.
We assume that the viscoplastic deformation of thermoplastic resins is affine

so that the mapping between viscoelastically unloaded configuration Bvp
and cur-

rent configuration Bt
is irrotational (as suggest by Boyce et al. [8]) as Rve = 𝟏 and

wve = 𝟎. This assumption postulates that the flow direction of the viscoplastic perma-

nent deformation in current configuration Bt
be coincident with the slip direction of

molecular chains. In this case, the second term of the right-hand side of (7) becomes

Fve
̄lvp(Fve)−1 = Vve

̄lvp(Vve)−1 = ̄lvp

so that ̃l = lve + ̄lvp

. Therefore, with (10), we

have ̃d = dve + ̄dvp

and w̃ = w̄vp
.

2.2 Free Energy

The total free energy 𝜓 for the material under consideration is defined as

𝜓 = 𝜓

th
(
Fth

, 𝜃

)
+ 𝜓

ve
(
̃C, ̄Fvp

,𝜞
𝛼

, 𝜃

)
+ 𝜓

vp
(
̄bvp

, 𝜃

)
(11)
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where 𝜓

th
and 𝜓

ve
are the free energies for thermal, viscoelastic-viscoplastic defor-

mations [15, 16], respectively, and 𝜓

vp
is the defect energy associated with vis-

coplastic deformation [4]. Here, 𝜞
𝛼 (𝛼 = 1, ⋯ , n

ve
) are thermodynamic strains

of rheology elements referring to viscoelastically unloaded configuration Bvp
.

In consideration of stress-free dilation volume pth = − 𝜕𝜓

th

𝜕Fth
= 𝟎, the material time

derivative of the total free energy 𝜓 becomes

�̇� = 𝜕𝜓

ve

𝜕

̃C
∶ ̇

̃C + 𝜕𝜓

ve

𝜕

̄Fvp
∶ ̇

̄Fvp + 𝜕𝜓

vp

𝜕

̄Fvp
∶ ̇

̄Fvp +
n

ve∑

𝛼=1

𝜕𝜓

ve

𝜕𝜞
𝛼

∶ ̇𝜞
𝛼 + 𝜕𝜓

𝜕𝜃

̇

𝜃 (12)

in which the 2nd Piola-Kirchhoff stress and the entropy density can be identified as

S = 2𝜌0
𝜕𝜓

ve

𝜕

̃C
and 𝜂 = −𝜕𝜓

𝜕𝜃

. (13)

Here, 𝜌0 is the initial mass density. Then, applying the 1st and 2nd laws of thermody-

namics along with (12), we have the internal or intrinsic dissipation energy referring

to the thermally dilated configuration Bth
, as

𝜙

internal
= 1

2
S ∶ ̇

̃C − 𝜌0
(
�̇� + ̇

𝜃𝜂

)

= −𝜌0
𝜕𝜓

ve

𝜕

̄Fvp
∶ ̇

̄Fvp − 𝜌0
𝜕𝜓

vp

𝜕

̄Fvp
∶ ̇

̄Fvp −
n

ve∑

𝛼=1
𝜌0

𝜕𝜓

ve

𝜕𝜞
𝛼

∶ ̇𝜞
𝛼

(14)

where the sum of the first and second terms of the right-hand side is the viscoplastic

dissipation energy density and the third term represents the viscoelastic dissipation

energy density.

2.3 Viscoelastic Rheology Element

The viscoelastic part of the rheology element is formulated based on the theory pre-

sented by Holzapfel et al. [15, 16]. First, we introduce the following form of the

viscoelastic-viscoplastic coupled free energy density:

𝜌0𝜓
ve = 𝜌0𝜓

∞ +
n

ve∑

𝛼=1

[
𝜞

𝛼 ∶ ℂ𝛼 ∶ 𝜞
𝛼 − 2𝜌0

𝜕𝜓

𝛼

𝜕Cve
∶ 𝜞

𝛼 + 𝜌0𝜓
𝛼

]
(15)

where 𝜓
∞ = 𝜓

∞ (
̃C, ̄Fvp

, 𝜃

)
is the free energy density of the purely elastic element.

Also, 𝜓
𝛼 = 𝜓

𝛼

(
̃C, ̄Fvp

, 𝜃

)
is the ideally elastic energy density of Maxwell elements,

each which is virtually defined as the elastic stored energy during the relaxation

process. Futhermore, ℂ𝛼 = ℂ𝛼

(
̃C, ̄Fvp

, 𝜃

)
is a positive definite fourth-order tensor

introduced for each Maxwell element, which has is the same unit with that of the

elastic moduli tensor.
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With this definition of the free energy density 𝜓

ve
, Eq. (13) becomes

S = 2𝜌0
𝜕𝜓

ve

𝜕

̃C
=
(
Fvp

)−1
[
2𝜌0

𝜕𝜓

ve

𝜕Cve

] (
Fvp

)−T =
(
Fvp

)−1 H
(
Fvp

)−T

(16)

which defines the 2nd Piola-Kirchhoff stress referring thermally dilated configura-

tion Bth
. Here, we have defined the thermodynamic non-equilibrated stress that refers

to viscoelastically unloaded configuration Bvp
as

H = 2𝜌0
𝜕𝜓

ve

𝜕Cve

= 2𝜌0
𝜕𝜓

∞

𝜕Cve
+

n
ve∑

𝛼=1

[
𝜞

𝛼 ∶ 2 𝜕ℂ
𝛼

𝜕Cve
∶ 𝜞

𝛼 − 2 𝜕H
𝛼

𝜕Cve
∶ 𝜞

𝛼 + 2𝜌0
𝜕𝜓

𝛼

𝜕Cve

]

= H∞ +
n

ve∑

𝛼=1

[
𝜞

𝛼 ∶ 2 𝜕ℂ
𝛼

𝜕Cve
∶ 𝜞

𝛼 − 4𝜌0
𝜕

2
𝜓

𝛼

𝜕Cve
𝜕Cve

∶ 𝜞
𝛼 +H𝛼

]
(17)

along with the viscoelastic thermodynaimc strain 𝜞
𝛼

. Here, H∞
and H𝛼

have been

defined as

H∞ = 2𝜌0
𝜕𝜓

∞

𝜕Cve
and H𝛼 = 2𝜌0

𝜕𝜓

𝛼

𝜕Cve
. (18)

In this study, we employ the following St. Venant-Kirchhoff hyperelastic strain

energy for the free energy of the purely elastic element in the generalized Maxwell

model:

𝜌0𝜓
∞ = 1

2
K∞[tr(Eve)]2 + G∞[dev(Eve) ∶ dev(Eve)] (19)

so that the stress in the purely elastic element referring to the viscoelastically

unloaded configuration Bvp
yields

H∞ = K∞
tr(Eve)𝟏 + 2G∞

dev(Eve) (20)

where viscoelastic Green strain Eve
is expressed as Eve = 1

2

(
Cve − 𝟏

)
using the

right-Cauchy-Green viscoelastic deformation tensor Cve
in (6). Also, K∞

and G∞

are equivalent to the bulk and shear moduli.

We postulate that the ideal elastic free energy of each Maxwell element (15) be

proportional to the purely elastic free energy as 𝜓
𝛼 = 𝛾

𝛼

𝜓

∞
so that the stress refer-

ring to viscoelastically unloaded configuration Bvp
becomes

H𝛼 = 2𝜌0
𝜕𝜓

𝛼

𝜕Cve
= 𝛾

𝛼H∞
(21)
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where 𝛾

𝛼 ∈ (0, 1] is the relative elastic modulus defined as 𝛾
𝛼 = E𝛼

E∞ . Here, E𝛼

and

E∞
are Young’s moduli of each Maxwell element and of the purely elastic element.

Also, by defining the tangent modulus of each Maxwell element as

𝔻𝛼 = 4𝜌0
𝜕

2
𝜓

𝛼

𝜕Cve
𝜕Cve

= 𝛾

𝛼

(
K∞Isym + 2G∞Idev

)
(22)

we assume that the fourth-order modulus tensor ℂ𝛼

is proportional to the tangent

modulus tensor 𝔻𝛼

such that 2ℂ𝛼 = 𝔻𝛼

so that

2 𝜕ℂ
𝛼

𝜕Cve
= 𝜕𝔻𝛼

𝜕Cve
= 𝟎 (23)

This assumption is valid, since the St. Venant-Kirchhoff model is convex with respect

to Cve
. It should be noted, however, that some elastic energies that may not have

convexity do not advocate this assumption [7]. Finally, with (18), (21) and (23),

Eq. (17) can be written as

H = H∞ +
n

ve∑

𝛼=1

[
𝛾

𝛼H∞ − 𝔻𝛼 ∶ 𝜞
𝛼

]
(24)

The thermodynamic non-equilibrated stress that drives thermodynamic strain 𝜞
𝛼

is defined asR𝛼 = −𝜌0
𝜕𝜓

ve

𝜕𝜞
𝛼

and its evolution equation can be derived with the internal

dissipation energy (14) along the line of Holzapfel et al. [15, 16] as

̇R𝛼 + 1
𝜏

𝛼

R𝛼 = d
dt

[
𝛾

𝛼H∞] − R
cpl

(25)

where 𝜏
𝛼

is the relaxation time of each Maxwell element, which is defined as a coef-

ficient of the following relationship:

𝔻𝛼 ∶ ̇𝜞
𝛼 = 1

𝜏

𝛼

R𝛼

(26)

Also, R
cpl

is the relaxation stress defined as

R
cpl

= D𝔻𝛼

Dt
∶ 𝜞

𝛼

(27)

Here, since the components of 𝔻𝛼

are constants, the relaxation stress in (27) is zero

in this study. Thus, the thermodynamic non-equilibrated stress can be expressed as

R𝛼 = ∫
t

0
𝛾

𝛼

dH∞

ds
exp

[
s − t
𝜏

𝛼

]
ds (28)
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Also, the thermodynamic strain 𝜞
𝛼

can be represented as

𝔻𝛼 ∶ 𝜞
𝛼 = 𝛾

𝛼H∞ − R𝛼

(29)

Finally, the substitution of (29) into (24) provides the non-equilibrated stress H refer-

ring to Bvp
as the sum of H∞

and R𝛼

as

H = H∞ +
n

ve∑

𝛼=1
R𝛼

(30)

2.4 Viscoplastic Rheology Element

The viscoplastic constitutive laws for amorphous thermoplastic resins must be capa-

ble of representing pseudo yielding followed by stress-softening in a small deforma-

tion regime and orientation hardening behavior in a large deformation regime.

2.4.1 Pseudo Yielding and Stress-Softening

The stress is exclusively determined in the viscoelastic rheology element described

above and is applied to the viscoplastic rheology element, which is composed of

viscoplastic slider and back-stress elements. Thus, the driving force acting on the

viscoplastic slider element is the following effective stress referring to viscoelasti-

cally unloaded configuration Bvp
:

Meff = dev
(
CveH(t) −Mback

)
(31)

Here,Mback
is the back stress. Defining the viscoplastic potential by𝜙 = 𝜙(Meff

, 𝜃) =
(Meff ∶ Meff)

1
2 , we postulate the viscoplastic flow rule of the form

̄dvp = �̇�

vp(𝜃)N(𝜃) (32)

where �̇�

vp
is the viscoplastic multiplier, which is non-negative, and the flow vector

has been defined as

N(𝜃) = 𝜕𝜙

𝜕Meff
= 1

√
2
Meff

𝜏

(33)
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Here, 𝜏 is recognized as the equivalent stress of Meff
defined as

𝜏 = 1
√
2
||Meff|| (34)

As for the evolution equation of the viscoplastic multiplier, we employ the follow-

ing phenomenological model, which was proposed by Boyce et al. [8] along the line

of Argon [5] to represent pseudo yielding followed by stress softening in a relatively

small deformation regime:

�̇�

vp(𝜃) = �̇�

vp

o
exp

[
−As∗

𝜃

{
1 −

(
𝜏

s∗
)n}]

(35)

where �̇�

vp

o is the initial viscoplastic multiplier. Here, along with n, A is the material

parameter determined from the activation energy of Argon [5, 6] and is referred to as

the activation volume. Also, s∗ is a sort of yield strength representing the deformation

resistance and has the following function form that depends on both the shear yield

strength s and the hydrostatic pressure p = −1
3
tr
(
CveH

)
:

s∗ = s + 𝛼

v
p (36)

Here, 𝛼
v

is the pressure coefficient and the evolution law for s is postulated as

ṡ = h
(
1 − s

s
ss

)
�̇�

vp
(37)

where h is the inclination of the stress-softening response with respect to plastic

strain after the initial yielding and s
ss

is the shear yield strength in the steady state.

Also, the athermal initial shear yield strength is introduced as s
o
= mG∕ (1 − 𝜈),

where m is the material parameter associated with the activation energy. Here, we

have used the shear modulus of elasticity defined as G =
(
1 +

∑n
ve

𝛼

𝛾

𝛼

)
G∞

and Pois-

son’s ratio 𝜈 of the purely elastic element in the viscelastic rheology element.

2.4.2 Back Stress to Represent Orientation Hardening

When the conformation motion of a molecular chain transitions to the configuration

motion due to its extension, the amorphous thermoplastic resin tends to exhibit an

orientation hardening phenomenon, which has an analogy with the elastic behavior

of rubber materials. Along the line of Ames et al. [2], we employ the following Gent’s

hyperelastic energy function [14] to represent the orientation hardening.

𝜌0𝜓
vp = −1

2
𝜇J

m
ln

(
1 −

I1 − 3
J

m

)
(38)
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Here, I1 = tr( ̄bvp) is the first invariant of the viscoelastic left-Cauchy-Green deforma-

tion tensor ̄bvp

, J
m

is the characteristic length of extended molecular chains, which is

supposed to satisfy J
m
> I1 − 3. Also, 𝜇 is the shear modulus-like material parameter

associated with the back stress. Then, it can be derived as

Mback = 2𝜌0
𝜕𝜓

vp

𝜕

̄bvp
̄bvp = 𝜇

(
1 −

I1 − 3
J

m

)−1
̄bvp

(39)

3 Identification of Material Parameters

The set of constitutive equations proposed in this study is summarized in Fig. 3.

This section is devoted to the identification of the material parameters used in these

equations. The experimental data are borrowed from Hope et al. [17] who conducted

a series of uniaxial tension tests for PMMA with different deformation rates. The

tests were carried out with four levels of true strain rates 0.1, 0.01, 0.001 and 0.0001 s

at ambient temperature of 90
◦
C . The obtained empirical relationships between true

stresses and true strains are shown in Fig. 4. Although the maximum tensile strain

attains 1.5, the parameter identification in this study is made for the data up to true

strain of 1.0.

Fig. 3 Summary of the proposed constitutive model
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Fig. 4 Experimental data of

the uniaxial tensile test in

Hope et al. [17]. The data

shows the relationship

between the true stress and

true strain for 4 levels of

deformation rates; “0.1, 0.01,

0.001, 0.0001 (/s)” under

temperature 90
◦

0

100
Experiment 1
Experiment 2
Experiment 3
Experiment 4

True strain
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ue

 st
re

ss
 [M

Pa
]

10

It should be noted that the relaxation times and CTE can hardly be identified

with the referential experimental data. Therefore, these parameters are assumed as

in Table 1, where the number of Maxwell elements are presumably set at 18. Thus,

the number of unknown parameters to be identified is 27, which counts eighteen

relative elastic moduli in the generalized Maxwell model.

The method of differential evolution (DE) is used for meta-heuristic optimiza-

tion of the material parameters. Displacement is imposed on the end nodes of a

cubic single eight-node hexahedral element with dimension of 1.0 × 1.0 × 1.0mm
3

for each tensile test with a specified strain rate. The boundary condition is set to real-

ize the uniform uniaxial stress state. Then all the calculated relationships between

true stresses and true strains are compared with experimental ones provided in Fig. 4.

The material parameters thus determined are presented in Tables 2 and 3. Figure 5

shows the corresponding curves representing relationships between true stresses and

true strains. As can be seen from the figure, the stress softening behavior after the ini-

tial yielding can be captured, as the viscoelastic model of Boyce et al. [8] employed

Table 1 Fixed parameters
Maxwell elements CTE (1∕◦C) Relaxation time (s)

18 5.0 × 10−5 10x
(x are integers

from 1 to 18)

Table 2 Identified

parameters
Parameter Value

E (MPa) 2061

𝜈 0.3772

�̇�

vp

o (/s) 1.145 × 1011

A (K/MPa) 166

𝛼 0.2289

h (MPa) 844.6

s
ss

(MPa) 81.55

J
m

22.28

𝜇 (MPa) 4.651
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Table 3 Identified relative elastic moduli

𝛼 Value 𝛼 Value

1 1.328 × 10−3 10 2.818 × 10−2

2 2.174 × 10−3 11 1.930 × 10−2

3 2.974 × 10−3 12 7.350 × 10−2

4 1.674 × 10−3 13 3.400 × 10−2

5 1.106 × 10−4 14 2.642 × 10−2

6 5.612 × 10−3 15 2.707 × 10−2

7 3.951 × 10−4 16 4.294 × 10−2

8 1.139 × 10−2 17 8.415 × 10−3

9 2.290 × 10−2 18 9.351 × 10−2

0

100

True strain

Tr
ue

 st
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ss
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Pa
]

Experiment 1
Experiment 2
Experiment 3
Experiment 4

Identified 1
Identified 2
Identified 3
Identified 4

0 1

Fig. 5 Identification results. The result successfully captures the stress softening after quasi-

yielding and followed by the orientation-hardening phenomenon. However, in all the cases, the

initial elastic regime deviate from the experimental one and the hardening progresses in a large

deformation regime are almost in parallel. These discrepancies must be due to the lack of the data

of dynamic viscoelastic behavior

in the proposed model takes into account the variation of the shear yield strength.

However, since the time-variation of the free volume caused by molecular chain slip-

page is not considered, the calculated curves lack the smoothness of the softening

behavior around the upper yielding points. Also, the orientation hardening can be

represented thanks to the introduction of the back stress, though the representation

of the effect of extended chains are insufficient. This discrepancy is probably due

to the fact that the viscoplastic deformation rates of all the rate levels are almost

the same in a large strain regimes and so are the evolutions of the back stresses that

depends on the viscoplastic deformation. The improvement of these performances

are future subjects of study.

Finally, in order to reflect the temperature-dependent behavior and viscoelastic

characteristics in the proposed model, we need more tensile test results with differ-

ent temperature levels, dynamic viscoelastic measurements and strain recovery tests.

It is therefore to be noted that the material behavior presented in this study with the

assumed material parameters are not relevant to these properties and cannot be rep-

resentative of actual thermoplastic materials.
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4 Numerical Examples

Using the proposed constitutive laws with the material parameters determined in

the previous section, we demonstrate the fundamental material behavior that can be

represented by the proposed constitutive model.

4.1 Behavior Under Loading, Unloading and Uncontrolled
States

With the same single element model used for the parameter identification in the pre-

vious section, consecutive uniaxial responses under loading, unloading and uncon-

trolled conditions are demonstrated. Three levels of deformation rates at ambient

temperature of 90
◦
C are considered in this example. The corresponding analysis

cases are labelled as Maximum, Intermediate and Minimum Cases in the order of

the rates. For Maximum Case, the single element is subjected to loading in the first

10 s, unloading in the next 10 s and then uncontrolled for the last 30 s. For Interme-

diate and Minimum Cases, the time intervals are 10 and 100 times longer than the

maximum case, respectively. In each of these analysis cases, the maximum tensile

true strain is set to be 1.0.

Figure 6 shows the calculated relationships between true stresses and true strains.

As can be recognized from this figure, the yielding behavior depends on the deforma-

tion rates; that is, the higher the initial yield stress, the higher the deformation rate.

Also, after the stress softening, all the stress responses evolve in the same manner.

Specifically, the stresses are increased at the same rate so that the curves are almost

parallel. This is probably due to the fact that the evolution rates of the viscoplastic

multiplier are the same for all the cases, implying that the evolution rates of the shear

yielding strength s∗ are the same regardless of deformation rates.

In the unloading process, the higher the deformation rate, the larger the inclina-

tion. More specifically, the stress in Maximum Case is almost linearly decreased and

only a small amount of strain is recovered by the stress-free state. This is due the

fact that, as the deformation rate becomes lower, the inelastic deformation becomes

Fig. 6 Relationships

between true stresses and

true strains obtained under

tensile loading, unloading

and uncontrolled conditions

 0
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more prominent during the unloading process. On the other hand, as the deformation

rate becomes lower in the unloading process, the curves are more gently inclined. In

fact, almost half of the total true strain is recovered in Minimum Case. This is due to

the viscoplastic deformation in the unloading process caused by the residual stress.

These responses in the unloading process are not consistent with the experimental

evidence reported in the literature (see, for example, Srivastava et al. [30]) and the

discrepancy must be due to the assumed values of viscoelastic material parameters

such as elastic moduli and relaxation times.

In the uncontrolled process with the external loading being zero, the amount of

strain recovery is the same for all the cases, implying that the corresponding resid-

ual stresses due to viscoelastic deformation are comparable. Although this kind of

strain recovery is always observed in experiments with cyclic loading, few existing

constitutive models for amorphous thermoplastic resins direct attention towards the

representation of strain recovery along with viscoplastic characteristics.

To study the underlining mechanisms of the above-mentioned apparent behav-

ior, we provide the variations of viscoelastic non-equilibrated stresses in some

Maxwell elements in Fig. 7 Here, we have chosen elements No. 12, 16, 17 and 18,

as they exhibit relatively large viscelastic stresses. First, in the loading process, the

dominant stress responses in each of the subfigures are similar to those of the total
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Fig. 7 Thermomechanical viscoelastic stresses of Maxwell elements
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true stresses depicted in Fig. 6. This must be due to the fact that the stress in the pro-

posed constitutive model is realized only in the set of viscoelastic rheology elements

and directly affected by viscoplastic flow and back stress. Also, in the unloading

process, most of the viscoelastic stresses are decreased in an almost linear manner,

but some of them exhibit negative or compressive values, even though the total stress

are positive. Then, these negative stresses remain when the external loading becomes

zero and gradually relaxed in the uncontrolled process. Thus, the main sources of the

residual stress that plays a driving force for the strain recovery mentioned above must

be these negative viscoelastic stresses.

In addition, element No. 12 and 16 are active in all the cases. However, element

No. 17 and 18 contribute the total stress in Maximum Case, while the effect of ele-

ment No. 18 disappears in Intermediate Case. Moreover, both the effects of element

No. 17 and 18 are not negligible in Minimum Case. These viscoelastic responses

that depend on deformation rate are relevant to the relationship between relaxation

time and time rate of change of deformation. In fact, the time spent in the loading

process of Maximum Case is 10 s, which is comparable with the relaxation time of

element No. 18. It is reasonable for Maxwell’s elements with short relaxation times

to respond to higher rates of deformation.

4.2 Stress Relaxation and Strain Recovery in a Standard
Specimen

Using the same material parameters determined above, we carry out two simulations

of uni-axial tests for a standard specimen shown in Fig. 8 to demonstrate the capa-

bility of the proposed constitutive model. One of them is a stress relaxation test and

the other is a strain recovery test. The finite element (FE) model used here is com-

posed of 2160 eight-node hexahedral elements with 3597 nodes and one-quarter of

the specimen. The maximum elongation in the loading process is set at 60 mm for

both of the simulations and the ambient temperature of 50
◦
C is kept constant during

the entire process.

For both cases of numerical simulations, the specimen is loaded in 10 s. Then the

elongation of 60 mm is kept for 10 s in the stress relaxation case. In the strain recovery

case, the reaction force at the end section is reduced to zero in 10 s and the specimen

is left untouched for 10 s. Figures 9 and 10 show the time-variations of the apparent

stress and the relationships between true stress and strain for the stress relaxation and

strain recovery cases, respectively. Here, the apparent stress is defined as the reaction

force divided by the end section area of the specimen, which is referred to as nominal

stress in this study. On the other hand, the true stress and strain are measured at the

center of element A indicated in Fig. 8. In these figure, State (F) corresponds to the

end of the loading, while (L) in Fig. 9 and (J) in Fig. 10 correspond the ends of the

processes of stress relaxation and strain recovery, respectively.
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Figure 11 shows the deformed configurations with the distributions of von-Mises

stresses at six deformation states calculated in the loading process. As can be seen

in the figure, when the specimen reaches a moderate deformation level, the neck-

ing phenomenon becomes visible around the central part of the specimen, which is
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followed by the stress concentration due to large deformation. The subsequent

deformed configurations with the von-Mises stress distributions are shown in Fig. 12

for the stress relaxation case and Fig. 13 for the strain recovery case, in which each

of the deformed configurations corresponds to the state indicated in Figs. 9 and 10.

The deformation process from States (A)–(F) depicted in Fig. 11 is common to

both the stress relaxation and strain recovery cases. In State (B) at the beginning

of tensile deformation, both the apparent and true stresses attain their maximum

values and then decrease towards State (C). Although the decrease in the apparent

stress here is also typical in standard specimens of metals, the decrease in the true

stress is unique to the mechanical behavior of amorphous thermoplastic resins. It is,

however, known that, in actual experiments, the specimen exhibits the localization

of viscoplastic strain due to necking at the central part of the specimen and its region

expands towards the end section during the stress softening behavior after the initial

yielding. The proposed model is capable of representing stress softening, but not

such localization phenomena. In fact, the necking starts after State (D) of moderate

deformation in our numerical simulation. As can seen in (E) and (F) of (c) in Figs. 9

and 10, the orientation hardening is observed in the true stress at the last stage of

the loading process. This has also been demonstrated in the previous subsection.

In these states of deformation, the stress is concentrated around the central part of
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the specimen. On the contrary, the apparent stress is not affected by such hardening

behavior and provides almost constant level reflecting only the resistance against the

viscoplastic flow.

The deformed configurations with stress distributions from States (F)–(L) for the

stress relaxation case, which is illustrated in Fig. 12, show that the stress relaxation

is observed in the whole part of the specimen, but predominant around the central

part of the specimen. However, the amount of stress relaxation is small, because the

sustained period of constant elongation was set short.

For the strain recovery case, the whose deformation states during unloading and

sustaining processes are illustrated in Fig. 13. In the unloading process, which cor-

responds to States (G) and (H), the nominal and true stresses significantly decrease

due to the rapid recovery of elastic springs of each Maxwell element. As can be seen

from Fig. 10, some of the Maxwell elements are supposed to be non-equilibrated in

State (I) in Fig. 13 and then equilibrated in State (J) so that a small strain is recovered

in the sustaining process.

Both the stress transitions and deformation states have been obtain as we orig-

inally intended. It should be noted that the stress relaxation and strain recovery

responses simulated here are attributed to the coupling between viscoelasticity and

viscoplasticity whose rheology elements are aligned in series. However, mainly due

to inadequate parameter setting, the extents of stress relaxation and strain recovery

are scarce. Also, there must be some room for improvement in function forms of the

constitutive laws.

5 Conclusion

We have proposed a viscoelastic-viscoplastic combined constitutive model for amor-

phous thermoplastic resins within the finite strain framework. The simple rheology

morel introduced consisted of viscoelastic and viscoplastic elements connected in

series. The standard generalized Maxwell model was used to determine the stress and

characterize the viscoelastic material behavior at small or moderate strain regimes.

On the other hand, we employed a proven finite strain viscoplastic model to realize

the creep deformations along with the kinematic hardening behavior due to orienta-

tion of molecular chains. After the material parameters were identified with reference

to experimental data, the fundamental performances of the proposed model were ver-

ified in representative numerical examples. In particular, it has been confirmed that

the proposed model is capable of reproducing stress softening and strain recovery

simultaneously.

However, due to the lack of experimental data that consistently represent both

viscoelastic and viscoplastic responses, the quantitative agreement with the actual

material behavior could not be confirmed. Indeed, a simple viscoplastic model seems

not to have adequate performance in reflecting the limiting extensibility of polymer

chains. Also, the identification accuracy of the viscoelastic spectral characteristics

was not satisfactory and accordingly the strain recovery phenomenon were unreal-
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istic. Nonetheless, it was our original contribution that the elastic characteristics of

thermoplastic resins were totally taken by the set of viscoelastic rheology elements

because of the connection of these two separate rheology elements in series.

Of course, various improvements must be introduced to our model. For example,

the present model neglects the dependencies of the elastic and orientation harden-

ing responses on temperature. It is also known that viscoelastic properties of amor-

phous thermoplastic resins become prominent when microscopic Brownian motions

of molecular chains become active around the glass transition temperature and when

pseudo chemical crosslink is constructed by the change in molecular chain orienta-

tion caused by crystallization. Thus, the rubber-like material behavior must appear

above the glass-transition temperature. It remains a challenge for future research to

incorporate these temperature dependencies.
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Fracturing in Dry and Saturated
Porous Media
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and Bernhard A. Schrefler

Abstract It is now generally recognized that mode I fracturing in saturated geo-
materials is a stepwise process. This is true both for mechanical loading and for
pressure induced fracturing. Evidence comes from geophysics, from unconven-
tional hydrocarbon extraction, and from experiments. Despite the evidence only
very few numerical models capture this behavior. From our numerical experiments,
both with a model based on Standard Galerkin Finite Elements in conjunction with
a cohesive fracture model, and with a truss lattice model in combination with Monte
Carlo simulations, it appears that already in dry geomaterials under mechanical
loading the fracturing process is time discontinuous. In a two-phase fracture con-
text, in case of mechanical loading, the fluid not only follows the fate of the solid
phase material and gives rise to pressure peaks at the fracturing event, but it also
influences this event. In case of pressure induced fracture clearly pressure peaks
appear too but are of opposite sign: we observe pressure drops at fracturing. In
mode II fracturing, the behavior is brittle while in mixed mode there appears a
combination of pressure rises and drops.
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1 Introduction

Fracture advancement in saturated porous media is generally a discontinuous
process both for fluid pressure induced fracture and for fracture induced by
mechanical action. This is certainly true for mode I fracturing and for many situ-
ations in mixed mode fracturing. This has been observed in the field for geophysics,
in hydraulic fracturing operations, and laboratory tests. As far as field observations
from geophysics are concerned, see [4, 5, 11, 12, 16, 18, 48−50, 53, 62, 65]. This
list contains both cases of fluid pressure induced fracture and fracture due to
changes of mechanical boundary conditions. Intermittent fracture advancement is
the most plausible mechanism to explain the existence of volcanic and subduction
tremor. Field observations in case of non-conventional hydrocarbon extraction
through hydraulic fracturing are reported by Okland et al. [51], Soliman et al. [68],
and de Pater [19]. Laboratory tests evidencing the stepwise advancement have been
carried out for hydraulic fracturing by Black et al. [6], Lhomme et al. [39] and
Lhomme [38]. See for instance Fig. 1 from Lhomme et al. [39]. There are also tests
which do not evidence the phenomenon, apart from the tests with a high viscosity
fluid and low flow rate of [39], not deemed representative for hydraulic fracturing in
the field. There are different reasons for this: sometimes test design criteria are
introduced in order to obtain results that are directly comparable with the modeling
[10, 35]; in other experiments the rate of fluid flow into the fracture is not constant
and therefore cannot be described in terms of a single value of imposed flux [9] or
time does not appear explicitly in the solution, which takes the form of a classical
traveling wave-type solution and the sampling time is sometimes too large if
compared to the experiment referred to [33]. On the other hand, some irregularity of
the phenomenon can be seen also in these experiments, even though when mod-
eling this is ignored.

For the case of mechanical load [54] clearly showed the stepwise behavior.
Despite of the overwhelming evidence only very few numerical models and no
analytical model capture the phenomenon as will be shown in the extensive liter-
ature survey of the next section.

Fig. 1 Experimental pressure record and fracture inlet opening for low viscosity/high flow rate
configuration. Redrawn with permission from Lhomme et al. [39]
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We have investigated recently the fracturing behavior of geomaterials with both
deterministic methods (Cao et al. [13]) and methods from statistical physics [43]
and have found that already in dry geomaterials under mechanical loading the
fracturing process is time discontinuous. In a two-phase fracture context and under
mechanical loading, not only the fluid follows the fate of the solid phase and gives
rise to pressure peaks at the fracturing event, but it also influences this event to a
certain extent. These pressure peaks are shown in Fig. 2. In case of pressure
induced fracture, pressure peaks appear too but are of opposite sign: we observe
pressure drops at the fracturing event, see Fig. 3.

The following explanation has been given for this behavior, based on Biot’s
theory [43]: if a load, pressure, or displacement boundary condition is applied
suddenly (all acting on the equilibrium of the solid–liquid mixture), then the fluid
takes initially almost all the induced solicitation because its immediate response is
undrained and it is much less compressible than the solid skeleton. It discharges
hence the solid. Then through the coupling with the fluid through the volumetric
strain, the overpressures dissipate and the solid is reloaded. Hence, we have a
pressure rise upon rupture. Pressures and stresses evolve out of phase. On the
contrary if flow is specified (acting on the continuity of the fluid) its effect is
transmitted to the solid through the pressure coupling term in the effective stress.
The solid is loaded and upon rupture produces a sudden increase of the volumetric
strain. This in turn produces a drop in pressure. In this case stresses and pressures
evolve in phase. In both cases the intervals between two crack tip advancements are
found to be irregularly distributed. This is true even for homogeneous media.

Fig. 2 Pressure rise at fracturing in case of a mechanical load. Redrawn with permission from
Milanese et al. [43]
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In mode II fracturing the behavior is brittle while in mixed mode there appears a
combination of pressure rises and drops [45]. After an extensive literature survey
addressing both analytical and numerical solutions the behavior under mode I
fracture will be evidenced first for heterogeneous media using a lattice model and
statistical analysis and then for homogeneous media by examples obtained with a
lattice model, XFEM, and a model based on Standard Galerkin Finite Elements in
conjunction with remeshing and cohesive fracture. Some conclusions will then be
drawn.

2 Detailed Literature Review

2.1 Analytical Solutions

Contributions to the mathematical modeling of fluid-driven fractures have been
made continuously since the 1960s, beginning with [17, 20, 29, 30, 52, 59]. Other
papers deal with solid and fluid behavior near the crack tip (e.g. [2, 24]).

Traditional analytical solutions of hydraulic fracture problems rely on typical
simplifying assumptions of asymptotic analyses that influence the real local pattern
of time dependent parameters such as the tip velocity and pressure distribution near
the tip. The most common ones concern fluid flow, fracture shape and velocity,
leakage from the fracture, the presence of fluid lag and linear fracture mechanics for
the solid. Further, uncoupled solutions are frequent, e.g. the solid/fluid interactions

Fig. 3 Pressure drops at fracturing in case of pressure driven fracture. Redrawn with permission
from Milanese et al. [43]
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are analyzed in two-step procedures in which only one field evolves in time. In
more recent papers, (e.g. [1, 34]) a mixed approach is presented in which an
asymptotic formulation is partially solved with numerical tools to reduce the
above-mentioned simplifying assumptions, especially using finite differences in
time.

Problems may arise with the assumption of linear fracture mechanics in a
coupled environment. In fact, this implies a stress singularity in the tip region,
hence a singularity in pressure, because of the effective stress principle. The fluid
pressure consistent with the crack aperture asymptote of LEFM is weaker than
x(−1/2) and reflects the finiteness of rate of energy dissipated by crack propagation.
Consideration from lubrication theory, combined with LEFM results, implies that
the fluid pressure has a logarithmic singularity. Any fluid pressure singularity is,
however, precluded if the rock is permeable and diffusion of pore fluid is taking
place. Indeed, a fluid pressure singularity would cause an infinite rate of energy
dissipation by diffusion of fluid in the porous rock [22]. Further, LEFM is not the
best model to investigate hydraulic fracturing. De Pater [19] states in fact that
“carefully scaled laboratory studies have revealed that conventional models for
fracture propagation which are based on LEFM cannot adequately describe prop-
agation. Instead, propagation should at least be based on tensile failure over a
cohesive zone”.

However, these analytical approaches certainly delineate the limits of the
propagation regimes [25] and other important features such as the length scales. In
fact, hydraulic fracturing represents a special class of cracking, due to the coupling
between different processes (solid deformation, rock fracturing, fluid flow in the
fracture, leak-off) taking place near the tip. As already mentioned each of these
processes can be associated with a characteristic length-scale [21, 25]. Predomi-
nance amongst these length-scales determines the fracture response (the propaga-
tion regime), characterized by the order of the stress (or pressure) singularity. This
yields a complex multi-scale solution for the propagation of the fracture. Even
though these solutions are obtained at the scale of the near-tip region, the propa-
gation regime of the whole fracture is determined by the tip [1]. Further, these
authors remark that there is always a region immediately adjacent to the fluid front
where the solution is dominated by fluid loss and most of the pressure drop occurs
near the fracture tip, hence special care needs to be taken to obtain accurate results
in this area.

For simple fracture geometries (radial, KGD, and PKN), the time scales can be
expressed explicitly in terms of the problem parameters (fluid viscosity, rock
properties, and injection rates). Recognition of the existence of multiple time scales
led to the identification of particular solutions that correspond to a regime of
fracture propagation dominated by one process only. For example, under conditions
where the in situ stress is large enough (as is usually the case for deep stimulation
treatments), two time scales characterize the evolution of a radial fracture: the first
tracks the transition between a regime of propagation where most of the energy
essentially is dissipated in viscous flow of the fracturing fluid, and another regime
where most of the energy is used to fracture the rock; and a second time scale that
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characterizes the evolution from situations where the injected fluid essentially is
stored in the fracture to situations where most of the fluid has leaked into the rock.
Analytical solutions are always smooth hence they do not reproduce the stepwise
behavior of the tip advancement previously discussed and experimentally recorded.
Further they do not represent an evolutionary problem in a domain with a real
complexity, continuously changing with the evolution of the phenomenon and do
not account for a material behavior more realistic than linear. Only numerical
methods give the continuous alternation of the different regimes, depending on
forcing functions, boundary conditions and intrinsic time scales. This fact stresses
also the need of a careful time discretization of the governing equations combined
with a careful choice of the crack advancement algorithm.

2.2 Numerical Simulations

From the preceding remarks, it follows clearly that a numerical solution, including
coupling of fracture propagation and fluid exchange between the fracture and the
formation, is the most appropriate way to simulate fracturing in fluid saturated
media. We analyze briefly whether the solutions found in literature were able to
evidence and model the stepwise crack advancement and pressure fluctuations
experimentally observed. Given that this behavior can be properly explained by
means of the generalized Biot’s theory, numerical models base on fluid–solid
interaction of the Biot’s type should be capable of simulating the steps and pressure
jumps provided that a proper crack advancement/time stepping algorithm is used. If
this is not the case the respective models perturb the interactions.

The first numerical model for hydraulic fracture has been presented by Boone
and Ingraffea [7]. It uses a Biot’s approach coupled with linear fracture mechanics,
accounts for fluid leakage in the medium surrounding the fracture and assumes a
moving crack depending on the applied loads and material properties. A finite
element solution for solid and finite differences for flow equation is adopted. It is
assumed however that the path of the fracture is known a priori and contact ele-
ments are placed along this path. Crack length, mouth opening displacement
together with mouth and fracture pressure versus time show a regular pattern.

Carter et al. [15] extended the application to a fully 3-D hydraulic fracture frame.
Their model relies on hypotheses similar to [7], in particular assuming the positions
where fractures initiate, but neglects the fluid continuity equation in the medium
surrounding the fracture. The quasi-static solution consists of a series of snapshots
in time, where the fracture geometry is fixed and the corresponding time is deter-
mined. In both cases, no care is devoted to the tip region velocity and to its
regular/irregular distribution in time.

Starting from these pioneering works different numerical approaches have been
presented, which are discussed next. Biot’s theory in conjunction with a discrete
fracture approach making use of remeshing in an unstructured mesh and automatic
mesh refinement has been used by Schrefler et al. [60, 61], in a 2D setting.
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An element threshold number (i.e. number of elements over the cohesive zone) was
identified to obtain mesh-independent results. This approach has been extended to
3D situations by Secchi and Schrefler [63]. The last two cited papers show clearly
the stepwise fracture advancement and oscillations of the crack mouth pressure. The
advancement steps are irregularly distributed in time which is conjectured to be a
signature that the steps are of physical nature and not numerical artifacts.

Réthoré et al. [57] proposed a two-scale model for fluid flow in a deforming,
unsaturated and progressively fracturing porous medium within the realm of Biot’s
theory. At the microscale, the flow in the cohesive crack is modeled using Darcy’s
relation for fluid flow in a porous medium, considering changes in the permeability
due to the progressive damage evolution inside the cohesive zone. By exploiting the
partition-of-unity property of the finite element shape functions, the position and
direction of the fractures are independent from the underlying discretization.
A pre-notched plate is solved but the authors do not show crack advancement nor
mention any fluctuations whatsoever. In our opinion two scales procedures interfere
with the interacting velocities and hence affect adversely the solution.

Extended Finite Elements (XFEM) have been applied to hydraulic fracturing in a
partially saturated porous medium by Réthoré et al. [58] in a 2D setting. In this
case, again a two scale-model has been developed for the fluid flow. As example,
rupture of a saturated square plate in plane strain conditions is investigated under a
prescribed fixed vertical velocity in opposite direction at the top and bottom of the
plate (tensile loading). No stepwise advancement nor pressure fluctuations are
evidenced, probably because the two-step solution influences the velocity fields.

Partition of unity finite elements (PUFEM) are used for 2D mode I crack
propagation in saturated ionized porous media by Kraaijeveld and Huyghe [31] and
Kraaijeveld et al. [32]. A pull test, a delamination test and an osmolarity test are
simulated with rather fine regular meshes. Stepwise advancement and flow jumps
were found by Kraaijeveld and Huyghe [31] with a strong and a weak discontinuity
model for flow while in [30] the stepwise advancement in mode I crack propagation
is difficult to see because a continuous pressure profile across the crack is used
which only works for sufficiently fine meshes. In that case, the advantage of
PUFEM, which allows keeping the mesh pretty rough all over the continuum,
would be lost. In mode II as shown in Kraaijeveld et al. [32] a discontinuous
pressure across the crack is accounted for. It is not attempted to resolve the steep
pressure gradient but this gradient is reconstructed afterwards, using the Terzaghi
analytical solution for pressure diffusion. This two-step procedure allows for using
a rough mesh, and still handling a realistic pressure gradient. However, the resulting
steps show a regular pattern and are thought to be of numerical origin, see Remij
et al. [56].

Carier and Granet [14] developed a zero-thickness finite element to model
hydraulic fracture in a permeable medium within the framework of Biot’s theory.
The fracture propagation is governed by a cohesive zone model and the flow within
the fracture by the lubrication equation. The solutions are smooth. Mohammadnejad
and Kohei [47] show a fully coupled numerical model for hydraulic fracture
propagation in porous media using the extended finite element method in

Fracturing in Dry and Saturated Porous Media 271



conjunction with the cohesive crack model. The governing equations are derived
within the framework of the generalized Biot’s theory. The fluid flow within the
fracture is modeled using Darcy’s law, in which the fracture permeability follows
the cubic law. Among the two examples the one related to hydraulic fracturing
shows very small regular steps in the fracture advancement which according to the
authors are of numerical origin and are bound to disappear with more refined
meshes. The pressures are smooth.

Mohammadnejad and Kohei [46] solve the same problem as in Réthoré et al.
[58], also with XFEM, using full two-phase flow throughout the region. Cavitation
is found in both papers, also due to the impervious boundary conditions chosen.
Here all solutions are smooth.

A two scale model is used Remij et al. [55] where the pressure approximation in
the fracture is enhanced by including an additional degree of freedom. The pressure
gradient due to fluid leakage near the fracture surface is reconstructed based on
Terzaghi’s consolidation solution. This is supposed to ensure that all fluid flow goes
exclusively in the fracture and it is not necessary to use a dense mesh near the fracture
to capture the pressure gradient. The spatial discretization of the balance equations is
based on the partition-of-unity property of finite element shape functions. The
two-step procedure, the large time step size and coarse mesh influence the resulting
fluid velocities and neither fluctuation nor stepwise advancement is reported. Use of
the same method but with very small elements however clearly evidences the step-
wise advancement and the pressure oscillations, see Milanese et al. [44].

Phase field models for propagating fluid-filled fractures coupled to a surrounding
porous medium were applied in [28, 36, 40−42, 69, 71]. The published numerical
results are smooth, in line with what expected from a diffuse representation of the
fracture. Only Heider and Markert [28] report some pressure oscillation.

Grassl et al. [27] use a lattice approach but fail to evidence the intermittent
behavior while the lattice model of [43], discussed below, clearly evidences the
phenomenon.

Numerical models not relying on Biot’s theory have also been published. These
usually start from the same hypotheses as the analytical approaches. For instance,
Lecampion and Detournay [34] presented an implicit moving mesh algorithm for
the study of the propagation of plane-strain hydraulic fracture, with the fluid front
distinct from the fracture tip. In our opinion, beyond the usual restrictions of the
analytic approaches, further limits of this method are evident: the problem is
assumed as 1D channel (integration is performed along the linear fracture) based on
a relationship between fracture opening and internal pressure valid in a very
unrealistic infinite elastic medium. In addition, an impermeable surrounding med-
ium is assumed, which hides important phenomena such as the leaching from the
fracture and certainly results in a smooth solution.

From this survey, it appears that while a large majority of authors uses Biot’s
theory, only the Standard Galerkin Finite Element Method (SGFEM) with or
without a continuous updating of the mesh [60, 61, 23], XFEM with very small
elements [13, 44] and the lattice model of [43] have captured the physics of frac-
turing in saturated porous media.
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3 Governing Equations

According to Biot’s theory of porous media the mathematical model here used is
composed of an equilibrium of the overall mixture and a mass balance equation for
the fluid (Lewis and Schrefler [36]). We just indicate the governing equations for
sake of completeness. Considering the symbols of Fig. 4, the linear momentum
balance of the mixture, discretized in space, is written as

Mv+
Z

Ω

BTσ′′dΩ−Qp− fð1Þ −
Z

Γ′

ðNuÞTcdΓ′ =0 ð1Þ

f 1ð Þ =
Z

Ω

Nuð ÞTρbdΩ+
Z

Γt

Nuð ÞTtgdΓ ð2Þ

where Γ′ is the boundary of the fracture and process zone and c the cohesive
traction acting in the process zone as defined e.g. in Simoni and Schrefler [67]. The
cohesive traction c is different from zero only if the element has a side on the lips of
the fracture Γ′ within the process zone. The submatrices of this and the following
equations are the usual ones of soil consolidation [37], except for those specified in
the sequel.

The fully saturated porous medium surrounding the fracture has constant
absolute permeability and the discretized mass balance equation reads as

Qu+Hp+Sp− fð2Þ +
Z

Γ′

ðNpÞTqwdΓ′ =0 ð3Þ

Fig. 4 Definition of cohesive crack geometry and hydraulic fracture domain. Redrawn with
permission from Schrefler et al. [61]
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where qw represents the water leakage flux along the fracture toward the sur-
rounding medium; this term is defined along the entire fracture, i.e. the open part
and the process zone. f(2) contains the assigned flow terms. Given that the liquid
phase is continuous over the whole domain, leakage flux along the opened fracture
lips is accounted for through the H matrix. In the present formulation, non-linear
terms arise through cohesive forces in the process zone. Discretization in time is
then performed with time Discontinuous Galerkin approximation following Simoni
et al. [66].

We present here briefly the numerical methods used in the applications for
multi-phase crack propagation.

4 Numerical Methods

4.1 Lattice Model for Homogeneous and Heterogeneous
Porous Media

Statistical models are used to consider material disorder without the need of using
averaged values of material properties, nor phenomenological models, such as
cohesive ones, nor of locating geometrical singularities to trigger cracks. In Mila-
nese et al. [43] a lattice model is used to analyse fracture propagation in a multi-
phase system. The interested reader is referred to this paper for major details.

To account for material disorder, the mechanical properties of each element of
the lattice are picked randomly from a statistical distribution. Because of this
assumption, the exact crack path cannot be predicted and several cracks may appear
at the same time within the domain. The solution of the crack problem requires
several simulations run with the same boundary conditions but randomly varying
material properties: a statistical analysis is then carried on the gathered data. This
analysis focuses on the so-called “avalanche behaviour” of the specimen, i.e. the
number of failing elements per step. It is known that in dry samples the probability
distribution function of the recorded avalanches size displays power-law behaviour
(see e.g. [71]). We will investigate whether adding a fluid phase changes this
behaviour.

In a 2D context, the studied continuous solid domain is replaced by a lattice
squared specimen with vertical, horizontal and diagonal bonds while the coupling
matrix and the flow matrices are obtained by the finite element method (Fig. 5) as
explained below. Random assumption of the properties of the bonds results in an
isotropic macroscopic material behaviour. A central force model is locally adopted:
the elements have only the axial degree of stress and strain, i.e. behave as truss
elements. Linear measure of strain and constitutive equation are used.

Each bar of the lattice is provided with a stress threshold at which the bond fails.
The vector of the stress thresholds of the overall bars is defined by a uniform
distribution in the interval [0,1] MPa. In this way, the disorder of the medium is

274 E. Milanese et al.



represented. Each time the stress in a bond exceeds its threshold, this is updated
from a new uniform distribution in the same interval.

Moreover, at the beginning of the simulation the Young’s modulus is set to the
same value for all the bars. During the simulation, when the stress in an element
exceeds the local threshold, its elastic modulus is reduced, as Enew = (1 − D)Eold:
where D = 0 means no damage and D = 1 means that the truss is completely
broken and does not contribute anymore to the global stiffness. D is set equal to 0.1
and each truss can be damaged up to thirty times before the final failure, thus
conveying an asymptotically decreasing damage rule. The model displays a clear
and broad plastic phase.

Referring to the mechanical problem of Sect. 5.2.1 and to a generic load step, a
uniform displacement distribution is imposed on boundary nodes. The governing
equations are iteratively solved, updating the properties (elastic modulus and stress
threshold) of any damaged truss, to reach an equilibrium state in which no stress
threshold is exceeded in any bond. Then the successive load step is applied.

The avalanche size s is defined as the number of trusses damaged between two
subsequent displacement increments.

In a two-phase plane problem, the solid field, the fluid and the coupling terms are
overlapping and must be approximated: a 20-bar system, which mimics a 9-node
continuous element, is assumed for the solid, a continuous 2D 4-node element is
used for the fluid (matrices H and S in Eq. 3) and 9-node element for the coupling
terms Q in Eqs. 2 and 3 (Fig. 5). This results in a unitary element that builds up the
lattice and can be viewed as a three-layer element with size Lu = 2. In this way, the
Babuska-Brezzi condition is satisfied [3, 8].

According to the statistical approach, two time scales are used: one for the
increments of the external loading Δt and another for the fracturing process within
Biot’s theory. The external loading is increased once the rearrangements are over,
while a time interval for Biot’s theory is fixed (in the application the value of 3000 s
is assumed). The size of this interval allows to study the interaction between the two

Fig. 5 Representation of the
overlapping three-layer
unitary element of the model.
From the bottom to the top:
the fluid pressure 4-node
plane element (blue), the
coupling 9-node plane
element (orange) and the
solid skeleton made of 20
trusses (green)
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phases. If a much smaller value is chosen, no consolidation type behavior is
allowed between subsequent loading steps and damage localizes on the elements
close to the border; if a much larger time increment value is chosen, consolidation
type behaviour runs out before the load is increased in the following step and no
interaction with the fluid phase appears. At any step n two scenarios can take place:

(a) t = tn: specified displacements are increased, Biot’s coupled problem is solved
and equilibrium is reached without any rearrangement (avalanche). Thus, time
at step n + 1 equals to tn+ 1 = tn +Δt;

(b) t = tn: specified displacements are increased, Biot’s coupled problem is solved
and equilibrium is not reached without rearrangements and m more sub-steps
where Biot’s coupled problem is solved are needed. Once the equilibrium is
reached, the time for the external loading is updated. Thus, time at step n + 1
equals to tn+ 1 = tn +m*Δt.

4.2 SGFEM with Remeshing

In this approach, governing equations within the domain are supplemented by the
fluid mass balance within the crack and a phenomenological equation for the solid
behavior, i.e. the cohesive law. Two non-overlapping fluid domains are hence
present (Fig. 4) and, because of their continuity, interactions such as leaching due
to pressure gradients are easily accounted for. Fluid flow equation within the crack
takes the following form, which highlights the different contributions and the
transport law [65],

Hp+ Sp+p
Z

Γ0

ðNpÞTqwdΓ0
=0 ð4Þ

with

H=
Z

Ω

∇Npð ÞT w2

12μw
∇NpdΩ ð5Þ

S=
Z

Ω

Npð ÞT 1
Q* N

pdΩ ð6Þ

In Eq. 5, w represents the fracture aperture. The last term of Eq. 4 embodies the
leakage flux toward the surrounding porous medium across the fracture borders. In
this formulation, this coupling term does not require special assumptions, as, e.g. in
Remij et al. [55], or oversimplified assumptions that hide important phenomena
taking place in the fracture domain, as e.g. in Réthoré et al. [57]. It can be
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represented by means of Darcy’s law using the permeability of the surrounding
medium and pressure gradient generated by the application of water pressure on the
fracture lips.

Because of the continuous variation of the domain due to the propagation of the
cracks the domain Ω, its boundary Γ′ and the related mechanical conditions change.
Along the formed crack edges and in the process zone, boundary conditions are the
direct result of the field equations while the mechanical parameters must be
updated. The fracture path, the position of the process zone and the cohesive forces
are unknown and must be regarded as products of the mechanical analysis.

The substantial improvements of SGFEM capabilities in solving hydro-
mechanically coupled problems originate from the remeshing procedure. This has
been discussed in detail in Schrefler et al. [61], to which the interested reader is
referred. It is a common opinion that remeshing is a cumbersome, time consuming
and difficult task. This is not true, if efficient mesh generators are available. For
instance, to build a triangular unstructured mesh in 2D possessing optimal char-
acteristics (i.e. all elements are almost equilateral triangles) in a very complex
domain (Venice Lagoon, 550 km2 with a hundred islands) using our mesh gener-
ator [63] 4.55 s are needed producing about 37,000 nodes and 67,500 elements.
The advantage of this approach is to dynamically refine the mesh in areas pre-
senting high gradients of the field variables and coarsening in others, to account for
time changes of the spatial domain, with boundaries moving and singularity
positions propagating in a not predictable way. Further, all equations of the
mathematical model are naturally solved, without the necessity of scale length (as
for instance the length of the process zone or the dimension of the area interested by
the leaching from the fracture). Obviously limits exist for this approach, as in the
case of micro-cracks and their coalescence, whereas nucleation and branching of
macro-cracks are easily handled.

At each tip movement, the fracture domain is recognized during meshing
operations, which accounts also for the process zone and fluid lag, then Eq. 4 is
associated as mass balance, whereas the equilibrium equation is weakened by
strongly reducing the material Young’s modulus (see [65], for more details).

5 Numerical Applications

5.1 Heterogeneous Media, Lattice Model, Statistical
Analysis

First, we show the results of a statistical analysis for heterogeneous dry and satu-
rated media by means of the lattice model. In particular, the power law behavior and
avalanche distribution versus time is addressed. With this model the cases of
assigned biaxial boundary tractions, assigned pressures and assigned flow have
been investigated. A square lattice of side 60 mm (mesoscopic level) is meshed
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according to L = 16, where L is the number of three layer unitary elements (Fig. 5)
aligned on the side direction. It has been shown in Milanese et al. [43] that, in the
case of disordered media, lattices meshed with L = 16; 32; 64 elements per side
display the same power law behavior i.e. the cut off of the avalanche size proba-
bility distribution scales with the system size and the solution is hence scale-free.
This observation is confirmed in Girard et al. [26] for a mesh made of triangular
elements and in Zapperi et al. [71] for a fuse model; it allows considering a sample
with a smaller number of elements.

Figure 6 presents the statistical distribution of the avalanches and power law
behavior obtained for a dry material. The addition of fluid to a dry sample does not
change the statistical distribution of the avalanches nor the power law behavior, see
Figs. 7 and 8. Imposing a pressure increase at the center of the saturated sample,

Fig. 6 Dry material square sample under boundary tractions: probability density function P(s)
versus avalanche size (left) and damaged bonds number (avalanches) versus time (right)

Fig. 7 Fully saturated square sample under boundary tractions: probability density function P(s)
versus avalanche size (left) and damaged bonds number (avalanches) versus time (right)
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changes the statistical behavior (bigger events are seen), not the power-law, see
Fig. 8. Note that an imposed pressure is a boundary condition acting on the first of
the Biot equations (equilibrium equation which is elliptic). On the contrary, by
imposing fluid flow at the centre (hydraulic fracturing), the power-law does not
hold anymore (see Fig. 9) except for very low flux values which are outside
practical importance. Note that assigned flow acts on the second of the Biot
equation, i.e. on the continuity equation which is parabolic. The results have been
obtained by Monte Carlo analyses with per case some 55,000 avalanches collected
on about 70 runs.

Fig. 8 Fully saturated square sample under boundary tractions and pressure increase assigned at
the centre: probability density function P(s) versus avalanche size (left) and damaged bonds
number (avalanches) versus time (right)

Fig. 9 Fully saturated square sample under imposed flow at the centre: probability density
function P(s) versus avalanche size (left) and damaged bonds number (avalanches) versus time
(right)
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5.2 Homogeneous Media, Single Runs

Since the case of hydraulic fracturing had been extensively addressed in Milanese
et al. [44], we focus here our attention on the case of fracturing under mechanical
load and compare the behavior under dry and saturated conditions. For the lattice
model the results of only single runs are shown.

5.2.1 Forced Displacement in a Pre-notched Plate

The first test case analyses the fracture of a square plate 0.25 m sided with an edge
notch of length 0.05 m lying along its horizontal symmetry axis in plane strain con-
ditions. The test case is the same as in Réthoré et al. [58]. The plate is loaded in tension
by two uniform vertical velocities with magnitude 2.35 × 10−2 μm/s applied in
opposite directions to the top and bottom edges. The Young’s modulus is E = 25.85
GPa, fracture energy G = 95 N/m and the cohesive strength σc = 2.7 MPa.

As far as the fluid field is concerned, two opposite conditions are assumed:

• The plate has permeable boundaries i.e. a drained boundary condition is enforced
at all faces of the plate. The intrinsic permeability is k = 2.78 × 10−10 m2 and
the dynamic viscosity of the fluid (water) μ = 5× 10−4 Pa s. In these conditions
the fluid does not influence the solid behavior and the problem is referred to as
“dry”.

• The intrinsic permeability is k = 2.78 × 10−21 m2 and the dynamic viscosity of
the fluid (water) μ = 5× 10−4 Pa s. The permeability assumed is very low,
lower than a high strength concrete. Therefore, no significant flow will
develop. However, the impervious boundary condition imposes an isochoric
constraint on the fluid which influences the process. This situation is referred to
as “saturated”.

Comparison will be presented between two solution approaches discussed
above, i.e. the lattice model at the mesoscale and the traditional SGFEM with
remeshing (Cao et al. [13]). In the first case, a square domain of side 64 mm
(mesoscopic level) is analyzed (Fig. 10): the lattice model is meshed according to
L = 30, where L is the number of unitary overlapping elements aligned on the side
direction. Recall that in case of disordered media lattices meshed with different
number of elements per side display the same power law behavior, i.e. the cut off-of
the avalanche size probability distribution scales with the system size. The solution
is hence scale-free. Note that because of the scale-free behavior of the lattice
models, the following results hold also for macroscopic scale. Time step for loading
application and overall time domain discretization is 1 s.

In the SGFEM, for comparison purposes, a fixed mesh composed of 0.0025 m
square elements is used, hence without accounting for the mesh refinement capa-
bilities. Time step for overall time domain discretization is 0.125 s. The results of
Fig. 13 show several advancement steps.
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The obtained results suggest some interesting remarks:

• The two approaches, very different from the theoretical point of view, give rise
to consistent results;

• Breakdown is always sudden (unstable fracture propagation) and occurs first for
the dry case;

• For the “dry” case (Fig. 11), the time at which the fracture is triggered is the
same (nearly 560 s) in both solutions, but the complete rupture is faster in the
SGFM (575 s vs. 700 s), see Fig. 13;

• Slightly higher differences arise in the “saturated” case (Fig. 12): the lattice
method presents a brittle fracture at time 700 s, versus the time 575 s for the
SGFM. This is because in the lattice model the external loading is increased
once the rearrangements are over, i.e. overpressures completely dissipate,
whereas in the SGFM there is only one time scale (the one of the external
loading);

• The “dry” case shows softening behaviour, starting from the strain value
1 × 10−4, corresponding to the cohesive strength. Whereas in the “saturated”
case the behaviour is brittle, with maximum strain nearly the same as the pre-
vious case.

Fig. 10 Lattice model for the pre-notched plate at the beginning of the analysis: the first bars near
the notch tip are breaking
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• The same problem has been solved using XFEM (see Cao et al. [13]) and results
are shown in Fig. 14: in all the analysed cases (dry and saturated
drained/undrained conditions), intermittent movements of the fracture tip are not
obtained, the cohesive zone extends over the whole sample length and the
breakdown is sudden as in the “saturated” application of the lattice model
(Fig. 12).

5.2.2 Peel Test of a Hydrogel Material

The second application originates from the lab experiment results shown in Piz-
zocolo et al. [54], where the propagation of a crack in a saturated hydrogel is
studied and stepwise fracture propagation is obtained. Hydrogels are incompress-
ible materials, hence require special care in the numerical analysis. The geometrical
squared domain used in case Sect. 5.2.1 is now scaled to be representative of the

Fig. 11 Pre-notched plate test: lattice model solution for “dry” case (intrinsic permeability
2.78 × 10−10 m2 and drained boundary conditions)

Fig. 12 Pre-notched plate test: lattice model solution for “saturated” case (intrinsic permeability
2.78 × 10−21 m2 and undrained boundary conditions)
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loaded part of the lab test sample and the Young’s modulus of each bar is selected
equal to 1.924 MPa corresponding to a global modulus for the model of 0.8 MPa;
the threshold of the trusses is 0.076 MPa and once exceeded the trusses are
immediately removed from the lattice. Symmetry of the domain is not accounted for
in the analysis, to avoid that other fracture modes could be hidden. A constant
relative vertical displacement increment is applied to the left top/bottom nodes with
a rate of 0.00064 mm/s.

The two limiting sets of hydraulic materials and boundary conditions, as illus-
trated in the previous case, are here assumed, in order to represent a “dry” and a
“saturated” material.

Fig. 13 Pre-notched plate test: SGFEM solutions for “saturated” undrained case (red line,
intrinsic permeability k = 2.78 × 10−21 m2) and “dry” drained case (blue line, intrinsic
permeability k = 2.78 × 10−10 m2)

Fig. 14 Pre-notched plate
test: XFEM solutions for
“saturated” drained/undrained
case and “dry” material.
Redrawn with
permission from Cao et al.
[13]
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The results are displayed in Figs. 15 and 16. The number of breaking events can
be seen from the stress-strain diagram. The avalanche distribution is not regular also
for this homogeneous material.

Some comments can be made to the obtained results:

• in dry conditions fracture events and breakdown take place prior to those in
saturated conditions; stepwise crack advancement is evident, as observed in the
laboratory experiment, and, before the collapse, avalanches are of small
dimensions and quite regular except for a large event near the beginning;

• maximum stress values are in accordance in the two different material cases,
whereas strains are higher in saturated conditions;

• the overall behavior is plastic in dry conditions and brittle in the other.

Fig. 15 Peel test: lattice model solution for “dry” case (intrinsic permeability is
k = 2.78 × 10−10 m2, and drained boundary conditions)

Fig. 16 Peel test: lattice model solution for “saturated” case (intrinsic permeability
k = 2.78 × 10−21 m2 and drained boundary conditions)

284 E. Milanese et al.



6 Conclusions

We have analyzed fracturing in dry and saturated heterogeneous and homogeneous
porous media. For the heterogeneous case a lattice model in conjunction with the
Monte Carlo method has been used while for the homogeneous case the lattice
model and the standard Galerkin Finite Element method have been adopted. In one
case of homogeneous material also a comparison with XFEM has been shown. The
results of all methods appear consistent.

From the statistical analysis for heterogeneous porous media by means of the
central force (lattice) model the following conclusions can be drawn: under
mechanical loading (acting on the equilibrium equations) there is no difference
between dry and saturated samples: the same power law is always obtained. In the
case of imposed flux (through the flow continuity equation), the picture changes: no
more a power law is obtained and statistical distribution of the avalanches is
different.

For homogeneous media in the case of mechanical boundary conditions, also for
two very different materials, the dry sample breaks earlier. The saturated sample
breaks later and the rupture is rather brittle probably due to the isochoric condition
exerted by the fluid. This is somewhat similar to what happens in strain localization
analysis. For the homogeneous case this conclusion has been obtained with three
numerical methods, namely the Standard Galerkin FEM, the central force lattice
method and a XFEM method with rather small elements. From the comparisons
carried out it appears that the different methods yield qualitatively similar results but
the quantitative behavior differs from method to method.
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Abstract This work deals on the optimization and computational material design

using the topological derivative concept. The necessary details to obtain the

anisotropic topological derivative are first presented. In the context of multi-scale

topology optimization, it is crucial since the homogenization of the constitutive ten-

sor of a micro-structure confers in general an anisotropic response. In addition, this

work addresses the multi-scale material design problem in which the goal is then

to minimize the structural (macro-scale) compliance by appropriately designing the

material distribution (micro-structure) at a lower scale (micro-scale). To overcome

the exorbitant computational cost, a consultation during the iterative process of a

discrete material catalog (computed off-line) of micro-scale optimized topologies

(Computational Vademecum) is proposed in this work. This results into a large

diminution of the resulting computational costs, which make affordable the pro-

posed methodology for multi-scale computational material design. Some represen-

tative examples assess the performance of the considered approach.
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1 Introduction

In the last decades, topological structural optimization has gained considerable rel-

evance in the Computational Mechanics field. In consequence, is presently applied

in the aeronautical, automotive and civil engineering industries.

From the work in [16], the topological derivative mathematical concept has been

recently applied to the structural topology optimization. Its success is due to the ana-

lytical expressions that measure a specific shape functional sensitivity when an inclu-

sion is introduced into a fixed domain. Although the topological derivative concept,

as a closed form mathematical expression, has been developed for a wide range of

physical phenomena, most of them are restricted to homogeneous parts and isotropic

constitutive elastic materials. In fact, only few works dealing with heterogeneous

and anisotropic material behavior can be found in the literature, and, in general, the

derived formulas are given in an abstract form (see, for instance, [6]).

In this work, we apply the closed form of the topological derivative to the

total potential energy in structural materials, i.e., the compliance, associated to an

anisotropic and heterogeneous elasticity problem. Full details are described in [12].

Additionally, and following the approach in [4], a level set algorithm that considers

the topological derivative as a gradient in a kind of steepest descent algorithm is

used.

The heterogeneous anisotropic topological derivative concept, can be applied in

advanced technological areas such as topology and structural optimization when they

are simultaneously combined with material-design. In fact, in multi-scale modeling

settings, the homogenized constitutive response for a given micro-structure is, in

general, anisotropic. In addition, since in each macroscopical structural point a dif-

ferent micro-structure is normally obtained, the constitutive homogenized response

at the macro-scale varies from point to point and, consequently, it is heterogeneous.

Therefore, for a correct evaluation of the topological sensitivity in a structural opti-

mization problem, the topological derivative for anisotropic and heterogeneous con-

stitutive materials is needed.

The power of the topological derivative as a sensitivity tool can be extended

from structural optimization to multiscale material design. Computational multi-

scale approaches providing an appropriate framework to link the material at different

scales [8] have been extensively used in the recent years. Besides in [3], other works

(cf. [14, 17]) have recently considered topological optimization in a multi-scale con-

text. One of the found bottlenecks is the computational cost of the resulting multi-

scale problem to be faced. Therefore, in order to restrict the resulting computational

cost, either the micro-structure topology is generally kept constant over the whole

domain or very coarse discretizations of this micro-structure are used.

In this work, an alternate direction algorithm is proposed as in [1] for solving

the multi-scale material design problem. Then, and inspired in the Computational
Vademecum concept [7], the computationally expensive construction of a catalog of

optimal material designs is face off-line, so that only a trivial selection of the optimal

micro-structure is necessary in an on-line process. As in PGD [7], or POD strategies
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[13], a considerable reduction on the computational cost is obtained. To validate this

approach, some numerical examples are also presented.

The paper is organized as follows: first, in Sect. 2, the topological derivative

concept and the microscopic material design problem is presented. In Sect. 3, the

structural design problem of anisotropic materials is tackled, presenting the topo-

logical derivative expressions and showing some optimal designs of structures with

anisotropic materials. In Sect. 4, the multi-scale material design problem is formu-

lated. Then, the Computational Vademecum is computed and some examples are

shown. In addition, the homogenized constitutive tensor distribution is represented

and an alternate directions algorithm is conceptually described and validated by

some numerical examples. Conclusions and future perspectives are summarized in

Sect. 5.

2 Background

2.1 Topological Derivative Concept

Let us consider an open and bounded domainΩ ⊂ R2
, see Fig. 1, which is subject to a

non-smooth perturbation confined in a small region 𝜔
𝜖
(̂x) = x̂ + 𝜖𝜔 of size 𝜖. Here,

x̂ is an arbitrary point of Ω and 𝜔 is a fixed domain of R2
. Then, we assume that

a given shape functional 
𝜖
(Ω), associated to the topologically perturbed domain,

admits the following asymptotic expansion [15]


𝜖
(Ω) =  (Ω) + f (𝜖)DT (x̂) + o(f (𝜖)) , (1)

where  (Ω) is the shape functional associated to the unperturbed domain and f (𝜖)
is a positive function such that f (𝜖) → 0 when 𝜖 → 0+. The function x̂ ↦ DT (x̂) is

termed the topological derivative of  at x̂. Therefore, the term f (𝜖)DT (x̂) repre-

sents a first order correction of  (Ω) to approximate 
𝜖
(Ω) in x̂. In this work, the

singular perturbation is characterized by a circular disc, denoted B
𝜖
, with boundary

𝜕B
𝜖

and different constitutive properties, see Fig. 1.

Fig. 1 Topological derivative concept
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From (1), we obtain the standard definition of the topological derivative by pass-

ing to the limit 𝜖 → 0+:

DT (x̂) = lim
𝜖→0+


𝜖
(Ω) −  (Ω)

f (𝜖)
. (2)

In the case of the total potential energy defined by

 (Ω) = 1
2 ∫Ω

𝜎(u) ⋅ ∇su +
∫ΓN

t̄ ⋅ u , (3)

the difference of the shape functional can be written as [2, 15]


𝜖
(Ω) −  (Ω) = 𝜋𝜖

2ℙ𝜎(u)(̂x) ⋅ ∇su(̂x) + o(𝜖2), (4)

where ℙ stands for the polarization tensor defined as

ℙ = 1
2
Δℂ(̂x)[(ℂ(̂x))−1 + (ℂ⋆)−1𝕋 ]. (5)

whereΔℂ ∶= ℂ⋆ − ℂ,ℂ is the constitutive tensor defined inΩ⧵B
𝜖

(matrix),ℂ⋆
is

the constitutive tensor defined in B
𝜖

(inclusion) and 𝕋 is the fourth order tensor to be

defined later. Thus, replacing (4) into (2) and considering f (𝜖) = 𝜋𝜖
2
, the topological

derivative yields

DT (x̂) = ℙ𝜎(u)(̂x) ⋅ ∇su(̂x) ∀ x̂ ∈ Ω. (6)

2.2 Microscopic Material Design Problem

The microscopic structural compliance is aimed at being minimized through the fol-

lowing minimization problem (see [3]):

minimize
𝜒
𝜇

𝛼 ∶ ℂ−1
h (𝜒

𝜇
) ∶ 𝛼

subjected to: ∫Ω
𝜇

𝜒
𝜇
= V

𝜇

(7)

where V
𝜇

is the solid-volume of the RVE (micro-structure domain), 𝛼 stands for

the, unit norm, macroscopic stress tensor here considered the driving force for the

homogenization problem, and ℂh is the homogenized constitutive tensor.

Following the work in [9, 11] an augmented Lagrangian version of the slerp algo-

rithm [4] is used to solve problem (7) in an unconstrained fashion. Uni-axial horizon-

tal stress-state (𝛼 =
[
1 0 0

]
), shear stress-state (𝛼 =

[
0 0 1

]
) and bulk stress-state

(𝛼 = 1√
2

[
1 1 0

]
) are considered. The obtained optimal topologies are presented in

Fig. 2.
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Fig. 2 Horizontal, shear and bulk stress-state optimal RVE topologies

3 Structural Design of Anisotropic Materials

Since the microscopic topology optimization problem leads, in general, to an

anisotropic response in the macro-structure, to tackle multi-scale topology optimiza-

tion problems (in which the macroscopic topology is also optimized) the anisotropic

topological derivative expression is necessary (see [12] for full details).

3.1 Anisotropic Topological Derivative Expression

The forth order tensor 𝕋 is defined as

𝕋 = Ai𝕊 (8)

where 𝕊 is the following fourth order tensor

𝕊 ∶= 𝕀 − ℂ⋆ℂ−1
. (9)

In order to find matrix Ai, an exterior problem must be solved using complex

variable (see [12]). The final expression of matrix Ai is obtained as

Ai = I2
(
KI
G
)−1 Km

GI
T
2 (10)

where the logical matrices I1, I2, I3 and IS are defined by

I1 =
⎡
⎢
⎢
⎢
⎣

1 0 0
0 0 0
0 0 1
0 1 0

⎤
⎥
⎥
⎥
⎦

I2 =
⎡
⎢
⎢
⎣

1 0 0 0
0 1 0 0
0 0 1 0

⎤
⎥
⎥
⎦

I3 =
⎡
⎢
⎢
⎢
⎣

0 0 0 0
0 0 0 1
0 0 0 −1
0 0 0 0

⎤
⎥
⎥
⎥
⎦

IS =
⎡
⎢
⎢
⎢
⎣

0 1 0 0
−1 0 0 0
0 0 0 1
0 0 −1 0

⎤
⎥
⎥
⎥
⎦

(11)

and the complex matrices KI
G and Km

G are
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KI
G = KuK−1

𝜎
M

𝜎
−Mu(�̃�I + I3) and Km

G = KuK−1
𝜎
M

𝜎
.

In addition, the modified inverse constitutive matrix �̃�I is defined as

�̃�I = I1𝛼I I2 (12)

where the inverse constitutive tensor of the inclusion 𝛼I is expressed as

𝛼I =
⎡
⎢
⎢
⎣

𝛼
I
11 𝛼

I
12 𝛼

I
13

𝛼
I
12 𝛼

I
22 𝛼

I
23

𝛼
I
13 𝛼

I
23 𝛼

I
33

⎤
⎥
⎥
⎦
. (13)

The values 𝛼
I
ij, with (i, j) = 1..3, are the components of (ℂ∗)−1 (in matrix nota-

tion). The real matrices Mu and M
𝜎

take the following expressions

Mu =
⎡
⎢
⎢
⎢
⎣

a 0 0 0
0 b 0 0
0 0 a 0
0 0 0 b

⎤
⎥
⎥
⎥
⎦

M
𝜎
=
⎡
⎢
⎢
⎢
⎣

0 a 0 0
0 0 −b 0
0 0 −a 0
b 0 0 0

⎤
⎥
⎥
⎥
⎦

(14)

where a and b are the semi-axes of the elliptic inclusion. Since we are interested in

circular inclusions, values a = b = 1 are considered.

The product of the complex matrices KuK−1
𝜎

deserves special attention. Due to

some complex properties (see [10]), it can be written as

KuK−1
𝜎

= ℜ(Ku0K
−1
𝜎0
) −ℑ(Ku0K

−1
𝜎0
)IS (15)

whereℜ andℑ take the real and imaginary part of the complex matrixKu0K
−1
𝜎0

which

reads as

Ku0K
−1
𝜎0

=
⎡
⎢
⎢
⎢
⎣

𝜆 0 −𝜅 0
0 𝜆 0 −𝜅
𝜌 0 −𝛾 0
0 𝜌 0 −𝛾

⎤
⎥
⎥
⎥
⎦

(16)

and the complex numbers 𝜆, 𝜅, 𝜌 and 𝛾 are defined as

𝜆 =
p1𝜇2

− p2𝜇1
𝜇1 − 𝜇2

𝜅 =
p1 − p2
𝜇1 − 𝜇2

𝜌 =
q1𝜇2

− q2𝜇1
𝜇1 − 𝜇2

𝛾 =
q1 − q2
𝜇1 − 𝜇2

. (17)

Finally, the complex numbers 𝜇1 and 𝜇2 are the solution of the following charac-

teristic equation

𝛼11𝜇
4 − 2𝛼13𝜇3 + (2𝛼12 + 𝛼33)𝜇2 − 2𝛼23𝜇 + 𝛼22 = 0, (18)

and the complex numbers pi and qi are expressed as
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pi = 𝛼11𝜇
2
i + 𝛼12 − 𝛼13𝜇i,

qi = 𝛼12𝜇i + 𝛼22∕𝜇i − 𝛼23, i = 1, 2 . (19)

Unfortunately, the final expression of the matrix Ai and the polarization tensor ℙ
are cumbersome and can not be written explicitly. However, due to symbolic algebra,

they can be easily calculated and saved as a computational function, ready for its

implementation in a home-made topological optimization code.

Two scenarios must be considered: the case where the inclusion is inserted by a

weak material ℂ−
on the strong one ℂ+

or the opposite case. Consequently, rewriting

the polarization tensor as ℙ = ℙ(ℂ,ℂ∗), both cases result to

ℙ =

{
ℙ+ = ℙ(ℂ+

,ℂ−) x ∈ Ω+

ℙ− = ℙ(ℂ−
,ℂ+) x ∈ Ω−

.

(20)

The analytical formula of the topological derivative presented in (6) has been

numerically validated (see [12]).

3.2 Topology Optimization Examples with Anisotropic
Material

In order to assess the potential application of the topological derivative for anisotropic

and heterogeneous materials, some numerical examples are shown in this section. A

minimum compliance objective function, subject to a certain fraction volume con-

straint, will be solved. To this end, the material distribution in Ω will be identified

by the characteristic function 𝜒 . Thus, the objective function  (Ω) can be written

as a function of 𝜒 , i.e.  (Ω
𝜒
), where Ω

𝜒
stands for the geometrical dependency on

the domain of the characteristic function 𝜒 . Then, the optimization problem reads:

Find the characteristic function 𝜒 such that,

min.
𝜒

 (Ω
𝜒
)

s.t. c(𝜒) = ∫Ω 𝜒 − V = 0 ,

(21)

where  (Ω
𝜒
) is the total potential energy of an standard elastic equilibrium prob-

lem and V the final intended volume. Note that the constitutive tensor ℂ can be

heterogeneous and anisotropic. Some numerical examples with homogeneous and

heterogeneous material distribution are considered. All them are solved under 2D

elastic plane stress assumptions.
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Fig. 3 Schematic drawing

of a cantilever beam with

homogeneous material

distribution

3.2.1 Homogeneous Material Distribution

The constitutive behavior is considered homogeneous in the design domain. Besides,

the constitutive tensor in the inclusion is defined with the contrast parameter 𝛾 as:

ℂ− = 𝛾ℂ with 𝛾 = 10−4. The 2× 1 domain is discretized with a structured mesh

of 5200 P1 triangular elements. The volume fraction is taken as V = 0.4 and the

penalty as 𝜌 = 0.5. All the examples are stated to be converged when 𝜃 < 1o
and

|c(𝜓)| < 0.001. In the figures showing the results, the black and white colors are

used to represent the part of the domain with constitutive tensor ℂ+ = ℂ and ℂ−
,

respectively. The elasticity of the inclusion ℂ−
is weak enough to mimic a void.

3.2.2 Homogeneous Cantilever beam

Now a standard cantilever beam is solved. The domain is fixed at the left side and has

a vertical unitary force at the middle of the right end, see Fig. 3. Some representative

cases, in terms of the selected constitutive tensor, have been considered

The isotropic case is used also as a reference. Some unconventional topologies

are obtained, specially in the orthotropic case (micro-structure with horizontal and

vertical bars) and full anisotropic case (last row). It can be observed, that the resulting

macro-structure topology, tends to arrange following the principal directions of the

micro-structure topology (Fig. 4).

3.2.3 Heterogeneous Material Distribution

A heterogeneous distribution of material is used for a classical cantilever beam opti-

mal design. The contrast parameter is taken 𝛾 = 10−4. The 2 × 1 domain is dis-

cretized through a structured mesh of 6272 ℙ1 elements. The geometry is verti-

cally partitioned in four domains with the same width (1/4). The top and bottom

regions are endowed with a constitutive tensor different from the center one (see

Figs. 5 and 7). The intended volume fraction is V = 0.4 and the considered penalty

value is 𝜌 = 0.5. Again the iterative solution algorithm is declared converged when

𝜃 < 1o
and |c(𝜓)| < 0.001.
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Fig. 4 Representative optimal homogeneous cantilever topologies: a Isotropic (E = 1 and 𝜈 = 0.3)

as a reference, b–e Orthotropic, f Anisotropic. In the second column, the constitutive tensor used is

shown, which is obtained by a classical homogenization procedure of the micro-structure displayed

on the third column. In the fourth one and fifth column, the final optimal topology for the structure

and the value of the compliance are also shown

Fig. 5 Heterogeneous

cantilever beam with regions

of different constitutive

properties (enforced via

microscopic material

topology)

3.2.4 Case 1: Heterogeneous Cantilever Beam with Horizontal-Shear
Micro-Structures

In this example, the top and bottom regions are endowed with a micro-structure

topology yielding horizontally-dominant microscopic stiffness, where the center

region, microscopic topology enforces shear-dominant stiffness.
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Fig. 6 Heterogeneous cantilever beam. Material properties and obtained results (case 1)

Fig. 7 Heterogeneous

cantilever beam. Material

properties and obtained

results (case 2)

The material arrangement and distribution are sketched in Fig. 5. The correspond-

ing values for the resulting homogenized constitutive properties are detailed in Fig. 6.

It is worth noting that both constitutive tensors are again anisotropic. In addition,

note that the optimal topology with the anisotropic heterogeneous material distri-

bution is quite different from the homogeneous isotropic case (first row of Fig. 4)

and the homogeneous anisotropic case (last row of Fig. 4). Again, it can be observed

that the macroscopic topology tends to mimic the microscopic one in the different

considered regions.

3.2.5 Case 2: Heterogeneous Cantilever Beam with Horizontal-Vertical
Micro-Structures

Now the top and bottom regions at the beam are endowed with a micro-structure

yielding horizontally-dominant elastic stiffness, whereas the central region is

endowed with a vertically-dominant one.

Figure 7 shows an schematic picture of this case. Details of the resulting homog-

enized elastic properties are given in Fig. 8.

In Fig. 8, the resulting (non trivial) optimal topology obtained for this case is

shown.

Regarding numerical aspects, problems of convergence of the involved numerical

schemes have not been found.

Besides, no substantial differences, in terms of the involved computational effort,

have been found with regard to the isotropic and anisotropic cases. In all cases less

than five minutes of computation are needed with a standard PC (3.40 GHz processor

in a 64-bit architecture) in a Matlab
©

environment.
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Fig. 8 Optimal heterogeneous cantilever beam topology. Constitutive tensor value and its corre-

sponding micro-structure representation are also detailed

Fig. 9 Multi-scale topology

optimization problem

4 Multi-scale Material Design Problem

4.1 Formulation

The aim of the multi-scale material design problem is to determine the optimal

micro-structure topology at every point of the macro-structure domain in order to

achieve a functional goal at the macro-scale level, as sketched in Fig. 9.

The classical topological optimization problem in structural analysis refers to the

minimum compliance (or maximum stiffness) design. Here the classical single-scale

problem of determining the optimum distribution of a certain material mass at the

macro-scale (or structural scale), to achieve the minimum compliance of the resulting

structure [5], is reformulated as a two-scale problem in the following sense: the goal

is the optimal distribution of a given material mass, but now at the micro-scale level

for every structural point (given the shape and topology at the structural scale).

The problem is mathematically stated through:

minimize
𝜎,𝜒

𝜇

∫Ω 𝜎 ∶ ℂ−1
h (𝜒

𝜇
) ∶ 𝜎

subjected to:
∫Ω𝜇

𝜒
𝜇

V
𝜇

− 1 ≤ 0,
∇ ⋅ 𝜎 = 𝜌b,

+Boundary conditions.

(22)
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where the macroscopic stresses, 𝜎 that are solution of the standard equilibrium

equation. In Eq. (22), 𝜒
𝜇
∈ {0, 1}, refers to the characteristic function at the RVE,

whose optimal spatial distribution (defining the topology of the RVE) is aimed at

being obtained, and V
𝜇

refers to the “measure” (area or volume) of the RVE. In

this respect the following aspects, specific for this multi-scale problem, have to be

highlighted:

1. The objective function to be minimized is highly nonlinear and defined at the

macro-scale level.

2. The design variables (the values of the characteristic function 𝜒
𝜇
) are defined at

the micro-scale.

3. The equilibrium equation couples both macro and micro levels since, although

the stresses are defined macroscopically, the constitutive equation depends on

the micro-structural topology.

Algorithmic separability Due to the non-linear character of the problem, different

solutions, corresponding to different local minima, might be expected. Due to the

multi-scale coupling character, the computational robustness of the minimization

scheme can be seriously affected. As a first step, a separation of the minimization

problem is introduced here to overcome those difficulties. The original problem in

Eq. (23) is slightly rephrased as:

minimize
𝜎

⎧
⎪
⎨
⎪
⎩

minimize
𝜒
𝜇

∫Ω 𝜎 ∶ ℂ−1
h (𝜒

𝜇
) ∶ 𝜎

subjected to
∫Ω𝜇

𝜒
𝜇

V
𝜇

− 1 ≤ 0,

subjected to ∇ ⋅ 𝜎 = 𝜌b,
+Boundary conditions.

(23)

This subtle change could be thought as a different notation of the same problem

or, even more stimulating, a way of solving the problem. Once in that stage, and

inspired by the divide and conquer approach, a tentative second step seems consists

of solving the minimization problem locally, i.e., rewriting Eq. (23) as,

minimize
𝜎 ∫Ω

⎧
⎪
⎨
⎪
⎩

minimize
𝜒
𝜇

𝜎 ∶ ℂ−1
h (𝜒

𝜇
) ∶ 𝜎

subjected to
∫Ω𝜇

𝜒
𝜇

V
𝜇

− 1 ≤ 0,

subjected to ∇ ⋅ 𝜎 = 𝜌b,
+Boundary conditions.

(24)

where the leading change is the exchange between the minimization and the integral

operator. Note that the equilibrium equation plus the boundary conditions is solved

as a standard FEM equilibrium problem, that is,

K(𝜒
𝜇
)u = F. (25)
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Due to the facts that all unknowns and constraints of the minimization subproblem

are defined locally at Eq. (23), and also to the positive character of the integral kernel,

the exchange can be done without altering the global solution. In other words, the
micro-scale topologies that provide the minimum global (structural) compliance,
are those micro-structure topologies leading to minimal local compliances for every
local RVE. This fact entails a significant reduction on the computational cost.

4.2 Computational Vademecum

Multiscale problem (24) exhibits high algorithmic complexity and it becomes com-

putationally unaffordable for real-life problems. High performance computing may

alleviate the solution time but, apparently, it is not sufficient. In this context, a more

efficient approach is proposed here. The main idea consists of optimizing “a priori”

a very large discrete-set of micro-structures, in the set of possible macro-stresses

acting on the RVE, leading to the so-called “Material Catalogue” or “Computational

Vademecum” [7]. Then, when in the global (multi-scale) design problem a certain

optimal micro-structure topology is requested, for a given stress-state at the macro-

scale sampling point, the Vademecum is consulted and the closest optimal solution

is extracted.

More specifically: given the mechanical properties of the base-material, the expen-

sive computations requested for the Vademecum construction are done once-for-all,

in an off-line process, and the Vademecum outputs (typically the tangent constitu-

tive operator, ℂh, solution of Eq. (7), are stored in a data-base for, a sufficiently large,

discrete set of entries 𝛼.

The actual multi-scale material design problem is then performed “on-line”, and

it only involves a recursive equilibrium analysis at the micro-scale combined with

consultations of the Vademecum. This translates into an impressive reduction of the

computational cost of the on-line material design process. It is also highlighted that

the Vademecum remains the same for a given base-material, disregard the kind of

macro-scale structural problem aimed at being optimized.

4.3 Parametric Domain

The success of the proposed Vademecum-based strategy crucially relies on the

appropriate determination of the Vademecum entries so that a good balance of the

vademecum-error/computational-cost is achieved. Indeed, since the error is pro-

duced by the closed-entry strategy in the Vademecum consultation, the higher is the

number of entries, the lower is the resulting error... but the higher is the Vademecum

construction computational cost.
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The parametric domain defines the range of the space of all possible macroscopic

stresses 𝜎. Inspection of Eq. (24) shows that the modulus of 𝜎 does not play any role

in the determination of the optimal RVE topology. In fact, it can be readily proven

that

𝜒
𝜇
= arg

{
minimize

𝜒
𝜇

𝜎 ∶ ℂ−1
h (𝜒

𝜇
) ∶ 𝜎

s.t. ∫Ω
𝜇

𝜒
𝜇
= V

𝜇

}

=

= arg

{
minimize

𝜒
𝜇

𝜎

||𝜎||
∶ ℂ−1

h (𝜒
𝜇
) ∶ 𝜎

||𝜎||

s.t. ∫Ω
𝜇

𝜒
𝜇
= V

𝜇

} (26)

Therefore, 𝛼 = 𝜎

||𝜎||
is the actual Vademecum entry. Hence, the parametric domain

(in 2D problems) is represented by the unit radius sphere. Each point of the sphere

can be seen as a micro-structure optimization case, which returns some homogenized

elastic properties associated to an optimal topology (see Fig. 10).

For the subsequent examples the sphere has been discretized by means of a struc-

tured mesh of 16386 points (reduced to 2145 points because of symmetries). Some

examples of this optimal RVE topologies can be seen in Fig. 11. They have been

computed for the solid volume fraction at the RVE, V
𝜇
= 0.6.

It is worth mentioning that construction of such Vademecum requires a very

robust methodology for the RVE topological design, so that none of the desired entry

points fails to be computed. In this sense it has to be remarked that the use of the

Fig. 10 The unit-radius

spherical parametric domain

(Computational

Vademecum)
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Fig. 11 Typical micro-structure topology outputs of the Computational Vademecum

isotropic topological derivative concept and its application in the slerp algorithm [4],

as proposed in this work, fulfills this requirement. All cases converged for a constant

value of the penalty, with a convergence tolerance 𝜖
𝜃
< 1o and a tolerance on the

volume constraint TOL < 0.001.

The homogenized constitutive operator, ℂh, constitutes the relevant “output” of

the Vademecum since this is the only date retrieved from the micro-scale for the

macro-scale computations (see Eq. 26). Accordingly, in Fig. 12, the Vademecum out-

puts for the optimal homogenized components of ℂh are presented. There, the major

symmetries of ℂh
(symmetric character of the maps of the symmetric components)

as well as the rotated mirroring ℂ11 − ℂ22 and ℂ13 − ℂ23 can be observed.

4.4 Numerical Examples

In Algorithm 1, the numerical strategy, implemented in a Matlab code, for solving

the minimization problem (24) is presented. It is based on an alternate directions

algorithm, extensively used in the literature (see for example [1]).

In order to assess the proposed approach some numerical examples are presented

next. In all cases the solid volume fraction at the RVE is V
𝜇
= 0.6, thus satisfying

∫Ω
𝜇

𝜒
𝜇
= V

𝜇
= 0.6. As start point in the iterative procedure, a micro-structure with

a centered circular void fulfilling this condition is taken at all RVE’s (see Fig. 13a).

4.5 Cantilever Beam

The micro-structure topological design of the cantilever beam in Fig. 13 is consid-

ered. The problem dimensions are 2 meters length × 1 meter height, and plane stress

conditions are assumed. The beam is loaded by a unit vertical point force, at the right

end center, and it is clamped at the left end.
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Fig. 12 Maps of the constitutive tensor components on the unit-radius spherical parametric domain

This rectangular macroscopic domain, is discretized into 2618 three-nodded tri-

angular elements. The elastic properties of the basis material are: Young Modulus

E
𝜇
= 1 and Poisson ratio 𝜈

𝜇
= 0.3. In Fig. 13 the evolution of the micro-structure

topology, along the iterative design process are displayed.

In Fig. 14, the evolution of the global cost function (structural compliance) and

of the residue of the alternate directions algorithm is depicted. As it can be checked

there, four iterations suffice to achieve full convergence with a 30% reduction of

the original compliance. The convergence ratio of the iterative process is linear, as

expected from the used alternate directions algorithm.
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Fig. 13 Cantilever Beam microstructure design: RVE topology distribution along the iterative

design process

Fig. 14 Cantilever Beam microstructure design: compliance and residue evolutions for the alter-

nate directions algorithm



306 J. Oliver et al.

Algorithm 1 Alternate directions algorithm

Input: Set an initial micro-structure topology distribution 𝜒
0
𝜇

for an equilibrated structure with 𝜎0
stresses.

while 𝜖k > TOL do

∙ Selecting on Computational Vademecum (the nearest point), solve

𝜒
k+1
𝜇

= arg

{
minimize

𝜒
𝜇

𝜎k ∶ ℂ−1
h (𝜒

𝜇
) ∶ 𝜎k

s.t. ∫Ω
𝜇

𝜒
𝜇
= V

𝜇

}

∙ Solve an standard equilibrium equation (uk+1, 𝜎k+1) with 𝜒
k+1
𝜇

in (25)

∙ Update stopping criteria 𝜖k =
||uk+1−uk||

||u0||

∙ Increase iteration k = k + 1

end while

5 Conclusions

The anisotropic topological derivative is presented in this work. The derived for-

mula is general, i.e. for any kind of anisotropy, in two dimensional problems, and

orthotropy and isotropy (of the background material or the inclusion or a combina-

tion of both) can be derived as particular cases.

The presented numerical simulation show that the selected material properties

heavily affect the optimal topology in an standard topology optimization problem. In

addition, influence of the microscopic topology on the optimal macroscopic topol-

ogy is observed which, in some cases, becomes very relevant. Since real applica-

tions involve non homogeneous isotropic material, the obtained closed formula of the

topological derivative for heterogeneous anisotropic materials generalizes the con-

cept of topology optimization for any kind of material properties and distribution.

This is a breakthrough in solving the challenging problem of two-scales topology

optimization.

Additionally, a new approach to computational material design has been presented

and applied to multi-scale topological design of structural materials. A computa-

tional homogenization scheme for two scales (FE2) has been considered to account

for the repercussion of the material distribution at the lower scale on the global struc-

tural properties.

To overcome the large computational cost typical of brute-force FE2 homoge-

nization methods, and taking advantage of the macro/micro separability properties

of the stated problem, a Vademecum-based strategy has been devised. It consists of

the, off-line, construction of a discrete material catalog, containing an appropriate

large set of optimal RVE designs, each one corresponding to a single macroscopic
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stress state. The topological derivative mathematical tool, jointly with a level-set

algorithm on the slerp algorithm, have proved robust enough to provide the optimal

RVE designs necessary for the Vademecum construction (more than 2000 for the

presented examples).

In this framework a global optimization algorithm, based on consultation of the

Vademecum in combination with the equilibrium solution of the macroscopic struc-

tural problem results into a highly non-linear problem that, however, can be robustly

solved by means of a fixed point (or alternate directions) algorithm.

The resulting strategy becomes both robust and computationally efficient for tack-

ling the micro-structure computational design problem in structural materials. Some

representative examples illustrate the proposed methodology, and show that large

reductions of the structural compliance (up to 40%) can be achieved by using the

proposed “local” topology design strategy, in front of the alternative “homogeneous”

material distribution.

Acknowledgements The research leading to these results has received funding from the European

Research Council under the European Union’s Seventh Framework Program (FP/2007–2013)/ERC

Grant Agreement n. 320815, Advanced Grant Project COMP-DES-MAT.

References

1. G. Allaire, Shape Optimization by the Homogenization Method, vol. 146 (Springer Science &

Business Media, 2012)

2. H. Ammari, H. Kang, Polarization and moment tensors with applications to inverse problems

and effective medium theory. Applied Mathematical Sciences, vol. 162 (Springer, New York,

2007)

3. S. Amstutz, S.M. Giusti, A.A. Novotny, E.A. De Souza Neto, Topological derivative for multi-

scale linear elasticity models applied to the synthesis of microstructures. Int. J. Numer. Methods

Eng. 84(6), 733–756 (2010)

4. S. Amstutz, H. Andrä, A new algorithm for topology optimization using a level-set method. J.

Comput. Phys. 216(2), 573–588 (2006)

5. M.P. Bendsoe, N. Kikuchi, Generating optimal topologies in structural design using a homog-

enization method. Comput. Methods Appl. Mech. Eng. 71(2), 197–224 (1988)

6. G. Cardone, S.A. Nazarov, J. Sokolowski, Asymptotic analysis, polarization matrices, and

topological derivatives for piezoelectric materials with small voids. SIAM J. Control Optim.

48(6), 3925–3961 (2010)

7. F. Chinesta, A. Leygue, F. Bordeu, J.V. Aguado, E. Cueto, D. Gonzalez, I. Alfaro, A. Ammar, A.

Huerta, PGD-Based computational vademecum for efficient design, optimization and control.

Arch. Comput. Methods Eng. 20(1), 31–59 (2013)

8. E.A. De Souza Neto, R.A. Feijóo, Variational foundations of large strain multiscale solid

constitutive models: kinematical formulation. Advanced Computational Materials Modeling:
From Classical to Multi-Scale Techniques-Scale Techniques, pp. 341–378, 2010

9. D. Esteves Campeão, S. Miguel Giusti, A. Antonio Novotny, Topology design of plates con-

sidering different volume control methods. Eng. Comput. 31(5), 826–842 (2014)

10. A. Ferrer, Multi-scale topological design of structural materials: an integrated approach.

Ph.D. thesis, Universitat Politècnica de Catalunya, 2017

11. S.M. Giusti, L.A.M. Mello, E.C.N. Silva, Piezoresistive device optimization using topological

derivative concepts. Struct. Multidiscip. Optim. 50(3), 453–464 (2014)



308 J. Oliver et al.

12. S.M. Giusti, A. Ferrer, J. Oliver, Topological sensitivity analysis in heterogeneous anisotropic

elasticity problem. Theoretical and computational aspects. Comput. Methods Appl. Mech. Eng.

311, 134–150 (2016)

13. J.A. Hernandez, J. Oliver, A.E. Huespe, M.A. Caicedo, J.C. Cante, High-performance model

reduction techniques in computational multiscale homogenization. Comput. Methods Appl.

Mech. Eng. 276, 149–189 (2014)

14. J. Kato, D. Yachi, K. Terada, T. Kyoya, Topology optimization of micro-structure for compos-

ites applying a decoupling multi-scale analysis. Struct. Multidiscip. Optim. 49(4), 595–608

(2014)

15. A.A. Novotny, J. Sokolowski, Topological derivatives in shape optimization. Interaction of
Mechanics and Mathematics (Springer, Berlin, 2013)

16. J. Sokolowski, A. Zochowski, The topological derivative method in shape optimization. SIAM

J. Control Optim. 37(4), 1251–1272 (1999)

17. L. Xia, P. Breitkopf, Concurrent topology optimization design of material and structure within

FE2 nonlinear multiscale analysis framework. Comput. Methods Appl. Mech. Eng. 278, 524–

542 (2014)



Advances in the DEM and Coupled DEM
and FEM Techniques in Non Linear Solid
Mechanics

Eugenio Oñate, Francisco Zárate, Miguel A. Celigueta,
José M. González, Juan Miquel, Josep M. Carbonell, Ferran
Arrufat, Salvador Latorre and Miquel Santasusana

Abstract In this chapter we present recent advances on the Discrete Element Method

(DEM) and on the coupling of the DEM with the Finite Element Method (FEM) for

solving a variety of problems in non linear solid mechanics involving damage, plas-

ticity and multifracture situations.

1 Introduction

The Discrete Element Method (DEM) is a popular technique for analysis of the

mechanics of granular matter, as well as for modeling multifracture situations in

frictional materials such as concrete and geomaterials.

The Finite Element Method (FEM), on the other hand, is a standard numerical

technique for linear and non linear analysis of structures. Differently from the DEM,

the FEM has difficulties for reproducing multifracture situations in solids. The com-

bination of FEM and DEM procedures seems therefore a win-win situation for mod-

eling and simulation of a wider range of problems in non linear solid mechanics,

than using any of the two methods separately.

In this chapter we present first recent advances in the DEM for non linear analy-

sis of cohesive and non cohesive materials. Then a method for coupling the DEM

and FEM procedures and for studying the interaction of physical particles and

deformable solids es explained. In the last part of the chapter we present an approach

for modeling multifracture situations in a solid by starting with the FEM analysis

of the continuum domain in the standard manner. Discrete elements at the element
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nodes are progressively introduced as damage on the center of the element sides

exceeds a given value. Examples of this FEM-DEM technique are presented for a

number of structural problems involving single fracture and multifracture situations

such as the failure analysis of concrete samples and beams under external loads,

fracture of a shale rock domain under a pulse load and multifracture situations due

to a blasting load in a tunnel front and a granite rock specimen.

2 A Local DEMModel

2.1 DEM Model Overview

The DEM was initially developed by Cundall et al. [5] in the 1970s. It is based on

the interaction of discrete elements (also called particles)—typically cylinders (in

2D) and spheres (in 3D)—to simulate the behavior of continuum and discontinuum

domains [2, 3, 6, 7, 12, 14, 15, 21, 24, 26, 31]. This interaction is governed by a set

of kinematic equations involving the forces acting over the discrete elements and the

displacements, velocities and accelerations of the particles. The forces acting over

a discrete element are related to the stresses and strains according to a constitutive

model. In our work we use the local constitutive model for the DEM for cohesive

and non-cohesive materials proposed by Oñate et al. [21]. In the following a brief

description of this model is presented.

2.1.1 Kinematic Equations and Integration Scheme

The translation and rotation of the particles in the DEM is governed by the standard

dynamics equations for rigid bodies,

mi�̈�i = 𝐅i , 𝐈i�̇�i = 𝐓i (1)

where 𝐮i and 𝜔i are the i-th particle displacement and the angular velocity respec-

tively, mi and 𝐈i are the mass and the inertia tensor of the particle, and 𝐅i and 𝐓i
are vectors containing the forces and torques due to the interaction of a particle with

its neighbors (Fig. 1). The set of forces applied on a particle include external forces

(𝐅ext
i ), damping forces (𝐅damp

i ) and interaction forces between neighbor particles (𝐅ij
)

(Fig. 2)

𝐅i = 𝐅ext
i + 𝐅damp

i +
ni∑

j=1
𝐅ij

(2)

where n is the number of particles adjacent to the ith particle.
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Fig. 1 Motion of a rigid particle

(a) (b)

Fig. 2 a Definition of contact interface between two discrete particles. b Forces acting along the

normal and shear directions on a contact interface section Aij

The expression for the torques can be derived from Eq. (2) [22]. The dynamic set

of equations (Eq. (1)) are integrated in time using an explicit scheme as expressed in

(3) for the translation motion,

�̈�ni =
𝐅n
i

mi
, �̇�n+1∕2i = �̇�n−1∕2i + �̈�ni 𝛥t , 𝐮n+1i = 𝐮ni + �̇�n+1∕2i 𝛥t (3)

The explicit time integration scheme is chosen due to the high computational

cost of the DEM solution for large problems. However, the stability of the scheme
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is conditioned to the time step value. The critical time step is related to the high

frequency of the problem, (𝜔
max

), i.e.

𝛥t ≤ 𝛥tcr =
2

𝜔

max

(√
1 + 𝜉

2 − 𝜉

)
(4)

where 𝜉 is a fraction of the critical damping [5, 22].

2.1.2 Forces Acting Over the Discrete Element

The interaction forces at the contact interface between two particles i and j (𝐅ij
) are

obtained from the normal (𝐅ij
n) and tangential (𝐅ij

s ) components (Fig. 2b).

The normal component of the interaction forces is calculated as,

Fij
n = 𝜎n𝛼ijAij

with Aij = 𝜋r2c (5)

where 𝜎n is the normal stress at the contact interface, rc is the minimum radius of the

two interacting particles (Fig. 2a) and 𝛼ij is a parameter that dependes on the number

of contacts and the packing of the particles [21]. In our work we have used a global

definition of 𝛼ij = 𝛼 = 40 P
Nc

where Nc and P are respectively the average number of

contacts per sphere and the average porosity for the whole particle assembly [21].

The normal stress 𝜎n is calculated from the strain 𝜉n and the strain rate ̇

𝜉n along the

normal direction as,

𝜎n = E𝜀n + c�̇�n (6)

where E is the Young modulus and c is a local damping parameter calculated as

c = 2 𝜉

rc

√
mijK

ij
n with mij =

mimj

mi + mj
(7)

where Kij
n is the normal stiffness parameter (see Eq. 10).

The normal strain and strain rate values are computed from the kinematic vari-

ables as,

𝜀n =
un
dij

�̇�n =
u̇n
dij

(8)

where un and u̇n are the relative displacements and the relative velocity between two

particles along the normal direction at the contact interface and dij is the distance

between the centroids of the two particles (Fig. 2b).

Equations (5)–(8) lead to a general relation between for the normal force and the

kinematic variables as

Fij
n =

𝛼ijAij

dij

[
Eun + 2 𝜉

rc

√
mijKnu̇n

]
= Kij

n un + Cij
n u̇n (9)



Advances in the DEM and Coupled DEM and FEM Techniques . . . 313

whereKij
n andCij

n are the normal stiffness and the normal viscous damping parameters

at the contact interface between particles i and j that can be deduced from Eq. (9) as

Kij
n =

𝛼ijAij

dij
E , Cij

n =
2𝛼ijAij

𝜉

dijrc

√
mijKn (10)

A similar approach leads to the constitutive expression for the shear forces in the

two tangential directions as [21]

𝐅ij
s = Kij

s 𝐮
ij
s (11)

where vector 𝐮ijs is the shear component of the relative displacements between parti-

cles, calculated as,

𝐮ijs = 𝐮ij −
(
𝐮ij𝐧ij

)
𝐧ij (12)

In Eq. (11) Kij
s is the shear stiffness parameter at the contact interface (assumed

to be the same for both shear directions), given by

Kij
s =

Kij
n

2 (1 + 𝜈)
(13)

where 𝜈 is the Poisson’s ratio of the material.

The damping forces are computed from the application of a global damping over

the set of particles. This damping component is characterized by translation (𝛼
t
) and

rotation (𝛼
r
) damping parameters defined as a fraction of the stiffness parameters. In

this work we have taken 𝛼

r = 𝛼

t = 0, 10. The damping forces act in opposite direc-

tion to the motion of the particles according to the following expressions:

𝐅damp
i = −𝛼t |||𝐅

ext
i + 𝐅ij|||

�̇�i
||�̇�i||

(14a)

𝐓damp
i = −𝛼r ||𝐓i

||
�̇�i
||�̇�i

||
(14b)

The local DEM constitutive model described above holds for cohesive and non-

cohesive materials, this latter as a particular case of the former, when the bonds

between the particles are assumed to be initially broken. More details can be found

in [21].
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2.2 Normal and Shear Failure

Cohesive bonds at a contact interface are assumed to start breaking when the inter-

face strength is exceeded either in the normal direction by the tensile contact force,

or in the tangential direction by the shear force. The uncoupled failure (decohesion)

criterion for the normal and tangential directions at the contact interface between

particles i and j is written as

Fnt ≥ nt , Fs ≥ s (15)

where nt and s are the interface strengths for pure tension and shear-compression

conditions, respectively, Fnt is the normal tensile force and Fs is the modulus of the

shear force vector 𝐅ij
s (Fig. 2 and Eq. 11 ).

The interface strengths are defined as

nt = 𝜎

f
t
̄Aij

, s = 𝜏

f
̄Aij + 𝜇1|Fnc | (16)

where ̄Aij = 𝛼ijAij, 𝜎
f
t and 𝜏

f
are the tensile and shear strengths respectively, Fnc is

the compressive normal force at the contact interface and 𝜇1 = tan𝜙1 is a (static)

friction parameter, where 𝜙1 is an internal friction angle. These values are assumed

to be an intrinsic property of the material and are determined experimentally. In our

work 𝜎

f
t is taken as the tensile strength of the material measured in a bending-tensile

(BT) or a Brasilian tensile strength test [21].

As for the shear strength 𝜏
f

we have estimated its value as a percentage of the max-

imum compressive stress in a uniaxial compression strength (UCS) test, (𝜎f
nc )UCS, as

𝜏

f = 𝛽(𝜎f
nc
)UCS (17)

where 𝛽 is a parameter that is calibrated in numerical experiments via shear and UCS

tests. Typically 𝛽 ≃ 0.5 [21].

Following tension failure, the constitutive behavior in the shear direction is gov-

erned by the standard Coulomb law

𝐅s = 𝜇2|Fnc |
𝐮s
|𝐮s|

with 𝜇2 = tan𝜙2 (18)

where 𝜇2 is a dynamic Coulomb friction coefficient and𝜙2 is the post-failure internal

friction angle. Both parameters are determined from experimental tests.

Figure 3a shows the graphical representation of the failure criterium described by

Eqs. (15), (16) and (18). This criterium assumes that the tension and shear forces

contribute to the failure of the contact interface in a decoupled manner. On the other

hand, shear failure under normal compressive forces follows a failure line that is a

function of the shear failure stress, the compression force and the internal friction

angle.
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Fig. 3 Failure line in terms of normal and shear forces. a Uncoupled failure model. b Coupled

failure model

Fig. 4 Undamaged and damaged elastic moduli under tension a and shear b forces

Indeed, a coupled failure model in the tension-shear zone can also be used, as

described in [21] (see Fig. 3b). For the numerical tests presented in this work the

uncoupled model has been used.

Figure 4 shows the evolution of the normal tension force Fnt and the shear force

modulus Fs at a contact interface until failure in terms of the relative normal and tan-

gential displacement increments. Elastic damage under tensile and shear conditions

has been taken into account in this work by assuming a linear softening behaviour

defined by the softening moduli Hn and Ht introduced into the force-displacement

relationships in the normal (tensile) and shear directions, respectively (Fig. 4). For

details see [21].

2.3 Elasto-Plastic Model for Compression Forces

The compressive stress-strain behaviour in the normal direction at the contact inter-

face for frictional cohesive materials, such as cement, rock and concrete, is typically
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governed by an initial elastic law followed by a non-linear constitutive equation that

varies for each material. The compressive normal stress increases under linear elas-

tic conditions until it reaches the limit normal compressive stress 𝜎
l
nc

. This is defined

as the axial stress level where the experimental curve relating the axial stress and

the axial strain starts to deviate from the linear elastic behaviour. After this point the

material is assumed to yield under elastic-plastic conditions.

The elasto-plastic relationships in the normal compressive direction are defined

as

Loading path
dFnc = KTndun (19a)

Unloading path
dFnc = Kn0dun (19b)

In Eq. (19) dFnc and dun are respectively the variation of the normal compressive

force and the normal (relative) displacement, Kn0 is the initial (elastic) compressive

stiffness for a value of E = E0 (Fig. 5), and KTn is the tangent compressive stiffness

given by

KTn =
ET

E0
Kn0 (20)

where ET is the slope of the normal stress-strain curve in the elastoplastic branch

(i.e. ET = E1, E2, E3 in Fig. 5).

Plasticity effects in the normal compressive direction affect the evolution of the

tangential forces at the interface, as the interface shear strength is related to the nor-

mal compression force by Eq. (16).

Figure 5 shows the diagram relating the compressive axial stress and the com-

pressive axial strain used for modelling the elasto-plastic constitutive behaviour at

the contact interfaces. The form of each diagram is obtained from experimental tests

[8].

Figures 6 and 7 show an example of the DEM to the analysis of application of a

UCS test and a BST of a cylindrical specimen for a cement material. The material

parameters are shown in Table 1.

2.4 Enhanced Local Constitutive Model for the DEM that
Accurately Reproduces the Elastic Behavior of a
Continuum

The standard DEM technique is known to suffer from sensitivity to the packaging

pattern and density of the particles when applied to the linear elastic analysis of a

continuum. Standard features of an elastic continuum domain, such as the Poisson’s

ratio effect, are difficult to predict with the DEM in a consistent manner.
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Fig. 5 Compressive axial stress-compressive axial strain diagram for elastoplastic material. LCS1

is the limit compressive stress (𝜎
l
nc

) defining the onset of elastoplastic behaviour at the contact

interface

Fig. 6 DEM and experimental results for UCS test in a cement sample using 42000 spherical

particles. a Axial stress-axial strain curve. b Contour of the horizontal displacement at the failure

load

Celigueta et al. [2] have presented a procedure for correcting the local constitutive

equations at a contact interface in the DEM, so that it can be accurately applied for

predicting the elastic behavior of a continuum.

The enhanced local constitutive model for the DEM is based on a modified expres-

sion of the force-displacement relationships at the contact interface between particles

i and j (Eqs. 9 and 11) as follows

Fij
n = Kij

n u
ij
n + Aij

𝜈(𝜎ij
s1
+ 𝜎

ij
s2
) (21)

Fij
sk
= Kij

s u
ij
sk
+ GAij

(
𝜕un
𝜕sk

)ij

, k = 1, 2 (22)
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Fig. 7 DEM results for BTS test in cement sample using 16000 spheres. a Time evolution of the

stress at the center point. b Contour of horizontal displacement at the failure load. The experimental

failure stress is 3 MPa

Table 1 DEM constitutive parameters for analysis of UCS and BTS tests on a cement sample

𝜌 (g/cc) 𝜇1 𝜇2 E0 (GPa) 𝜈 𝜎

f
t (MPa) 𝜏f (MPa)

1.70 0.30 0.40 3.80 0.20 4.80 8.50

LCS1

(MPa)

LCS2

(MPa)

LCS3

(MPa)

YRC1 YRC2 YRC3 𝛼

8.5 9.0 11 3 9 24 1.0

where Kij
n and Kij

s are the normal and tangential stiffness parameters associated to

the contact interface given by Eqs. (10) and (12), respectively and usk is the relative

displacement in the kth tangential direction (Fig. 2).

The underlined terms in Eqs. (21) and (22) introduce the effect of the average
stress field at the contact interface on the normal and tangential forces at the inter-

face. Details of the computation of these terms is given in [2].

The stresses 𝜎s1 and 𝜎s2 in Eq. (21) are obtained by projecting the average stress

tensor [𝜎]i for the ith particle into the local coordinate system (𝐬1, 𝐬2,𝐧) (Fig. 2b).

Tensor [𝜎]i is computed as

[𝜎]i = 1
Vi

ni∑

i=1
𝐥i ⊗ 𝐅i (23)

where ni is the number of contact points for the ith particle, 𝐥i is the vector connecting

the center of the particle to the ith contact point,𝐅i is the force vector at the ith contact

point and Vi is a volume associated to the particle used to average the stresses.

A good estimation of Vi is essential for the success of this approach. In our work

we have estimated Vi using the areas of the contact interfaces associated to each

particle as
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Vi =
ni∑

j=1

1
3
̂Aij‖𝐥i‖ (24)

where ̂Aij
is an enhanced value of the area of the contact interface between particles

i and j. The value of ̂Aij
is computed as

̂Aij = Aij 4𝜋𝛼ir
2
i

AT
i

(25)

where Aij
is the area of the jth contact interface computed by Eq. (5), ri is the radius

of the ith particle, AT
i is the sum of the contact interface areas

(
AT
i =

ni∑
j=1

Aij

)
and 𝛼i

is a parameter that depends on the number of neighboring particles to the ith particle

and on the uniformity of the contact areas due to a random distribution of the particle

sizes. More details are given in [2].

The non-local terms in Eqs. (21) and (22) have proven to be essential for accu-

rately predicting the elastic and non-linear response of samples of cohesive material

using the DEM.

As an example Table 2 shows the expected and computed values for the Young

modulus and the Poissson’s ratio for a prismatic sample of elastic material modelled

with cartesian, staggered and random distribution of spheres. Note the large errors

for the values of E and 𝜈 using the standard DEM for staggered and random packings.

The errors are negligible when the enhanced local constitutive model for the DEM

presented in the previous lines is used.

The enhanced local constitutive model for the DEM has also shown an excel-

lent behavior for accurately predicting the non-linear response and cracking pattern

of geomaterials and concrete using a simple Rankine failure model at the contact

interface.

Table 2 Prediction of E and 𝜈 in a sample using the normal and tangential contact forces

Input parameters: E = 1.0e9, 𝜈 = 0.35
Error in

computed

values

Cartesian packing Staggered packing Random packing

Standard

DEM

Improved

DEM

Standard

DEM

Improved

DEM

Standard

DEM

Improved

DEM

Poisson’s

ratio E
−0.6% −0.6% −23.0% 0.7% −28.0% −0.2

Poisson’s

ratio 𝜈

−100.0% 0.22% −64.0% −2.9% −62.0% −3.5
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Fig. 8 Shear test in notched concrete specimen

Fig. 9 Shear test in notched concrete specimen. Load-displacement curve obtained with the DEM.

Experimental failure load = 82, 3 kN

We present an application of the enhanced local constitutive model for the DEM

to the analysis of a shear test [16] in a cylindrical notched specimen of concrete

material. The definition of the test is shown in Fig. 8. More details of this particular

test can be found in [8].

The material properties for the DEM analysis are E = 35.5GPa, 𝜈 = 0, 20, 𝜇1 =
0.1 and 𝜎

f
t = 4.5MPa. The analysis was carried out using 170k spherical particles.

Figure 9 shows the load vertical displacement curve obtained with the DEM. Good

agreement of the maximum load compared to the experimental value of 82,3 kN

is obtained. Figure 10a show the multifracture pattern on the cylindrical sample at

failure. The experimental results are displayed in Fig. 10b.
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Fig. 10 Shear test in concrete specimen. a DEM results. b Experimental results

The enhanced local DEM constitutive model can be used in conjunction with any

constitutive law in solid mechanics for predicting the linear and non linear behavior

of a solid. This opens the door for predicting with the DEM the linear and non linear

response of solids and structures of any material (including metallic materias) [3],

which is unusual for standard DEM models.

3 Interaction of Discrete Particles and Solids Modelled
with the FEM

The interaction of discrete particles and solids can be studied by coupling the poten-

tial of the DEM and FEM approaches. Isolated particles can be modeled with the

DEM, while solids are better modeled using the FEM. Indeed, complex objects

can also be modeled using a collection of DEM particles, which allows one to use

the standard frictional contact algorithms between particles and rigid/deformable

objects developed for the DEM. Clearly, for rigid objects only the DEM particles

discretizing the boundary of the object need to be accounted for.

The author’s group has developed an innovative algorithms for modeling contact

situations between discrete particles and solids modeled with the DEM [28]. The so-

called Double Hierarchy Method (termed in short H2
) is a simple contact algorithm

specially designed to resolve efficiently the intersection of spheres with triangles and

planar quadrilaterals but it can also work well with any other higher order planar con-

vex polyhedra [28, 29]. A two layer the hierarchy is applied upgrading the classical

the hierarchy method presented by Horner et al. [12], namely hierarchy on type of
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contact followed by hierarchy on distance. The first hierarchy classifies the type of

contact (facet, edge or vertex) for every contacting neighbour in a hierarchical way,

while the distance-based hierarchy determines which of the contacts found are valid

or relevant and which ones have to be removed.

The H2
algorithm has been developed taking into account its implementation in

a parallel computing environment. This is particularly important for industrial prob-

lems involving a large number of particles interacting with a fine FEM mesh.

Summarizing, the H2
contact search satisfies the following requirements:

∙ Includes poly-disperse elements for both the FEM and the DEM.

∙ Allows different FE geometries and primitives (triangle, quadrilateral, polygon).

∙ Ensures contact continuity in non-smooth regions (edges and vertices).

∙ Resolve multiple contacts and contact with different entities simultaneously.

∙ Low memory storage.

∙ Simple, fast and accurate need.

∙ Fully parallelizable.

A simple particle-structure interaction example is presented next in order to assess

the DEM-FEM coupling procedure. The example consists on a spherical particle

colliding a simply supported beam (Fig. 11). Two different cases are reproduced. The

reference solution to this problem, taken from linear modal dynamics was proposed

by Timoshenko [30] and is reviewed in [17].

The two examples are reproduced with the same DEM and FEM parameters. In

the first one the particle radius is 0.01m and the length of the beam is 15.35m,

while in the second one the particle radius is 0.02m and the beam length is 30.70m.

The material properties and the simulation parameters are summarized in Table 3.

(a) (b)

Fig. 11 Simply supported beam hit vertically at its centre by a sphere. a Front view. b Side view

Table 3 Simple supported beam hit by a sphere. Simulation parameters

Material properties DEM Analysis parameters

Sphere radius (m) 0.01∕0.02
Density (kg/m

3
) 7960

Young’s modulus

(GPa)

215.82 Initial velocity of

sphere (m/s)

[0.0,−0.01, 0.0]

Poisson’s ratio 0.289 Gravity (m/s
2
) [0.0, 0.0, 0.0]

Friction parameter 0.0 Neighbour search freq. 50
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(a) Beam 1

(b) Beam 2

Fig. 12 Lateral impact of a sphere on a simply supported beam. Results for the deflection of the

beam center, the sphere displacement and the contact force. aAnalytical solution versusDEM-FEM

numerical solution for the beam 1. b Analytical solution versus DEM-FEM numerical solution for

the beam 2

The first case produces a single impact while the second yields three particle/beam

impacts. The FEM meshes used are 60 × 4 × 3 8-nodded hexahedral elements respec-

tively for the beam length, height and depth, respectively in the first example and

120 × 4 × 3 hexahedra in the second example.

The results shown in Figs. 11 and 12 are quite satisfactory and the H2
model

reproduces well the displacements selected and the contact forces. Once the contact

ends, the beam oscillates in a combination of different excited modes. The largest

frequency mode, which can be easily identified in the figures, corresponds to the
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natural frequency of the beam and it is perfectly matched. The higher vibration

modes however, are not correctly captured by the linear hexahedral elements, as they

are not the best suited elements to simulate flexural modes. Consequently, there is a

deviation on the second and third contact events in the second example (Fig. 12b).

More details of this example and the H2
procedure can be found in [28, 29].

3.1 A FEM-DEM Procedure for Multifracture Analysis
of Solids

The DEM is a flexible method to simulate granular and non-continuum media, in

particular the propagation of initial cracks. On the other hand, these contact prop-

erties are defined at the micro scale, while the material properties usually refer to

experimental results at the macro scale. The step between both scales is not easy and

requires a calibration task. The FEM otherwise is based in a continuum formula-

tion involving the macro properties of the material. The FEM allows one to establish

failure criteria compatible with the equilibrium equations in continuum mechanics,

which makes it consistent and easy to apply for different materials.

The distance between DEM and FEM approaches is wide. Extensive research

has been carried out in last years to combine FEM and DEM procedures, taking

advantage of the merits of both numerical methods. Combination of the FEM with

the standard DEM using circular and spherical particles are reported in [13, 20,

22, 27]. A combined finite-discrete element method based on the splitting of the

finite elements into discrete elements of poligonal shape is presented in [10, 11, 18–

20, 23]. Zárate and Oñate [32, 35] have recently presented a coupled FEM-DEM

formulation for the numerical simulation of cracks starting from a finite element

discretization of the domain.

The FEM-DEM formulation presented in [32, 35] discretizes the continuum using

linear 3-noded triangles (in 2D) and 4-noded tetrahedra (in 3D) whose nodes define

the position of a (virtual) discrete element. These discrete elements are introduced

in the simulation process when cracks appear. The normal contact forces between

discrete elements are calculated by integrating the stiffness matrix of the linear tri-

angle along its sides that connect the discrete particles as shown in Fig. 13 [32]. The

mechanical problem in the crack-free region is solved using the standard FEM and

an appropriate damage model. In the examples shown in this chapter, damage onset

and evolution of damage are governed by a Mohr-Coulomb failure criteria.

Onset of a crack at the center of an element side depends on the damage level at

that point. The stresses over the edge are computed as the mean of the stresses in the

elements sharing that side.

Once the damage limit is reached, a stiffness loss is induced in the triangle. The

stiffness loss is associated to the area determined by the centroid of the triangle and

the damaged side as shown in Fig. 14.

The stiffness matrix of a damaged element is recalculated at every time step as

follows
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Fig. 13 Equivalence between stiffness matrix (FEM) and cohesive link (DEM)

Fig. 14 Equivalence between stiffness matrix (FEM) and cohesive link (DEM) with a damaged

edge

Fig. 15 Three-noded

triangle with two sides

damaged

𝐊(e) =
[
1 −

di + dj
2

]
𝐊(e)

0 (26)

where 𝐊0 is the initial stiffness matrix of the undamaged element and di and dj are

to the two maximum values of the damage parameters for the three element sides

(Fig. 15).

When a cohesive bond is removed the side nodes of the element are disconnected

and two discrete particles are introduced at the same nodal positions. Their radii and
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masses are defined as the maximum ones to guarantee contact without overlapping

other discrete elements in order to avoid spurious contact forces [14].

Once the discrete elements are created their interaction is governed according to

contact and friction laws, as in the general DEM formulation described in a previous

section.

A relevant point in the FEM-DEM approach described is its computational cost.

Most of the cost in a DEM simulation is due to the contact searching algorithms.

In the FEM-DEM technique presented the number of discrete particles is in general

much lower than the number of nodes in the FEM mesh because the fractured area

is typically smaller than the whole calculation domain. Hence, the computational

time consumed by the contact searching algorithms is much lower than in a standard

DEM solution.

3.2 Examples of Application of the FEM-DEM Procedure

3.2.1 Four-Point Bending Beam

The 2D version of the FEM-DEM technique is applied to the study of the failure of a

double notch concrete beam analyzed under plane stress conditions. The beam is sup-

ported at two points and deforms in a bending mode by imposing the displacements

at the two points depicted in Fig. 16 where the beam dimensions are also shown.

Figure 17 shows the crack path obtained with the 2D FEM-DEM approach for the

three meshes analysed which coincide with the numerical results of Cervera et al.

[4]. The mix-mode fracture is clearly seen. Figure 18 shows the plots of the vertical

reaction at any of the two points where the displacement is imposed depicted in

Fig. 16. The graphs are in good agreement with the results reported in [4]. We note

the insensitivity of the load-displacement curve to the mesh size.

Fig. 16 Double notched concrete beam. Dimensions and boundary conditions
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Fig. 17 Double notched concrete beam. Displacement contours and crack path at the two notches

regions using three different meshes of 3-noded triangles. a Coarse mesh (2202 triangles). b Inter-

mediate mesh (3480 triangles). c Fine mesh (11206 triangles). Discrete elements generated at the

cracks using the FEM-DEM technique

Fig. 18 Double notched concrete beam. Relationship between the reaction force and the imposed

displacement at any of the two points depicted in Fig. 16. 3D FEM-DEM results are compared with

those given in [4]
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3.2.2 Brazilian Tensile Strength (BTS) Test

We have applied the 3D FEM-DEM procedure [35] to the simulation of a BTS test

on a cylindrical concrete sample of diameter D = 0.2m and 0.1m thickness (t). The

tensile strength value is computed by [1]:

ft =
2P
𝜋tD

(27)

were P is the applied load.

Fig. 19 3D FEM-DEM analysis of BTS test on a concrete specimen. Damage zone and discrete

elements generated. a Coarse mesh. b intermediate mesh. c Fine mesh
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Fig. 20 3D FEM-DEM analysis of BTS test on a concrete specimen. Force-displacement relation-

ship for the three meshes used

The material properties are Eo = 21GPa, 𝜈 = 0.2, 𝛾 = 7.8 × 103 N/m
3
,

ft = 10KPa andGf = 1 × 10−3 J/m
2
. Using Eq. (27) this corresponds to a failure load

of P = 314.16N.

Three finite element meshes were used for the analysis with 9338, 31455 and

61623 4-noded linear tetrahedra, respectively. The crack patterns obtained for each

mesh are depicted in Fig. 19. The numerical results for the load-displacement curve

are presented in Fig. 20. The numerical values obtained for the tensile strength were

(coarse to fine mesh) 10693 Pa, 10351 Pa and 10 235 Pa which yielded a range of 6%
to 2% error versus the expected value of ft = 10 kPa. Again the load-displacement

curves were quite insensitive to the mesh size.

3.2.3 Fracture of Shale Rock Under a Pulse Load

The FEM-DEM procedure has been applied to the study of the fracture of a rock mass

under a pulse load [9]. This is a usual procedure in the so-called fracking technique

used in the oil and gas industry.

Figure 21 shows the geometry of the domain analyzed and the loads acting at the

boundary. These loads are computed in terms of the depth of the rock mass analyzed.

The evolution of the pulse load acting at central hole is shown in Fig. 21. Figure 22

depicts the finite element mesh of 3-noded triangles used for the analysis. The frac-

ture pattern in the rock obtained with the FEM-DEM technique for a depth of 500 ft

are shown in Fig. 23. The length of the vertical crack obtained is 36 ft which com-

pares well with the length of 40 ft using the DEM [9] and also with an alternative

FEM formulation [25].
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Fig. 21 Fracture of shale rock. a Analysis domain and applied loads. b Pulse pressure function

Fig. 22 Shale rock domain under pulse load. Mesh of 3-noded triangles for FEM-DEM analysis

3.2.4 Multifracture of a Tunnel Front Induced by a Blast Load

This example shows the capability of the FEM-DEM approach for simulating the

evolution of multiple cracks in a tunnel front induced by a blast load.

Figure 24 shows the geometry of the front of the Bekkelaget tunnel in Norway,

including the distribution of blast holes and the mesh of 38000 3-noded triangles

discretizing the tunnel front. Details of the material properties, the blasting sequence

and the computational features of this problem can be found in [34].

Figure 25 shows the evolution of cracks at the front induced by a particular blast-

ing sequence. The results demonstrate the usefulness of the FEM-DEM technique

for simulating this complex multifracturing problem.
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Fig. 23 Crack simulation with FEM-DEM model. Depth 500 ft. FEM results in box from [25]

Fig. 24 Distribution of blast holes at the front of the Bekkelaget tunnel (Norway) and finite element

method for FEM-DEM simulation of the cracking pattern
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Fig. 25 Evolution of cracking at the front of the Bekkelaget tunnel induced by a blasting sequence.

FEM-DEM results

3.2.5 Fracture Pattern in a Granite Rock Specimen Under Pulse Load
Accounting for the Gas Pressure

Figure 26 shows the fracture pattern in a cylindrical specimen of granite rock under a

pulse load acting at the central hole. The effect of the gas filling the cracks has been

taken into account by coupling the FEM-DEM procedure described earlier with a

compressible flow FEM solver using an embedded solution technique. The coupling

strategy solves the equations for the compressible gas flow in the finite element mesh

that fills the spaces created by the cracks. Figure 26 shows a snapshot of the pressure

field in the gas domain between the cracks at a certain instant. More information of

this coupled gas-structure solution can be found in [33].
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Fig. 26 Fracture pattern in a cylindrical specimen of granite rock under an internal pulse load.

FEM-DEM solution accounting for the effect of the gas filling the crackings. a Cracking pattern.

b Pressure field in the gas domain within the cracks [33]

4 Concluding Remarks

This chapter has shown the possibility of the DEM for linear and non linear analysis

of cohesive materials and structures, as well as the advantages of coupling the FEM

and DEM techniques for studying the interaction of particles with structures and the

prediction of complex multifracture situations in solids.
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The Influence of the Collagen Architecture
on the Mechanical Response of the Human
Cornea

Anna Pandolfi

Abstract The hierarchical architecture of the stromal collagen is strictly related to

the optical function of the human cornea. The basic features of the corneal colla-

gen organization have been known for a while, but recently the advance of optical

imaging has revealed changes across the thickness that might be related to particular

aspects of the corneal behavior. It is worth to investigate whether the actual struc-

ture possesses some relevance in the overall mechanical behavior of the cornea and

whether it should not be disregarded in computational models with predictive pur-

poses. In this study, finite element analyses of the human cornea considering four

different architectures of the collagen are presented. Results of the numerical simu-

lations of quasistatic and dynamic tests are compared and discussed.

1 Introduction

The corneal stroma plays several pivotal roles within the eye. Optically, the cornea

is the main refracting lens and thus has to combine almost perfect transmission of

visible light with precise shape, in order to focus incoming light. Furthermore, the

cornea has to be extremely tough mechanically in order to protect the inner contents

of the eye. These functions are governed by the corneal structure at all hierarchical

levels. The evolution of modern refractive surgery has focused attention on the rela-

tionship between collagen architecture and biomechanical properties of the human

cornea, in particular trying to establish factors that help in maintaining the corneal

shape and transparency under physiological, pathological, or surgical conditions.

The corneal stroma transparency depends particularly on the regular ordering of

stromal collagen fibrils, which cause destructive interference from scattered light

except in the forward direction [1]. Collagen structural protein is characterized by

triple helical domains, which self-assemble into fibrils that further form fibers and

more complex three-dimensional networks responsible for the architecture of organs.

The structural units of the stroma are the ribbon-like fibers called lamellae which
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consist of aligned, evenly spaced collagen fibrils surrounded by a proteoglycan-rich

matrix. Stromal lamellae run parallel to the mean surface of the cornea shell, count-

ing approximately 300 in the central cornea and 500 close to the limbus. This hier-

archical organization of collagen is crucial to the biophysical and mechanical prop-

erties of the cornea.

Qualitative observations on the variation of collagen architecture through the

depth of the human corneal stroma have been documented for over 100 years [2].

Kokott studied the organization of collagen bundles in human cornea and sclera

by tearing their fibrils apart [3] and concluded that the lamellae had an orthogonal

arrangement in the central cornea and extended without interruption from limbus

to limbus, with a circular arrangement at the limbus itself. Earlier X-ray diffraction

studies showed that about 49% of the stromal lamellae are preferentially aligned

orthogonally, along the vertical and horizontal meridians [4]. Advanced imaging

techniques, such as optical coherence tomography (OCT) and the second-harmonic

generation imaging (SHG, a particular type of non-linear optical microscopy), have

now provided new insights on the in-depth organization of the stromal collagen.

Although such techniques are not yet applicable in-vivo to produce reliable patient-

specific models, the recent findings may be of relevance in the optical and mechan-

ical behavior of the cornea, and the actual architecture of the collagen should be

considered in a numerical model with predictive ambitions.

The importance of the stromal microstructure has been acknowledged in several

numerical models of the anterior chamber of the eye built with the aim of estimating

the mechanical properties of the cornea or supporting surgical interventions [5, 6].

Indeed, the opportunity of recreating the exact microstructural and morphological

features of the cornea is recognized in advanced model of artificial engineered tissues

planned to be used in corneal transplants [7].

Aim of this study is to introduce the multiple features of the collagen architecture

that OCT and SHG have revealed into an advanced numerical model of the cornea,

and to ascertain the relevance of such microstructures on the mechanical response

of the anterior chamber through the simulation of in-vivo static and dynamic tests.

2 Advanced Insights in Collagen Architecture
of the Human Cornea

The basic principles of corneal structure and transparency have been known for

some time, but in recent years X-ray scattering and other methods have revealed that

the details of this structure are far more complex than previously thought and that

the intricacy of the arrangement of the collagenous lamellae provides the shape and

the mechanical properties of the tissue. Light microscopy was sufficient to discover

more interweaving of lamellae in the anterior layers than the posterior, character-

ized by thinner lamellae that weave in and out of each other with orientations that

are inclined relative to the corneal surface. The development of modern imaging

techniques has led to improved quantification of lamellar size and organization.
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The hypothesized structure hand drawn by Kokott [3] included the presence of

superior–inferior (SI) and nasal–temporal (NT) preferred directions at the center of

the cornea and circumferential directions at the limbus. With X-ray diffraction exper-

iments, Meek et al. [8] first quantified the orientation of lamellae as viewed in the

plane perpendicular to the optical axis. Scanning electron microscopy (SEM) and

transmission electron microscopy (TEM) measurements demonstrated that poste-

rior lamellae are one order wider and twice as thick as anterior lamellae [9]. SEM

imaging was used to show how lamellae branch and interweave, and to quantify the

in-plane angles between adjacent lamellae [10]. The raw X-ray data provide scat-

tering intensities versus orientation on a discrete grid of points over the cornea sur-

face corresponding to the experimental measurement procedure, but do not provide

information about scattering variations with depth. X-ray diffraction combined with

electron microscopy have shown that collagen lamellae in the posterior cornea are

generally twice as thick as those in the anterior [9, 11]. Later studies proved the pres-

ence of aligned collagen running between adjacent cardinal points forming chords

across the outer cornea [12]. These additional lamellae have been supposed to con-

tribute to peripheral corneal flattening and seem to occur only in the posterior third

of the cornea.

The regional differences in lamellar orientation across and throughout the thick-

ness of the normal human cornea were analyzed in [13]. Collagen in the central

8 mm shows a strong orthogonal alignment, along the SI and NT directions, but only

in deeper stromal regions. The average percentage of total fibers exhibiting the well-

known preferred azimuthal directions was 42% in the posterior third thickness, but

only 22% in the anterior third. This increase in alignment toward the posterior is quite

interesting because it is in clear contrast with the trend of more inclined fibers toward

the anterior. Another aspect of lamellar organization believed to be of mechanical

importance is the interlamellar interaction as a result of interweaving [14]. Inter-

lamellar sliding may be important for describing changes of the mechanical behavior

with aging and the development of pathological situations such as keratoconus and

ectasia after surgical intervention.

In the attempt of characterizing the elastic properties of the stromal tissue, Petsche

et al. [15] found that the shear modulus is two to three orders of magnitude inferior to

the tensile moduli, commonly measured and reported in the literature. They observed

that the transverse shear stiffness of the cornea varies with the depth, and the shear

stiffness of the anterior cornea is almost one order of magnitude greater than that

the one of the posterior cornea. It was hypothesized that the inclination of lamellae

in the anterior cornea and the decreasing degree of inclination with depth must be

responsible for the measured depth dependent transverse shear properties, because

the density of the collagen does not vary markedly with depth.

The well-documented limbal collagen annulus circumscribing the human cornea

is located in the posterior third of the limbus thickness, according to the observations

documented in [13], while the arrangement becomes less unidirectional in proxim-

ity to the anterior surface of the cornea. In addition to the contribution from the
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dominant direction of fibril alignment, the different mechanical properties of the

peripheral cornea and limbus with respect to the central tissue are influenced by the

increment in both the size of the collagen fibrils and the number of lamellae [16].

Electron microscopy and X-ray scattering patterns obtained by using synchrotron

radiation source have provided very important information about the anisotropic

arrangements of collagen lamellae through the whole stroma in different regions

of the cornea. Nevertheless, both techniques require tissue fixation preventing any

in-vivo mechanical assays. More recently, SHG microscopy has proven to be an effi-

cient tool for obtaining virtual biopsies in unstained fresh corneas, and introduce the

viability of constructing patient-specific models.

To date, patient-specific models of the collagen architecture of the human cornea

are not available and are not used directly in clinical applications, although advanced

models that account for the details of the corneal collagen architecture have been

around for a while [5, 6, 17–25]. Several investigations have pointed out that any

material point within the cornea will have a unique lamellar orientation distribution;

precise symmetry in the distributions over corneal quadrants is not observed in gen-

eral, and realistic modeling cannot assume such symmetry. This is true especially

when distributions associated with pathological conditions are modelled. Petsche

and Pinsky [26] introduced a corneal model where the collagen orientation was taken

directly from X-ray diffraction measurements on a single, full thickness, cornea.

Incorporating the X-ray diffraction data describes the anisotropy resulting from the

well documented SI and NT preferred directions of lamellae in the vicinity of the

corneal vertex as well as the circumferentially preferred orientations at the limbus.

The model in [26] included 3D lamella orientations and inclinations in the view

to explain the depth-dependent shear stiffness properties and to fully characterize

the mechanics of inclined lamellae. A microstructural model proposed in Studer

et al. [27] first accounted for some interlamellar effects by including, in their formu-

lation, ad hoc cross-link fibers perpendicular to the lamellar directions but without

depth dependence.

Beside exhaustive information on the geometry of eye and on the microstructure

of the stroma [28], a patient-specific numerical model of the cornea requires the real-

istic characterization of the mechanical properties of the materials [29]. Mechanical

properties cannot be simply determined through optical imaging, but it is necessary

to setup a protocol of in-vivo static and dynamic tests, thought and carried on in

a concerted manner, to allow the identification of the material model. Tests must

be combined with identification procedures based on inverse analysis, that, simu-

lating the experimental tests, will provide the best estimate of the sought material

properties.

An important question emerging in the definition of a numerical model of the

cornea—a model obviously predictive in the view of applications in surgical

practice—concerns the ability of a mechanical test to spring out the micromechan-

ical characteristics of the cornea. In spite of several studies recently published, the

mechanical consequences of specific collagen architectures have not been investi-

gated sufficiently in the literature, especially in terms of overall configurations; in

general only global averaged quantities are provided. Often, comparisons with in-
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vivo experiments have been limited to a component of displacement, or a displace-

ment profile [30, 31]; with a few exceptions [20, 32], no documentation of the stress

level observed in the numerical simulations is reported, thus a comparison between

the performance of different models is hardly possible.

In the following, we present a numerical study conducted with the aim of compar-

ing the mechanical response of different collagen architectures in a model of human

cornea undergoing in-vivo static and dynamic tests. For the sake of simplicity, we

use a model of the cornea that we have been developing in-house, and consider a

patient-specific geometry acquired with a corneal topographer and already used in

previous studies [28, 31, 33].

3 Material and Methods

The finite element method has been widely used for modeling the behavior of the

cornea, under static and dynamic conditions [6, 17, 19, 21–23, 25]. In the last

decade we have been developing an ad-hoc finite element code [6, 20, 28, 32,

34] with the following distinguished features: (i) patient-specific geometries directly

derived from corneal topographies; (ii) stochastic fiber distributed material models,

to describe the complex architecture of reinforcing collagen fibrils in the stromal tis-

sue; (iii) automatic identification of the stress-free configuration of the cornea; (iv)

customization of the main material parameters of the cornea on the basis of diagnos-

tic measurements.

3.1 Geometrical and Material Model

Patient-specific geometries of the cornea, constructed using an ad hoc software from

sets of anterior and posterior corneal surface coordinates supplied by ocular topog-

rapher (Sirius, CSO, Italy) [28], are automatically discretized at the desired level of

refinement in standard finite elements, e.g., 8-node bricks with linear interpolation

of the displacements, see Fig. 1. The knowledge of the physiologic geometry of the

cornea is not sufficient to create a patient-specific numerical model. The topogra-

pher images refer to the cornea reacting to the intraocular pressure (IOP) exerted

by the filling gels. A correct stress analysis requires the recovery of the stress-free

configuration, corresponding to a null IOP. The automatic procedure that allows for

the recovery of the stress-free configuration is described in [28].

Necessarily, the model has several limitations. It accounts only for the main cen-

tral layer (stroma) of the cornea and disregards the thin anterior and posterior mem-

branes, known to provide negligible contributions to the mechanical stiffness of the

cornea. The geometrical model does not include the adjacent biological tissues, i.e.,

the white sclera and the iris, which are accounted for in terms of compliant bound-

aries at the limbus [32]. Adjacent tissues are not included because of the lack of
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(a) Anterior view (b) Posterior view

(c) Side view (d) Section

Fig. 1 Patient specific finite element model of the cornea. The mesh comprises 7,350 nodes and

5,780 8-node elements. The geometry refers to the stress-free configuration of a corneal topography

already used in previous studies [28], with a finer finite element discretization

knowledge of their in-vivo mechanical characteristics, to avoid uncertainties larger

than the ones introduced by the exclusion of such parts. As explained in [20], a rea-

sonable choice of the cornea boundary conditions narrows the effects of these defi-

ciencies. Finally, the model does not account explicitly for the interaction between

the deformable cornea and the ocular fluid (aqueous humor) filling the anterior cham-

ber. Fluids may play a role in a dynamic test, because they interact with the posterior

surface of the moving cornea. While we are currently developing a numerical algo-

rithm of fluid-solid interaction to analyze the problem with more accuracy [35], we

account here for the presence of the fluid in a simplified way, by adding extra masses

to the posterior nodes of the discretized cornea, cf. [33].

The material model adopted for the stroma is hyperelastic and anisotropic,

accounting for statistically distributed sets of collagen fibrils with a second order

approximation, and able to switch from fully 3D [36] to planar [37] von Mises type

distributions of the orientation of the fibrils, described by a coefficient b. In keep-

ing with approaches typically adopted in the modelling of biomaterials, the behavior

of the proteoglycan matrix and of the reinforcing collagen fibrils is modeled sepa-

rately. Thus, the strain energy density function 𝛹 is assumed to be the sum of three

independent contributions with full separation of the arguments:

𝛹 = 𝛹vol(J) + 𝛹iso(I1, I2) + 𝛹aniso(I∗4M). (1)
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The term 𝛹vol accounts for the volumetric elastic response and depends on the Jaco-

bian J = det 𝐅, where 𝐅 = 𝜕𝐱∕𝜕𝐗 is the deformation gradient. 𝛹vol is regarded as a

penalty term to enforce the incompressibility constraint and has the operative form

𝛹vol(J) =
1
4
K (J2 − 1 − 2 log J), (2)

where K is a stiffness coefficient related to the bulk modulus. The term 𝛹iso describes

the behavior of the isotropic components of the material, and depends on the first and

second invariants, I1 and I2 (see Appendix) of the isochoric Cauchy-Green deforma-

tion tensor 𝐂 = 𝐅
T
𝐅, with 𝐅 = J−1∕3𝐅, according to Mooney-Rivlin’s model

𝛹iso(I1, I2) =
1
2
𝜇1(I1 − 3) + 1

2
𝜇2(I2 − 3), (3)

where 𝜇 = 𝜇1 + 𝜇2 is the shear modulus of the material. The term 𝛹aniso addresses

the anisotropic contribution of two statistically dispersed families of collagen fibrils.

The M fibril family is defined in terms of a unit vector field, 𝐚M(𝐱), that identifies

the dominant orientation of the fibrils, and by a dispersion coefficient b(𝐱), cf. [32].

The anisotropic strain energy function 𝛹aniso used in the model is

𝛹
aniso

(I∗4M ,K
∗
M) =

2∑

M=1

k1
2k2

exp
[
k2

(
I∗4M − 1

)2] (1 + K∗
M𝜎

2
I4M

)
, (4)

where k1 is a stiffness parameter for fibrils in moderate extension, and k2 is a dimen-

sionless rigidity parameter that describes the behavior of fibrils in large extension.

The expression of the variables I∗4M and K∗
M in Eq. (4), that describes the dispersion

of the fibrils in both 3D and planar distribution, is reported in Appendix. The mater-

ial model is characterized by five parameters: the bulk modulus K, two shear moduli

𝜇1 and 𝜇2 for the Mooney-Rivlin model, the fibril stiffness k1, and the fibril rigidity

k2. The set of elastic material properties calibrated for the patient group in [28] is

used also in the present study, see Table 1.

Here we restrict our attention to the collagen architecture of the cornea and to the

way the different features recently pointed out by the research in the field are affecting

the mechanical response of the cornea. The simulations illustrated here make use of a

reference model (baseline) for the internal structure of the collagen fiber distribution,

describing an architecture of the fibrils which is in line with X-ray imaging on ex-

vivo corneas [12, 38], presenting different levels of the dispersion parameter b(𝐱)
in different locations of the cornea. Fibrils are strongly aligned at the center, where

they follow an orthogonal organization in the NT and SI directions; at the periphery

fibrils are mostly aligned to the limbus circumference, see Fig. 2, cf. [28, 32]. In

the baseline model, a fully 3D dispersion model of the fibrils is considered, with no

variations across the thickness.
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Table 1 Material parameters used in the present study, cf. [28]

Model K [MPa] 𝜇1
[MPa]

𝜇2
[MPa]

k1 [MPa] k2 b 𝜌

[kg/m
3
]

Baseline 5.5 0.06 −0.01 0.04 200 0.2−2.8

(in plane)

1,062

ST 5.5 0.06 −0.01 0.0091−0.091 36−360 0.2−2.8

(in plane)

1,062

SL 5.5 0.06 −0.01 0.0091−0.091 36−360 0.2−2.8

(in plane)

1,062

DT 5.5 0.06 −0.01 0.04 200 0.2−2.8

(thickness)

1,062

I

N T

S

(a) X-ray structure

S

I

N T

(b) Fibrils main orientation

Fig. 2 a Structure of the fibril organization within the cornea, cf. [12, 38]. S denotes the superior

point, I the inferior point, N the nasal point and T the temporal point. bMain orientation of the fibrils

assumed in the numerical model. In the central region, the two sets of fibrils have an equivalent

stiffness. In the limbial region, the two sets of fibers may have a different stiffness

In the numerical models considered in this comparative study, we preserve the

orientation of the fibrils described in Fig. 2b, but include variations in the dispersion

and in the stiffness of the two sets of fibers, in order to incorporate more recent

findings and to evaluate their relevance on the global mechanical response of the

cornea. We consider the following three alternative models:

1. Model ST. Variation of the stiffness across the thickness. The stiffness of the

fibrils in the anterior stroma is set 10 times larger than the stiffness of the fibrils

of the posterior stroma, according to the experimental observation reported in

[15].

2. Model SL. Variation of the stiffness and of the dispersion of the fibrils at limbus.

The dispersion of the fibrils at the limbus is varied from b = 0.2 on the anterior
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surface to b = 2.8 in the posterior surface. Moreover, the stiffness parameters of

the fibrils running circumferentially in the deepest one third of the limbal thick-

ness are set 10 times larger than the stiffness parameters of the fibrils oriented

radially, to follow the observation reported in [13].

3. Model DT. Variation of the dispersion of the fibrils across the thickness. We use a

fully 3D von Mises dispersion model, assigning different values of the dispersion

coefficient from the anterior (bmin = 0.2) to the posterior (bmax = 2.8) surface, as

a simplified trial to reflect the indication reported in [39].

The range of the parameters used in the four model for the numerical analyses are

listed in Table 1.

3.2 Static and Dynamic Analysis

In the view of future clinical applications, the comparison between the four different

models is achieved through the simulation of two in-vivo mechanical contact and

contactless tests. Mechanical tests induce an important deformation localized at the

center of the cornea, without damaging its delicate tissues. Simulations require to

conduct an initial static analysis, to attain a stress state corresponding to the condition

of the cornea under the action of the physiological IOP, which in this calculation is set

16 mmHg = 2.13 kPa. The boundary conditions imposed to the nodes at the limbus

allow for the rotation of the cornea about the limbus circumference, optimizing the

difference between the current model and a model that includes limbus and sclera,

see [20].

Once the physiological state has been reached, the static or dynamic test begins.

For the static test, we model the action of an optomechanical testing device [40]

which applies a mechanical probe at the corneal apex. The loading procedure con-

sists in advancing the mechanical probe in six steps of 100 𝜇m into the cornea. The

probe is a 0.5 mm diameter cylindrical indenter with a hemispherical tip [15]. Static

analysis are conducted with an explicit solver.

For the dynamic test, we model the action of a contactless ocular tonometer

(CorVis ST) that induces a motion of the cornea with a localized air jet. The sud-

den pulse exerted by the instrument causes the inwards motion of the cornea, which

passes through an applanation, and successively snaps into a slight concavity. When

the air pulse pressure decreases, the elastic corneal tissue recovers the original con-

figuration, passing through a second applanation. Although the actual space and time

profile of the air jet pressure and its maximum value are not provided by the instru-

ment, the imprint of the air jet on the anterior corneal surface has been estimated,

through preliminary parametric analyses, using an analytical expression [31]. The

air jet pressure is applied over a 1.5 mm radius circular area centered at the apex of

the cornea. The pressure has the functional form
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p(t, r) = p0 exp
[
−64

( t
T
− 1

4

)2]
exp

(
−0.44r2

)
(5)

where p0 = 40 kPa is the maximum air jet pressure, T∕2 = 20 ms the duration of the

air jet, and r the distance in mm from the center of the jet of a point on the corneal

surface, cf. [31]. Note that the dynamical test is not correctly modelled, since the

presence of the fluids filling the anterior chamber of the eye has been disregarded

for the sake of simplicity. Since the effect of the fluid-structure interaction is not

accounted for, the analysis is not able to describe the final part of the test, where

a delay in the motion of the cornea is observed due to the presence of the fluid.

As already mentioned, this issue is currently tackled in a parallel work [35]. The

dynamical analysis is conducted with a central difference time stepping algorithm.

Prior to conduct the numerical tests, the stress-free configuration for the four mod-

els case has been identified through the iterative procedure described in [32]. The

stress-free geometry has been used subsequently for the quasistatic and dynamic

analysis.

Before conducting the simulation of the two in-vivo mechanical tests, we simu-

lated an ideal inflation test, where the cornea is loaded with a growing IOP from 0

to 40 mmHg.

4 Results

Figure 3 shows the results of the ideal inflation test for the four models, in terms

of IOP versus the displacement of the cornea apex. The curves superpose well to

the baseline curve up to the physiological IOP (16 mmHg), revealing a maximum
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Fig. 3 Inflation test. Force applied to the probe versus apex displacement. The thick line represents

the response of the reference model
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Fig. 4 Inflation test. Comparison of the anterior and posterior profiles of the cornea at the phys-

iological IOP, along the a Nasal-Temporal meridian (from center to Temporal side); b Superior-

Inferior meridian (from the center of the cornea to the superior edge). Thin lines denote the posterior

and anterior surfaces of the cornea at zero IOP

relative displacement less than 2 𝜇m. The similarity of the response is further high-

lighted in Fig. 4, where the numerically computed corneal profiles along the NT

and SI meridians are compared. Differences between the geometrical configurations

associated to the four models cannot be appreciated. However, at higher IOP the four

curves show marked differences, and are characterized by a stiffer response (ST and

SL models) or a more compliant response (DT model) with respect to the baseline

model, see Fig. 3.

The results of the simulations of quasistatic contact tests are shown in Figs. 5

and 6. Figure 5 compares the global mechanical response of the four models in terms

of probe force versus probe displacement, which corresponds to the displacement

of the corneal apex. In the whole range of the imposed displacements, the curves

corresponding to the DT and SL models show a small deviation from the curve of

the baseline model. In particular, the DT model reveals a more compliant behavior,
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Fig. 5 Probe test. Cornea

profiles at the maximum

displacement of the probe,

corresponding to an

indentation of the cornea of

0.6 mm. The dashed curves
represent the anterior and

posterior surface of the

cornea at the physiological

IOP
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requiring a smaller force to reach the final displacement of the probe. Contrariwise,

the SL model is characterized by a stiffer behavior, with a larger force exerted by

the probe. The ST model, instead, does not show marked differences with respect to

the baseline model. The small differences in the mechanical response to the probe

action can be appreciated in Fig. 6, where the corneal profiles along the NT and SI

meridian obtained for the four models are visualized. The more compliant behavior

of the DT model leads to an enhanced deformation in the peripheral zone at 2 mm

from the corneal center; while the stiffer model SL shows a less marked deformation

in the same area.

The results of the simulations of dynamic contactless tests are visualized in Figs. 7

and 8. Figure 7 compares the response of the four models considering the displace-

ment of the corneal apex. Figure 7a shows the time history of the apex displacement

for the four models. Figure 7b shows the mechanical response of the four models in

terms of air jet pressure versus apex displacement. Unlikely the other tests previously

discussed, dynamical tests highlight differences between the models. Figure 8 com-

pares the configuration of the four models in correspondence to the maximum value

of the applied air jet pressure. Note that the maximum displacement is reached at

different times for the four models. The DT model is confirmed as the most compli-

ant, showing a larger displacement at all times, while SL model confirms the stiffer

behavior already shown in the other tests. The ST model, instead, behaves closely to

the baseline model.
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Fig. 6 Probe test. Cornea profiles at the maximum displacement of the probe, corresponding to an

indentation of the cornea of 0.6 mm. The two thin lines describe the anterior and posterior surfaces

of the cornea at the physiological IOP
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Fig. 7 Dynamic contactless test. aCornea apex displacement time history. bAir jet pressure versus

apex displacement curve. The thick line denotes the reference model
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Fig. 8 Dynamic contactless test. Comparison of the cornea profiles at the maximum value of the

air jet for the four models. The two thin line curves represent the anterior and posterior surfaces of

the cornea at the physiological IOP
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5 Discussion and Conclusions

The description of the collagen architecture of the stroma in numerical models

that are used to predict the biomechanical behavior of the human cornea has been

object of a vibrant discussion in the last years. Modern diagnostic technologies and

advanced optical instruments have provided accurate information about the organi-

zation of the collagen within the stroma thickness, although a definite physical or

chemical motivation of such peculiar structure has not been found yet. Recent con-

tributions in the literature have been presenting models of the human cornea that

account for the variability of the collagen structure and distribution, see, e.g. [6, 28,

31–33, 41–45].

It is a commonly well accepted and acknowledged opinion that any predictive

numerical model of the cornea, to be used to anticipate the outcomes of refrac-

tive surgery, must be personalized to the particular patient under consideration. This

requires the identification of geometrical and material properties of the cornea by

means of inverse procedures that compare the results of in-vivo tests with the out-

comes of numerical simulations. However, given the nonlinearity of the models and

the large kinematics involved in the tests, the identification procedures provide dif-

ferent values to the mechanical parameters of the cornea, according to the different

material model adopted, see, e.g., [20]. The selection of the most appropriate mate-

rial model, however, is not sufficient to ascertain the correct value of the material

properties, because results may vary according to the model chosen to describe the

underlining collagen structure of the stroma.

For a particular advanced hyperelastic, anisotropic, fiber dispersed based material

model, here we study the response of a cornea model where the collagen microstruc-

ture within the stroma is assumed to vary in different manners across the thickness

and at different locations of the surface. We refer to an advanced model of the human

cornea used in recent works [28, 31, 32], evolution of the original model developed

in [6, 34], and consider three variants, to account for the variability of the stiffness

of the stroma across the thickness (ST model) or in proximity of the limbus (SL

model), and for the different level of dispersion of the collagen across the thickness

(DT model).

We begin by comparing the behavior of the four models considering an ideal

inflation tests, where the cornea undergoes the action of a growing IOP. The inflation

test is the most common simulation conducted in order to compare different material

models, but this simple loading condition is not able to point out at all the differences

between the models at the physiological IOP level, see Figs. 3 and 4. Moreover, the

inflation test is all non-natural, it cannot be performed in-vivo, and thus cannot be

used to characterize the mechanical properties of the cornea.

Next, we simulate a quasistatic mechanical test where a rigid probe, moved in

small steps, indents the center of the cornea. Such a test, although not yet used

routinely in clinical investigations, can be effectively used for the calibration of

the material model of the cornea. The results of the probe test are able to visu-

alize the differences between the four models. Numerical results seem to exclude
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appreciable differences in the mechanical behavior between the baseline model and

the SL model; while the ST and DT models present some difference in the displace-

ment field.

Finally, we simulate the dynamical air puff test, commonly used in the modern

clinical practice. The air jet acts at the center of the cornea for a very short time,

and causes the inward deflection of the cornea in the central region. The mechanical

response of the cornea models is visualized in Figs. 7 and 8. The apex experiences

the larger displacements during the test, thus the plots in Fig. 7 clarify sufficiently

the difference between the four models. The DT and ST models confirm their higher

compliance and higher stiffness, respectively, while the SL model maintains a strong

resemblance with the baseline model. The maximum deflected configurations of

the four models are compared in Fig. 8. The differences between the SL model and

the baseline model appear only in the profile plots, and, interestingly, involve mainly

the posterior surface of the cornea.

In considering the results presented here, it is clear that simple inflation tests are

not able to provide sufficient information about the material parameters that char-

acterize the collagen structure of the cornea. In fact, the particular structure of the

collagen is not activated by the test and the mechanical characterization of the para-

meters may lead to several sets of values. Contrariwise, in-vivo contact and con-

tactless tests are able to activate (although in a non-natural manner) the particular

internal structure of the reinforcing collagen, therefore they might be used to charac-

terize a specific material model. Moreover, between the quasistatic and the dynamic

tests, the air puff tests seems to be superior, in the sense that the amplitude of the

induced displacements in the cornea might be easier to be measured through optical

imaging.

According to the present study, it appears that the relevance of the collagen orga-

nization at the limbus is not very important in terms of mechanical response of the

corneal shell. In fact, among the four models, the SL model is the closest to the base-

line model in all the numerical simulations. This observation suggests that the main

biomechanical features of the cornea derive from the structure of the collagen in the

optical zone.

The present research has a few drawbacks that we are trying to remove in concur-

rent studies. The most important drawback, that affects only the dynamical tests, is

the absence of the filling fluids, which indeed play an important role in the mechan-

ical response of the system. We are presently developing a coupled fluid-structure

interaction approach, based on meshfree discretazion of the fluid domain, to tackle

this issue [35]. A second drawback is the missing comparison of the stress fields

between the different models. The complexity of the stress fields induced by the

contact and contactless tests requires a heavy manipulation of the numerical results,

that are object of an additional current study.
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Appendix

The first and second invariant of the isochoric Cauchy-Green deformation tensor are

defined as

I1 = tr 𝐂, I2 =
1
2

[
(tr 𝐂)2 − tr(𝐂

2
)
]
. (6)

The two pseudo-invariants I
∗
4M ,M = 1, 2 are defined as

I∗4M = 𝐇M ∶ C. (7)

The structure tensor 𝐇M is defined as

𝐇M = 𝜅M𝐈 + (1 − 3𝜅M) 𝐀M , 𝐀M = 𝐚M ⊗ 𝐚M , (8)

𝐈 being the identity tensor. The scalar parameter 𝜅M depends of the chosen spatial

distribution of the fibrils orientation bM(𝐱). For 3D distributions characterized by

rotational symmetry it holds [36]

𝜅M = 1
4 ∫

𝜋

0
𝜌M(𝛩) sin3 𝛩d𝛩 , (9)

while for planar 𝜋-periodic distributions it holds [37]

𝜅
pl
M = 1

𝜋 ∫
𝜋∕2

−𝜋∕2
𝜌(𝛩) sin2 𝛩 d𝛩 . (10)

The two terms

K∗
M = k2M + 2 k22M

(
I∗4M − 1

)2
(11)

and

𝜎
2
I4M

∕ = C ∶ ⟨𝐀M ⊗ 𝐀M⟩ ∶ C −
(
𝐇M ∶ C

)2
, (12)

are introduced to include the variance of the fibril orientation distribution in the

material model, see [36].
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2 Milestones of Yield Conditions, Flow Rules, Incremental
Deformation Theory and Finite Element Approximations
for Elasto-Plastic Deformations of Ductile Crystalline
Materials

The yielding of ductile materials—predominantly in metal alloys—does not occur

as homogenous inelastic deformation, but predominantly due to energetically pro-

nounced defects of the mono- or polycrystalline structure, such as dislocations, phase

limits and amorphous inclusions. The origins of classical phenomenological theory

of elasto-plastic deformations of ductile continua are mostly applied to metal alloys,

using yield conditions and plastic flow rules. They are treated in the survey article by

O. T. Bruhns [5] (2014). The main discoveries and contributions are as follows

(Fig. 1):

Φ(𝝈dev) = |𝜏|max =
1
2
(𝜎I − 𝜎III); y.c.: Φ = 𝜅. (1)

2.1 Tresca

Tresca [6], published 1864 a yield condition for the application to extrusion of met-

als. It states that yielding takes place if the maximum shear stress takes the critical

value of |𝜏|max, according to the yield condition.

2.2 Barret de Saint Venant

Barret de Saint Venant [7], published in 1871 a constitutive equation for inelastic

strains of an elastically rigid, perfectly plastifying solid material in plane stress state

with the hypothesis of isotropic deformations, stating that the main axes of strain

coincide with the main axes of stress. In this publication five equations for hydro-

Fig. 1 Dislocations due to shear stress in regular monocrystalline material; stress circle for pure

shear with the main stress 𝜎I = 2𝜏max
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stereo dynamics were presented for plane state of strain. The major question remains

whether a plastifying body behaves more like a solid or a fluid.

Levy, [8], published in 1871 a theory for rigid, perfectly plastic ductile materials

using C1
kinematics with coinciding main axes of strain and stress of elastic and

inelastic isotropic deformations. He also presented a comparison of elastic bodies

and viscous fluids. His constitutive equation reads

𝝈 = pI + 2𝜇vis[d − 1∕3tr(d)I]; 𝝈dev = 𝝈 − 1∕3tr(𝝈)I. (2)

2.3 Bauschinger

Bauschinger [9], published in 1886 his model for kinematic hardening as an impor-

tant property of ductile materials for alternating tension and compression, Figs. 2, 3.

After the yield limit for tension, a smaller yield limit takes place for following

unloading and compression due to the crystal property of kinematic hardening, called

Bauschinger Effect. The absolute value of the yield limit 𝜎y remains constant, and

only the midpoint of the yield locus, the backstress 𝜶, is changing. The yield stress

has to be replaced by the reduced stress in the flow rule s = 𝝈y − 𝜶, i.e. elastic

unloading and subsequent compression until yielding takes the double value of the

initial yield stress in tension, being valid for small plastic deformations.

Fig. 2 Kinematic hardening of a 1D Specimen due to cyclic tension and compression
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Fig. 3 a yield cylinder in main stress space, Π the deviatoric plane; b yield curves in the deviatoric

plane; c yield loci for plane states of stress in main stress

2.4 Huber

Huber [10], published in 1904 a yield criterion, depending on the critical value of

2nd invariant J2 of the deviatoric stress tensor, according to his experimental obser-

vations and measurements.

2.5 von Mises

von Mises [11], published in 1913 independently the J2 yield condition, Fig. 3.

Φ(𝜎ij) = J2(𝜎ij,dev) = 𝜅
2
0 . (3)

This pressure-insensitive yield criterion reads for octahedral shear stress

J2 =
1
2
tr(𝜎dev)2 = 𝜅

2
0 > 0; J1 = 0; J3 = det 𝜎dev,

3∑

i=1
(𝜎dev,i)2 = 2𝜅2

0 , (4)

the related inelastic constitutive equation reads

𝐝 − 1
3
tr(𝐝)𝐈 = c 𝜎dev. (5)

2.6 Hencky

Hencky [12], proposed the above introduced deviatoric yield condition (5) in 1923

with the geometrical interpretation of the Tresca- and von Mises yield conditions by

convex yield surfaces in the 3D-space of main stresses for 3D-states of stress. The

following Figs. 4, 5 show graphic illustrations.
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Fig. 4 Patterns of orthogonal slip lines in the half plane with application to plastic gliding of soil

due to static loading

Fig. 5 Combined isotropic and kinematic hardening, (a) of a 1D tension test and (b) evolution of

yield curves for 2D-states of stress

2.7 Hencky

Hencky [13], also presented a simple but practically very important slip line theory

for metal forming with applications to metals and soils.

2.8 Chaboche and Roùchellier

Chaboche and Roùchellier [14], combined isotropic and kinematic hardening with

internal variables which are not directly measurable but derivable, requiring the iden-

tification from measurable quantities and their evolution (Fig. 4).

Φ(𝜎dev,A(𝜖)
p
dev) = Φ̄(𝜎dev − Adev) = k2(𝜖p

com), (6)

𝜅(𝜖p
com) = k∞ + (k0 − k∞)e−b𝜖A

com . (7)
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Fig. 6 Uni-axial tension test

with loading, unloading and

reloading

The evolution equation for isotropic hardening is (Fig. 5)

�̇�(𝜖p
com) = b(𝜅∞ − 𝜅(𝜖p

com))�̇�
p
com; 𝐀 =

3∑

i=1
𝐀i. (8)

2.9 Clausius and Duhem

Clausius [15] and Duhem [16], introduced a free energy function Ψ and an internal

variable tensor 𝛼 for the thermodynamical theory of plastic yielding, using internal

variables, S(X) = ̂S(F(X), [Θ],𝜶); 𝜶 = {𝛼k}. The Clausius-Duhem inequality reads

𝝈 ∶ d − 𝜌( ̇Ψ + s ̇𝜃) − 1
𝜃

q ⋅ g ≥ 0, g = 𝛁x𝜃. (9)

The 2nd law of thermodynamics with the maximum dissipation principle is

Dpl = 𝝈 ∶ �̇�pl − 𝛽�̇� ≥ 0.

With this, the governing equations for yielding and hardening of isothermal linear

elasto-plasticity follow for 1D-stress states as (Fig. 6):
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(1) Additive split ∶ 𝜖pl ∶= 𝜖geo − 𝜖el; 𝜎 = E𝜖el (10)

(2) Yield function ∶ Φ(𝜎, 𝜎y) = |𝜎| − 𝜎y; el. dom. |𝜎| < 𝜎y (11)

(3) Plastic flow rule ∶ 𝜖pl = �̇� sign(𝜎) (12)

(4) Hardening law ∶ 𝜎y = �̂�(𝜖pl) (13)

(5) Hard. par. ∶ �̇� = �̇�pl (14)

(6) Kuhn − Tucker conditions ∶ Φ < 0, �̇� ≥ 0, 𝛾Φ = 0. (15)

Determination of �̇�: Φ̇ = sign(𝜎)�̇� − H�̇�pl; hardening modulus H =
d𝜎y

d𝜖pl
,

stress rate: sign(𝜎)�̇� = H�̇�pl; plastic multiplier: �̇� = E
H + E

|�̇�|. (16)

2.10 Prandtl (1924) and Reuss (1930)

Ludwig Prandtl [17] (1924) and Endre Reuss [18] (1930), published in 1924 and

1930 the elastoplastic tangent operator for 1D states of stress. This tangent operator

reads for 3D states of stress with the associated plastic flow functionΦ = Ψ for linear

isothermal deformations:

(1) Additive split of strain tensor ∶ 𝜖pl ∶= 𝜖geo − 𝜖el; 𝜎 = E𝜖el (17)

(2) Free energy function ∶ Ψ = ̂Ψ(𝝐el,𝜶) (18)

(3) Constitutive equations ∶ 𝝈 = 𝜕Ψ
𝜕𝝐

; thermodynamic force A = 𝜕Ψ
𝜕𝜶

(19)

(4) Yield function ∶ Φ = Φ̂(𝝈,A), (20)

associated flow rule ∶ Ψ = Φ = ̂Ψ(𝝈,A) (21)

(5) Plastic flow rule and hardening law derived from a flow potential ∶

�̇�pl = �̇�N(𝝈,A), N = 𝜕Ψ
𝜕𝝈

; �̇� = �̇�H(𝝈,A), H = 𝜕Ψ
𝜕A

(22)

N flow velocity tensor, H hardening tensor
(6) Loading∕Unloading criterion ∶ Φ ≤ 0, �̇� ≥ 0, �̇�Φ = 0 (23)

Optimality conditions for max. dissipation principle, Lueneberger (1973)
(7) Determination of the plastic multiplier �̇� , with ∶

�̇� = Del ∶ (�̇�geo − �̇�N); A = 𝜌 𝜕Ψpl∕𝜕𝜶; 𝝈 = 𝜌 𝜕Ψel∕𝜕𝝐el; �̇� = ⋯
⋯

. (24)
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2.11 Consistent Numerical Elastoplastic Tangent Operator
for Linearized Strains

According to E. Reuss and C. Nagtegaal, J.C. Simo and R.L. Taylor [19] (1985),

derived the consistent elastoplastic tangents.

Cel−pl =
𝜕𝝈n+1

𝜕𝝐n+1
= 𝜕�̂�

𝜕𝝐n+1
|
𝜶n
. (25)

Consistent tangent operator for v.Mises y.c. and isotropic hardening:

Cel−pl =
𝜕𝝈n+1

𝜕𝝐
trial
el,n+1

, (26)

ℂel−pl = ℂel −
(ℂel ∶ N)⊗ (ℂel ∶ N)
N ∶ ℂel ∶ N +H

; N = 𝜕Φ
𝜕𝝈

; H =
𝜕
2Ψpl

𝜕�̄�
2
pl

= 𝜕𝜅

𝜕𝝐pl
. (27)

2.12 A Short Extension to Finite Strain Elastoplasticity
and Consistent Numerical Tangent

Incremental finite strain elastoplasticity for stable states of equilibrium and the coer-

civity of internal energy is presented by using multiplicative decomposition of strain,

Frechet-derivatives and the chain rule, yielding corresponding consistent tangent

operators with the same formal structure as for linearized strains, published by Simo

[20] (1988).

The implicit exponential map of the plastic flow equation fulfilling incompres-

silibity condition reads

Fpl,n+1 = exp (Δ𝛾RT
el,n+1 ⋅

𝜕Ψ
𝜕𝝉

|n+1Rel,n+1) ⋅ Fpl,n. (28)

The system of algebraic equations for incremental finite deformation with prescribed

incremental deformation gradient FΔ is

Fel,n+1 = FΔ ⋅ Fel,n ⋅ RT
el,n+1 exp(−Δ𝛾

𝜕Ψ
𝜕𝝉

|n+1) ⋅ Rel,n+1, (29)

𝜶n+1 = 𝜶n + Δ𝛾Hn+1.

The elastic predictor-return mapping algorithm follows as

Ftrial
el,n+1 = FΔ ⋅ Fel,n ; 𝜶trial

n+1 = 𝜶n, (30)
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with the plastic admissibility condition Φ(𝝉 trial
n+1 , A

trial
n+1) ≤ 0.

The approximate update has the same format as for linear strain

𝝐el,n+1 = 𝝐
trial
el,n+1 − Δ𝛾Nn+1.

The incremental constitutive equation reads

𝝉 = �̂�(𝜶n,Fn+1) = �̃�{𝜶n, 𝝐
trial
el,n+1[B

trial
el,n+1(Fpl,n,Fn+1)]}. (31)

The elastoplastic consistent tangent of stress is gained with the chain rule

𝜕�̂�

𝜕Fn+1
= 𝜕�̃�

𝜕𝝐
trial
el,n+1

∶
𝜕𝝐

trial
el,n+1

𝜕Btrial
el,n+1

∶
𝜕Btrial

el,n+1

𝜕Fn+1
, (32)

with the tangent operator Del,pl =
𝜕𝝉

𝜕𝝐
trial
el,n+1

.

3 Shakedown Theory and Finite Element Analysis

3.1 Modeling of Shakedown Without Damage Evolution

The survey article [21] by Dieter Weichert and Alan Ponter (2014) provides an his-

torical overview. Non-smooth yield functions and associated analysis of standard

generalized materials at corners are approximated by a finite number of normal vec-

tors N =
∑n

i=1 ciNi, with the flow rule �̇�pl =
∑n

i=1 �̇�iNi ; �̇�i ≥ 0.

Generalized multi-surface models were published by J. König, G. Maier [22]

(1981), G. Maier [23] (1988), D. Weichert [24] (1986) and E. Stein, G. Zhang and

J.A. König [25] (1992).

The elastic domain is bounded by a set of non-smooth yield surfaces in stress

space with yield functionsΦi, i = 1,… , n, each with a bounding convex yield surface

Φi(𝝈,A) = 0, and the elastic domain  = {𝝈|Φi(𝝈,A)} < 0, i = 1,… , n.

The yield surface (boundary of 𝜖) is a set of all stresses with Φi(𝝈,A) = 0 for at

least one i and Φj(𝝈,A) < 0,∀j ≠ i.
For associative flow rules, i.e. Ψi = Φi, (where the subgradient is a linear combi-

nation of a finite number of normals), the normal plastic flow vectors are Ni =
𝜕Φi

𝜕𝝈

,

with the loading/unloading conditions Φi ≤ 0, �̇�i ≥ 0, Φi�̇�i = 0.

3.2 Approximation of Largest Possible Load Space Diameter
Max 𝜷 via Reduced Basis Technique

E. Stein et. al. [25] (1992) analyzed the maximum load space diameter max 𝛽 with

reduced basis technique (Fig. 7):
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Fig. 7 Evolution of

diameter 𝛽 of local

shakedown problem

Theorem: The conditionsΦ(m�̄�(x) ≤ [K(x) − k0(x)]2, m > 1 for a time-independent

macro eigenstress field �̄�(x) and a backstress field �̄�(x), with the yield function

Φ{m[𝝈el(x, t) + �̄�(x) − �̄�(x)]} ≤ k0(x)2 are necessary and sufficient for shakedown

within a n-dimensional load space with diameter max 𝛽.

The adaptively controlled optimization algorithm with subspace iteration reads

(Fig. 7)

𝛽 → max for
NG∑

i=1
Ci𝝆i = C𝝆 = 𝟎,

Φ(𝛽𝝈i(j) + 𝝆i − 𝜶i) ≤ 𝜎
2
0 ∀(i, j) ∈ , , Φ(𝜶i) ≤ (𝜎y − 𝜎0)2. (33)

The reduction factor of the computational effort for reduced base technique is

about 100.

3.3 Example of Experimental and Numerical Elastoplastic
Ultimate Loads and Shakedown Loads for Steel Girders
with Cutouts at the Supports

The maximum number of load cycles for cyclic loading experiments of two girders

(1 and 2) before failure are (Figs. 8, 9):

for girder 1: first observed crack of 1 mm length at cycle no. 180; failure load at cycle

no. 371;

for girder 2: first crack at cycle no. 145; failure load at cycle no. 372.
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Fig. 8 Steel girder TPE

500, St.52-3 with cutouts at

the supports and different

rounding diameters and drill

holes at the in-jumping

corners

Fig. 9 2D-discretization

with DKT- and Q1 finite

elements

The numerical ultimate load and the maximum shakedown load, both for linear elas-

tic, ideally plastic deformation, are Fid.pl.
ult. = 633, 2 kN and Fid.pl.

sha.d. = 164, 2 kN.

For kinematically hardening plastic deformations the corresponding results are:

Fkin.hard.
ult. = 878, 0 kN and Fkin.hard.

sha.d. = 164, 2 kN (Figs. 8, 9).

4 A Posteriori Error Estimation for Primal FEM
with h-Adaptivity

4.1 Governing Equations

This analysis is based on the following set of equations, F.-J. Barthold, M. Schmidt

and E. Stein [26] (1998); E. Stein and M. Schmidt [27] (2003):
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1. Kinematic linearization 𝝐 ∶= 𝝐
p + 𝝐

e

2. Free elastic energy Ψ = ̂Ψ(𝝐, 𝝐p
, 𝛼)

3. Macro − stresses 𝝈 = 𝜕
𝝐

̂Ψ(𝝐, 𝝐p
, 𝛼)

4. Micro − stresses 𝛽 = 𝜕
𝛼

̂Ψ(𝝐, 𝝐p
, 𝛼)

5. Dissipation and 2nd law 
p = 𝝈 ∶ �̇�

p − 𝛽�̇� ≥ 0
of thermodynamics

6. von Mises yield condition Φ = Φ̂(𝝈, 𝛼) = ||dev𝝈|| −
√

2
3
(𝜎0 + h(𝛼))

7. Hardening rule h(𝛼) = 𝜎0 + (𝜎∞ − 𝜎0)(1 − e−𝜔𝛼) + 𝛼H

8. Flow rule, load factor 𝛾 �̇�
p = 𝛾𝜕

𝝈
Φ̂(𝝈, 𝛽) = 𝛾n , n ∶= dev𝝈

||dev𝝈||
9. Evolution −�̇� = 𝛾𝜕

𝛽
Φ̂(𝝈, 𝛽)

10. Kuhn − Tucker conditions 𝛾 ≥ 0 , Φ ≤ 0 , 𝛾Φ = 0 (34)

The volume-specific stored energy rate at all points x ∈ Ω ⊂ ℝ3
reads

̇̃
 ∶= 𝝈 ∶ �̇� + �̇�Φ

⏟⏟⏟

!
=0

= 𝝈 ∶ �̇�
el + ̇

𝛽𝛼

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

̇Ψ

+𝝈 ∶ �̇�
pl − ̇

𝛽𝛼

⏟⏞⏞⏞⏞⏟⏞⏞⏞⏞⏟

pl

+ �̇�Φ. (35)

Parametric time integration for strain-controlled load steps Δ𝛾 at time increment

Δt = tn+1 − tn yields

tn+1

∫
tn

̇̃
 dt =

tn+1

∫
tn

( ̇Ψ +
pl + �̇�Φ) dt = Ψn+1 +

tn+1

∫
tn

(pl + �̇�Φ) dt, (36)

with
̇̃
 → ̇Ψ for �̇�

pl → 0.

4.2 Spatial a Posteriori Discretization Errors
in Adequate Norms

Only spatial discretization errors are analyzed in this section, whereas the error due

to the choice of usually equal incremental time (load) steps is not considered herein,

but will be treated in Sect. 5.

The incremental spatial discretization error e(X) ∶= u(X) − uh(X) at time tn+1 has

three components, presented with the relevant norms for:
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(i) Residual error of equilibrium

|||eeqn+1
|||2Ω =

∫Ω,tn+1
(𝝐el − 𝝐

el
h ) ∶ ℂ ∶ (𝝐el − 𝝐

el
h ) dV +

∫Ω,tn+1
(𝛼 − 𝛼h)H (𝛼 − 𝛼h) dV ,

(37)

(ii) Error of plastic strain rate

||ediss,n+1||
2
2(Ω)

=
∫Ω,tn+1

𝝈 ∶ (�̇�pl − �̇�
pl
h ) dV +

∫Ω,tn+1
𝛽(�̇� − �̇�h) dV , (38)

(iii) Incremental error of the Kuhn-Tucker conditions for yielding, loading and

unloading

||eKT ,n+1||
2
2(Ω)

=
∫Ω,tn+1

�̇�hΦh dV . (39)

Using Q1P0 quadrilateral 2D elements for numerically stable plane strain analysis

of non-linear hardening mild steel, the explicit spatial residual error indicator of

equilibrium reads, E. Stein and M. Schmidt [27] (2003):

(i) 𝜂
2
eq,res =

∑

e
[h2e ∫Ωe

R2
h dV + he

∫Γe

J2e dA], ; [𝜂eq] =
√

Nm, (40)

and with gradient-smoothed C0
continuous stresses 𝝈∗(x)

𝜂
2
eq,smo =

∑

e
[
∫Ωe

(𝝈∗ − 𝝈h) ∶ ℂ−1 ∶ (𝝈∗ − 𝝈h) dV]. (41)

The spatial incremental error indicator of plastic strain evolution reads

(ii) 𝜂
2
�̇�

P = ||𝝈∗ ∶ (�̇�p
∗ − �̇�

p
h)||

2
L2(Ω)

+ ||𝜷∗ ⋅ (�̇�∗ − �̇�h)||2L2(Ω)
, [𝜂eq] =

√
Nm, (42)

with gradient-smoothed stresses 𝝈∗ and 𝜷∗ and plastic strain rates �̇�
pl
∗ and �̇�∗. The

related error indicator by Peric and D.R.J. Owen [28] (1994) is

(iii) 𝜂PO = ||(𝝈∗ − 𝝈h) ∶ (�̇�p
∗ − �̇�

p
h)||L2(Ω), (43)

yielding similar numerical results as ours. A relation of this indicator to the consti-

tutive equation error estimator by P. Ladeveze (1991) can be shown.

The spatial error indicator for the Kuhn-Tucker conditions �̇� ≥ 0, Φ ≤ 0, �̇�Φ = 0 is

derived by using higher order polynomials, yielding

(iv) 𝜂
2
KT = ||�̇�Φ − �̇�hΦh||

2
L2(Ω)

= ||�̇�hΦh||
2
L2(Ω)

, [𝜂eq] =
√

Nm. (44)
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Remark: a discontinuity of discrete solutions occurs at the transition from elastic to

plastic deformation. This has to be reduced by small time (loading) steps.

The total incremental spatial error indicator for equilibrium, plastic strain evolu-

tion and the Kuhn-Tucker conditions then results in

𝜂all ∶= (𝜂2eq + 𝜂
2
�̇�

P + 𝜂
2
KT )

1∕2
. (45)

These error indicators and related adaptive meshes were calculated for the example

of an aluminium plate in plane strain state with a central hole, Fig. 10.

Fig. 10 a Stretched rectangular aluminium plate in plane strain state with a hole, b points for which

data were collected, c incremental strain controlled static loading steps. The total load 𝜆t̄ is acting

within 18 load steps
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Fig. 11 a Plastic zone at static load factor 𝜆 = 4, 60, shortly before failure, b graded FE-mesh with

24200 Q1P0 finite elements, 24642 nodes and 49062 DOFs

The material data are:

Young’s modulus E = 206899.94MPa

Poisson’s ratio 𝜈 = 0.29
Compr. modulus K = 164206 MPa

Initial yield stress y0 = 450 MPa

Saturation stress y∞ = 750MPa
Linear hardening h = 129 MPa

Hardening exponent 𝜔 = 16.93.

Numerical Results

Plastic Zone shortly before Static Failure
Figure 11 shows the plastic zone for the load factor 𝜆 = 4, 60 which is 99% of the

critical load 𝜆ult = 4, 66. The computation is started with a graded mesh, according

to the analytical form of the decaying singularity from the edge of the central hole.

Graded meshes are efficient as starting meshes before remeshing from a regular start-

ing grid according to a posteriori error distribution.

Error Indicator 𝜂eq for Equilibrium
Figure 12 shows the distribution of the error indicator 𝜂eq at load factor 𝜆 = 4, 5 and

the final adaptive FE-mesh according to the tolerance of the error indicator 𝜂eq.

Error Indicator 𝜂
�̇�

P for Plastic Strain Rate �̇�p

Figure 13a and b display the error indicator 𝜂
�̇�

P for load factor 𝜆 = 4, 5 and the related

adaptive FE-mesh at the prescribed error tolerance. The error is restricted to the edge

of the progressing plastic zone. Figure 13c and d shows the corresponding results

for the related error indicator by Perić and Owen with about the same number of

equations for the shown refined meshes.
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Fig. 12 a Error indicator 𝜂eq for load factor 𝜆 = 4, 5, b adaptive FE-mesh according to 𝜂eq

Error Indicator for the Kuhn-Tucker Conditions
In Fig. 14a the error indicator of the Kuhn-Tucker conditions is depicted, which is

concentrated at the edge of the progressing yield zone. Figure 14b exhibits the related

adaptively defined FE-mesh at the prescribed error tolerance.

Total spatial error indicator for the three partial error indicators 𝜂eq, 𝜂�̇�p , 𝜂KT
at load factor 𝜆 = 4.5, is presented in Fig. 15.

It can be seen from Fig. 15a and b that the dominating part of the total error indicator

results from the error of equilibrium. Of course, weighting factors can be introduced

to emphasize certain partial indicators.

5 Interactive a Posteriori Error Estimator
in Time and Space

A rigorous coupled error estimation in time and space is only successful with a mixed

approximation, useful with the discontinuous Galerkin weak form.

Using here an operator split, FDM is applied in time and FEM in space. The

parametric load steps in time are chosen globally, either fixed or adaptive.

The total error in time and space can be deduced from the stress power of stored

elastic energy and plastic dissipation energy, equations (35) and (36), as

̇̃
 = 𝝈 ∶ 𝝐 = 𝝈 ∶ (�̇�e + �̇�

p) = 𝝈 ∶ �̇�
e

⏟⏟⏟

�̇�

+ 𝝈 ∶ �̇�
p

⏟⏟⏟

̇p

. (46)
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Fig. 13 a Error indicator 𝜂
�̇�

P by Stein/Schmidt for load factor 𝜆 = 4, 5 and b with related adaptive

FE-mesh at error tolerance; c error indicator 𝜂
�̇�

P according to Perić/Owen and d with the adaptive

FE-mesh at error tolerance

Time integration yields

t

∫

0

̇̃
 dt =

t

∫

0

�̇� dt +
t

∫

0

𝝈 ∶ �̇�
p dt = 𝜓 +

t

∫

0

̇
p dt. (47)
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Fig. 14 a Error indicator 𝜂KT at load 𝜆 = 4.5, and b adapted FE-mesh at error tolerance; c yield

function Φh and integration points for 2 × 2 integration in case of Q1 elements as well as 3 × 3
integration points for Q2 elements

The global error reads

e2 = ||𝝈 − 𝝈h||
2
E(Ω,t) +

t

∫

0

|| ̇
p − ̇

p
h||(Ω,t) dt. (48)

The total error indicator is gained by recovered gradients yielding C0
continuous,

smoothed stresses 𝝈∗ improving stresses, yielding

𝜂
2
total =

1
2

t

∫
0

∫
Ωt

(𝝈∗ − 𝝈h) ∶ ℂ−1 ∶ (𝝈∗ − 𝝈h) dV dt +
t

∫
0

∫
Ωt

(𝝈∗ − 𝝈h) ∶ (�̇�pl
∗ − �̇�

pl
h ) d V dt.

(49)

With the check 𝜓 >

t
∫

0
̇p d𝜏 ⇝ adaptivity in space, else ⇝ adaptivity in time,

adaptivity in space is activated, otherwise activity in time. The error indicator for

the time increment Δt = tn+1 − tn reads

𝜂Δt = ||𝝈h||L2(Ωtn )
||

tn+1

∫
tn

�̇�
p d𝜏 − Δ𝝐p

h||L2(Ωtn )
; Δ𝝐p

h = 𝝐
p
h,n+1 − 𝝐

p
h,n. (50)
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Fig. 15 a Error indicator 𝜂all for load factor 𝜆 = 4.5, b adaptive FE-mesh for the prescribed error

tolerance, and c effectivity index with respect to the number of unknown nodal displacements in

logarithmic scale

The integral in equation (50) must be computed for every load step; the prefactor of

this equation (50) is a weighting term for getting the overall dimension of an energy;

the second term results in

||

tn+1

∫
tn

�̇�
p d𝜏 − Δ𝝐p

h||L2(Ωt)|| = ||

tn+1

∫
tn

�̇�(t)n(t) d𝜏 − Δt𝛾n+1nn+1||L2(Ωt)||
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= ||

tn+1

∫
tn

[�̇�(t)n(t) − 𝛾n+1nn+1] d𝜏||L2(Ωt)||

≤

tn+1

∫
tn

||�̇�(t)n(t) − 𝛾n+1nn+1||L2(Ωt) d𝜏||

≤ Δt max
t∈[tn,tn+1]

||�̇�(t)n(t) − 𝛾n+1nn+1||L2(Ωt)||. (51)

We assume the worst case that the largest difference n(t) − nn+1 occurs at t = tn, and

chosing 𝛾(t) = 𝛾n+1 yields

𝛾Δt ≤ 𝛾n+1||nn − nn+1||L2(Ωt)Δt (52)

As nn = nn+1 holds for Hencky plasticity, 𝜂Δt is also a measure for the difference

between the Prandtl-Reuss and the Hencky plasticity theory. For �̇� = 0 we get 𝜂Δt =
0, i.e. elastic deformation does not influence 𝜂Δt, resulting in

𝜂
2
Δt = ||𝜎∗||L2(Ω,tn) ⋅ 𝛾Δt. (53)

The combined total error indicator in space and time (load) at time t results in

𝜂
2
total = ||𝝈∗ − 𝝈h||

2
E(Ωt)

+
t

∫

0

|| ̇
p
∗ − ̇

p
h||(Ωt) d𝜏, (54)

yielding the error indicators in time and space

𝜂Δt ≤ ||𝝈h,t||L2(Ωt)||nn+1 − nn||L2(Ωt)Δt, (55)

𝜂space = ||𝝈∗,t − 𝝈h,t||E∗(Ωt). (56)

This coupled error estimation requires the consistent transfer of internal variables

and computed nodal data, realized by using the transfer errors of the projected mate-

rial parameters via monomials of higher p-order, M. Ortiz, J.C. Simo [29] (1986)

(Fig. 16).

Figure 17 exhibits the error indicators in time and space, (50) and (52), applied to

incremental adaptivity of time (load)-steps Δ𝜆 and the FE-mesh with Q1P0 quadri-

lateral elements of the stretched aluminium plate with a central hole, Fig. 10, E. Stein,

S. Ohnimus and M. Rüter [30] (2001).

Remark: our coupled adaptive strategy yields the expected upper bound property

for discretization errors in space and time, realized with relatively small CPU-times

in total.
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Fig. 16 Transfer errors due to projections, using Gauss-point based shape functions M (𝜖, n) by

Ortiz/Quigley; with element nodes at ∙ and Gausspoints at ◦; There are two methods, A: First inter-

polation from father Gausspoints to element nodes, secondly, interpolation from nodes to child

Gausspoints, and B direct interpolation from parent Gausspoints to child Gausspoints, requiring

only one interpolation, i.e. faster and more accurate

time error too big

(a)

(b)

Fig. 17 a A posteriori error estimation in space and time (load) after each load step and

new computation with FE-remeshing and smaller/or equal load steps for 𝜂total > TOL; b stag-

gered scheme for transfer of internal variables, with meshes 1, 2, 3, 4 and load increments Δ𝜆,

𝜆 = 0; 1; 2; 2, 5; 3; 3, 5; 4, 5; 4, 6

Another straight-forward—but much more CPU-time consuming—strategy was

published by L. Gallimard, P. Ladevèze, J.P. Pelle [31] (1997) with local error-based

adaptivity in space and globally refined equal time steps, repeating the full load his-

tory for all chosen time steps.
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6 Conclusion

A condensed synopsis of the history of experimental observations and classical

mathematical modeling with C1
kinematics of elastoplastically deforming poly-

crystalline materials is presented, combined mesh-based FEM with adaptive h-

refinements. A postriori error analysis and adaptivity in space as well as in space

and parametric time is derived and applied to the example of a stretched aluminium

plate with a central hole. Furthermore, adaptive shakedown analysis for kinemati-

cally hardening materials is presented with an example. In total, the main goal of

this contribution is the presentation of experimentally based sound mathematical

models with the challenge of verification the finite element approximations by given

tolerances of related bounded error norms.
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VEM for Inelastic Solids

R.L. Taylor and E. Artioli

1 Introduction

The virtual element method (VEM) is a generalization of the finite element method

recently introduced in [1–5]. It is capable to deal with general polygonal/polyhedral

meshes and to easily implement highly regular discrete spaces (see for instance [3]).

The VEM approach has experienced an increasing interest in the scientific commu-

nity, both from a mathematical and an engineering point of view.

By making use of non-polynomial shape functions, the VEM can easily handle

general polygons/polyhedrons without effort in integration at the element level. Poly-

tope meshes can be very useful in several instances, such as domains with cracks,

inclusions, and for the automatic use of hanging nodes, moving boundaries, and

adaptivity.

In addition to approaches cited above recent works on this topic have been applied

to many areas of scientific interest, including [6–15] to name a few. In the more

specific framework of structural mechanics, VEM has been introduced in [2] for

two dimensional linear elasticity at general “polynomial” order, in [11] for three

dimensional linear elasticity at the lowest order, in [6] for general two dimensional

elastic and inelastic problems in small deformation (lowest order), in [14] for contact

problems and in [16, 17] for applications to two-dimensional problems with elastic

and inelastic behavior.
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The present contribution applies the VEM to the case of arbitrary order of accu-

racy in a general computational framework using the Finite Element Analysis Pro-

gram (FEAP) [18]. The goal is hence to develop a numerical tool that retains the

many features of an existing finite element platform for use in many problems with

existing algorithms for arbitrary order of accuracy. The key idea of the method is

to use a projection of the unknown field and relative gradient on a suitable polyno-

mial space base and to treat such an approximation as it would be done for stan-

dard isoparametric finite element technology. In particular, the aim of the paper is

to show that VEM structure can fit a general finite element coding setting and make

use of the many available features of a general purpose FEM platform, for arbitrary

“polynomial” order. Starting from this key point leads to use of classical tools of

linear/nonlinear finite element analysis as shown by representative benchmarks pre-

sented in the numerical test section of the work.

2 Theory for C𝟎 Elements

For the two-dimensional theory, we consider a general polygon with ne sides and

vertices. In addition we assume each of the sides may have a k-order interpolation

using nodes placed along the individual segments. For example for a quadratic order

we use the two vertices and one mid-side node to define the behavior of the edge; for

a cubic order we use the two end nodes and two nodes placed along the interior of the

edge. Accordingly, each i-edge may be interpolated between vertex i and vertex i + 1
(assuming a numbering proceeding counter-clockwise around the element boundary)

as
1
:

𝐗 = N(1)
a (𝜉) �̃�a ; a = i, i + 1, c1, c2,… (1)

where N(1)
a are one-dimensional Lagrange interpolation functions expressed in terms

of the parent coordinate: −1 ≤ 𝜉 ≤ 1 [19]. The interpolations are based on spacing

of the nodal parent coordinates on the edge. These may be equally spaced, as is

common for traditional isoparametric elements, or at the Gauss-Lobatto points as

described in much of the VEM literature (e.g., the hitchhiker’s guide [4]).

The application of VEM is most easily implemented in existing finite element

programs (e.g.,FEAP [18]) by using a shape function form [19]. This allows for

reuse of much of the theory in finite element references [19–21] and existing program

modules for element residual and tangent operators without significant programming

effort. In the classical finite element method we express the interpolations over the

area (or volume) of an element in terms of two-dimensional shape functions which

may be defined as

1
In this work the superscript on shape functions denotes the spatial dimension of the interpolation.
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v(𝐗, t) = 𝜑a(𝐗) ṽa(t) (2)

where the shape functions 𝜑a(𝐗) satisfy the Kronecker property [19]

𝜑a(�̃�b) =
{

1 ; if a = b
0 ; if a ≠ b (3)

For general polygonal shaped elements, however, it is difficult to find closed form

expressions for these shape functions. Instead in the VEM the displacement field is

expressed by an approximation which we denote as
2

v(𝐗, t) ≈ N(2)
a (𝐗) ṽa (4)

which we assume also satisfy the Kronecker property. The above form is described by

a projection of the classical functions onto the space of VEM functions. In addition,

in VEM approximations to derivatives of the shape functions 𝜙a are obtained by a

separate projection operation, that is

𝜕v
𝜕Xj

=
𝜕𝜙a

𝜕Xj
ṽa ≈

𝜕N(2)
a

𝜕Xj
ṽa (5)

3 The Local Virtual Element Space

Consider a two dimension domain Ω ⊂ ℝ2
partitioned into a collection h of non-

overlapping polygons E, not necessarily convex: Ω = ∪E∈h
E.

For each polygon E, we will denote by Vi (i = 1,… , ne) its vertices counterclock-

wise ordered, and by ei the edge connecting Vi to Vi+1. For each polygon E we define

a local finite element space Vk(E). The local virtual element space Vk(E) contains all

polynomials of degree k plus other functions whose restriction on each edge is a

polynomial of degree k. Any function vh ∈ Vk(E) satisfies the following properties:

∙ vh is a polynomial of degree k on each edge e of E, i.e., vh|e ∈ k(e);
∙ vh on 𝜕E is globally continuous, i.e., vh|𝜕E ∈ C0(𝜕E);
∙ Δvh is a polynomial of degree k − 2 in E, i.e., Δvh ∈ k−2(E).
It is proved [4] that Vk(E) admits the following degrees of freedom:

∙ the value of vh at the vertices of E;

∙ the value of vh at k − 1 internal points on each edge e [viz. Eq. (1)];

∙ the moments of vh in E up to order k − 2 :

1
|E| ∫E

vh m𝛼, 𝛼 = 1,… , nk−2

2
The superscript on shape functions denotes the spatial dimension of the interpolation.
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where the scaled monomials m𝛼 are defined in (8a) and nk−2 = dimk−2(E).

As a consequence, the dimension of Vk(E) is

dimVk(E) = ne + ne(k − 1) + nk−2 = nek +
(k − 1)k

2
.

4 Shape Function Approximation

We denote the approximate k-order shape functions of parameters in the VEM as

N(2)
a = m(k)

i (X̂j)P0
ia (6a)

and those for the derivatives as

𝜕N(2)
a

𝜕Xj
= m(k−1)

i Pd
ija (6b)

In this regard, we again note that VEM differs from the usual isoparametric approach

where the derivatives are deduced directly from the shape functions by appropriate

use of the chain rule.

In the above we follow the practice of using scaled parameters to define the com-

plete set of k-order polynomials for m(k)
i . Accordingly, we let

X̂j =
Xj − Xc

j

hd
(7)

where Xc
j is a suitably chosen point in the interior and hd is a measure of the

diameter of the VEM. In the present work Xc
j is located at the centroid of the VEM

element which simplifies some of the expressions. Thus, for a k order VEM in two-

dimensions we use the set

𝐦(k) =
[
1 X̂1 X̂2 X̂2

1 X̂1X̂2 X̂2
2 … X̂k

2

]
(8a)

for shape functions and for the derivatives the k − 1 set

𝐦(k−1) =
[
1 X̂1 X̂2 … X̂k−1

2

]
(8b)
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4.1 Projector Development

A projection operator is introduced as follows:

P0
E,k ∶ Vk(E) ⟶ k(E)

For the sake of simplicity, the subscripts E and/or k will be omitted when no confu-

sion can arise.

The operator P0
is defined for every vh ∈ Vk(E) (up to a constant) by the following

orthogonality condition:

∫E
∇pk ⋅ ∇

(
P0vh − vh

)
= 0 for all pk ∈ k(E). (9)

For the projectors we follow the developments presented in the hitchhiker’s guide

[4] and in Artioli et al. [16, 17]. We consider a VEM with ne vertices and boundary

segments.

The displacement projector, P0
ia, may be computed from

P0
ia = H−1

il Bla (10)

where

H1l =
1
Ve

ne∑
a=1

mk
l (�̂�a) ; k = 1

H1l =
1
Ve ∫Ve

mk
l d ; k > 1

(11a)

and

Hil =
∫Ve

𝜕mk
i

𝜕X̂j

𝜕mk
l

𝜕X̂j

dV (11b)

and

B1a =
1
ne

; a = 1, 2, 3 ; k = 1

B1a =
{

0 ; a = 1, 2,… ,

1 ; a = (k + 1)(k + 2)∕2 ; k > 1

Bla =
∫Ve

𝜕mk
l

𝜕X̂j

mk
i P

d
ija dV

(12)

Again details for the computation may be found in [4, 16].

Since neither the function vh nor its gradient are explicitly computable in the ele-

ment interior points, the method proceeds by introducing a projection operator Pd
E,k,
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representing the approximated spatial gradient associated with the virtual displace-

ment, defined as:

Pd
E,k ∶ Vk(E) ⟶ k−1(E) (13)

Given vh ∈ Vk(E), such an operator Pd
is defined as the unique function Pd(vh) ∈

k−1(E)2 that satisfies the condition:

∫E
Pd(vh) ⋅ pk−1 =

∫E
∇(vh) ⋅ pk−1, ∀pk−1 ∈ k−1(E)2 . (14)

This operator represents the best approximation of the spatial gradient (in the square

integral norm) in the space of piecewise polynomials of degree (k − 1). Although the

functions in Vk(E) are virtual, the right hand side in (14) (and thus the operator Π)

turns out to be computable with simple calculations [16, 17].

The result for the derivative projector, Pd
ija, may be expressed by

Pd
ija = Gil Ps

lja (15)

where

Gij =
∫Ve

mk−1
i mk−1

j dV (16)

and for the boundary nodes

Ps
lja =

∑
ne ∫

𝜕Vne

mk−1
l nj N(1)

a (𝜉) dS (17)

where nj are components of the outward normal to the boundary and N(1)
a are one-

dimensional shape functions that interpolate the boundary segment nodal vertex and

(for k > 1) mid-edge parameters. In addition for k > 1 there are internal parameters

required for these are computed as described in references [4, 16].

5 Quadratic VEM with Curved Edges

The use of VEM with interpolation along the edge permits the description of ele-

ments with curved sides. For example if we consider a quadratic VEM in two-

dimensions the edges between two adjacent vertices will have 3-nodes: 2-vertex

nodes and 1-node placed at the mid-side. The hexagonal VEM shown in Fig. 1a can

have the top edge curved as shown in Fig. 1b. The integration of (17) may be conve-

niently carried out using a one-dimensional isoparametric interpolation of the edge

using a Gauss quadrature [19].
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(a) Quadratic hexagonal VEM (b) Curved quadratic edge

Fig. 1 Quadratic VEM with curved edges

(a) Triangles for volume integration (b) Local numbering & coordinates.

Fig. 2 Volume integration of a VEM

Volume integrations of a VEM is often computed by dividing the element into

sub-triangles about a common node in the interior (viz. Fig. 2a) and using quadrature

in terms of barycentric coordinates. If the barycentric coordinates on the triangle are

denoted as La (Fig. 2b) and we let the position for L3 be 𝐗3 (local numbering) then

the interpolation for coordinates in the triangle may be described by

𝐗 = N1(La) �̃�1 + N2(La) �̃�2 + L3 �̃�3 + N4(La) �̃�4 (18a)

where

N4(La) = 4L2 L2 (19)

and the shape functions for the vertex nodes are given by



388 R.L. Taylor and E. Artioli

Fig. 3 Curved edge

boundary interpolation for

cubic VEM

N1(La) = L1 −
1
2
N4(La)

N2(La) = L2 −
1
2
N4(La)

N3(La) = L3

(20)

Grouping the terms together gives the interpolation

𝐗 = L1 �̃�1 + L2 �̃�2 + L3 �̃�3 + N4(La)
[
�̃�4 −

1
2
�̃�1 −

1
2
�̃�2

]
(21)

A similar process may be used to define higher order VEMs with curved edges.

Figure 3 shows a cubic edge where the placements for the b1 may be at either equal

spaces as usually used in isoparametric finite element analysis or at Gauss-Lobatto

points as in some previous VEM presentations. Currently, curved edges are used

only at problem boundaries.

5.1 Element Development

The presentation of the shape functions in the previous sections and the procedure

to integrate over element volumes using regular subregions, allows for a straight for-

ward development of elements for small deformation problems in solid mechanics.

In this case we can define the strains in terms of the approximate shape function

derivatives given in (6b) as

ε =
⎧⎪⎨⎪⎩
𝜖11
𝜖22
2 𝜖12

⎫⎪⎬⎪⎭
=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

𝜕N(2)
a

𝜕X1
0

0
𝜕N(2)

a

𝜕X2
𝜕N(2)

a

𝜕X2

𝜕N(2)
a

𝜕X1

⎤⎥⎥⎥⎥⎥⎥⎥⎦

{
ũa
ṽa

}
(22)

To account for near-incompressible constraints the three field mixed 𝐮-p-𝜃

approach may be used. [19, 20] For small strain problems in Cartesian coordi-

nates (e.g., plane strain and plane stress) the VEM and mixed strain are of identical

order and, consequently, no differences result between standard displacement and

the mixed approach can be appreciated.

If we consider problems with an axisymmetric geometry the strains are given by
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ε =
⎧⎪⎨⎪⎩

𝜖rr
𝜖zz
𝜖θθ

2𝜖rz

⎫⎪⎬⎪⎭
=

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

𝜕N(2)
a

𝜕r
0

0
𝜕N(2)

a

𝜕z
N(2)
a

r
0

𝜕N(2)
a

𝜕z
𝜕N(2)

a

𝜕r

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦

{
ũa
ṽa

}
(23)

where ũa and ṽa are nodal displacements in the radial and axial direction, respec-

tively. In this case we also need a projection for the shape functions N(2)
a . For near

incompressible behavior, a 𝐮-p-𝜃 mixed form may be introduced to retain constant

volumetric behavior over each element. This may be introduced in the usual way as

Πv =
∫E

p̂
[
𝜖v − 𝜖ii

]
r dr dz (24)

in which we use

p̂ = m(k)
i p̃a

𝜖v = m(k)
i 𝜖a

(25)

Introducing the above into the weak form of a solid mechanics problem leads

to the residual and tangent matrix for the consistent part of the formulation. In this

form of the formulation we may introduce whatever constitution we want in the for-

mulation and in the present work we utilize the material library from FEAP [18].

Note, however, that both consistency and stability are required for convergence of

any formulation.

5.2 Stabilization

Except for simplex elements the above development for a VEM results in rank defi-

cient tangent matrices and it is necessary to introduce proper stabilization terms.

Here we use the approach described by Artioli et al. [16] where the stabilization

tangent matrix for each component is given by

𝐊ab = 𝜏

[
𝛿ab − Dai d−1ij Dbj

]
(26a)

where

dij = Dai Daj (26b)

and 𝜏 is a parameter dependent on the consistent tangent matrix part. The basic sta-

bilization matrix is for boundary nodes is given by
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Dia = mi(X̂a) (27a)

and for the internal node by

Dia =
∫Ve

mi(X̂) dV (27b)

In previous presentations on elasticity the parameter 𝜏 is recommended to be

selected a one-half the trace of the consistent tangent matrix. In the present work, the

choice of the 𝜏 parameter for problems which may have near incompressible behav-

ior is computed from the trace of the consistent part of the stiffness scaled by the ratio

of the shear modulus to the bulk modulus of an isotropic material. Accordingly, we

use

𝜏 = 3
4
tr(𝐊) 1 − 2𝜈

1 + 𝜈
(28)

For inelastic material we replace the trace of the stiffness by that from the previous

time step to ensure that quadratic convergence occurs in our Newton algorithm.

6 Examples

The formulation for k order 1 and 2 VEM elements has been implemented as a mod-

ule in the general purpose finite element program FEAP [18]. Element formulations

for displacement and mixed 𝐮-p-𝜃 (viz. Zienkiewicz et al. [20]) are considered. The

implementation has access to the material library which permits the consideration

of elastic, visco-elastic and elasto-plastic models. All solution and graphics features

are also available so that mesh, displacement and stress contours may be displayed.

6.1 Example: Tension Strip with Slot

Stabilization Parameter Verification
To verify the selection of our scaling of the stabilization parameter 𝜏 we consider an

axisymmetric behavior for the tension strips shown in Fig. 4 with all straight edges

of the slotted tensions strip quadrant restrained in the normal direction. The top edge

is then subjected to a displacement of 0.002 and the total reaction force measured.

The linear elastic properties of the material are selected to give a shear modulus (𝜇)

equal to 1000 and different Poisson ratios between 0.45 and 0.4999995 are consid-

ered. Table 1 presents the results for the two stabilizing criteria for a k = 1 VEM

and compare results to a mixed Q1P0 finite element solution. All subsequent VEM

analyses use the scaled Poisson ratio value.
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x

y

1.0 1.0

1.0

1.0

0.30.05 0.05

σ
y
 = 1

(a) Problem description (b) Mesh for quadrant

Fig. 4 Region and mesh used for slotted tension strip

Table 1 Verification on choice of stabilization parameter

𝜈 Total Load

1
2
tr(𝐊) 3(1−2𝜈)

4(1+𝜈)
tr(𝐊) Q1P0

0.4500000 1.0766E + 01 1.0733E + 01 1.0740E + 01
0.4950000 9.0359E + 01 8.2794E + 01 8.3322E + 01
0.4995000 7.6399E + 02 3.1542E + 02 3.2342E + 02
0.4999500 7.1749E + 03 4.4037E + 02 4.5616E + 02
0.4999950 7.1128E + 04 4.5855E + 02 4.7570E + 02
0.4999995 7.1058E + 05 4.6064E + 02 4.7775E + 02

Elasto-plastic Tension Strip
As a second example we consider the solution of the tension strip shown in Fig. 4 for

both plane and axisymmetric models that employ an elasto-plastic material model

with isotropic linear hardening. For this analysis we set the properties to: E = 2500,

𝜈 = 0.25, 𝜎y = 5, Hiso = 5. The load-displacement curve for the two cases is shown

in Fig. 5a, b. Results were also verified by comparison with a solution using Q1P0

elements. Contours for the Mises stress are shown in Fig. 5c–f for the four cases con-

sidered. The stress contours for the VEM elements are computed using a local least

squares averaging scheme [22]. For the k = 1 models the stress over each element

is projected onto constants and averaged at the nodes. For the k = 2 elements the

stress over each sub-triangle of the element is assumed linear and these are averaged

at the nodes. As observed in Fig. 5 the results for the different schemes are smooth

considering the coarse nature of the mesh around the slot.
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(a) Plane Strain (b) Axisymmetric
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Fig. 5 a–bLoad-displacement response for plane strain and axisymmetric, elasto-plastic strip with

a slot. c–f Mises stress contours

6.2 Contact of a Circular Disk on a Rigid Surface

As a last example we consider the behavior of k = 1 and k = 2 VEM formulations

for a circular disk with unit radius that is pressed into a rigid surface. One quadrant

of the disk is meshed for k = 1 and k = 2 VEM elements and has an initial gap of

0.002 units. The material properties are elasto-plastic with the same values as for

the slotted strip. A uniform displacement at the top of the disk quadrant is applied in
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(a) Deformed mesh for quadrant (b) Load-Displacement

Fig. 6 Region and mesh used for slotted tension strip

equal steps to a maximum value of 0.1 units. The final deformed mesh for the k = 2
discretization is shown in Fig. 6a and the load-displacement result for both cases in

Fig. 6b. The contact constraint is enforced at each node using a Lagrange multiplier

approach (this solution method is valid since the master contact surface is rigid). The

use of quadratic elements smooths the result, primarily due to the added number of

nodes on the boundary but also due to curvature of the edge which gives a more

accurate modeling of the approach.

7 Closure

In this presentation we have formulated the two-dimensional virtual element method

in terms of shape functions that permit the straight forward coding of the consis-

tent part stiffness and residual for small strain inelastic behavior. The approach also

allows for curved edges on elements with quadratic and higher order forms. The

approach has been implemented in the general purpose finite element analysis sys-

tem FEAP and allows for solution of both steady state and transient analyses. The

methodology has been demonstrated for elasto-plastic behavior of plane strain and

axisymmetric problems including a simple case of contact on a rigid surface. With

a shape function approach it is possible to easily extend the solution to problems in

other areas, including for example thermal, seepage, and fluid forms which utilize

C0
interpolations.
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Improved Contact Stress Recovery
for Mortar-Based Contact Formulations

Christoph Wilking, Manfred Bischoff and Ekkehard Ramm

1 Introduction

In a variety of engineering applications knowledge of accurate contact stress is of

great importance. The contact stress dependency of the wear depth in wear problems

is a typical example. A second example are thermomechanical problems, where the

contact heat transfer coefficient depends on the contact stress. In the present con-

tribution the contact stress calculation for dual mortar formulations is addressed in

a large deformation setting. Lagrange multipliers are used to enforce the contact

constraints and appear as additional unknowns in the formulation. If the Lagrange

multipliers are discretised by so-called dual shape functions they can be condensed

from the global system of equations. This aspect makes dual mortar methods more

efficient than standard mortar formulation without using dual shape functions. Orig-

inally the dual shape functions were presented in the context of mortar methods

by Wohlmuth [21]. Applications to contact problems can be found for example in

[1, 10, 13, 18]. An overview on dual mortar methods for contact is given in [16].

Since the Lagrange multiplier is identified as the negative contact stress, the choice

of its shape functions affects the contact stress approximation. Linear dual shape

functions yield discontinuous contact stresses which are physically not meaning-

ful. In Hüeber et al. [8] an additional post-processing is suggested leading to a

continuous contact stress. It can be shown that the corresponding contact stress

is less accurate than the one resulting from a standard mortar formulation. In this
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contribution a new post-processing procedure is presented to get more accurate con-

tact stresses for a dual mortar formulation. A variety of numerical examples demon-

strate the advantage of this new approach.

2 Problem Description

This section provides the main equations for tied contact problems and unilat-

eral contact problems between two solid bodies in 2d and 3d. The two bodies are

described in the reference and current configuration by the open sets 𝛺
(𝛼)

and 𝛺
(𝛼)
t ,

where the superscript 𝛼 = 1, 2 identifies the involved bodies. The boundaries 𝜕𝛺
(𝛼)

of the bodies in the reference configuration are divided into three non-overlapping

sets: the boundaries 𝛤
(𝛼)
N and 𝛤

(𝛼)
D with prescribed Neumann and Dirichlet boundary

conditions, respectively, and the potential contact boundaries 𝛤
(𝛼)
c . The correspond-

ing boundaries in the current configuration are denoted by 𝛾
(𝛼)
N , 𝛾

(𝛼)
D and 𝛾

(𝛼)
c , respec-

tively. As common in the contact literature 𝛤
(1)
c , 𝛾

(1)
c are termed slave surfaces and

𝛤
(2)
c , 𝛾

(2)
c master surfaces. The current position 𝐱(𝛼) of a material point of domain 𝛺

(𝛼)
t

is expressed by the position 𝐗(𝛼)
of the material point in the reference configuration

and its displacement 𝐮(𝛼):

𝐱(𝛼)(𝐗(𝛼)
, t) = 𝐗(𝛼) + 𝐮(𝛼)(𝐗(𝛼)

, t). (1)

The gap gn between each point 𝐱(1) of 𝛾
(1)
c and the master surface in the direction

of the surface normal 𝐧c at 𝐱(1) is given by

gn(𝐱(1)) = −𝐧c(𝐱(1)) ⋅ (𝐱(1) − �̄�(2)(𝐱(1))). (2)

Herein, �̄�(2)(𝐱(1)) is the point on the master surface which is found from the projection

of 𝐱(1) onto 𝛾
(2)
c in the direction of 𝐧c. If the gap is zero at one point the bodies are in

contact leading to a contact stress 𝐭(1)c , which is decomposed into its components in

normal and tangential direction:

𝐭(1)c = tn𝐧c + 𝐭
𝜏
, tn = 𝐭(1)c ⋅ 𝐧c. (3)

The tangential contact stress 𝐭
𝜏

is zero for unilateral contact, since frictionless contact

is assumed in this contribution. Equilibrium in the contact zone renders 𝐭(2)c = −𝐭(1)c .

From (2) and (3) the Hertz-Signorini-Moreau conditions for frictionless unilateral

contact are given by

gn ≥ 0, tn ≤ 0, gntn = 0. (4)

For tied contact problems the contact condition is
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𝐠 = 𝟎, with 𝐠 = (𝐱(1) − �̄�(2)(𝐱(1))). (5)

Since only quasi-static problems are analysed in this contribution, the boundary

value problem for each body reads

Div𝐏(𝛼) + 𝜌
(𝛼)
0 𝐛(𝛼) = 𝟎 in 𝛺

(𝛼)
,

𝐮(𝛼) = �̂�(𝛼) on 𝛤
(𝛼)
D ,

𝐏(𝛼)𝐍(𝛼) = �̂�(𝛼) on 𝛤
(𝛼)
N ,

𝐏(𝛼)𝐍(𝛼) = 𝐭c(𝛼) on 𝛤
(𝛼)
c ,

(6)

where 𝜌0 is the density in the reference configuration, 𝐛 is the body load, 𝐍 is the

normal on 𝛤N∕c and �̂� and �̂� are the prescribed traction and displacement, respec-

tively. 𝐏 is the first Piola-Kirchhoff stress tensor, which is related to the second

Piola-Kirchhoff stress tensor 𝐒 and the deformation gradient 𝐅 by 𝐏 = 𝐅𝐒. For the

St. Venant-Kirchhoff material used in this contribution via 𝐒 = ℂ ∶ 𝐄 the second

Piola-Kirchhoff stress tensor 𝐒 is related to Green-Lagrange strain 𝐄 and the fourth-

order elasticity tensor ℂ.

Here, the Lagrange multiplier method is used to enforce the unilateral contact

constraints (4) and the tied contact constraints (5). The additional unknown Lagrange

multiplier 𝝀 can be identified as the negative contact stress of the slave surface, thus

𝐭(1)c = −𝝀. (7)

With this relation the virtual work principle is formulated as basis for the finite

element formulation. Using admissible spaces for the unknown displacement field

and the Lagrange multiplier field and their variations the virtual work principle is

defined as

𝛿𝛱 =
2∑

𝛼=1

(
𝛿𝛱

(𝛼)
int − 𝛿𝛱

(𝛼)
ext

)
+
∫
𝛾
(1)
c

𝝀 ⋅
(
𝛿𝐮(1) − 𝛿�̄�(2)

)
da

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝛿𝛱c

= 0.
(8)

Equation (8) is the weak formulation of the strong boundary value problem given in

(6). The first part of (8) represents the common internal and external virtual work of

both bodies. With 𝛿𝛱c the virtual contact work is introduced which can be written

as a single integral over the slave surface due to 𝐭(2)c = −𝐭(1)c . The bar shown in 𝛿�̄�(2)
indicates the necessity of a projection for quantities defined on the master surface.

The solution of (8) for admissible 𝐮 and 𝝀 has to be found on condition that the

constraints are satisfied. The constraints (4) for unilateral contact can be stated as

variational inequality, see [7], and are given weakly as

∫
𝛾
(1)
c

gn(𝛿𝜆n − 𝜆n) da ≥ 0. (9)
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The normal components 𝛿𝜆n and 𝜆n in (9) are derived analogously to (3). For tied

contact the weak form of constraint (5) is defined as

∫
𝛾
(1)
c

𝛿𝝀 ⋅ (𝐮(1) − 𝐮(2)) da = 0. (10)

3 Spatial Finite Element Discretisation

The weak formulation of the contact problem (8)–(10) is now used to derive the mor-

tar finite element formulation of the problem. For this the geometry, the displacement

field and the virtual displacement field are discretised with standard C0
-continuous

Lagrange shape functions NI :

𝐗 ≈ 𝐗h(𝝃) =
nnd∑

I=1
NI(𝝃)𝐗I , 𝐮 ≈ 𝐮h(𝝃) =

nnd∑

I=1
NI(𝝃)𝐝I .

𝛿𝐮 ≈ 𝛿𝐮h(𝝃) =
nnd∑

I=1
NI(𝝃)𝛿𝐝I .

(11)

Herein, nnd is the number of finite element nodes, 𝝃 are the natural coordinates of

the elements, 𝐝I is the vector of discrete displacements of node I and 𝛿𝐝I the virtual

counterpart. In this contribution solely linear approximation spaces are considered,

thus bi-linear quadrilateral elements for 2d problems and tri-linear hexahedral ele-

ments for 3d problems are used.

With the quantities of (11) the discretised internal and external virtual work can

be given concisely by

𝛿𝛱int =
2∑

𝛼=1
𝛿𝛱

(𝛼)
int ≈ 𝛿𝐝T𝐟int (𝐝), 𝛿𝛱ext =

2∑

𝛼=1
𝛿𝛱

(𝛼)
ext ≈ 𝛿𝐝T𝐟ext . (12)

𝐟int (𝐝) is the global vector of non-linear internal forces and 𝐟ext is the global vector

of external forces, which is assumed to be independent of 𝐝.

Similarly the unknown Lagrange multiplier field and its virtual counterpart are

discretised using a Bubnov-Galerkin method:

𝝀 ≈ 𝝀
h(𝝃) =

ns∑

I=1
𝛯

(1)
I (𝝃)𝐳I , 𝛿𝝀 ≈ 𝛿𝝀

h(𝝃) =
ns∑

I=1
𝛯

(1)
I (𝝃)𝛿𝐳I , (13)

where ns is the number of slave nodes, 𝐳 the global vector of nodal Lagrange mul-

tiplier values and 𝛯 are the shape functions for the Lagrange multiplier field. The

latter will be specified in Sects. 3.1.1 and 3.1.2. Inserting (11) and (13) into 𝛿𝛱c
yields the discretised virtual contact work:
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𝛿𝛱
h
c =

ns∑

I=1

ns∑

K=1
𝐳I ⋅

∫
𝛾 h
c

𝛯
(1)
I N(1)

K da

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

DIK

𝛿𝐝(1)K −
ns∑

I=1

nm∑

L=1
𝐳I ⋅

∫
𝛾 h
c

𝛯
(1)
I N̄(2)

L da

⏟⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏟

MIL

𝛿𝐝(2)L .

(14)

Herein, nm and ns are the number of master and slave nodes, 𝛾
h
c is the discrete rep-

resentation of 𝛾
(1)
c . DIK as well as MIL are so-called mortar integrals. The evaluation

of the mortar integrals is a crucial step of mortar methods and described in detail in

[3, 19]. The mortar integrals are elements of the mortar matrices 𝐃 and 𝐌, which

can be given as nodal blocks:

𝐃[I,K] = DIK𝐈nd , 𝐌[I,L] = MIL𝐈nd , (I,K) = 1,… , ns, L = 1,… , nm. (15)

For a concise notation of the discrete virtual contact work three main sets of nodes

are established: set N contains all nodes which are not part of the slave or master

contact boundary, set M contains all nodes of the master side and set S contains all

nodes of the slave side. The latter is further subdivided into A , including all active

slave nodes, and the set I of all remaining slave nodes. With this subdivision the

global vectors 𝐝 and 𝛿𝐝 read

𝐝 =
[
𝐝N 𝐝M 𝐝S

]T
, 𝛿𝐝 =

[
𝛿𝐝N 𝛿𝐝M 𝛿𝐝S

]T
(16)

and the discrete virtual contact work can be written concisely:

𝛿𝛱
h
c = 𝛿𝐝TS𝐃T𝐳 − 𝛿𝐝TS𝐌T𝐳 = 𝛿𝐝T

⎡
⎢
⎢⎣

𝟎
−𝐌T

𝐃T

⎤
⎥
⎥⎦

⏟⏟⏟

𝐁T
c

𝐳 = 𝛿𝐝T𝐟c(𝐝, 𝐳). (17)

With 𝐟c being the vector of discrete contact forces.

Using the discretised quantities from (12) and (17) to discretise the entire virtual

work 𝛿𝛱 from Eq. (8) the equilibrium equation can be written as

𝐫(𝐝, 𝐳) = 𝐟int (𝐝) − 𝐟ext + 𝐟c(𝐝, 𝐳). (18)

For tied contact problems 𝐟c is independent of the displacement and the entire

non-linear system of equation is

𝐫(𝐝, 𝐳) = 𝐟int (𝐝) − 𝐟ext + 𝐟c(𝐳) = 𝟎, 𝐁c𝐝 = 𝟎, (19)

where the second equation represents the discrete contact constraints for tied contact

problems, see e.g. [12].
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To formulate the non-linear system of equations for unilateral contact, firstly the

discrete weighted gap

g̃I =
∫
𝛾 h
c

𝛯Ighn da (20)

is introduced. In (20) ghn is the discretisation of the gap defined in (2) and 𝛯I are the

shape functions of the Lagrange multiplier. With the discrete weighted gap g̃I the

non-linear system of equations for unilateral contact reads

𝐫(𝐝, 𝐳) = 𝐟int (𝐝) − 𝐟ext + 𝐟c(𝐝, 𝐳) = 𝟎, (21)

g̃I ≥ 0, znI ≥ 0, znI g̃I = 0, (22)

𝐳
𝜏
= 𝟎. (23)

Herein, 𝐳 is decomposed into zn and 𝐳
𝜏

analogously to (3). Equation (22) are a point-

wise representation of the weak contact constraints for frictionless unilateral contact

from (9). The equivalence of the weak contact constraints and the pointwise con-

straints is shown in detail in [7].

The tied contact problem (19) is solved by Newton’s method. One way to solve

the non-linear inequalities of the unilateral contact problem given in (21)–(23) is by

using a non-smooth variant of Newton’s method, see e.g. [14] for a comprehensive

explanation.

3.1 Discretisation of the Lagrange Multiplier Field

So far the discretisation space of the Lagrange multiplier field is not specified. Within

this section two different shape functions 𝛯 for the approximations in (13) are con-

sidered and thereby two different mortar methods are introduced: the standard mortar

method and the dual mortar method.

3.1.1 Standard Lagrange Shape Functions

In this contribution it is referred to as a standard mortar method if 𝛯 = N, i.e. if stan-

dard linear Lagrange shape functions are used for the discretisation of the Lagrange

multiplier field. Thus, the Lagrange multiplier field is approximated by the same

shape functions as the displacement field and the geometry. For 2d problems the

shape functions used for the 2-node slave elements are

N(1)
1 (𝜉) = 1

2
(1 − 𝜉), N(1)

2 (𝜉) = 1
2
(1 + 𝜉). (24)
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Fig. 1 Standard shape function (left) and dual shape function (right) in natural coordinates shown

for node 1 of a slave element

N(1)
1 (𝜉) is shown to the left in Fig. 1. In 3d the slave elements are 4-node quadrilater-

als. The well-known definition of their shape functions is skipped here for the sake

of brevity.

3.1.2 Dual Shape Functions

Alternatively so-called dual shape functions𝛷 can be used to discretise the Lagrange

multiplier field. In the framework of mortar methods dual shape functions were

applied for the first time in [21]. Early applications to mortar methods for unilateral

contact can be found in [9, 10]. The underlying mortar method is called dual mortar

method in this contribution whenever dual shape functions are used to discretise the

Lagrange multipliers, thus 𝛯 = 𝛷.

Dual shape functions have some advantages compared to standard shape functions

which emanate from their fulfilment of the biorthogonality relation

∫
𝛾
(1)
c,e

𝛷I(𝝃)NK(𝝃) da = 𝛿IK
∫
𝛾
(1)
c,e

NK(𝝃) da, 𝛿IK =
{ 1 for I = K,

0 for I ≠ K.
(25)

As a result the mortar integral DIK , defined in (14), simplifies to DKK = ∫
𝛾 h
c
N(1)
K da,

i.e. the mortar matrix 𝐃, given in (15), becomes a diagonal matrix. As a consequence

the contact constraints can be locally satisfied, allowing an efficient condensation of

the Lagrange multiplier from the global system of equations, see [20] for details.

Thus the formulation has only as many degrees of freedom as if contact would not

be present, making the dual mortar method more efficient than the standard mortar

method.

The condensation of the Lagrange multiplier can easily be shown by investigating

the structure of the linearisation of (21)–(23):



402 C. Wilking et al.

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣

𝐊N N 𝐊N M 𝐊N I 𝐊N A 𝟎 𝟎
𝐊MN �̃�MM �̃�MI �̃�MA −𝐌T

I
−𝐌T

A
𝐊IN �̃�IM �̃�II �̃�IA 𝐃T

II
𝟎

𝐊AN �̃�AM �̃�AI �̃�AA 𝟎 𝐃T
AA

𝟎 𝟎 𝟎 𝟎 𝐈I 𝟎
𝟎 𝐆M 𝐆I 𝐆A 𝟎 𝟎
𝟎 𝟎 𝐋I 𝐋A 𝟎 𝐓A

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

⎡
⎢
⎢
⎢
⎢
⎢
⎢⎣

𝛥𝐝N
𝛥𝐝M
𝛥𝐝I
𝛥𝐝A
𝐳I
𝐳A

⎤
⎥
⎥
⎥
⎥
⎥
⎥⎦

= −

⎡
⎢
⎢
⎢
⎢
⎢
⎢
⎢⎣

𝐫N
�̃�M
�̃�I
�̃�A
𝟎
�̃�A
𝟎

⎤
⎥
⎥
⎥
⎥
⎥
⎥
⎥⎦

. (26)

For a detailed derivation of the linearisation and an explanation of each entity it is

referred to [14]. Here, it should only be emphasized that from line four in (26) the

Lagrange multiplier can efficiently be eliminated by condensation:

𝐳A = 𝐃−T
AA

(
−�̃�A −𝐊AN 𝛥𝐝N − �̃�AM𝛥𝐝M − �̃�AI 𝛥𝐝I − �̃�AA 𝛥𝐝A

)
.

(27)

The computational cost of the condensation is very low, since the calculation of

inverse 𝐃−T
AA

is trivial due the fact of 𝐃AA being diagonal. With the condensa-

tion (27) a system of equations can be formulated, which only has displacement

degrees of freedom and which size is independent of the size of the active contact

zone. The values for the Lagrange multipliers are calculated in a post-processing step

with (27).

Several dual shape functions exist satisfying the biorthogonality relation. Here,

only linear ones are considered, e.g. for 2d problems:

𝛷
(1)
1 (𝜉) = 1

2
(1 − 3𝜉), 𝛷

(1)
2 (𝜉) = 1

2
(1 + 3𝜉). (28)

Dual shape function 𝛷
(1)
1 (𝜉) is shown to the right of Fig. 1. For 3d problems the dual

shape functions depend on the geometry of the slave element and thus cannot be

given a priori, see [4–6] for details relating the calculation of the dual shape functions

and [1, 15] for their consistent treatment on so-called boundary elements.

The remainder of this sections focuses upon the completeness of the dual shape

functions because this property is important for Sect. 4. The linear dual shape func-

tions described before are complete up to order zero only and and thus unable to

represent linear functions exactly. In contrast, standard linear shape functions are

1-complete. The compatibility between interconnected elements also differs for both

shape functions. The standard linear shape functions are C0
-continuous, whereas

the dual counterparts are only C−1
-continuous. Since the variational index of the

Lagrange multiplier is m = 0 for the considered tied as well as the unilateral contact

problem, consistency is ensured even for the dual mortar method. But it is shown in

the following section that the lower continuity negatively effects the physical inter-

pretation of the Lagrange multiplier field.
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4 Contact Stress Recovery from Lagrange Multipliers

In this section the accuracy of the contact stress is investigated for the standard and

the dual mortar method. The contact stress can be obtained from the finite element

solution in two ways. The first one derives the stress at the contact interface from

the stress field 𝜎 of the bodies in contact. In the considered case of a displacement

based finite element formulation the stress field is calculated from the derivatives of

the displacement field and thus it is not very accurate. Here, the second possibility is

considered, which uses of the relation between the contact stress and the Lagrange

multiplier from (7). In this case no derivatives are involved and therefore the contact

stress is more accurate.

For the standard mortar method the approximation of the contact stress

𝐭(1)c = −𝝀 is found from (13) using 𝛯 = N. Due to the compatibility and complete-

ness properties of N resulting contact stresses are continuous. This is not the case

for dual mortar formulation, where the contact stress is discontinuous and thereby

unphysical [8]. The discontinuity originates from the zero completeness and theC−1
-

continuity of the dual shape functions.

4.1 Continuous Contact Stress for the Dual Mortar Method

In order to obtain physically meaningful continuous contact stresses for dual mortar

formulations in [8] a linear interpolation of nodal values �̃�I by standard Lagrange

shape functions NI is suggested. For linear shape functions the nodal values �̃�I cor-

respond to 𝐳I from (27) and therefore the linear interpolation reads

t̃hcx = −
ns∑

I=1
zdIxN

(1)
I . (29)

The additional superscript d point out to the discrete Lagrange multipliers of

a dual mortar method. The interpolation given for the x-component of 𝐭c can be

extended accordingly to all other components. With the following illustrative exam-

ple the accuracy of this contact stress representation is compared to those of the

contact stress for the standard mortar method and of the discontinuous contact stress

for the dual mortar method. The considered contact stress representations are abbre-

viated as follows:

std m standard mortar method, using standard Lagrange shape functions

to interpolate the contact stress, continuous contact stress,

dual m dual mortar method, using dual shape functions to interpolate the

contact stress, discontinuous contact stress,

dual m, 𝛱
h𝐭c dual mortar method, using standard Lagrange shape functions to

interpolate the contact stress, see [8], continuous contact stress.
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4.2 Illustrative Example with Linear Contact Pressure

The problem setting of the 2d example is given in the left part of Fig. 2. It consists of

two separate bodies 𝛺
(1)

and 𝛺
(2)

which are subjected to a constant volume load in

global y-direction. Due to Poisson’s ratio 𝜈 = 0.2 both bodies press against each other

at the contact interface 𝛾c, so that a linear contact pressure can be expected from the-

ory of linear elasticity. Here, we use a geometrically non-linear setting described in

Sects. 2 and 3 to solve the problem. In order to evaluate the contact pressure different

mesh sizes are investigated. The coarsest mesh is illustrated in Fig. 2 and referred to

as mesh level 0. Finer levels are obtained by replacing each quadrilateral element by

four quads. As shown in Fig. 2 the meshes of the bodies do not coincide at the contact

interface. In this example a finer mesh is used for body 𝛺
(2)

than for body 𝛺
(1)

. The

ratio of the elements on slave side to the elements on the master side is s ∶ m = 2 ∶ 3.

Since friction is neglected in this contribution, the contact stress is entirely repre-

sented by the contact pressure which acts in normal direction to the contact interface.

At each slave node discrete Lagrange multiplier values 𝐳I are calculated from (27),

in case of the dual mortar method, or by solving (21)–(23) in case of the standard

mortar method. The distribution of the contact stresses is obtained by relations (13)

and (7). For mesh level 2 the contact pressure for the different methods are given

in Fig. 2. The contact pressure of the standard mortar method is almost linear and

continuous. If dual shape functions are used to approximate the Lagrange multiplier

field the contact pressure is discontinuous. With the linear interpolation described

in Sect. 4.1 an almost linear and continuous contact pressure can be recovered from

the dual mortar formulation.

To quantify the accuracy of the different contact pressure representations their

error is investigated. Here, the mesh dependent L 2
-error norm

Fig. 2 Linear contact pressure—problem description, mesh shown for level 0, contact pressures

for different mortar methods and interpolations



Improved Contact Stress Recovery for Mortar-Based Contact Formulations 405

Fig. 3 Linear contact

pressure—error of tcx in

mesh dependent L 2
-norm
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10−5

‖ t c
x
−
th cx

‖h L
2

characteristic element size in m

std m

dual m

dual m,

‖tcx − thcx‖
h
L 2 =

√√√√
nse∑

e=0
he‖tcx − thcx‖2L 2;e

(30)

is used for this purpose, compare [8]. In (30) nse is the number of slave-elements, he
is the characteristic length of the e-th slave element and

‖tcx − thcx‖
2
L 2;e

=
∫
𝛾
(1),h
c;e

(tcx − thcx)
2 da (31)

is the absolute L 2
-error of the contact stress within the e-th slave element. For the

problem shown in Fig. 2 the errors of mesh levels 0–6 are given in Fig. 3. As refer-

ence solution the contact pressure is calculated with mesh level 7 by a standard mor-

tar formulation. Linear interpolation dual m, 𝛱
h𝐭c substantially reduces the error

compared to the error of the originally discontinuous contact stress of the dual mor-

tar method. But the error is slightly larger than the one resulting from the standard

mortar method showing the same convergence rate compared to the standard mortar

method though.

4.3 L 𝟐-Projection of the Contact Stress of Dual Mortar
Methods

The observed inaccuracy of the contact stress from dual mortar formulations com-

pared to the contact stress of standard mortar formulation motivates the investiga-

tion of an alternative approach to obtain continuous contact stresses for dual mortar

methods. The idea of the approach is illustrated in Fig. 4. The discontinuous contact

stress from the dual mortar calculation is treated like an external load on the contact

boundary. For this “load” consistent nodal forces bI are calculated. In a next step

a matching stress distribution has to be found for the consistent nodal forces. Gen-

erally, this procedure is not unique. But, on condition that the stress is continuous
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(1) (1) (1)

discontinuous
contact pressure

consistent
nodal forces

continuous
contact pressure

tdcx

bxI =
∫

(1),h
tdcxNI da calculate stress on

condition that stress is
linear and continuous

bxI
bxI+1

bxI−1

Fig. 4 Main steps of the calculation of continuous contact pressures via consistent nodal forces

and linear the problem becomes unique. Mathematically this procedure represents a

piecewise linear L 2
-projection of the discontinuous contact stress

tdcx = −
ns∑

I=1
𝛷I𝐳Ix. (32)

The main equations to get the L 2
-projection Ph𝐭dc of 𝐭dc are given in the following.

For further details it is referred to [11]. The consistent nodal forces

bIx =
∫
𝛾
(1),h
c

tdcxNI da ∀ I ∈ S (33)

are elements of vector 𝐛, which can be used together with the analogue consistent

mass matrix

𝐌L 2
= [mL 2

IJ ] ∈ ℝns×ns , mL 2

IJ =
∫
𝛾
(1),h
c

NINJ da ∀ I, J ∈ S (34)

to set up the linear system

𝐌L 2
�̄�cx = 𝐛x. (35)

This linear system can be solved for vector �̄�cx, which contains the new nodal contact

stress values. The L 2
-projection is than calculated via

tL
2

cx = Phtdcx =
ns∑

I=0
NIt̄Icx. (36)

Previous equations solely consider contact stresses in x-direction, all other directions

can be treated equivalently, which corresponds to solving (35) simultaneously for
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Fig. 5 Linear contact

pressure—error of tcx in

mesh dependent L 2
-norm
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Fig. 6 Cubic Contact

Pressure—load, mesh of

mesh level 2 with

s ∶ m = 2 ∶ 3 and

concentration of mesh

density to point (1/0), the

contact pressure of

numerical reference solution

multiple vectors 𝐛. In the following the presented L 2
-projection is abbreviated as

follows:

dual m, Ph𝐭dc dual mortar method, using a consistent L 2
-projection to get contin-

uous contact stresses from the discontinuous ones.

The method to get continuous contact stresses presented in [8] (dual m, 𝛱
h𝐭c) cor-

responds to a L 2
-projection using a lumped mass matrix in (35).

In a first step dual m, Ph𝐭dc is applied to the previously considered problem shown

in Fig. 2, the error is plotted in Fig. 5. With the proposed L 2
-projection the error

of the contact pressure stemming from a dual mortar formulation is practically as

small as that of the standard mortar method. In order to make this numerical exam-

ple more challenging it is considered again with modified parameters. Instead of a

constant volume load a quadratic load is applied according to Fig. 6. Due to this

loading linear elasticity leads to a cubic contact pressure. The contact pressure is

illustrated in Fig. 6, taken from the numerical reference solution for this load, which

is calculated with a mesh discretising both bodies by 350 × 350 elements. Geome-

try and material data are kept the same. The mesh levels are generated as described

above but here the mesh density increases to point (1/0). Since the mesh size varies

and only the nodes on the ends of the contact boundary 𝛾c coincide on the slave and

master line. The mesh of mesh level 2 is illustrated in Fig. 6. The errors of all consid-

ered methods are given for ratios s ∶ m = 2 ∶ 3 and s ∶ m = 3 ∶ 2 in Fig. 7. Similar

observations as for the linear contact pressure can be made. With dual m, Ph𝐭dc the

contact pressure of dual mortar formulations is considerably improved compared to
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Fig. 7 Cubic Contact Pressure—error of contact stress tcx for meshes with increased density to

point (1/0)

dual m and dual m, 𝛱
h𝐭c. The contact stress is practically as accurate as the one of

the standard mortar method.

5 Numerical Examples

To confirm the observations from the previous section all mentioned methods are

applied to further numerical examples. For all problems the error of the contact stress

is calculated for different meshes. The mesh of level 0 is always shown in the figure

describing the problem. Subsequent levels are gained by replacing each quadrilateral

finite element by 4 quadrilateral finite elements. For 3d problems each cubic element

is replaced by 8 hexahedrons.

5.1 Infinite Plate With Circular Hole

The first linear example is an infinite plate with a circular hole under constant in-

plane tension at infinity, for which an analytical solution exists. The tied contact

problem was similarly investigated in [2, 17]. The part of the analysed problem is

shown in Fig. 8. The exact prescribed traction �̂� can be calculated from the analytical

solution given in [2]. Following [17] the plate is divided into two domains with

noncoinciding meshes at the contact interface.

In a first step it is shown that the error of the dual mortar method and the standard

mortar method in the domain is almost identical. For this the displacement field uy as
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Fig. 8 Infinite Plate With Circular Hole—problem description, mesh shown for level 0, analytical

solutions of uy, 𝜎y and tcy

well as the stress field 𝜎y are exemplarily investigated. Both solutions are illustrated

in Fig. 8. TheL 2
-errors are given in Fig. 9 for both mortar methods with a mesh ratio

of s ∶ m = 2 ∶ 3 and for a finite element solution fe without contact, i.e. with a mesh

ratio of s ∶ m = 1 ∶ 1. Both mortar methods as well as the finite element solution

show the optimal convergence rate of O(h2) and O(h), respectively. Furthermore

both mortar methods have almost identical errors. The error of the finite element

solution is slightly larger compared to the mortar methods. This is due to the fact

that different meshes are used and that the characteristic element length is taken to

be the largest element diagonal. The size of the finite elements is almost identical

in the entire domain. The meshes of the mortar methods have smaller elements on

𝛺
(2)

leading to a higher accuracy in this domain. Since dual m, 𝛱
h𝐭c and dual m,

Ph𝐭dc do not effect the solution in the domain their results are not shown here and

can be considered identical to dual m. This investigation shows that the difference

of the contact stress observed in Sect. 4 does not result from an inaccuracy of the

displacement field 𝐮h.
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Fig. 9 Infinite Plate With Circular Hole—absolute error of uy and 𝜎y

Fig. 10 Infinite Plate With

Circular Hole—absolute

error of tcy
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Now the focus is again turned to the contact stress, in particular to the y-component

of 𝐭c. The expected contact stress distribution is given in Fig. 8. The errors of tcy for

all considered methods are given in Fig. 10. Similar to the results of the previous

section, the accuracy of the standard mortar method is better than that for the dual

mortar method dual m. With the two methods to recover continuous stresses dual
m, 𝛱

h𝐭c and dual m, Ph𝐭dc for the dual mortar formulation the stress accuracy can

be improved, in case of dual m, Ph𝐭dc the accuracy is comparable with the standard

mortar method.

5.2 Singular Contact Pressure

The second numerical example of this section is adopted from [8]. Two squares are

loaded such that a singular contact stress occurs. The problem setting with the data

of geometry and material, as well as the deformed bodies are given in Fig. 11. The
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Fig. 11 Singular Contact Pressure—problem description, contact pressure, deformed configura-

tion (shown for mesh level 8, deformation is scaled by factor 400)

Fig. 12 Singular Contact

Pressure—absolute error of

tcy
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problem is calculated considering a non-linear behaviour and unilateral contact con-

ditions. The finite element meshes of both bodies conform on the contact boundary

in the reference configuration but are non-conforming as soon as the load is applied.

The coarsest mesh represents each square by one element. The contact stress tcy is

analysed, the stress distribution is given in Fig. 11. The contact stress distribution is

taken from the numerical reference solution, which is calculated with the standard

mortar method using mesh level 8. The error of tcy is shown in Fig. 12. For this prob-

lem all considered methods have the same convergence rate. With dual m, Ph𝐭dc the

error is as low as that of the standard mortar method.
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5.3 Hertzian Contact Problem

The problem shown in Fig. 13 is similar to the classical Hertzian contact problem,

but considered to be non-linear. Thus, the analytical solution of the Hertzian contact

problem is not applicable. Instead the solution of the standard mortar method with

mesh level 7 is taken as the numerical reference solution for comparing the contact

pressure tcn.

The left diagram of Fig. 14 shows the contact pressure tcn for mesh level 3. If

dual shape functions are used to approximate the contact pressure, large oscillations

are visible and tensile contact pressures occur. Both can be avoided when standard

Lagrange shape functions are used to interpolate the discrete contact pressure values.

Applying the presented L 2
-projection also yields a continuous contact pressure but

slight tensile contact pressures occur at the end of the contact zone. The contact

pressure of the standard mortar method is also slightly oscillating.

The error of tcn is shown in the right diagram of Fig. 14. For this problem the error

of std m is still smaller than the one of dual m but for most mesh levels the error is

larger than the one of dual m, 𝛱
h𝐭c or dual m, Ph𝐭dc . This was not the case in the pre-

vious examples. This irregularity is probably due to the slightly oscillating contact

pressure of std m close to the end of the contact zone. A similar behaviour was also

observed in [17]. The authors of [17] venture the guess that the reason for the oscilla-

tion results from the inappropriate application of the decoupled contact constraints

(22) for standard mortar methods. Strictly speaking, the decoupled constraints are

only applicable for dual mortar formulations, see [7, 12].

For this example the dual m, Ph𝐭dc leads to the smallest error for nearly all mesh

levels. The convergence rates of all considered methods is similar.
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E = 200kN/mm2

= 0.3

Fig. 13 Hertzian Contact Problem—problem description, mesh shown for level 0
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Fig. 14 Hertzian Contact Problem—contact stress tcn distribution for mesh level 3 and absolute

error of tcn

5.4 3d Tied Contact Problem with Curved Contact Interface

The last numerical example is a 3d linear tied contact problem with a curved con-

tact interface. The problem setting and the material data are shown in Fig. 15. The

union of both bodies represents a cube. Body 𝛺
(1)

is one eighth of a sphere. The

face of the cube whose outward normal points in positive x-direction is fixed against

displacements in x-direction. Rigid body motions are prevented by statically deter-

minate support conditions. The constant pressure load qx is applied to the face of

the cube which lies in the global y-z-plane. Due to the loading a constant stress 𝜎x
can be expected. Here, the component in x-direction of the contact stress vector 𝐭c is

investigated, which analytically is given by

tcx = −cos𝜑 sin 𝜃 kN∕mm2
. (37)

The errors of tcx for different mesh sizes are given in Fig. 16. For this 3d problem

the characteristic element size is the largest diagonal of the quadrilateral slave ele-

ments. The contact stress of the standard mortar method is again the most accurate.

With the presented L 2
-projection the error of the dual mortar method is decreased

to the error of the standard mortar method.
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6 Conclusion

The contact stress of linear dual mortar methods is approximated by the same shape

functions as the Lagrange multiplier. These C−1
-continuous shape functions yield

discontinuous contact stresses. However, interpolating the discrete values with stan-

dard Lagrange shape functions the resulting contact stresses are continuous. But the

error of the contact stress is larger than that for standard mortar formulations. As

a remedy a L 2
-projection of the discontinuous contact stresses is presented yield-

ing continuous contact stresses. The error of the contact stress and its convergence

rate was investigated for tied contact and unilateral contact problems. For the given

numerical examples the L 2
-projection leads to comparable results of the standard

mortar method, they are better than known contact stress representations for dual

mortar methods. So far this method has been checked only for simple contact prob-

lems and needs to be investigated in more detail.
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Efficient Low Order Virtual Elements
for Anisotropic Materials at Finite Strains

P. Wriggers, B. Hudobivnik and J. Korelc

Abstract Virtual elements were introduced in the last decade and applied to prob-

lems in solid mechanics. The success of this methodology when applied to linear

problems asks for an extension to the nonlinear regime. This work is concerned with

the numerical simulation of structures made of anisotropic material undergoing large

deformations. Especially problems with hyperelastic matrix materials and transver-

sly isotropic behaviour will be investigated. The virtual element formulation is based

on a low-order formulations for problems in two dimensions. The elements can be

arbitrary polygons. The formulation considered relies on minimization of energy,

with a novel construction of the stabilization energy and a mixed approximation

for the fibers describing the anisotropic behaviour. The formulation is investigated

through a several numerical examples, which demonstrate their efficiency, robust-

ness, convergence properties, and locking-free behaviour.

1 Introduction

Boundary value problems can be solved with the established finite element method

which can handle problems in nonlinear solid mechanics, (see for example the texts

by Bathe [1], Belytschko et al. [7] and Wriggers [35]). However in recent years dif-

ferent methods like the isogeometric analysis, see e.g. Cottrell [15] and the virtual

element method were introduced as tools that bring some new features to numerical

solution schemes in solid mechanics. Virtual element methods, see Beirão da Veiga

et al. [2], allow to explore features like flexibility with regard to mesh generation and

choice of element shapes. There are other element formulations like the polygonal
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or polyhedral elements which also allow for complex element shapes. Some repre-

sentative works in this regard are those by Sukumar [32] and Sukumar and Malsch

[33]; for finite deformation problems including contact, see Biabanaki and Khoei

[9], Biabanaki et al. [10] and Chi et al. [14]. In this paper we like to focus on the

virtual element methodology.

The virtual element method (VEM) is a relatively recent extension of the classical

Galerkin finite element method. The method permits the use of polygonal element

for problems in two dimensions were there is no need for a restriction to convex

elements, nor is it necessary to avoid degeneracies such as element sides having an

interior angle close to 𝜋 radians. Thus the method permits the direct use of Voronoi

meshers, hence crystals in a polycrystalline material can be represented by single ele-

ments. The method was introduced and discussed in the works by Beirão da Veiga

et al. [2, 4] and, for problems in elasticity, Beirão da Veiga et al. [3] and Gain et al.

[17]). Stabilization procedures for the virtual element method that are using hour-

glass stabilization, well known from the work of Belytschko et al. [8], are described

in Cangiani et al. [12] for linear Poisson problems. The use of VEM for nonlinear

problems has been discussed recently in Beirão da Veiga et al. [5] and Chi et al. [13]

for inelastic materials at small strains and hyperelastic materials at finite deforma-

tions.

Within the VEM a variable 𝜑h in the weak formulation or energy functional is

replaced by its projection 𝛱𝜑h onto a polynomial space. This results in a rank-

deficient structure, so that it is necessary to add a stabilization term to the formula-

tion. There are different possibilities to formulate the stabilization. One relies on the

introduction of the difference 𝜑h −𝛱𝜑h between the original variable and its pro-

jection. In order to adhere to a fundamental aspect of VEM in which all integrations

take place on element boundaries, the stabilization term proposed, for example, in

Beirão da Veiga et al. [2, 3] takes the form of a sum of a function of nodal vari-

ables. This is the approach adopted in the recent nonlinear investigation by Chi et

al. [13], with the scalar stabilization parameter of the linear case being replaced by

one that depends on the fourth-order elasticity tensor (that is, the derivative of the

relevant stress measure with respect to the deformation). This leads to a formulation

that works very well when smaller load-steps are applied since the stabilization para-

meter is always related to the deformation of the last converged load step. Another

approach was introduced lately in Wriggers et al. [36] which relies on the addition

of a positive-definite energy ̂Ψ(𝜑h) to the positive semidefinite mean strain energy

Ψ(𝛱𝜑h). The energy ̂Ψ(𝜑h) is evaluated using full quadrature, and for consistency

subtraction of a term involving ̂Ψ(𝛱𝜑h) as a function of the mean strain. This for-

mulation can be consistently linearized and leads to a Newton scheme with quadratic

convergence properties independent of load steps. This stabilization technique was

first described in Nadler and Rubin [26], generalized in Boerner et al. [11] and sim-

plified in Krysl [21] in the context of stabilization procedures for the mean-strain

hexahedron.

The method is extended here to materials that are transversly anisotropic. For

this we will formulate a constraint form to introduce the stiffenning related to fibers.

This will be based on a perturbed Lagrangian formulation which is added to the
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neo-Hookian strain energy functions describing the matrix material. A special ansatz

for the Lagrangian multiplier associated with the fiber stiffness yields locking-free

behaviour. The formulation performs extremely well in benchmark tests involving

regular, distorted and Voronoi meshes.

The structure of the rest of this work is as follows. The governing equations for

nonlinear elasticity are presented in Sect. 2. Section 3 is devoted to a presentation of

the VEM, including the formulation for anisotropic materials. Section 3.2.2 summa-

rizes the stabilization term. Some numerical examples are presented and discussed

in Sect. 4.

2 Governing Equations for Finite Elasticity with
Anisotropic Material Behaviour

Consider an elastic body that occupies the bounded domain 𝛺 ⊂ ℝ2
. The body 𝛺

has a boundary 𝛤 which comprises non-overlapping sections 𝛤D and 𝛤N such that

𝛤D ∪ 𝛤N = 𝛤 , see Fig. 1.

The position 𝐱 of a material point initially at 𝐗 is given by the motion

𝐱 = 𝝋(𝐗, t) = 𝐗 + 𝐮(𝐗, t)

where 𝐮 is the displacement. We define the deformation gradient 𝐅 by

𝐅 = Grad𝝋 (1)

where the gradient has to be evaluated with respect to 𝐗. The right Cauchy-Green

tensor 𝐂(𝐮) is defined as 𝐂 = 𝐅T𝐅 will be introduced as strain measure and the Jaco-

bian J(𝐮) of the deformation is given as J = det 𝐅.

Fig. 1 Anisotropic solid

with boundary conditions
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The body satisfies, on 𝛺 the equation of equilibrium

− Div𝐏 = 𝐟 , (2)

with the body force 𝐟 and the first Piola-Kirchhoff stress 𝐏.

The Dirichlet and Neumann boundary conditions are respectively

𝐮 = �̄� on 𝛤D, (3)

𝐏𝐍 = 𝐭 on 𝛤N . (4)

with 𝐍 the outward unit normal vector, �̄� the prescribed displacement, and 𝐭 the

surface traction on 𝛤N .

For the description of anisotropic materials two directions of fibers are introduced

by the vectors a1 and a2 which can shown in arbitrary directions as denoted by the

blue grid in Fig. 1. The strain in fiber direction can be computed from

𝜀a =
1
2
(tr[𝐂Ma] − 1) (5)

with the structure tensor Ma = aa ⊗ aa and a = 1, 2.

For a homogeneous compressible isotropic hyperelastic material we adopt the

neo-Hookean strain energy function

Ψi(𝐮) = 𝜆

4
(J(𝐮)2 − 1 − 2 ln J(𝐮)) + 𝜇

2
(tr𝐂(𝐮) − 3 − 2 ln J(𝐮)) (6)

in which 𝜆 and 𝜇 are the Lamé constants. This strain energy is known as Neo-

Hookean model.

For anisotropic materials the strain energy can be based on an extension of (6).

For high differences in the material parameters of the matrix and the fibers materials

a constraint formulation is advantageous. This leads with (5) to the strain energy

Ψa(𝐮) = Ψi(𝐮) +
2∑

a=1

(
𝜆a2𝜀a −

1
2Cca

𝜆
2
a

)
. (7)

The anisotropic part is now formulated using a perturbed Lagrangian functional

which relaxes the constraint 2𝜀a = 0, a = 1, 2, by a penalty parameter Cca, see Wrig-

gers et al. [38]. The parameters Cca can be interpreted as fiber stiffnesses and the

parameters 𝜆a are the Lagrange parameter related to the stress in direction aa.

The development of a hyperelastic virtual element can start from the potential

energy function directly instead of using a weak form. For the isotropic case the

potential energy can be written with (6) as
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Ui(𝐮) = ∫
𝛺

[
Ψi(𝐮) − 𝐟 ⋅ 𝐮

]
d𝛺 − ∫

𝛤N

𝐭 ⋅ 𝐮 d𝛤 (8)

For anisotropic materials the potential energy is extended by

Ua(𝐮) = Ui(𝐮) +
2∑

a=1
∫
𝛺

(
𝜆a2𝜀a −

1
2Cca

𝜆
2
a

)
d𝛺 . (9)

where in the latter the constraint due to the stiff fibers is added via the perturbed

Lagrangian formulations and the parameter 𝜆a can be interpreted as the fiber stress.

Within this paper we will use (9) to demonstrate that the virtual element method

is able to treat anisotropic materials at finite strains. Further formulations and dis-

cretizations of problems including anisotropy can be found in [30] and [31].

3 Formulation of the Virtual Element Projection

The main idea of the virtual element method (VEM) is a Galerkin projection of

the deformation onto a specific ansatz space. The domain 𝛺 is partitioned into

non-overlapping polygonal elements which need not be convex. Here a low-order

approach is adopted, using linear ansatz functions where nodes are placed only at

the vertices of the polygonal elements. Furthermore, the restriction of the element

shape functions to the element boundaries are linear function, see Fig. 2.

3.1 Ansatz Functions for VEM

The virtual element method relies on the split of the ansatz space into a part 𝛱𝐮h
and a remainder

𝐮h = 𝛱𝐮h + (𝐮h −𝛱𝐮h) (10)

Fig. 2 Comparison of the ansatz functions for FEM and VEM formulations
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The projection 𝛱 is defined at element level by a linear function

𝛱𝐮h = 𝐇𝐚 =
[
1 0 x 0 y 0
0 1 0 x 0 y

] ⎧
⎪
⎨
⎪⎩

a1
a2
…
a6

⎫
⎪
⎬
⎪⎭

(11)

Additionally a linear ansatz for the deformation along the element edge is selected

for a boundary segment k of the virtual element, defined by the local nodes (1)–(2)
by, see right side of Fig. 3,

(𝐮h)k = (1 − 𝜉k) 𝐮1 + 𝜉k 𝐮2 = Mk 1 𝐮1 +Mk 2 𝐮2 with 𝜉k =
xk
Lk

. (12)

Here, for example, Mk 1 is the ansatz function along a segment k related to node (1),
𝜉k is the local dimensionless coordinate and 𝐮1 is the nodal value at that node, see

Fig. 3.

The projection 𝛱 is defined such that it satisfies, see Beirão da Veiga et al. [5],

∇𝛱𝐮h||e =
1
𝛺e ∫𝛺e

Grad𝐮h d𝛺 = 1
𝛺e ∫𝛤e

𝐮h ⊗ 𝐍 d𝛤 (13)

where 𝐍 is the normal at the boundary 𝛤e of the domain 𝛺e. From (11), the gradient

of the projection is constant at element level

∇𝛱𝐮h||e =
[
a3 a5
a4 a6

]
. (14)

The right hand side of (13) yields with (12)

Fig. 3 Virtual element with nV nodes and local boundary segment of the element
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1
𝛺e ∫

𝛤e

𝐮h ⊗ 𝐍 d𝛤 = 1
𝛺e

nV∑

k=1
∫
𝛤k

[
ux(𝐱k)Nx ux(𝐱k)Ny
uy(𝐱k)Nx uy(𝐱k)Ny

]
Lk d𝛤 (15)

where we have used 𝐍 = {Nx ,Ny }T and 𝐮 = { ux , uy }T , and nV are the number of

segments of the element. Note that the normal vector 𝐍 changes from segment to

segment. All quantities are related to the undeformed or initial configuration. Fur-

thermore we have used a form of𝐍k that is not normalized since the length Lk cancels

out when the integral in (15) is evaluated over the edges. The integral in (15) can be

evaluated for the ansatz functions (12) exactly by using the trapezoidal or Gauss-

Lobatto rule, see Wriggers et al. [36].

This projection determines the ansatz 𝛱𝐮h on (11) within an element only up to

a translation. It has to be supplemented by a further condition to ensure uniqueness.

For this purpose we adopt the condition that the sum of the nodal values of 𝐮h and

of its projection 𝛱𝐮h are equal. This yields for each element 𝛺e

1
nV

nV∑

I=1
𝛱𝐮h(𝐱I) =

1
nV

nV∑

I=1
𝐮h(𝐱I) , (16)

where 𝐱I are the coordinates of the nodal point I and the sum includes all boundary

nodes. Note that the constant gradient ∇𝛱𝐮h||e can be computed directly using (14)

and (15). Thus for the computation of the strain energy it is not necessary to evaluate

Eq. (16).

3.2 Construction of the Virtual Element

A virtual element based only on the projection 𝛱 𝐮h would lead to a rank deficient

element once the number of vertices is greater than 3. Thus the formulation has to be

stabilized like the classical one-point integrated elements developed by Flanagan and

Belytschko [16], Belytschko and Bindeman [6], Reese et al. [28], Reese and Wriggers

[29], Reese [27], Mueller-Hoeppe et al. [25], Korelc et al. [19], Krysl [22]. In the

following we will first discuss the formulation of the element part that stems from

the projection, see last section, for the isotropic and anisotropic cases. Furthermore,

different possibilities for stabilizing the virtual element method will be considered.

The development of the virtual element starts from the hyperelastic potential func-

tion (8). By summing up all element contributions for the ne virtual elements we

obtain

U(𝐮) =
ne

A
e=1

[
Uc(𝛱𝐮h||e) + Ustab(𝐮h||e −𝛱𝐮h||e)

]
. (17)
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3.2.1 Constant Part Due to Projection

The simplest possible formulation for a finite deformation virtual element is a split

into a constant part of the deformation gradient and an associated stabilization term.

This was performed for the linear case in Beirão da Veiga et al. [3] and also in Wrig-

gers et al. [37] where the focus was on contact mechanics. The same approach can

be found in the work of Beirão da Veiga et al. [5], Chi et al. [13] and Wriggers et al.

[36] for the nonlinear case.

Isotropic case. The first part in Eq. (17) can be computed by using the results

obtained in the last section. This yields

Ui
c(𝛱𝐮h||e) = ∫

𝛺e

[
Ψ(𝛱𝐮h||e) − 𝐟 ⋅𝛱𝐮h||e

]
d𝛺 − ∫

𝛤
𝜎

e

𝐭 ⋅𝛱𝐮h||e d𝛤 . (18)

It is clear from the expression

Ψ(𝛱𝐮h||e) =
𝜆

4
(J(𝛱𝐮h||e)

2 − 1 − 2 ln J(𝛱𝐮h||e)) +
𝜇

2
(tr𝐂(𝛱𝐮h||e) − 3 − 2 ln J(𝛱𝐮h||e)) (19)

that the strain energy depends on functions that are constant in each element𝛺e since

the deformation gradient, see (14), is constant: 𝐅e = 𝟏 + ∇𝛱𝐮h||e . Thus

∫
𝛺e

[
Ψ(𝛱𝐮h||e)

]
d𝛺 = Ψ(𝛱𝐮h||e)𝛺e (20)

where 𝛺e is the area of the virtual element. However the strain energy Ψ(𝛱𝐮h||e) is

still a nonlinear function with respect to the displacement nodal degrees of freedom.

Now the strain energy function in (18) can be evaluated using the approximation

at element level of the deformation gradient 𝐅e, see (14), which depends on the nodal

degrees of freedom. Likewise, the Jacobian Je = det 𝐅e and the right Cauchy–Green

tensor 𝐂e = 𝐅T
e𝐅e can be evaluated simply. All derivations leading to the residual

vector 𝐑c
e and the tangent matrix 𝐊c

Te were performed with the symbolic tool ACE-

GEN, see Korelc and Wriggers [20]. This yields for (18)

𝐑c
e =

𝜕Ui
c(𝛱𝐮h||e)
𝜕𝐮e

and 𝐊c
Te =

𝜕𝐑c
e(𝐮e)
𝜕𝐮e

(21)

where 𝐮e are the nodal displacements of the virtual element 𝛺e.

Anisotropic case. The same procedure can be used to include anisotropic mate-

rials. For this the anisotropic part of the functional in (9) will be used to introduce

the discretization.
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Ua(𝛱𝐮h||e , p̄a) = Ui(𝛱𝐮h||e) +
2∑

a=1
∫
𝛺e

(
p̄a(tr[𝐂(𝛱𝐮h||e)𝐌a] − 1) − 1

2Cca
p̄2a

)
d𝛺e .

(22)

where the fiber stresses pa are assumed to be constant at element level pa = p̄a. The

structrual tensor 𝐌 is defined as 𝐌a = 𝐚a ⊗ 𝐚a, see also (5).

Since p̄a, 𝐌 and 𝐂(𝛱𝐮h||e) are constant in the virtual element 𝛺e the integration

of the last two terms is trivial, leading to

Ua(𝛱𝐮h||e , p̄a) = Ui(𝛱𝐮h||e) +
2∑

a=1

(
p̄a(tr[𝐂(𝛱𝐮h||e)𝐌a] − 1) − 1

2Cca
p̄2a

)
𝛺e .

(23)

Note that the anisotropic part will be only introduced in the constant part Uc since

no stabilization is needed for the anisotropic part. This formulation introduces two

additional variables pa which can however be eliminated at element level.

The perturbed Lagrangian formulation in (23) is a regularized method for enforc-

ing the constraint of rigid fibers where the parameter Cc is a penalty parameter that

can be interpreted as stiffness of the fibers. Thus this formulation can also be used for

numerical simulation of anisotropic materials with a given fiber stiffness that allows

for deformation of the fibers.

All derivations with respect to the unknown displacements leading to the resid-

ual vector 𝐑c
e and the tangent matrix 𝐊c

Te were performed with the symbolic tool

ACEGEN, see Korelc and Wriggers [20]. This yields for (18)

𝐑c
e =

𝜕Ua
c (𝛱𝐮h||e)
𝜕𝐮e

and 𝐊c
Te =

𝜕𝐑c
e(𝐮e)
𝜕𝐮e

(24)

where 𝐮e now includes nodal displacements and additional variables of the virtual

element 𝛺e. The residual and tangent for the incompressible case are evaluated sim-

ilarly.

3.2.2 Nonlinear Stabilization

We use here a novel stabilization approach for virtual elements which was presented

in Wriggers et al. [36]. This stabilization is based on a scheme proposed in Krysl [21].

The essence of the approach is to introduce a new, positive definite strain energy ̂Ψ
and to define the stabilization contribution to the strain energy by

Ustab(𝐮h||e −𝛱𝐮h||e) = Û(𝐮h||e) − Û(𝛱𝐮h||e) . (25)

The second term on the right side ensures the consistency of the total potential

energy. In other words, once the element size is very small, a constant strain will

occur in each virtual element. In that case Û(𝐮h) will approach Û(𝛱𝐮h) and thus not

influence the final result. The total potential energy is now given by
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U(𝐮h) = U(𝛱𝐮h) + Û(𝐮h) − Û(𝛱𝐮h) , (26)

and in which

Û(𝐮h) =
ne∑

e=1
∫
𝛺e

̂Ψ(𝐮h||e) d𝛺 . (27)

represents an isotropic strain energy analogous to (6). The terms involving 𝛱𝐮h can

be integrated as (18). It remains to devise a procedure for computing the term involv-

ing the displacement 𝐮h||e.
In Wriggers et al. [36] the displacement field 𝐮h||e in (10) was approximated by

an inscribed triangular finite element mesh, see Fig. 4. This mesh can then be used

to compute the stabilization energy. The specific choice of the mesh using nint linear

three-noded triangles that are connected to the nodes of the virtual element does not

introduce extra degrees of freedom.

Following the approach advocated in Krysl [21], we propose the stabilization

strain energy

Û(𝐮h||e) =
nint∑

m=1
∫
𝛺

i
m

[
�̂�

2
(Jm − 1)2 + �̂�

2
(tr𝐂m − 3 − 2 ln Jm)

]
d𝛺 . (28)

Once an ansatz is formulated for the approximation within each triangle 𝛺
i
m of the

inscribed mesh for the displacement field, here denoted by 𝐮m the deformation mea-

sures Jm and 𝐂m can be easily computed in the standard way, either by using an

isoparametric formulation for the three noded triangle or by direct evaluation of the

ansatz functions.

The gradient Grad𝐮m is constant over each inscribed element. Hence the defor-

mation gradient 𝐅i
m = 𝟏 + Grad𝐮m within each element 𝛺

i
m is constant as well. With

this the potential (28) can be computed which is a nonlinear function of the nodal

displacements related to the interior triangular mesh. All further derivations lead-

ing to the residual vector 𝐑e and the tangent matrix 𝐊Te were performed with the

symbolic tool ACEGEN, see Korelc and Wriggers [20]. This yields for (25)

Fig. 4 Internal triangular

mesh
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Fig. 5 Inner and outer

radius of a virtual element

𝐑s
e =

𝜕Ustab(𝐮e)
𝜕𝐮e

and 𝐊s
Te =

𝜕𝐑s
e(𝐮e)
𝜕𝐮e

. (29)

Thus the total residual and tangent matrix of the virtual element are given by the

sum of expressions (24) and (29): 𝐑e = 𝐑c
e + 𝐑s

e and 𝐊Te = 𝐊c
Te +𝐊s

Te.

The values of the Lamé parameters in the strain energy (28) have to be selected in

a proper way. Here the same procedure as in Wriggers et al. [36] is chosen that takes

into account the element distortion to compute the Lamé parameters �̂� and �̂�. It is

based on the geometry of a virtual element, see Fig. 5. The algorithm to determine

the material parameters for the stabilization energy is as follows, see Krysl [23] and

Wriggers et al. [36]:

1. Convert the Lamé parameters, related to the problem, to Young’s modulus and

Poisson ratio.

2. Compute a geometry parameter by using the inner and outer radii, R2
i ,R

2
a respec-

tively, see Fig. 5, to obtain

𝛽 = 2
√
2 (1 + 𝜈)

R2
i

R2
a − R2

i

. (30)

The inner radius is computed by using the distance from the geometrical centre

to the convex hull of the virtual element while the outer radius is defined by the

maximum distance of nodes related to the virtual element, see Fig. 5.

3. By comparing the bending energy of a rectangular block with that of a beam

in order to enhance the bending behaviour of the element, see Krysl [23], the

correction

Ê = E
𝛽

1 + 𝛽

�̂� = 0.3 . (31)
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for the Young’s modulus and the Poisson ratio of a related brick element can be

computed. Note that �̄� is kept constants since the Poisson ratio does not influence

the convergence behaviour of the element and avoids locking in the stabilization

term for incompressible problems. A similar procedure was used in the work of

Nadler and Rubin [26] who stabilized their Cosserat brick element using 18 defor-

mation modes for bending and torsion and matched the stiffness of these modes

by comparisons with linear elastic solutions. Extensions for non-rectangular ele-

ments were provided in Loehnert et al. [24] and Boerner et al. [11].

4. The Lamé parameters for the stabilization energy are finally obtained from

�̂� = Ê �̂�

(1 + �̂�)(1 − 2�̂�)
�̂� = Ê

2(1 + �̂�)
(32)

4 Numerical Examples

In this section we will apply the new virtual element formulation to some problems

involving anisotropic material behaviour. The examples are selected such that the

applied loads lead to finite deformation strain states.

All computations are performed by using a Newton-Rapson algorithm with load

stepping when necessary. Due to the fact that all formulations are linearized in a

consistent manner, using ACEGEN, quadratic convergence is achieved.

4.1 Beam Under End Load

When a beam that is clamped at one end is subjected to an end load then the beam

will usually bend in the direction of the loading. Here we will investigate the case

of a special anisotropic constraint that allows no deformation in horizontal direc-

tion. In case that the axial movement is constraint the beam can only undergo shear

deformations. The beam has a length of L = 2, a height of H = 0.5 and a thickness

T = 1 (in dimensionless coordinates), see Fig. 6. The constitutive data are provided

for the Lame constants: 𝜇 = 40 and 𝜆 = 100. The direction of anisotropy is given

by 𝐚 = { 1 , 0 } which enforces the constraint in horizontal x- direction by using a

penalty parameter of Cc = 108. The beam is clamped at the left end using the bound-

ary conditions: ux = uy = 0 for all nodes at x = 0. The beam is loaded by a constant

load of py = 1 at the right end.

The loading is such that a moderate strain state occurs for pure shear. This leads to

a deformed state that is reported in Fig. 7. Here the deformation is scaled by a factor

of 5. The displacement at the right side of the beam is uy = 0.0531. This result can

approximately be checked using the classical beam theory. Here the shear deforma-

tion at the end of the beam is
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Fig. 6 Beam under end load

Fig. 7 Pure shear deformation of the beam for a mesh with 32 × 16 elements

Fig. 8 Pure shear deformation two distorted meshes with 32 × 16 elements

uyB = QL
𝜇 A

with A = 0.5, Q = py A = 0.5 and it follows uyB = 0, 05. A convergence study shows

that the solution converges to uy = 0.05 for a high density mesh with 512 × 256 vir-

tual elements. Figure 9 depicts the convergence behaviour of different meshes. Here

a regular mesh with 8-node virtual elements (VEM-8), a distorted mesh with 8-node

elements (VEM-8-D) is used as well as a Voronoi mesh (VEM-VO). The deformed

shapes for the distorted meshes can be found in Fig. 8. All meshes converge to the

correct solution.

The relatively slow convergence for this simple problem stems from the fact that

the anisotropic constraint in the virtual element formulation is fulfilled as mean value

for an element 𝛺e. This is somehow equivalent to a fulfillment at mid point and

actually leads for only one element to pure bending since at a beam axis the constraint

is fulfilled exactly in bending. Thus if we use a special mesh where a very thin upper
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Fig. 9 Convergence study for the shear beam: VEM-T1- and Q2S-element

Fig. 10 Pure shear deformation of the beam for a mesh with 2 × 3 virtual elements, scaled by a

factor of 5

and lower layer is introduced then the constraint is enforced at the upper and lower

side of the beam and thus the pure shear mode is recovered, see Fig. 10. The solution

is with uy = 0.0511 very close to the converged solution despite the very coarse mesh

with only six virtual elements. Also note that in this example the very thin upper and

lower elements with an element ratio of 1∕100 do not lead to locking.

Hence we can conclude that the shear deformation pattern can be computed for

different mesh types when using the virtual element method. The results clearly show

that the constraint due to anisotropic behaviour can be reproduced.

4.2 Bias-Extension Test

A problem where tension locking for anisotropy can occur is the tensile test where

fibers are oriented in ±45◦ in the initial configuration. This bias-extension test was
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used in Thjie and Akkerman [34] and Hamila and Boisse [18] to investigate behav-

iour of standard finite element formulations and special interpolation techniques to

avoid locking. The test is performed on a rectangular specimen, see Fig. 11. The

length of the specimen is L = 300, its width is H = 100 and the thickness of the

specimen is T = 1. The specimen is clamped at both ends and pulled using a con-

stant displacement ūx = 65. The specimen consists of a very soft matrix material

in which the fibers are embedded under the angle of ±45◦. The material properties

of the matrix material are described by the Lame constants 𝜆 = 1 and 𝜇 = 1. The

stiffness for both fibers is Cc1 = Cc2 = 4000.

Several meshes were used to obtain the numerical solution of the bias-extension

test. The load was applied in one step and Newton’s method was used to obtain the

solution of this nonlinear problem. One can see the large deformation state of the

specimen after loading in Fig. 12 which depicts the deformed configuration of the

specimen for the applied displacement.

Next a convergence study for different meshes is performed. Again a virtual ele-

ment formulation with 8-noded regular quads (VEM-8) and 8-noded non-convex

quads (VEM-8-D) meshes as well as Voronoi (VEM-VO) meshes are compared to

solution obtained with Q1 and Q2S elements. It can be observed that the Q1 ele-

ment is not able to represent the solution while the other elements work fine. The

relatively bad result for a Voronoi mesh with 8 × 4 elements is related to the fact that

the nonuniformity in element size due to the random mesh generator of the Voronoi

cells for such coarse mesh influences the results very much (Fig. 13).

Fig. 11 Bias extension test of a woven composite

Fig. 12 Bias-extension: deformed configuration computed with a Voronoi mesh
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Fig. 13 Convergence study

for the bias-test: VEM-T1-,

Q1-, Q2S-element

Generally it can be concluded that the new virtual element formulation for

anisotropic materials is locking free and thus can be applied to problems with finite

deformations.

Acknowledgements The paper is a contribution to honor Professor Roger Owen on behalf of his

75th birthday. The authors like to thank Roger Owen for his continuous support and friendship

throughout the last four decades of research on finite element methods. The first author would like

to thank for the support of the DFG within the priority program SPP 1748 1748 ‘Reliable simulation

techniques in solid mechanics: Development of non-standard discretization methods, mechanical

and mathematical analysis’ under the project WR 19/50-1.

References

1. K.J. Bathe, Finite Element Procedures (Prentice-Hall, Englewood Cliffs, New Jersey, 1996)

2. L. Beirão da Veiga, F. Brezzi, A. Cangiani, G. Manzini, L. Marini, A. Russo, Basic principles

of virtual element methods. Math. Models Methods Appl. Sci. 23(01), 199–214 (2013)

3. L. Beirão da Veiga, F. Brezzi, L. Marini, Virtual Elements for linear elasticity problems. SIAM

J. Numer. Anal. 51(2), 794–812 (2013)

4. L. Beirão da Veiga, F. Brezzi, L.D. Marini, A. Russo, The Hitchhiker’s guide to the virtual

element method. Math. Models Methods Appl. Sci. 24(08), 1541–1573 (2014)

5. L. Beirão da Veiga, C. Lovadina, D. Mora, A virtual element method for elastic and inelastic

problems on polytope meshes. Comput. Methods Appl. Mech. Eng. 295, 327–346 (2015)

6. T. Belytschko, L.P. Bindeman, Assumed strain stabilization of the 4-node quadrilateral with 1-

point quadrature for nonlinear problems. Comput. Methods Appl. Mech. Eng. 88(3), 311–340

(1991)

7. T. Belytschko, W.K. Liu, B. Moran, Nonlinear Finite Elements for Continua and Structures
(Wiley, Chichester, 2000)

8. T. Belytschko, J.S.J. Ong, W.K. Liu, J.M. Kennedy, Hourglass control in linear and nonlinear

problems. Comput. Methods Appl. Mech. Eng. 43, 251–276 (1984)



Efficient Low Order Virtual Elements for Anisotropic . . . 433

9. S. Biabanaki, A. Khoei, A polygonal finite element method for modeling arbitrary interfaces

in large deformation problems. Comput. Mech. 50, 19–33 (2012)

10. S.O.R. Biabanaki, A.R. Khoei, P. Wriggers, Polygonal finite element methods for contact-

impact problems on non-conformal meshes. Comput. Methods Appl. Mech. Eng. 269, 198–221

(2014)

11. E. Boerner, S. Loehnert, P. Wriggers, A new finite element based on the theory of a Cosserat

point—extension to initially distorted elements for 2D plane strains. Int. J. Numer. Methods

Eng. 71, 454–472 (2007)

12. A. Cangiani, G. Manzini, A. Russo, N. Sukumar, Hourglass stabilization and the virtual ele-

ment method. Int. J. Numer. Methods Eng. 102, 404–436 (2015)

13. H. Chi, L. Beirão da Veiga, G. Paulino, Some basic formulations of the virtual element method

(VEM) for finite deformations. Comput. Methods Appl. Mech. Eng. (2016). doi:10.1016/j.cma.

2016.12.020

14. H. Chi, C. Talischi, O. Lopez-Pamies, G.H. Paulino, Polygonal finite elements for finite elas-

ticity. Int. J. Numer. Methods Eng. 101(4), 305–328 (2015)

15. J.A. Cottrell, T.J.R. Hughes, Y. Bazilevs, Isogeometric Analysis: Toward Integration of CAD

and FEA (Wiley, 2009)

16. D. Flanagan, T. Belytschko, A uniform strain hexahedron and quadrilateral with orthogonal

hour-glass control. Int. J. Numer. Methods Eng. 17, 679–706 (1981)

17. A.L. Gain, C. Talischi, G.H. Paulino, On the virtual element method for three-dimensional

linear elasticity problems on arbitrary polyhedral meshes. Comput. Methods Appl. Mech. Eng.

282, 132–160 (2014)

18. N. Hamila, P. Boisse, Locking in simulation of composite reinforcement deformations. analysis

and treatment. Composites: Part A 109–117 (2013)

19. J. Korelc, U. Solinc, P. Wriggers, An improved EAS brick element for finite deformation. Com-

put. Mech. 46, 641–659 (2010)

20. J. Korelc, P. Wriggers, Automation of Finite Element Methods (Springer, Berlin, 2016)

21. P. Krysl, Mean-strain eight-node hexahedron with optimized energy-sampling stabilization for

large-strain deformation. Int. J. Numer. Methods Eng. 103, 650–670 (2015a)

22. P. Krysl, Mean-strain eight-node hexahedron with stabilization by energy sampling stabiliza-

tion. Int. J. Numer. Methods Eng. 103, 437–449 (2015b)

23. P. Krysl, Mean-strain 8-node hexahedron with optimized energy-sampling stabilization. Finite

Elements Anal. Des. 108, 41–53 (2016)

24. S. Loehnert, E. Boerner, M. Rubin, P. Wriggers, Response of a nonlinear elastic general

Cosserat brick element in simulations typically exhibiting locking and hourglassing. Comput.

Mech. 36, 255–265 (2005)

25. D.S. Mueller-Hoeppe, S. Loehnert, P. Wriggers, A finite deformation brick element with inho-

mogeneous mode enhancement. Int. J. Numer. Methods Eng. 78, 1164–1187 (2009)

26. B. Nadler, M. Rubin, A new 3-D finite element for nonlinear elasticity using the theory of a

cosserat point. Int. J. Solids Struct. 40, 4585–4614 (2003)

27. S. Reese, On a consistent hourglass stabilization technique to treat large inelastic deformations

and thermo-mechanical coupling in plane strain problems. Int. J. Numer. Methods Eng. 57,

1095–1127 (2003)

28. S. Reese, M. Kuessner, B.D. Reddy, A new stabilization technique to avoid hourglassing in

finite elasticity. Int. J. Numer. Methods Eng. 44, 1617–1652 (1999)

29. S. Reese, P. Wriggers, A new stabilization concept for finite elements in large deformation

problems. Int. J. Numer. Methods Eng. 48, 79–110 (2000)

30. J. Schröder, Anisotropic polyconvex energies, in Polyconvex Analysis, vol. 62, ed. by J.

Schröder (CISM, Springer, Wien, 2009), pp. 1–53

31. J. Schröder, P. Wriggers, D. Balzani, A new mixed finite element based on different approxi-

mations of the minors of deformation tensors. Comput. Methods Appl. Mech. Eng. 200, 3583–

3600 (2011)

32. N. Sukumar, Construction of polygonal interpolants: a maximum entropy approach. Int. J.

Numer. Methods Eng. 61, 2159–2181 (2004)

http://dx.doi.org/10.1016/j.cma.2016.12.020
http://dx.doi.org/10.1016/j.cma.2016.12.020


434 P. Wriggers et al.

33. N. Sukumar, E.A. Malsch, Recent advances in the construction of polygonal finite element

interpolants. Arch. Comput. Methods Eng. 13, 129–163 (2006)

34. R.H.W. ten Thjie, R. Akkerman, Solutions to intra-ply shear locking in finite element analyses

of fibre reinforced materials. Composites: Part A 1167–1176 (2008)

35. P. Wriggers, Nonlinear Finite Elements (Springer, Berlin, Heidelberg, New York, 2008)

36. P. Wriggers, B.D. Reddy, W. Rust, B. Hudobivnic, Efficient virtual element formulations for

compressible and incompressible finite deformations. Comput. Mech. (accepted) (2017)

37. P. Wriggers, W. Rust, B.D. Reddy, A virtual element method for contact. Comput. Mech. 58,

1039–1050 (2016a)

38. P. Wriggers, J. Schröder, F. Auricchio, Finite element formulations for large strain anisotropic

materials. Int. J. Adv. Model. Simul. Eng. Sci. 3(25), 1–18 (2016b)


	Preface
	Contents
	Professor David Roger Jones Owen
	A Tribute to 40 Years of Cooperation Between the Computational Mechanics Communities at Barcelona and Swansea
	Named Lectures
	Entrepreneurship
	Professor Roger Owen and COMPLAS

	Comparison of Phase-Field Models  of Fracture Coupled with Plasticity
	1 Introduction
	2 A General Framework for Phase-Field Models of Fracture Coupled with Plasticity
	2.1 State Variables
	2.2 Gradient Damage Models
	2.3 Gradient Plasticity Models
	2.4 Gradient Damage Models Coupled with Plasticity
	2.5 Governing Equations and Evolution Laws

	3 Overview of Existing Models
	3.1 On the Lack of a Damage-Plastic Coupling
	3.2 On the Identical Degradation Functions
	3.3 On the Lack of Plastic Hardening
	3.4 Non-standard Degradation Functions
	3.5 Non-standard Fracture Dissipation Term
	3.6 On the Damage Irreversibility
	3.7 Parameters and Thresholds
	3.8 Variational (In)consistency
	3.9 Additive Split of the Elastic Energy Density Function

	4 Numerical Comparisons
	5 Concluding Remarks
	References

	Bridging the Gap Between Concrete Microstructures and Tunnel Linings
	1 Introduction
	2 Organization of the Paper
	3 Microstructural Analysis of Impact and Blast Loading  in Tunneling
	3.1 Prediction of High-Dynamic Strength,  Based on Quasi-Static Strength Data
	3.2 Model Application to High-Dynamic Strength Data
	3.3 Conclusions

	4 Multiscale Analysis of Thermal Stresses in Concrete Linings Due to Sudden Temperature Changes
	4.1 Multiscale Thermo-Mechanical Model of Concrete
	4.2 Multiscale Thermo-Mechanical Analysis  of a Simply-Supported Concrete Beam Subjected  to Sudden Cooling
	4.3 Conclusions

	5 Experiments and FE Modeling of Concrete Linings  in Mechanized Tunneling
	5.1 Experimental Data from Testing of Concrete Hinges
	5.2 FE Simulations of the Tested Concrete Hinges
	5.3 Conclusions

	6 Multiscale Structural Analysis of a Segmented  Tunnel Ring
	6.1 Multiscale Model of Concrete
	6.2 Hybrid Analysis of the Segmented Tunnel Ring, Based on Transfer Relations
	6.3 Conclusions

	7 Summary and Conclusions
	References

	Phase-Field Formulation for Ductile  Fracture
	1 Introduction
	2 Formulation
	2.1 Kinematics
	2.2 Phase-Field Approximations of Fracture
	2.3 Balance Law Derivation of the Phase-Field Fracture Model

	3 Large Deformation Constitutive Response
	3.1 Finite Deformation Hyperelastic Model
	3.2 Elastoplastic Constitutive Model
	3.3 Effective Plastic Work Driving Energy and Stress Triaxiality
	3.4 Summary

	4 Return-Mapping
	4.1 The Return-Mapping Algorithm

	5 Bolted Plate
	6 Conclusion
	References

	4 Computational Strategies for Speeding-Up F.E. Simulations of Metal Forming Processes
	Abstract
	1 Introduction
	2 Basic Equations
	3 Multi-mesh Method
	3.1 Principle of Multi-mesh Method
	3.2 Super-Convergent Remapping Method
	3.3 Application to the Cold Pilgering and Cogging Processes

	4 Adaptive ALE Formulation
	4.1 Decoupled ALE Formulation
	4.2 Surface Regularization
	4.3 Application to Simulation of Adiabatic Shear Band

	5 Steady-State Formulation
	6 Multigrid Preconditioner
	7 Conclusion
	References

	5 Discrete Simulation of Cone Penetration in Granular Materials
	Abstract
	1 Introduction
	2 Features of the Analysis
	3 Model Construction and Data Treatment
	4 Macroscale
	5 Mesoscale
	6 Microscale
	7 Concluding Remarks
	Acknowledgements
	References

	A Brief Review on Computational Modeling of Rupture in Soft Biological Tissues
	1 Introduction
	2 Crack Phase-Field Modeling of Failure in Soft Tissues
	2.1 Primary Field Variables of the Multi-Field Problem
	2.2 Kinematics
	2.3 Field Equation for Crack Phase-Field  in a Three-Dimensional Setting
	2.4 Constitutive Modeling of Artery Walls
	2.5 Variational Formulation Based on Power Balance
	2.6 Crack Driving Function and Failure Ansatz
	2.7 Anisotropic Failure Criteria
	2.8 Finite Element Formulation
	2.9 Representative Numerical Examples

	3 Discontinuous Models of Rupture in Soft Biological Tissues
	3.1 Discontinuous Kinematics
	3.2 Traction-Separation Law
	3.3 Finite Element Formulation
	3.4 Representative Numerical Examples

	4 Discussion
	References

	7 Performance Comparison of Nodally Integrated Galerkin Meshfree Methods and Nodally Collocated Strong Form Meshfree Methods
	Abstract
	1 Introduction
	2 Reproducing Kernel Approximation
	3 Solution to Boundary Value Problems by Galerkin and Strong Form Collocation Methods
	3.1 Model Problem
	3.2 Solutions Using the Strong Form Collocation Method
	3.3 Solutions Using the Galerkin Method with Nodal Integration

	4 Numerical Examples
	4.1 Performance of Galerkin and Collocation Methods: Uniform Discretization
	4.2 Performance of Galerkin and Collocation Methods: Non-uniform Discretization
	4.3 Stability of Node-Based Galerkin and Collocation Methods

	5 Conclusions
	References

	Data-Driven Computing
	1 Introduction
	2 State-of-the-art and Difference with Previous Work
	2.1 Material Informatics
	2.2 Material Identification
	2.3 Data Repositories

	3 Data-Driven Computing and Distance Minimizing Solutions
	4 Quasistatic Problems
	5 Extensions to Data Sets with Persistent Noise
	6 Dynamic Problems
	7 Method Extensions to Data-Driven Computing
	7.1 Data Quality, Error Bounds, Confidence
	7.2 Data Coverage, Sampling Quality, Adaptivity

	8 Data Mining and Multiscale Data-Driven Analysis
	8.1 From Density Functional Theory to Molecular Dynamics
	8.2 Data-Driven Molecular Dynamics
	8.3 From Molecular Dynamics to Dislocation Dynamics and Plasticity

	9 Publicly-Editable, Open Access Material Data Repository
	10 Concluding Remarks
	References

	9 Elasto-Plastic Response of Thick Plates Built in Functionally Graded Material Using the Third Order Plate Theory
	Abstract
	1 Introduction
	2 Mathematical Formulation
	3 Numerical Examples
	3.1 Verification of the Formulation

	4 Conclusions
	Acknowledgements
	References

	Extended-PGD Model Reduction  for Nonlinear Solid Mechanics Problems Involving Many Parameters
	1 Introduction
	2 Nonlinear Problems with Parameters:  The State-of-the-art
	2.1 The Reference Problem and Its Reformulation
	2.2 The LATIN Solver for PGD Computation
	2.3 An Engineering Illustration

	3 The Parameter-Multiscale PGD
	3.1 Model Problem
	3.2 The Key Idea
	3.3 The WTDG Method
	3.4 Computational Method
	3.5 A First Illustration

	4 Conclusion
	References

	Data-Driven Self-consistent Clustering Analysis of Heterogeneous Materials  with Crystal Plasticity
	1 Introduction
	2 SCA Framework
	2.1 Offline Stage: Mechanistic Material Characterization
	2.2 Online Stage: Self-consistent Lippmann-Schwinger Equation

	3 Crystal Plasticity Model
	3.1 A Brief Overview
	3.2 Kinematics
	3.3 Constitutive Law

	4 Examples
	4.1 Multi-inclusion System with J2 plasticity
	4.2 Spherical Inclusion with Crystal Plasticity
	4.3 Polycrystalline RVE

	5 Conclusion
	References

	A Viscoelastic-Viscoplastic Combined Constitutive Model for Thermoplastic Resins
	1 Introduction
	2 A Viscoelastic-Viscoplastic Combined Constitutive Law
	2.1 Kinematic Variables
	2.2 Free Energy
	2.3 Viscoelastic Rheology Element
	2.4 Viscoplastic Rheology Element

	3 Identification of Material Parameters
	4 Numerical Examples
	4.1 Behavior Under Loading, Unloading and Uncontrolled States
	4.2 Stress Relaxation and Strain Recovery in a Standard Specimen

	5 Conclusion
	References

	13 Fracturing in Dry and Saturated Porous Media
	Abstract
	1 Introduction
	2 Detailed Literature Review
	2.1 Analytical Solutions
	2.2 Numerical Simulations

	3 Governing Equations
	4 Numerical Methods
	4.1 Lattice Model for Homogeneous and Heterogeneous Porous Media
	4.2 SGFEM with Remeshing

	5 Numerical Applications
	5.1 Heterogeneous Media, Lattice Model, Statistical Analysis
	5.2 Homogeneous Media, Single Runs
	5.2.1 Forced Displacement in a Pre-notched Plate
	5.2.2 Peel Test of a Hydrogel Material


	6 Conclusions
	Acknowledgements
	References

	On Multi-scale Computational Design  of Structural Materials Using  the Topological Derivative
	1 Introduction
	2 Background
	2.1 Topological Derivative Concept
	2.2 Microscopic Material Design Problem

	3 Structural Design of Anisotropic Materials
	3.1 Anisotropic Topological Derivative Expression
	3.2 Topology Optimization Examples with Anisotropic Material

	4 Multi-scale Material Design Problem
	4.1 Formulation
	4.2 Computational Vademecum
	4.3 Parametric Domain
	4.4 Numerical Examples
	4.5 Cantilever Beam

	5 Conclusions
	References

	Advances in the DEM and Coupled DEM and FEM Techniques in Non Linear Solid Mechanics
	1 Introduction
	2 A Local DEM Model
	2.1 DEM Model Overview
	2.2 Normal and Shear Failure
	2.3 Elasto-Plastic Model for Compression Forces
	2.4 Enhanced Local Constitutive Model for the DEM that Accurately Reproduces the Elastic Behavior of a Continuum

	3 Interaction of Discrete Particles and Solids Modelled with the FEM
	3.1 A FEM-DEM Procedure for Multifracture Analysis  of Solids
	3.2 Examples of Application of the FEM-DEM Procedure

	4 Concluding Remarks
	References

	The Influence of the Collagen Architecture on the Mechanical Response of the Human Cornea
	1 Introduction
	2 Advanced Insights in Collagen Architecture  of the Human Cornea
	3 Material and Methods
	3.1 Geometrical and Material Model
	3.2 Static and Dynamic Analysis

	4 Results
	5 Discussion and Conclusions
	References

	History of Computational Classical Elasto-Plasticity
	1 Introductory Remarks
	2 Milestones of Yield Conditions, Flow Rules, Incremental Deformation Theory and Finite Element Approximations for Elasto-Plastic Deformations of Ductile Crystalline Materials
	2.1 Tresca
	2.2 Barret de Saint Venant
	2.3 Bauschinger
	2.4 Huber
	2.5 von Mises
	2.6 Hencky
	2.7 Hencky
	2.8 Chaboche and Roùchellier
	2.9 Clausius and Duhem
	2.10 Prandtl (1924) and Reuss (1930)
	2.11 Consistent Numerical Elastoplastic Tangent Operator  for Linearized Strains
	2.12 A Short Extension to Finite Strain Elastoplasticity  and Consistent Numerical Tangent 

	3 Shakedown Theory and Finite Element Analysis
	3.1 Modeling of Shakedown Without Damage Evolution
	3.2 Approximation of Largest Possible Load Space Diameter Max β via Reduced Basis Technique
	3.3 Example of Experimental and Numerical Elastoplastic Ultimate Loads and Shakedown Loads for Steel Girders with Cutouts at the Supports

	4 A Posteriori Error Estimation for Primal FEM  with h-Adaptivity
	4.1 Governing Equations
	4.2 Spatial a Posteriori Discretization Errors  in Adequate Norms

	5 Interactive a Posteriori Error Estimator  in Time and Space
	6 Conclusion
	References

	VEM for Inelastic Solids
	1 Introduction
	2 Theory for C0 Elements
	3 The Local Virtual Element Space
	4 Shape Function Approximation
	4.1 Projector Development

	5 Quadratic VEM with Curved Edges
	5.1 Element Development
	5.2 Stabilization

	6 Examples
	6.1 Example: Tension Strip with Slot
	6.2 Contact of a Circular Disk on a Rigid Surface

	7 Closure
	References

	Improved Contact Stress Recovery  for Mortar-Based Contact Formulations
	1 Introduction
	2 Problem Description
	3 Spatial Finite Element Discretisation
	3.1 Discretisation of the Lagrange Multiplier Field

	4 Contact Stress Recovery from Lagrange Multipliers
	4.1 Continuous Contact Stress for the Dual Mortar Method
	4.2 Illustrative Example with Linear Contact Pressure
	4.3 mathcalL2-Projection of the Contact Stress of Dual Mortar Methods

	5 Numerical Examples
	5.1 Infinite Plate With Circular Hole
	5.2 Singular Contact Pressure
	5.3 Hertzian Contact Problem
	5.4 3d Tied Contact Problem with Curved Contact Interface

	6 Conclusion
	References

	Efficient Low Order Virtual Elements  for Anisotropic Materials at Finite Strains
	1 Introduction
	2 Governing Equations for Finite Elasticity with Anisotropic Material Behaviour
	2.1 Formulation of the Virtual Element Projection
	2.2 Construction of the Virtual Element

	3 Numerical Examples
	3.1 Beam Under End Load
	3.2 Bias-Extension Test

	References




