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Preface

QShine was established as a primary EAI conference for researchers and practitioners
to exchange and discuss all recent advances related to heterogeneous networking,
particularly for quality, experience, reliability, security, and robustness. QShine 2016,
the 12th EAI International Conference on Heterogeneous Networking for Quality,
Reliability, Security and Robustness, was held during July 7–8, 2016, in Seoul, South
Korea.

The technical program of the QShine 2016 had the following three tracks:
(1) Wireless and Mobile Networks, (2) QoS, Reliability, and Modelling, and (3) Net-
work Security, as well as the following two workshops: (1) 5G Communication
Architecture and Technology (5G-CAT) and (2) Sensor Networks and Cloud Com-
puting (SNCC). In addition, two keynote speeches delivered recent topics in hetero-
geneous networking. QShine 2016 also provided wonderful social networking
opportunities for all participants to interact with leading researchers and colleagues.

For this 12th edition, repeating the success of previous years, the Program Com-
mittee received 85 submissions to the main conference and workshops. After rigorous
peer reviews, 33 technical papers (including five short papers) and 17 workshop papers
were finally accepted. The proceedings of QShine 2016 are published by Springer in
the Lecture Notes of the Institute for Computer Sciences, Social Informatics and
Telecommunications Engineering series (LNICST).

The success of the conference ultimately relies on the dedicated efforts of many
individuals. QShine 2016 was indebted to many volunteers who contributed in plan-
ning and organizing both the technical program and supporting social arrangements.

May 2017 Jong-Hyouk Lee
Sangheon Pack
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A Cross-Domain Hidden Spam Detection
Method Based on Domain Name Resolution

Cuicui Wang(&), Guanggang Geng, and Zhiwei Yan

National Engineering Laboratory for Naming and Addressing Technologies
China, Internet Network Information Center, Beijing, China

{wangcuicui,gengguanggang,yanzhiwei}@cnnic.com

Abstract. The rampant hidden spams have brought in declining quality of the
Internet search results. Hidden spam techniques are usually used for the prof-
itability of underground economies, such as illicit game servers, false medical
services and illegal gambling, which poses a great threat to private property,
privacy and even personal safety of netizens. As the traditional methods such as
statistical learning and image recognition have failed in detecting hidden-
spams, we proposed a method to combat the web spams on the basis of domain
name resolution. Without the need of parsing the webpage code, this model
presents high efficiency and accuracy in detecting the hidden spam. And the
experiment shows that amount of hidden spams are cross-domain spams. What’s
more, malicious “kernel” website of the spams are repeatedly utilized through
disguise using the “shell” website through many kinds of techniques such as
JavaScript and CSS. It indicates that the method proposed in this paper helps a
lot to detect the “kernel” websites, which will prevent the kernel websites
repeatedly exploitation by the Internet dark industry chain and eventually
improve quality of the Internet search results and reduce the domain names
abuse. Although the proposed method are not effective for all kinds of hidden
spams, it has good detection capability in the redirection spams and nest spams
and it is the complement for the existing hidden spams detection method.

Keywords: Hidden spam � Domain name � Redirection spam � Nest spam

1 Introduction

The term Web spam [1], refers to hyperlinked pages on the World Wide Web that are
created with the intention of misleading search engines and achieving higher-than-
deserved ranking by various techniques to drive traffic to certain pages for fun or profit.
The web spam pages can be broadly categorized into content-based spam, link-based
spam and hidden spam. Hidden spam refers to a kind of spam that uses a variety of
cryptic techniques to provide different information for the user and the machine. With
the characteristics of diversity, concealment as well as evolution, the rampant web
spam results in declining quality of the Internet search results, which has seriously
deteriorated the searcher experience and becomes the primary issue that matters the
fairness of web search engine. The research shows that hidden spam are usually used
for the profitability of underground economies, such as illicit game servers, false
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medical services, illegal gambling, and less attractive high-profit industry [2]. And the
resulting Internet underground industry chain poses a great threat to private property of
netizens, privacy, and even personal safety and has become an insuperable barrier for
network security.

In the process of detecting web spams of pornography and gambling, etc., we found
a large number of malicious hidden spams including redirection spams and nest spams
through JavaScript technique. There’re mainly two reasons for this phenomenon,
firstly, to escape detection based on the content supervision. Because of the diversity of
JavaScript in redirection and nest forms, the traditional detection method based on
content analysis become invalid for it can’t obtain the webpage code that visible for
users. Secondly, criminals only need to maintain a high quality of “kernel” webpage,
that is a visible webpage for users, which is convenient for widely deployment and
reused after being shut down. The above two “advantages” make such spams widely
spread. During the false negative analysis of the web spams, it is found that proportion
of this kind of web spams in the year of 2015 is three times more than that of 2014.
Given that static analysis and static feature-based systems having lost effectiveness for
the hidden spams [3], this paper analyzes the common characteristics of them and puts
forward a detection method on the basis of domain name resolution to effectively
combat the intractable hidden spams.

The rest of sections are organized as follows. Section 2 presents a literature review.
Section 3 gives an analysis of the cross-domain web spam. Section 4 describes the
experiments and the results of the proposed method. At last, Sect. 5 draws the
conclusions.

2 Related Work

With regard to the web spam detection, there has been a lot of research on the content-
based spam and link-based spam and a series of algorithms have been proposed [4–10],
including TrustRank [4], topical TrustRank [8], SpamRank [9], and R-SPAMRANK
[10], etc. And concerning the hidden spam that consists of meta-clocking spam, link-
based spam, redirection spam as well as the nest spam, there have been fine solutions
for the meta-clocking spam [11] as well as the link-based spam; however, because of
using a wide variety of technologies and evolving continuously, there is no effective
countermeasures against redirection spam and nest spam.

Redirection spam, also known as malicious redirection, presents a web page with
false content to a crawler for indexing. Redirection is usually immediate (on page load)
but may also be triggered by a timer or a harmless user event such as a mouse move.
JavaScript (JS) redirection [12] is the most notorious redirection technique and is hard
to detect as many of the prevalent crawlers are script-agnostic.

Through the study of common JavaScript redirection spam techniques on the web,
K. Chellapilla found that obfuscation techniques are very prevalent among JavaScript
redirection spam pages, which limit the effectiveness of static analysis and static feature
based systems. So a JS redirection taxonomy was raised. Because of the complexity of
JS language, the corresponding classification system is very complex. In this paper, it is
recommended to design a JS parser. However, JavaScript can be written on the web
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pages directly and also it can be embedded on the web pages through script. What’s
worse, some redirection spam would take many redirections to avoid detection. So the
JS parser can’t be adopted in reality due to complexity and diversity of the redirection
spam. At present, the most popular web search engines such as Baidu are JS redi-
rection- neglected, which to some extent contributes to the malicious redirection getting
more widely used.

Nest spam refers to the web pages (which is called “kernel” web pages) using
certain framework or JavaScript code to implement nesting on another web page
(which is called shell web pages), which presents a web page with false content to a
crawler for indexing and shows a different web page to users. Nest spam is widely used
for huge profits of dark industry, such as, pornography, gambling and fishing etc. There
are mainly two reasons for this phenomenon, Firstly, the nest spam could be used to
deceive automation detection to avoid supervision; secondly, although being shut
down, this kind of web spam will emerge again, because the “kernel” web pages still
survive and it will continue to offer service after changing another “shell” web page.
And to the best of our knowledge, there is no previously published literature about the
detection of nest spam.

3 Cross-Domain Web Spam Analysis

DNS (Domain Name System) is a hierarchical distributed naming system for com-
puters, services, or any resource connected to the Internet or a private network [13]. As
a distributed database for the mapping of domain names and IP addresses, it is the
entrance of the network services. Although it’s intuitive and convenient for network
resources access, domain name abuse, including phishing, pornography, gambling etc.,
is becoming a more and more critical threat for the internet, which results in amount of
user information leakage and property losses.

With the implementation of real-name authentication as well as the efforts of
fighting against the domain name abuse of certain top-level domains (such as .CN
domain names) registry, cybercrime based on domain name abuse becomes more
difficult. In order to avoid the inspection of domain name abuse, cross-domain hidden
spam is increasing day by day.

Cross-domain hidden spam refers to when users visit a website (domain name)
through a browser, another website (domain name) is presented to the user through
certain technology. And redirection spam and nest spam are two typical cross-domain
spams.

One common characteristic of these two kinds of web spams is visible but unde-
tectable, that is, when opening the website through a browser, users will see a bad
website, i.e., gambling, phishing, etc. However, it can’t be detected through source
code review of its web page.

Take a website of nest spam as example, the website with .cn top-level domain and
its URL is http://www.xiansx.com.cn/, embedded a website with .com top-level
domain through a script of common.js. The URL of the embedded website is http://
www.ag823.com/ and part of the content of common.js is showed as Fig. 1. Through
the source code review of the web page, no web spam and domain name abuse are
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detected. However, when users visit the .cn website through a browser, a gambling
website will be presented to users.

And then taking a website of redirection spam as an example, the website with .cn
top-level domain and the URL of which is http://www.xiaoyanzi568.cn, when loaded
through a browser, it will redirect to a .com top-level domain website through a script
of fery.js which is showed as Fig. 2 and the users will see a gambling website with the
URL is http://www.bzy888.com/.

As the typical cross-domain web spam, malicious redirection spam and nest spam
have great differences in both technologies and appearances. In view of these two kinds
of cross-domain web spam in the Internet, the traditional detection methods, such as the
statistical learning of web page content and links as well as image recognition, have
failed, and there is no effective solutions at present. Considering that all the cross-
domain web spams need to launch a series of DNS query requests during the page
loading process, we proposed an integrated solution to effectively combat all kinds of
hidden spam from the perspective of the domain name resolution.

4 Experiment and Result

A PageRank [14] results from a mathematical algorithm based on the webgraph, cre-
ated by all World Wide Web pages as nodes and hyperlinks as edges. And the rank
value indicates a rough estimate of how important the website is.

To implement the model, firstly, build a dedicated DNS recursive server and imitate
browser to visit the suspicious websites in the sample; secondly, analyze the recursive
log to extract and sort the queried domain names. In the third step we use PageRank to

Fig. 1. Part of the content of common.js.

Fig. 2. Part of the content of fery.js.
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filter the most suspicious domain dames. Finally, submit the final domain names set to
manual review. And the framework of the cross-domain hidden spam detection model
is illustrated as Fig. 3.

To complete our implementation, a DNS recursive name server is needed to set up
to record the domain name queries of the suspicious websites. There are mainly three
steps: firstly, install a recursive server using BIND, which is a well-known open source
DNS name server software, and then complete the BIND configuration including set
the logging options and disable the cache; secondly, set the domain name server of the
computer with the IP address of the recursive name server; thirdly, clear and disable the
cache as well as DNS cache of the browser and simulate browser polling the suspicious
websites set. So all the domain name resolution requests during the suspicious web-
pages loading process will be sent to the recursive name sever. The domain name
resolution procedure of website. www.bjydhsbyxgs.cn is showed in Fig. 4 and there
are mainly six steps:

Web spams
collec on

Manual audit
Recursive Nameserver Log

Analysis

Access thewebsite
through the
browser Nameserver

Recursive

Fig. 3. The framework of the cross-domain hidden spam detection model.

AUTHORITATIVE NAME SEVER
OF .CN

4 send the domain name
resolu on requests to the
authorita ve name server

1 send domain name
resolu on requests to

recursive server

6 return the
resource record

5 return the corresponding IP
address of the name server

2 Send the domain name
requests to root server

3 Return the IP address
of the authorIta ve

name server

RECURSIVE NAME SERVER

ROOT SERVER

Fig. 4. The domain name resolution process of the cross-domain hidden spam.
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(1) When loading the webpage bjydhsbyxgs.cn, the browser sends domain name
resolution requests to the recursive domain name server.

(2) Because recursive server cache has been disabled during the configuration, when
the requests are received, it send them to the root server of the DNS, and at the
same time it record the queried domain name in the log.

(3) The root server responses the recursive server with the IP address of .CN
authoritative domain name server.

(4) Recursive server sends the query to the authoritative server.
(5) The authoritative server returns the corresponding resource record to recursive

server.
(6) Finally, recursive server will send the resource record to the browser.

In order to capture the queried domain names of each website, once finishing the
visit of one website in the set, simulate the browser to visit a non-exist website www.
xxxxxxxxxxxxxxxxxxx.cn which is called XNAME. Then the query record of each
suspicious website in the recursive server log will be split by the domain name queries
of XNAME, which makes it easier to the log analysis.

There are mainly three steps to accomplish the analysis of the recursive log, firstly,
capture the queried domain names of each website:

Sitei ¼
[N0

i¼1

domain namei ð1Þ

Secondly, collect and sort all the domain names a according to their occurrence
frequency:

Totali ¼
[N1

i¼1

domain namei; frequencyif g ð2Þ

Thirdly, find out the PageRank value of the corresponding website of each domain
name and select the most suspicious websites according to the PageRank value
threshold:

Suspicious Domain Names ¼
[N2

i¼1

domain namei; frequencyi;PRif g ð3Þ

Finally, the suspicious websites collection will be submitted to manual audit for the
final judge of the web spams Table 1.

Table 1. Statistics of the experiments.

Data Number

Sites 13000
Captured domain names 6158
Suspicious domain names 5808
Web spams 1557
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In this paper, we take thirteen thousand websites which are reported to APAC as the
initial sample and the top level domain of all the websites is .cn. On the basis of the
implemented model, 6158 queried domain names are captured and their respective
occurrence frequency are summarized. Because lower-PR pages are believed to be
more unimportant, hence they are more likely to be spam pages compared with higher-
PR pages. At the same time, given that lower the threshold excessively will improve
the false negatives rate, we set the threshold of PageRank value as 3, and finally 5808
suspicious domain names are filtered.

It can be seen from the Fig. 5 that over one thousand domain names occurred more
than once and 63.6% of the queried domain names occurred more than 20 times. For
example, the occurrence frequency of the illegal gambling website www.fh885.com
reached as high as 374. So it can be concluded that most of the malicious websites are
highly repeatedly utilized as the kernel of hidden spams. And it indicates that the
proposed model in this paper is effective to detect kernel website to prevent the
repeatedly exploitation by the Internet dark industry chain.

In the final, 1557 domain names (that is, 1557 corresponding websites) are judged
as web spams through manual audit. Furthermore, we took the formula below to
measure the positive rate of this model.

Positive rate ¼ Numof Web spams
Suspicious DomainNames

� 100% ð4Þ

Because we took a comparatively high threshold of the PageRank to reduce the
false negative rate, the positive rate is

Positive Rate ¼ 1557
5808

� 100% � 26:8%

Decreasing the threshold of PR can reduce the manual audit cost and improve the
positive rate, but it may increase the false negative rate. To choose the most appropriate
threshold, studying the PageRank distribution of the hidden spam webpages will be one
of our further research topics.

frequency
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Fig. 5. The occur frequency of suspicious domain names.
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In our sample, all the websites use .cn TLD. So it can be concluded from Fig. 6 that
all the detected spams are cross-domain spams and the TLD of kernel websites are
widely distributed, with 71% of the kernel websites use .com TLD and 18% of kernel
websites use .pw TLD.

5 Conclusions

As the traditional methods such as statistical learning and image recognition failed in
detecting hidden-spams, we proposed a model to combat the web spams on the basis of
domain name resolution in this paper. Without the need of parsing the webpage code,
this model presents high efficiency and accuracy in detecting the hidden spam. And the
experiment shows that amount of hidden spams are cross-domain spams, that is, when
user visits a website (that is domain name, and we call it shell website) through a
browser, another website (we call it kernel website) is presented to the user through
certain techniques such as using HTTP Status Codes, JavaScript etc. The experiment
result shows that malicious kernel websites are repeatedly utilized through disguise
using the “shell” website. And it indicates that the proposed model in this paper is
effective to detect kernel website to prevent the repeatedly exploitation by the Internet
dark industry chain. Although the proposed method are not effective for all kinds of
hidden spams, it has good detection capability in the redirection spams and nest spams
and it is the complement for the existing hidden spams detection method. Through
further optimization, this model can be applied to web spam detection in the online
high-speed network traffic through retrieval and analysis of DNS recursive name server
log directly.

Acknowledgments. This paper is supported by grants from the National Natural Science
Foundation of China (Nos. 61375039 and 61272433).
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Abstract. Security in the domain of In-Vehicle communication becomes crit-
icial issue when modules from different vendors allowed interacting with car.
Authentication and information secrecy issues must be solved by car vendors.
Many research works were held about authentication of car accessory devices
and their secure communication with central unit (HUD). In this work we have
analyzed one of the recently published In-Vehicle Secure protocol. Multiple
replay attacks were discovered during analysis of the protocol. CPN (Coloured
Petri Nets) tool was applied to anlyze and demonstrate the flaw in given secure
message exchange protocol.

Keywords: In-Vehicle � Secure � Protocol � HUD (Head Unit Display) � CPN
(Colored Petri Nets) � Replay attack

1 Introduction

Nowadays modern cars contain dozens of controllers that are increasingly networked
together via various bus communication systems. Basically those networks were
connected to non-critical controllers of the car, such as: light control, window control,
door locker etc. In modern cars networks have access to several life critical components
of the vehicle, like breaks, airbags and engine control. Those modern cars that are
equipped with driving aid systems like ESC (Electronic Stability Control) or ACC
(Adaptive Cruise Control) allow deep intervention in the driving behavior of the
vehicle. Third party organizations allowed develop products based on CAN (Controller
Area Network) or other type of in-vehicle communication networks. Originally CAN is
a vehicle bus standard that is designed to allow microcontrollers and devices com-
municate directly without a host computer.

The car manufacturers try to keep their in-Vehicle communication protocol hidden
from customers. It is done in order to preserve secrets of their products. This kind of
strategy kills the concept of connected car, by preventing interaction with outside world.
Nowadays society requires connected car, which is synchronized with their daily life
devices and their social networks. Restricting third party vendor to communicate with
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the car by hiding and developing proprietary protocols is not the proper solution of the
problem. Open source and open standards more preferred than proprietary solutions.
Besides, proprietary protocols get hacked more often than open community proven
secure protocols.

Dozens of research works have been done in the domain of in-Vehicle networking.
In this paper we demonstrate the cryptographic protocol analysis of the recently
introduced in-Vehicle secure protocol. The protocol was designed to be extremely
efficient with less computational overhead. Introduced protocol has a serious flaw that
puts the protocol under huge threat. There is a demonstration of the protocol analysis
by applying CPN tool [6] is given. The weakness of the protocol was pointed out and
demonstrated with active attacker.

Our paper is structured in a following way: in Sect. 2 some related works regarding
to our work were listed out. Sect. 3 introduces CPN modelling tool and its advantages
in analyzing security protocols. Sect. 4 introduces secure in-Vehicle communication
protocol and its CPN model illustration. Sect. 5, demonstrate variation of replay attacks
on given protocol.

2 Related Works

The Colored Petri Nets are recognized as a powerful tool to prove, disprove or analyze
correctness of the systems, protocols and algorithms. The core of the formal analysis
performed, by listing out specification of the system and creating its model. Created
model can be verified using a model checking approach that consists of exploration all
model states and transitions. During a process of model creation, execution and sim-
ulation the system designer can detect flaws and errors in their system design. The
cause of the discovered errors and flaws can be easily seen and traced using CPN tools
[6]. It gives a good prospect to find a way subsequently improve their design.

New methods to analyze cryptographic protocol using colored petri nets were
introduced in [7]. They have demonstrated two new methods related to matrix
description of colored petri nets to find breakable state of the net. The first one is the
Acceptance Check Step (ACS) and the second one is the Matrix Analysis Step (MAS).
For use case demonstration they have identified ambiguity in the wireless protocol
proposed by Aziz and Diffie.

Another research work [8] demonstrated that analysis of Micali’s ECS1 fair con-
tract signing protocol. Two new attacks on ECS1 protocol have been discovered. The
first attack happens due to Micali’s incomplete definition on Bob’s (responder’s)
commitment. This way intruder may claim that Bob had made commitment which he
had never actually proposed. Second attack makes available to swap the initiator and
responder roles in the protocol. The swapping initiator and responder’s role can cause
serious consequences in real life scenario.

Analysis of two OSAP and SKAP authorization protocols has been performed in
[9]. The vulnerability in those protocols already been analyzed and demonstrated by
[10] using ProVerif tools. The purpose of the [9] was to examine the usefulness of
Colored Petri Nets and CPN Tools for security analysis. They have constructed intruder
using Dolev-Yao [11] based model and generated same result as it was done in [10].
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3 CPN Introduction

The Petri Nets are popular and well known formalism for modeling concurrency
systems. Petri Net is the collection of basic elements such as places, transitions, arcs
and tokens. Tokens occupy places and moves to another place through arcs when
corresponding transitions enabled.

Colored Petri Nets (CPN) is an extended from original Petri Net and represents a
well-known formalism for modelling concurrent protocols. CPN is applied in many
areas where the concurrent and complex processes must be analyzed from architecture
checking and behavior perspectives.

There are many usages of Colored Petri Nets in various domains. Kurt Jensen has
written theoretical aspects of CP-Nets in [1, 2]:

– CP-Nets have a graphical representation
– CP-Nets have a well-defined semantics, which unambiguously defines the behavior

of each CP-Nets
– CP-Nets are very general and can be used to describe a large variety of different

systems
– CP-Nets have very few, but powerful, primitives
– CP-Nets have an explicit description of both states and actions
– CP-Nets have a semantics that builds upon true concurrency, instead of interleaving
– CP-Nets offer hierarchical descriptions
– CP-Nets integrate the description of control and synchronization with the descrip-

tion of data manipulation
– CP-Nets can be extended with a time concept
– CP-Nets are stable towards minor changes of the modelled system
– CP-Nets offer interactive simulations where the results are presented directly on the

CPN diagram
– CP-Nets have a large number of formal analysis methods by which properties of

CP-Nets can be proved
– CP-Nets have computer tools supporting their drawing, simulation and formal

analysis.

3.1 CPN in Cryptographic Protocol Analysis

CPN is particularly good to apply for analysis of Cryptographic protocols. It can verify
protocol correctness by building state space maps and by analyzing incidence matrix.
In some works CPN used to verify whether any security threats exist when many
instances of the protocol are executed concurrently [3].

The group of cryptographers at Queen’s University and Computer Laboratory at
University of Cambridge added significant research contributions to verify crypto-
graphic and security protocols, even compute their weaknesses using CP-Nets.

There are two courses of using CP-Nets: forwards and backward analysis. Ayda
and Moon stated in [4, 5], the backward state analysis has tree steps:
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(1) First generate CP-Net specification for protocol
(2) Identify insecure states that may or may not occur
(3) Perform backward state analysis to test if each insecure state is reachable or not.

State Space
State space is one of the important features the CPN has. CPN Tools become able to
inspect terminal states and identify possible deadlocks, as well as bounds on com-
munication channels. State space is a graph that contains nodes and directed edges.
Each node represent one snapshot of the CPN state, means markings positions and their
values. For example first node contains initial markings positions and value informa-
tion. The number of outgoing edges from that node equal to active transitions number
from CPN at that concrete step. That means we can travel to each of those edges
considering as proper transition got triggered. The node where the edge comes in
represents new state of markings after the transition triggered. Recursively performing
this operation will build up state space graph. Depend on the CPN the state space graph
might get quite complex and big.

4 Secure In-Vehicle Communication Protocol

In this section we will introduce secure in-Vehicle communication protocol suggested
by some organization (for the privacy issues we would like to classify the name of the
company). The proposed protocol was registered in a patent organization for future
usage, in order to provide secure in-Vehicle communication.

Protocol uses symmetric encryption, random number generator and hashing func-
tions. Each of those used algorithms cryptographically strong and secure. It is not our
goal to analyze algorithms in details or in a convergence. We assume cutting edge
cryptographic algorithms are used for symmetric encryption and hashing function. We
also assume random number generator has truly uniform distribution and cannot be
predicted by an attacker. It is assumed that shared symmetric key to be pre-distributed
between communication participants. Pre-distribution happens long before the
exchange takes place and it is not considered in this protocol.

The Table 1, contains notations that are used in a formal description of secure
in-Vehicle algorithm. Protocol steps are enumerated, and physical location of the
operations separated with colon sign. “Serv - > ECU” refers to the transmission
operation where the Server sends data to ECU (Data follows right after colon sign).

Initialization

(1) Serv: RN0 = G()
(2) Serv - > ECU: ESk(RN0) = C
(3) ECU: RN0 = DSk(C)
(4) Serv: K0 = H(RN0)

ECU: K0 = H(RN0)

It can be easily noticed that initialization process is quite primitive and relies on
pre-shared key safety and random number generator.
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Communication (ECU may behave as an initiator too)

(1) Serv: RNi = G()
(2) Serv - > ECU: EKi-1(M | RNi) = C
(3) ECU: DKi-1(C) = M | RNi

(4) Serv: Ki = H(RNi)
(5) ECU: Ki = H(RNi)

Communication step relies on key secrecy generated at previous step. New random
seed number generated and sent through the secret channel on each communication
step. New random seed number us to generate session key for the next step. On the
other side receiver decrypts the data with current session key. From the received data
random seed number extracted and next session key derived. At the end of each step
the new session keys are synchronized on both sides.

Reset (we assume desynchronization of keys happened)

(1) Serv: RNi = G()
(2) Serv - > ECU: EKi-1(M | RNi) = C
(3) ECU: DKi-1(C) == NULL
(4) ECU- > Serv: EK0(RST) = C

ECU: Ki <= K0

(5) Serv: DKi-1(C) == NULL
(6) Serv: DK0(C) == RST

Serv: Ki <= K0

Reset transaction step shows generalized version of resetting function. In a real
implementation it may suggest to recover message with previous key. Previous keys
are saved in key stack which has limited size (considering the ECU capabilities).
Previously saved keys are extracted from the stack and tried to decrypt the received

Table 1. Notations used in description of protocol.

Messages Notation

Sk Secretly shared master key
M Message
C Cipher text (Encrypted message)
RNi Random generated number on i-th step
Ki Session key on i-th step
EK(M) Symmetric encryption of message M using key K
DK(C) Symmetric decryption of message C using key K
H(M) Un-keyed cryptographic hash of the message M
M | C Concatenation of messages M and C with separator
G() Generate random number
RST Session key resetting command
NULL Refers to improper decrypted data. Means the session keys in desynchronized

state
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message. When the all previously saved keys are not matched (or the stack search
exhausted) then the setup returned to the initial key K0. Regarding to security
requirements the master key is used only at the initialization step. The key K0 con-
sidered as a fixed baseline, in order to keep a master secret key away from statistical
analysis.

The modelling is the fastest way to check the algorithm and all logics encompassed
in it. We have followed the protocol description in details and designed CPN model of
In-Vehicle Secure Communication Protocol. First we have drawn simple sketch model
with just simple UNIT markings. In our opinion it is good style of drawing CPN model,
because we can see overall view of the protocol and its simplified behavior. It helps
approximately calculate the average number of places and transitions. After that we can
start adding colored markings (new types specifically for our working domain) such as
plain messages, encryption messages and session encryption messages.

The authentication process is quite straight forward where simply master key,
message and random number must be involved. It was implemented by using few
transitions and places (as illustrated in Fig. 1). The main body part encryption is
represented as a recursive function, which is why it is packed into reusable sub-module
called BodyEncryption. Controlling and monitoring parameters such as: Ran-
domNumber, Data_Send and Data_Receive designed to be accessible and controllable
from outside of the sub-module.

Detail CPN model of reusable BodyEncryption is illustrated in Fig. 2. The
BodyEncryption sub-module is the core processing logic and it’s reused for ECU and
for HUD-Server. Both of those participants have an identical processing logic in their
cores.

This protocol was designed to be strong against statistical analysis by updating
session key in every exchange step. Since CAN network is quite error-prone the
keychain can get broken up easily. When single exchange message is skipped by one of
the participants the key mismatching state occurs. Recovery mechanism gets activated
in order to solve the key mismatch issue. Recovery mechanism starts scanning keys in
a backward order, by checking previous n-1 key. Key searching loop continues until
proper decryption key has found. When the whole key stack is checked and key is not
found, then initial key K0 is used as a new start key.

The CPN model of this secure protocol revealed that design is quite error-prone to
various cases. The system doesn’t get locked, even if error happens with session keys,
because of its automatic key recovery logic.

5 Multiple Replay Attacks

This protocol has multiple flaws in its design and some of them made by designer while
chasing efficient secure protocol. First flaw can be detected easily by simply analyzing
overall design. It applies one way authentication for initialization step. At the initial-
ization step the recipient doesn’t reply any message about success or failure of the
initialization process. Not confirming the initialization step is the half of the problem,
another bigger and more serious issue lies on key reset procedure.
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K_S

Hash_K0_S

input (skey,msg,rnd)
output(sencmsg)
action
let
   val res=(skey,msg,rnd)
in
   (res)
end;

SK RN0
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KeyStack_S

KeyNotFound

FindAKey

Copy1 Copy2

KeyRecoveryRN_S

Data_Send
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Hash_KN_S
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RenewCurrentKey_S

input (mkey,rnd)
output(skey)
action
let
   val res=subsctring(mkey,0,4)^substring(rnd,0,4)
in
   (res)
end;

input (sencmsg)
output (msg,rnd)
action
let
 val res = (#2(sencmsg), #3(sencmsg))
in
 (res)
end;

[skey<> #1(sencmsg)]

[skey= #1(sencmsg)]

[skey1<> #1(sencmsg)]

Fig. 2. CPN model of main encryption and error handling module (in the hierarchical model it is
named as BodyEncryption submodule).
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MK_Decryptinput (encmsg)
output(rnd)
action
let
   val res=#2(encmsg)
in
   (res)
end;
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M0 MK_Encrypt
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RN0_S

Random_Generator_S
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Copied_RN0_S

BodyEncryption_SBodyEncryption_E
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Data_Recv_E
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let
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in
   (res)
end;

Fig. 1. Hierarchical model of in-vehicle secure communication protocol.
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We describe two defects of the protocol by dividing this section into two parts. In
first example we demonstrate how the message can be replied to make ECU perform an
action. As a second example we assume there is confirmation message generated for
each new message. Adding confirmation message did not exterminate the security flaw
in the protocol. Main reason is that replay attack was not considered at design time.

Intruder model is used from Dolev-Yao [11], where intruder is equipped with
highest imaginable strength so that all possible attacks on the protocol can be identified.
We adopt the Dolev-Yao model to our domain, with CAN bus network in mind.
According to the Dolev-Yao model intruder can carry out the following actions:

(1) Tapping and storage of all messages exchanged through shared bus
(2) Forwarding and blocking messages
(3) Generation of forged messages using tapped, randomly generated, hashed and

encrypted messages
(4) Decryption of encrypted messages if the intruder has a matching key
(5) Intruder has the ability of normal principal, that he can take a part in the protocol

and masquerade.

5.1 Reply Attack on Protocol Without Confirmation Message

In our example for reply attack we don’t use all techniques that are available by
Dolev-Yao model. Only few of them were enough to reach the goal. First of all we
define our scenario where an attacker wants to perform some action on car. For
example we use door lock system. In modern cars the door lock system is centralized
and the center of the door lock system located at driver’s door. Driver’s door equipped
with ECU which is connected with HUD-Server through CAN Bus.

Without diving deeply we can see that intruder can easily capture all commands
initiated from HUD-Server, and later reply them back to ECU. Intruder doesn’t have to
exactly know the shared master key to replay the same command. The replay attack is
possible because generated messages do not contain any time stamp, or ECU has too
small memory to memorize all previously generated keys.

5.2 Reply Attack on Protocol with Confirmation Message

Even though this algorithm originally does not consider confirmation or any other
measurements to prevent replay attack we will assume this functionality included (or at
least we can assume this functionality added at upper layers). In this case attacker’s
task gets little bit complicated but still it stays in a trivial attacks class.

Replay attack on In-Vehicle Secure protocol with confirmation message illustrated
in Fig. 3. Attacker just captures first initialization message and then waits for “Open
Door” command. When “Open Door” confirmation command generated by ECU,
attacker has to jam the network. By following key recovery protocol Server will
generate “Open Door” command with basic key K0. That command should be cap-
tured, so later intruder starts new session where he should just open the connection and
send “Open Door” command encoded with basic key K0. ECU would have no choice
then just perform that command and door will open.
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Replay attacks can be prevented by performing three handshake exchanges. To put
it in a simple way, the confirmation message generated by ECU device should be
re-confirmed by HUD-Server. In this case the last decision for session key would be on
ECU side, which prevents replay attacker from masquerading HUD-Server. In order to
send re-confirmation message an attacker should know the K0. Only knowledge of K0

can decrypt Rn1 random seed generated by ECU. Rn1 will change every time when
new interaction started. The key K1 should be as a baseline to recover the communi-
cation if the error happens.

6 Conclusion

In this paper we have analyzed In-Vehicle Secure Communication protocol. CPN Tools
were used for analyzing and proving the weakness of the protocol. The protocol has
been broken by applying replay attacker model. Man-In-The-Middle type of intruder
model has been designed and demonstrated.

Original Protocol does not contain a confirmation message routine, that’s why we
have added additional confirmation message reply from the responder side. Even
adding confirmation reply message has not saved the car from being attacked. Using
reply attacker model we have designed real scenario with door unlocking. This flaw can
be solved by generating confirmation message at initialization step. Confirmation
message should contain random seed number for initialization key K0. As a solution of
the problem we have added re-confirmation message at the initialization step. It can
prevent any kind of replay attack.

Fig. 3. Demonstration of replay attack when the confirmation message is enabled.
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Abstract. Recently, with the development of IoT technology, a wireless
sensor network technology capable of real-time management by receiving
information wirelessly through various kinds of sensors has been actively
developed. Hence, reducing the signaling cost becomes an important issue
because most of the sensors are powered by battery only. In addition,
since the Internet of objects is open on the Internet in object environ-
ments, security issues related to authentication of users accessing wire-
less networks are very important. AAA technology is the best possible
way these days of resolving delay issue when introducing authentication
process of mobile switching. However, despite long development in AAA
technology, the mobility management in wireless network environment
has yet to be researched further. To solve these problems, we propose a
Proxy-Authentication Authorization Accounting (Proxy-AAA) authen-
tication scheme. This places the AAA server in the LMA so as to the
cost of authentication by means of a short, simple mobile authentica-
tion. The proposed method reuses the LMA-based session key in the
authentication process when moving within the domain, and reuses the
AAA server based session key when moving between domains. The AAA
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1 Introduction

The potential of the Future Internet is not limited to smart phones. Internet of
Things (IoT) is another emerging area of the Future Internet, which is offering a
higher integration of the cybernetic and physical world. The main goal of the IoT
is collecting data from the real-world entities and events. In order to maintain a
reliable connection of distributed IoT equipment, it is important to establish a
secure link for end-to-end communication using appropriate authentication. In
the internet of things environment, due to the openness of the IoT, the security
issue related to authentication of user accessing wireless network is extremely
important. AAA technology is the best possible way these days of resolving delay
issue when introducing authentication process of mobile switching [1,2]. How-
ever, despite long development in AAA technology, the mobility management
in wireless network environment has yet to be researched further. Due to the
deployment of MIPv6 networks and the development of new access technologies,
the RADIUS protocol, which provides centralized authentication and authoriza-
tion services, can no longer meet requirements. Diameter protocol, an improved
version of RADIUS, provides extremely improved functions in failure recovery,
security and reliability [3]. However, the delay from authentication and autho-
rization process greatly influences the process and AAA application in mobile IP
has a number of issues such as failing to support continuous and fast handover in
both intra-domain and inter-domain [4–7]. To solve these problems, we propose
a Proxy-Authentication Authorization Accounting (Proxy-AAA) authentication
scheme. This places the AAA server in the LMA so as to the cost of authentica-
tion by means of a short, simple mobile authentication. The proposed method
reuses the LMA-based session key in the authentication process when moving
within the domain, and reuses the AAA server based session key when mov-
ing between domains. The AAA server in the scheme will be deployed on Local
Mobility Anchor (LMA), making up for the shortage of simple fast handover
authentication and hierarchical authentication, and further reducing the cost of
intra-domain authentication [8]. We analyzed the performance of the MIPv6 pro-
tocol and the proposed scheme using the mathematical analysis and the network
simulation tool. The signaling overhead of the proposed Proxy-AAA scheme is
always smaller than that of the existing AAA scheme regardless of the LMA
domain or inter-domain movement. When the mobile node (MN) moves away
from the home domain, the signaling overhead of Proxy- Efficiency is increased.
We first describe and compare basic MIPv6 and PMIPv6 in Sect. 2. In Sect. 3, we
introduce our proposed Proxy-AAA and protocol selection scheme. In Sect. 4, the
performance of the traditional AAA scheme and proposed Proxy-AAA scheme
is compared. Section 5 concludes the paper with a summary of the key results of
this work.

2 Related Work

Recently, mobility solutions are divided into two trends: evolutionary research
that follows an IPv6-based approach, and a clean-slate trend. The clean-slate
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trend is based on new concepts such as identifiers and location-partitioning
architectures. This kind of architecture has the advantage that the mobility
is directly supported since the session recognition and the locator of the equip-
ment are separated. However, this type of solution has the overhead incurred by
a limited network such as 6LoWPAN and the cost incurred by replacing the cur-
rent hardware and infrastructure. Another trend is evolutionary research, and
the main protocol following evolutionary research is MIPv6. MIPv6 uses two
IPv6 addresses; one is the initial address of the device, and the home address
is mainly used as identification data. The other is Care-of-address, which is
newly issued in the visited network and used as the locator of the equipment.
The MIPv6 protocol extends the IPv6 header to manage the binding between
these two addresses and provides a signaling message. In particular, it defines
IPSec tunneling between the mobile node and the home agent, and defines a
return routability mechanism that performs route optimization to avoid trian-
gle routing [9]. This ensures the security and authentication of the mobile node
to the binding update when the node needs to register a new Care of address.
However, MIPv6 is considered to be unsuitable for 6LoWPAN nodes because
it transmits very heavy messages during handover processing and requires high
processing requirements [10]. PMIPv6 is a Network Mobility (NEMO) [11,12]
based protocol proposed to reduce MN overload. This does not require mobile
functionality in the IPv6 stack because it delegates mobility signaling message
processing from the MN to MAG equipment acting as a proxy. This protocol is
suitable for 6LoWPAN because it avoids MN’s involvement in mobility-related
signaling. We configure the sensor node information to be received by the mon-
itoring system via the gateway. The sensor node resource receiving method is
a method of establishing an information request in an external network and a
polling method in which a gateway periodically requests information to a sensor
network [13,14]. When the polling request method is used for sensor information
collection, inefficient battery consumption may occur due to the wireless signal-
ing used continuously by the sensor. In this paper, we used an asynchronous
method to transmit data to a gateway in case of data fluctuation, instead of a
polling method, to provide sensing data of a sensor network. To this end, the
sensor node transmits the information to the MN acting as a gateway of the
sensor when the sensing data fluctuates. Such a scheme transmits information
only at the time of change, and thus enables efficient use of radio resources.
The MN, acting as a gateway, stores the received sensing data in the cache and
delivers the information stored in the cache by the monitoring system request.

3 Proposed Scheme

3.1 Handoff Scheme Using Virtual Layer Between the LMA

Recently, with the development of IoT technology, a wireless sensor network
technology capable of real-time management by receiving information wirelessly
through various kinds of sensors has been actively developed. In addition, a wire-
less network called WBAN (Wireless Body Area Network) [15] can be configured
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to exchange data such as biometric signals through a network composed of people
wearing clothes or various devices attached to the human body. In this regard,
the Low Power Wireless Personal Area Network (LoWPAN) has attracted a
lot of attention recently because it can support the communication of Inter-
net of Things. 6LoWPAN is a network-based low-power technology based on
IEEE 802.15.4, which it uses a limited processing capability and power. Because
the sensor must be directly involved in mobility-related signaling, PMIPv6, the
network-based mobility protocol, is considered to be the most suitable for sup-
porting the mobility of WBAN. However, it is a heavy burden for the sensor itself
to send a message related to mobility to the agent. Hence, reducing the signal-
ing cost becomes an important issue because most of the sensors are powered
by battery only. In addition, the introduction of authentication in the process
of mobile IP handover incurs extra costs. Most solutions available today fail to
satisfy some of the requirements in specific circumstances. To deal with these
issues, this study proposes an advanced AAA authentication scheme based on
mobile IPv6. This proposed technique supports quick authentication and intro-
duces the concept of hierarchical AAA to mobile IP combined with diameter
protocol. In this proposed technique, AAA server will be implemented on Local
Mobility Anchor (LMA) to implement simple and fast handover authentication
and hierarchical authentication as well as reduce intra-domain authentication
cost. Proxy-AAA scheme, on the other hand, offers a better way to improve
authentication and binding update processes not only for the intra-domain han-
dover and authentication processes, but also for the inter-domain mobilization.
Proxy-AAA reuses the session keys based on LMA of HMIPv6 in both authen-
tication processing and intra-domain handover. In inter-domain handover and
processing authentication, Proxy-AAA reutilizes session keys derived from the
AAA server and performs a direct transmission between multiple LMAs [16].

3.2 Operation Procedures of Sensor Proxy-AAA

Figure 1 shows the flow of signals and data packets between different LMAs
when the MN moves. When the MN reaches the LMA2 area while moving to
the LMA3 area, the MAG in the area sends a BU message to the LMA2. This
causes LMA2 to respond to LMA1. On receiving the message from LMA2, LMA
compares the received message with the LMA list and updates the current LMA
address of the MN. The packet data is then transmitted directly from LMA1 to
LMA2.

Figure 2 shows the specific message flow in inter-domain handover. When the
MN reaches the LMA2 area while moving to the LMA3 area, the MN sends an RS
message to the nMAG of the area. On receiving the RS message, nMAG sends
an Authentication Request command to the pMAG, and the pMAG encrypts
the session key SMN−MAG and SMAG−HA using KpMAG−LMA and sends it
to the pLMA. pLMA passes the encrypted session key back to nLMA. After
the nLMA stores the session key, it sends a notification message to the nMAG
about session key reuse. nMAG forwards the response message to the pMAG
for session key reuse and sends the PBU message to nLMA [17]. Upon receiving
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Fig. 1. Forwarding scheme between different LMA.

Fig. 2. Inter-domain handover flow.
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the PBU message, nLMA encrypts the session key SMN−MAG and SMAG−HA

using KpMAG−LMA, and transmits the value to the nMAG by including it in
the PBU. After obtaining the session key, nMAG responds with an RA message
to the MN. Accordingly, a reliable binding UPDATE channel between the MN
and the LMA is created. Figure 3 shows the specific flow process of intra-domain
handover. After a reliable binding update channel between the MN and the
LMA is established, the sensor node can start transmitting the sensing data.
When the sensing data is generated, the sensor node asynchronously transmits
the corresponding information to the MN, and the MN stores the information
in the cache, and converts the information according to the IPv6 protocol.

Fig. 3. Intra-domain handover flow.

3.3 Protocol Selection

To select the most suitable mobility management protocol for the network and
MNs, during the authentication process, the MAG examines the profiles of
the MNs and finds the MN’s preferences. In the authentication process, MAG
searches MNs profile for MNs preference. From the search, in case MNs preferred
protocol matches what was provided from access network, the matching proto-
col will be selected [18]. In case MN does not have a preference, the network is
responsible to assess the performance of basic MIPv6 and Proxy-AAA technique
and select the appropriate protocol. To evaluate the performance of basic MIPv6
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and Proxy-AAA schemes, MAG finds the path response time through the search
process. While the route is being searched, the MAG sends two proving messages
to the LMA. One is sent through nLMA and then redirected to pLMA and the
related round-trip time (RTT) is denoted as RTTproxy−AAA. The other probing
message is sent directly to pLMA and the related RTT is denoted as RTTmip.
The average RTT of the MIPv6 path after the path search for (zn) hours can be
calculated as follows.

zn = αRTTmip (n) + (1 − α) zn−1 (1)

The parameter α represents the weight of past events in the average calcula-
tion. In a similar manner, the average RTT for the Proxy-AAA scheme can be
calculated and denoted as tn. When MN’s movement frequency is low, the path
response time of existing MIPv6 is smaller than our Proxy-AAA. On the other
hand, when the MN’s movement frequency is high, the basic MIPv6 response
time is higher than our Proxy-AAA scheme. In appropriately selecting the bet-
ter protocol according to network condition and mobility parameters, protocol
selection can be used.

tn − zn
Nh

< Ht, selectProxy − AAAscheme

tn − zn
Nh

≥ Ht, selectBasicMIPv6 (2)

Here, Nh is a handover frequency, tn − zn/Nh is an index for judging a proto-
col with better performance, and Ht is a quality threshold value for determining
which protocol should be selected.

4 Performance Evaluation

4.1 System Modeling

In this scheme, we construct an AAA server on the LMA residing in the visit
domain (AAAV), and the AAA server is wholly responsible for accounting,
authentication, and authorization of the MAG in the LMA domain of LMA. In
the proxy-AAA method, the overhead of the entire system is composed of two
parts: signaling control overhead Csignal and data transmission overhead Cpacket.
Signal control overhead is composed of authentication signaling control overhead
Cauth and registration signaling control overhead Creg in general, and Creg is
mainly made of the data transmission overhead from CN to MN(CCN−MN ).
Figure 4 shows the network topology of a specific Proxy-AAA for a system over-
head analysis.

Ctotal = Csignal + Cpacket = β (Creg + Cauth) + αCCN−MN (3)

Here, α refers to the average velocity of packet data, transmitted from the
CN to the MN (the average arrival rate of packet data), and β is the average
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Fig. 4. Cost analysis model of Proxy-AAA.

switching rate of an MN when it transfers from a subnet to another, which is
referred to as MN’s switching rate per unit time [19]. When it is assumed that
the number of packets transmitted from an MN to a CN remains constant, we
can express the packet to mobility ratio (PMR) of the packets received by the
MN as p = α/β. Also, p = α/β refers to the average number of packets received
by a peer CN. PMR is the ratio of packet arrival rate and mobility rate, and it
is a crucial indicator for the present study. The larger PMR is, the larger the
arrival rate is than the mobility rate, meaning that the data transmission cost
becomes larger. When PMR becomes smaller, the arrival rate becomes smaller
than the mobility rate, meaning the binding update cost becomes larger. Also,
the average length of data packets is referred to as ld, and signaling packets as
ls. The ratio of these is supposed to be l = ld/ls.

As the suggested Proxy-AAA scheme aims to reduce the signaling overhead
generated in authentication and registration processes, this section compares
Proxy-AAA with traditional AAA schemes. Note that the traditional AAA is
defined as a simple combination of HMIPv6 and AAA. The relevant parameters
and definition descriptions are shown in Table 1.

Assuming that MN moves out of the LMA region m times in a certain period
of time, then the authentication will be performed m times. The earlier m − 1
authentications are intra-domain authentications, and the last one is for inter-
domain authentication. Suppose that the authentication process as a result of
MN’s movement is in line with Poisson distribution with λ.
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Table 1. The parameter definition.

Parameter Definition

CMN−MAG Signaling transmission cost between MN and MAG

CMAG−LMA Signaling transmission cost between MAG and LMA

CHA−LMA Signaling transmission cost between HA and LMA

CLMA−LMA Signaling transmission cost between LMA and LMA

CAAAV −AAAH Signaling transmission cost between AAAV and AAAH

PMAG Signaling processing cost of MAG

PHA Signaling processing cost of HA

PLMA Signaling processing cost of LMA

PAAA Signaling processing cost of AAA

4.2 Numerical Ruserts

This section will compare the system overhead. Specific parameters and values
are shown in Table 2.

Table 2. The parameter definition.

Parameter Value Parameter Value

lMAG−LMA 5 lMN−MAG 1

PMAG 4 lHA−LMA 10

lLMA−LMA 10 lLMA−AAA 10

σ 0.05 η 0.1

PLMA 3 PHA 4

PAAA 3 lCN−HA 50

lMAG−MAG 1

We analyze the different data packet transmission overhead by separating
the case where the MN is located in the pedestrian and the vehicle. Figure 5
shows the data packet transmission overhead under a condition that MNs are
pedestrians (β = 0.01) and vehicles (β = 0.2). From the analysis, it can be
seen that the data packet transmission overhead Cpacket increases as PMR p
increases.

Figure 6 shows the data packet transmission overhead value when the value
of PMR p = 10, p = 50 or p = 100. It can be seen that the data packet
transmission overhead Cpacket increases as the average switching rate increases
as the MN moves.

Figure 7 shows the average signaling overhead of Proxy-AAA. This shows
that the signaling overhead Csignal increases as the arrival rate of the authen-
tication events λ increases. In other words, the frequent arrival of MN in LMA
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Fig. 5. Packet data transmission overhead (μ = 0.1).

Fig. 6. Packet data transmission overhead (μ = 0.1).

area increases the arrival rate of authentication events and increases signaling
overhead during authentication between domains and registration. In addition,
we can see that R decreases as λ increases. It can be seen that the efficiency of
Proxy-AAA increases as MN moves away from home domain.

Figure 8 analyzes the average signaling overhead of Proxy-AAA. This indi-
cates that the signaling overhead Csignal decreases as the residence time Ta

increases. That is, if the residence time is long in the same LMA domain of mn,
the exchange and authentication between the domains is small and the signaling
overhead in the whole system is also low.
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Fig. 7. Packet data transmission overhead (μ = 0.1).

Fig. 8. Packet data transmission overhead (μ = 0.1).

Figure 9 shows analysis of the entire overhead based on PMR p increases
(β = 0.01, λ = 1). This shows that the total overhead Ctotal increases as the
value of p increases when the pedestrian (β = 0.01) moves.

Figure 10 is an analysis of the overall overhead as the value of β increases.
This shows that as the average switching rate of the MN increases, the overall
overhead Ctotal increases as the PMR p is fixed.
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Fig. 9. Signaling overhead (lAAAV −AAAH = 50).

Fig. 10. Signaling overhead (lAAAV −AAAH = 50).

5 Conclusions

In this paper, we propose a sensor proxy AAA authentication scheme based on
fast handover and forwarding mode for IP-based Internet. This can be applicable
not only to micro-mobility but also macro-mobility of MNs in an LMA region.
This scheme has established a safe handover by efficiently reducing signaling
overhead generated by authentication processes. This study proposes a way of
reducing delay time and additional delay from movement of mobile devices
in mobile IP environment by means of combining AAA and PMIPv6. This
scheme has established a safe handover by efficiently reducing signaling overhead
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generated by authentication processes. Here we could confirm that fast mobility
mode and forwarding mode between various LMAs were supported. Moreover,
the overall signaling overhead also showed that proposed Proxy-AAA scheme
always has smaller value than previous traditional AAA schemes. Therefore, this
allows efficient movement between domains from forwarding mode at PMIPv6
supporting local mobility by means of AAA Authentication Scheme. Also, dur-
ing movement between LMA domains, it was confirmed that the farther the
distance between RAAAS (Root AAA Server) and home domain, the higher the
performance efficiency.

6 Competing Interests

The authors declare that they have no competing interests.

7 Author’s Contributions

This scheme has established a safe handover by efficiently reducing signaling
overhead generated by authentication processes. This scheme has established a
safe handover by efficiently reducing signaling overhead generated by authenti-
cation processes.
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Abstract. Social networks provide a large amount of social network
data, which is gathered and released for various purposes. Since social
network data usually contains much sensitive information of individuals,
the data needs to be anonymized before releasing. To protect privacy of
individuals in released social network, many anonymizing methods have
been proposed. However, most of them were proposed for general pur-
pose, and suffered the over-information loss problem when they were used
for specific purposes. In this paper, we focus on the problem of preserving
structure information in anonymized social network data, which is the
most important knowledge for community analysis. Furthermore, we pro-
pose a novel local-perturbation technique that can reach the same privacy
requirement of k -anonymity, while minimizing the impact on community
structure. We evaluate the performance of our method on real-world
data. Experimental results show that our method has less community
structure information loss compared with existing techniques.

Keywords: Social networks · Privacy protection · Community structure

1 Introduction

Recently, social network applications have provided a large amount of informa-
tion, which is increasing continually and has more value for data analysis, such
as researching the cause of social phenomenon [7], etc. However, we could not
release social network data in raw form, which can raise serious privacy concerns,
because it contains sensitive information. In this paper, we present a method to
anonymize social network data for preventing individuals from re-identifying,
while achieving the maximum utility of community structure for analysis.

1.1 Motivation

To protect privacy of individuals, a naive anonymizing method is proposed by
removing the unique identifies of nodes. However, it is insufficient and has been
discussed in previous work [9].
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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Example 1. A typical social network is presented in Fig. 1a, and its naive
anonymized graph is depicted in Fig. 1b by removing names of participants.
Even so, an adversary could re-identify the target victim by some more complex
structure attack [4]. Assume that the adversary knows that Kin has one friend,
and his friend has three friends. It is easy to infer that Kin is V3 in Fig. 1b.

(a) (b)

Fig. 1. (a) a raw social network (b) a naive anonymized social network

An effective way to protect individual privacy in Example 1 is k -anonymity
[2,3], which divides all nodes into several clusters, and each cluster has at least
k indistinguishable nodes. These clusters are generalized to super nodes, and
the edges among clusters are generalized to super edges. However, because most
of graph analysis methods can only process atomic nodes and edges, the k -
anonymity graph usually is reconstructed before analyzing [2,3].

By reason of do not considering the community structure information in the
clustering process [2,3], the boundaries of original community structure are likely
to become blurry after reconstructing.

Example 2. As shown in Fig. 1b, there are 2 communities {C1, C2} and 2 edges
between them. Figure 2a shows its 3-anonymity graph, and Fig. 2b is a possi-
ble result of reconstruction. Then, the number of edges connecting C1 and C2

becomes 4, which blurs the boundary between them seriously. Obviously, for the
community structure information, there is a big difference to the original graph.

To address the problems above, we propose a novel local-perturbation app-
roach, which can achieve the same requirement of the k -anonymity, while pre-
serving “high” utility of the community structure for data releasing, so that data
analyzers could take some relative researches about community structure.

(a) (b)

Fig. 2. (a) a 3-anonymity graph (b) a reconstructed graph
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1.2 Contributions

The contributions of this paper are summarized as follows.

1. We propose an anonymizing approach that is designed for preserving the com-
munity structure in released social network data. This is a crucial difference
to existing methods in [2], which just analyzed how well the communities in
social networks were preserved by using existing anonymous techniques.

2. By combining the clustering technique with the randomly reconstructing tech-
nique, we propose a novel local-perturbation approach to reaching the same
privacy level of k -anonymity, while minimizing the impact on community
structure. Experiment results demonstrate that our approach can effectively
preserve the privacy with the reasonable trade-off between privacy and data
utility measured in terms of preserving community structure.

The rest of the paper is organized as follows. Section 2 presents related work
of anonymization. The problem is defined in Sect. 3. Our anonymizing method
is described in Sect. 4. The concrete evaluation criterions and the experimental
results are discussed in Sect. 5, and Sect. 6 concludes this paper.

2 Related Work

There are considerable research efforts for designing privacy-preserving methods
in social network. The privacy of social network data can be mainly categorized
into two types. One type is node-privacy, in which many researches mostly focus
on node re-identification [4] and nodes’ attribute disclosure [3]. For node re-
identification, the attack goal is to identify the target victim for achieving more
beneficial information; and for nodes’ attribute disclosure, the attack goal is
to infer sensitive information of target victim, such as disease and salary. The
other type is edge-privacy, which contains link re-identification [11] and edges’
attribute disclosure [3]. For link re-identification, the attack goal is to identify
sensitive relationships between nodes; and for edges’ attribute disclosure, the
attack goal is to infer some sensitive relationship categories between nodes. This
paper focuses on preventing the node from re-identifying in unlabeled graph.

In order to protect the sensitive information mentioned above, some anony-
mous techniques have been proposed in these years. These techniques can be
classified into four categories: adding nodes [5,8], adding and deleting edges [4],
generalization [3], and randomization [1]. In this paper, we combine cluster-
ing technique with randomly reconstructing technique, which can get a local-
perturbation anonymized graph that has the same number of edges and nodes
as the original graph.

Recently, the researches about the node re-identification in the community
have been studied [12]. Tai et al. [12] presented the model of structural diversity,
for each node v, there must exist at least k − 1 other nodes located in at least
k − 1 other communities with the identical degree of v.

On the whole, some studies related to this paper are social network clustering
model and reconstructing model. Besides, we also use the community detection
approach to detecting the community structure of social network graph.
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3 Problem Descriptions

In this paper, we model an initial social network as an undirected graph G =
(V,E), where V is a set of nodes without labels, and E ∈ V ×V is a set of edges
without labels. Each node indicates to an individual in the underlying group. An
edge between two nodes presents the relationship between the two corresponding
individuals. Only binary relationships are allowed in our model.

3.1 The Privacy Model

Suppose that an adversary knows any subgraph information of the target victim
location, and wants to re-identify the target victim node in the released data.
The problem in this paper is how to transform a given social network G into
an anonymous graph G’, which satisfies the requirement of k -anonymity [2,3],
while preserving community structure information as much as possible.

Definition 1 (k-anonymity social network). Let G be a social network and
G’ be an anonymization of G. If G’ is k -anonymity, then with any subgraph back-
ground knowledge, any node in G cannot be re-identified in G’ with confidence
larger than 1/k.

3.2 Relevant Definitions

The nodes in the social network always tend to form closely-knit groups, these
groups are also known as communities.

Definition 2 (communities in social network). Let G = (V,E) is a social
network, the set of communities C = {C1, C2, · · · , Cm}, where Ci ∩ Cj = φ for
all 1 ≤ i �= j ≤ m. For each Co ∈ C , the density of internal connection is higher
than outside.

In order to protect the community structure, we choose a classic community
detection GN algorithm [10] to discover community structure of the original
network, which uses the modularity [6,10] optimization method that is defined
as

Q =
n∑

c=1

[
lc
m

− (
dc
2m

)2] (1)

where n is the number of communities, lc is the total number of edges in the
community c, dc is the sum of degrees of nodes in c, m is the number of edges
in G.

Our technique mainly includes two processes, clustering and reconstruction.
Then, some relevant concepts about anonymization are defined as follows.

Definition 3 (k-cluster social network). Let G = (V,E) is a social network,
and k is a threshold specified by social network data holder. For a given clustering
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CL = {cl1, cl2, · · · , cln} of V, the corresponding social network is denoted as Gcl

where clt ∩ clc = φ for all 1 ≤ t �= c ≤ n, and |cli| ≥ k for 1 ≤ i ≤ n.
In the clustering process, the shortest distance is important evidence. We

use the symbol adj [Vi] to denote the set of neighbors of a node Vi. The distance
between nodes is defined as follow.

Definition 4 (the distance between nodes). The distance between two
nodes (Vi, Vj) is

dist(Vi, Vj) =
|{Vk|Vk ∈ (adj[Vi]

⊕
adj[Vj ]), Vk �= Vi �= Vj}|

n − 2
(2)

where n is the number of nodes in graph. The reason that n is reduced by 2 in
the denominator is that we exclude Vi and Vj from the set. For example, the
distance between V1 and V2 in Fig. 1b is 3/5.

Then, we will get the distance between a node and a cluster [2,3].

Definition 5 (the distance between a node and a cluster). The distance
between a node Vp and a cluster clq is

dist(Vp, clq) =

∑
Vj∈clq

dist(Vp, Vj)

|clq| (3)

3.3 Problem Statement

In this paper, we address the following problem.

Definition 6 (social network anonymization for community structure).
Given a social network G without labels, and a privacy requirement k. The
problem of social network anonymization for community structure is to transform
G to a local-perturbation social network G’, which satisfies the given anonymous
requirement while preserving community structure as much as possible.

4 The Anonymization Method

In this section, we introduce a method to transform the original social network
G into a local-perturbation graph G’ for privacy preservation, and achieve the
maximum of the utility of community structure. The first step is to transform
G into a k -cluster graph Gcl, and then reconstruct each cluster in Gcl.

4.1 Cluster for Social Networks

Owing to the fact that optimal clustering problem is known to be NP-hard [3],
we devise a greedy clustering approach named K -Cluster presented in Table 1
that is based on SaNGreeA (Social Network Greedy Anonymization) algorithm
[2,3], and the time complexity is also same as [2,3].
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Table 1. Algorithm 1 K -Cluster(G)

Before anonymizing, all nodes in V should be sorted by degree in descending
order. A new cluster is formed with a node in current V that has the maximum
degree (Line 3). Then the algorithm gathers nodes one by one to this current
cluster until it has k nodes (Line 4). Due to the power law degree distribution,
it is likely that more than one node have the same degree, and this may result in
that there are more than one node have the same distance from current cluster.
The question is how to select the proper nodes from these candidates for the
current cluster with minimal impact on community structure. Different selec-
tions lead to different results. Thus, we devise a heuristic algorithm presented in
Table 2 for selecting proper nodes.

Table 2. Function 1 FindBestNode(V, cli)

Besides, when the number of nodes in G is not a multiple of k, it is possible
that the number of nodes in current V is less than k. Then, we should find the
best cluster for each of them. The specific technique is described as Table 3.

4.2 Reconstruction

To protect user’s privacy and analyze data conveniently, the k -cluster social
network must to be reconstructed before releasing. However, it will bring more
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Table 3. Function 2 FindBestCluster(Vm, CL)

uncertainty to reconstruct the entire graph, which is worse for data analyzers
to achieve accurate community structure information. Here, we will reconstruct
k -cluster graph by randomly regenerating edges in each cluster uniformly and
make sure that the number of intra-cluster edges in each cluster is the same as
before. Besides, the inter-cluster edges stay the same as before.

By the reason of uniform probability of selecting any pair nodes to regen-
erate edges in each cluster during the reconstructing process, the probability
of each node is selected is equal, in other words, the nodes in one cluster are
indistinguishable. Besides, the size of each cluster is no less than k, therefore, the
probability for an adversary re-identifies any node in the anonymized social net-
work G’ is no more than 1/k. Then we can safely get that our local-perturbation
approach could achieve the same privacy requirement of k -anonymity.

5 Experimental Evaluations

To evaluate the effectiveness of our algorithm, we compare our local-perturbation
algorithm with the SaNGreeA-uniform anonymizing algorithm proposed in [2,3].

5.1 Datasets and Data Utility

We study the data utility on three real datasets [8]:

• WebKB (http://linqs.umiacs.umd.edu/projects//projects/lbc/index.html).
• Citation (http://www.datatang.com/data/17310).
• Cora (http://www.cs.umd.edu/projects/linqs/projects/lbc/index.html).

We use Jaccard similarity and the change of modularity �Q to compare
the results of community structure preservation between initial graph and
anonymized graph.

Firstly, we consider the Jaccard similarity. The GN algorithm can detect
communities for the initial network and the anonymized network. The set of
communities before amonymizing is represented as C = {C1, C2, · · · , Cn}, and
after anonymizing is represented as C = {C ′

1, C
′
2, · · · , C ′

m}.

Ji(Ci) =
|Ci ∩ C ′

j |
|Cj ∪ C ′

j |
, i ∈ [1, n], j ∈ [1,m] (4)

http://linqs.umiacs.umd.edu/projects//projects/lbc/index.html
http://www.datatang.com/data/17310
http://www.cs.umd.edu/projects/linqs/projects/lbc/index.html
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The integral community structure preservation based on Jaccard similarity
is computed as the average of all Ji(Ci).

J(G,G′) =
∑n

i=1 Ji

n
, i ∈ [1, n] (5)

In addition, we also use the change of modularity to compare the community
information preservation level. Intuitively, the greater the result gets, the more
of the boundaries between communities become blurry, that is, the community
structure information of original data does not get better preservation.

� Q = Q − Q′ (6)

5.2 Results and Analysis

Firstly, we evaluate the impact of anonymization on community structure, and
the data utility is calculated by the Jaccard similarity and �Q.

Figures 3 and 4 represent Jaccard similarity and �Q in terms of changing
k values using SaNGreeA-uniform algorithm and local-perturbation algorithm
respectively. The former figure shows the community structure of original social
network has more serious damage with the increase of the values of k. However,
our method has more obvious advantages on community structure protection.

(a) WebKB (b) Citation (c) Cora

Fig. 3. Jaccard similarity for different k

(a) WebKB (b) Citation (c) Cora

Fig. 4. �Q for different k
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The latter figure suggests that the boundaries between communities of original
social network become more blurry with the increase of k, and our algorithm
has a relatively smaller impact than SaNGreeA-uniform algorithm, because we
preserve more community structure information by using our technique.

5.3 Other Structural Property Analysis

The social network is a complex data structure and has many topological prop-
erties. In addition to contrast the impact of anonymization for community struc-
ture, the average clustering coefficient (CC ) is also evaluated.

The change of CC is presented in Fig. 5. With the increase of k, CC becomes
smaller and smaller after anonymizing and CC values of SaNGreeA-uniform
algorithm are even close to 0. Intuitively, our approach has lower differences to
the original data.

(a) WebKB (b) Citation (c) Cora

Fig. 5. CC for different k

6 Conclusion

In this paper, we formally define the problem of social network anonymization
for releasing, and propose a novel local-perturbation approach that combines
clustering technique with randomly reconstructing technique to transform the
original network to the released network. Because of considering the commu-
nity structure in anonymous procedure, our proposed technique can reach the
same privacy requirement of k -anonymity, while minimizing the impact on com-
munity structure. We performe experiments on three real datasets with three
measurements and demonstrate that our method can provide the same privacy
protection level of k -anonymity and have less community structure information
loss compared with existing techniques.
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Abstract. Wireless Sensor Network is limited to the energy. Low-power and
network security need us to pay adequate attention when it comes to WSN
environment. We proposed a new security control protocol in this article named
WZ-lcp protocol to meet the needs. The protocol depends on the synchroniza-
tion of key and time. The key stored with int bytes in the facility and changing
with time synchronization. The experimental results on digital wireless gas
network show that the proposed protocol ensures security without costing
power-wasting and data collision.

Keywords: WSN � WZ-lcp protocol � Authentication � W2-TCP protocol

1 Introduction

WSN contains huge amount of information and value of scientific research. For there is
a huge potential market for such appliances there are serious security challenges that
have to be addressed in order to realize their true benefits. Recently, there are many
researches about public utility automatic reading system. Some studies also design the
remote reading system, but without considering the power factor and consumption of
system. Few works are about the design and implementation of the low power security
control protocol for the gas utility automatic reading system. Obviously, the WSN
technology is definitely going to be applied to public utility reading system and have a
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wide prospect cause WSN nodes have the ability of self organizing without center node
and have wide distribution characteristics [1]. As energy is a limited factor in wireless
sensor network, the low power security control protocol is of great significance.
Fernndez-Mir et al. proposed the RFID protocol which is not only achieves control
delegating but improves the scalability of the whole system. W2-TCP scheme is proved
to have effect on the security [2]. However, an authentication is of necessity before a
facility join in the network. Bandwidth and energy-saving are the two problems that
mainly affect W2-TCP. Many researches have been conducted to provide a plan for
WSN. The goal is to achieve the requirement that defend the attack which are as
follows: (1) active attack (2) passive attack.

In this paper, we proposed a new security control protocol in this article named
WZ-lcp protocol to meet the needs [3]. The protocol depends on the synchronization of
key and time. The key stored with int bytes in the facility and changing with time. The
experimental results on wireless gas network show that the proposed protocol ensures
security without costing power-wasting and data collision.

2 The Proposed Protocol

2.1 Facility Authentication

The WZ-lcp protocol has the following processes.

Authentication Procedure：
Facility Fs, Gateway G

1 Initialization
Fs initializes GNA, PRF1(x), PRF2(x) 
Fs gets a,b,c from G or database

2 Authentication 
Fs builds the RJF:
GNA is G’s network address

1

2

3

a XOR GNA GNA
b XOR GNA GNA
c XOR GNA GNA

− >
− >
− >

⎞
⎟
⎟
⎟⎠

Triple Encryption Key Calculate

1

2

3

GNA XOR RJF from bth byte
GNA XOR RJF from cth byte
GNA XOR RJF from ath byte

⎞
⎟
⎟
⎟⎠

Triple Encryption

3 Join Network
G gets RJF 
G decrypts RJF with a,b,GNA
G allows Fs to join network

Every facility stores the following information: int a; int b; gateway’s network
address (GNA); PRF1(x) and PRF2(x). a, b ranges from 0 to 255, PRF1(x) and PRF2
(x) are the same. The facility gets a, b, GNA, PRF1 and PRF2 from the gateway or the
database. After initializing, when the facility is going to join in the network, it should
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broadcast a frame with the information the network needs named Request-Join-Frame
(RJF). WZ-lcp uses a, b and GNA to encrypt the whole frame. Her we will describe
how the encryption is going.

At first, the facility gets a, b and GNA,

a XORGNA ¼ GNA1

b XORGNA1 ¼ GNA2

Then the facility fills all frame to ensure the same length of all kinds of frames with
random byte. GNA1 and GNA2 are used to encrypt the whole frame. WZ-lcp uses the
XOR twice. First time GNA1 XOR the frame with bytes in length b until all the bytes
in the frame are encrypted. Second time GNA2 XOR the frame with bytes in length a
until all the bytes in the frame are encrypted (Fig. 1).

The facility broadcasts the RJF, all the facility in the band can get it. But only the
gateway can save a, b, and GNA and have the ability to allow one facility to join in the
networks. So it can use a, b, and GNA to decrypt the RJF. Then it can get the
information is needs. A link is built to the facility in gateway [4].

The gateway sends a frame named Allow Join Frame which uses the same
encrypting method. The facility gets AJF, decrypt the information and build a link to
the gateway, either. Finally, the facility sends Confirm Join Frame to the gateway. The
gateway adds the facility address to the facility table saved in the storage [5]. The
whole authentication is shown in the (Fig. 2).

Fig. 1. Encryption in WZ-lcp.

Fig. 2. WZ-lcp authentication process.
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2.2 Keys Updating

Key Update Procedure
Gateway G, Fs, Fr
1）Preparations 

Time synchronization Fs, Fr gets t
2）Updating: 

Fs, Fr get PRF1(x) ,PRF2(x), PRF3(x) 
anew=PRF1((bold+t)mod256) 
bnew=PRF2((cold+t)mod256) 
cnew=PRF3((aold+t)mod256) 

3）Transport: 
Fs, Fr send update frame to G

Conventional key update method transfers keys in secret ways. In this way the attackers
cannot get the keys easily. But WZ-lcp protocol do not transfer any useful information
in this process. The process of key updating is on the basis of time synchronization.
In WSN network structures, time synchronization is important. The facility in the WSN
should use the time synchronization to transfer data simultaneously. And in automatic
reading system, time synchronization occurs repeatedly [6]. The key updating process
is described as follows:
Step1: Each of the facilities has two different pseudo-random functions PRF1(x) and
PRF2(x). At first we need to update a, b with the functions. Then get the time t. with
(1), (2), (3) to update,

anew ¼ PRF1 bold þ tð Þmod256ð Þ ð1Þ

bnew ¼ PRF2ððcold þ tÞmod256Þ ð2Þ

cnew ¼ PRF3ððaold þ tÞmod256Þ ð3Þ

Step2: As the keys has been updated, all the facilities need to send a frame to the
gateway with the bit.

3 Security and Power-Saved Analysis

Compared with W2-TCP protocol, there are some advantages in WZ-lcp protocal.
W2-TCP scheme needs the facility to store more variables and hash functions. Table 1
shows the cost of storage both in W2-TCP and WZ-lcp when initializes.

Table 1. Initialization storage cost

Cost of Storage Function Variable

W2-TCP Tag 4 3
Reader 4 4+X

WZ-lcp 2 2
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X means the reader should store an array of variables to ensure the security in
W2-TCP scheme. X depends on the size of the RFID system. In W2-TCP, the
authentication also needs data transmission for 3 times. But the calculation in W2-TCP
is much more complex than WZ-lcp. In order to prove the effectiveness of WZ-lcp, we
choose ZigBee protocol to test and verify. We add the authentication and the
encryption in ZigBee’s APL. Firstly, we use 10 nodes to verify the connectivity in
WZ-lcp. The experiment shows that the WZ-lcp can found the WSN based on ZigBee.
The gas meter reading system is a fundamental instrument in the house. Figure 3 shows
the gas meter node.

In hardware, we try to choose those chips with lower consumption, richer
resources. The outer circuit should be made up of low energy consumption components
and the power should have large capacity and running stability. Otherwise, the system
need low voltage and low frequency. In the designing of software, here are some
instructions wo need to concern. First of all, MCU time is asked to reduce, we may try
the way of interrupt. With this we hope the circulation can be avoided when querying,
dynamic scanning through the event-driven way. Working efficiency should be guar-
anteed and the event of power on/off should be detected.

Tests are done to ensure the security of WZ-lcp protocol and the defense of both
active and passive attacks. We then record a, b and the GNA in WZ-lcp in 4 times keys
updating. The result in Table 2 shows the active attack is useless for WZ-lcp.

Otherwise, the passive attack is also useless in WZ-lcp for the key updating is quite
frequently. According to the network protocol, when MCU starts to work, the time cost
of joining network is tjoin_net � 10 s, after that MCU will shut down RF transmitter
and transfer to sleeping state immediately. Gas nodes wake up once an hour, the active
time is no more than 4 s. The active energy consumption in an hour is 0.02284 mAh,
the sleep energy consumption is 0.05392 mAh. The energy consumption of sensor
module is 0.40033 mA. The energy consumption of power management module for
one hour is 1.111 � 10−4 mAh. Finally, we can get the energy consumption of
0.9224533 mAh for a day and 336.695458 mAh for a year.

WZ-lcp is actually a protocol which balanced security and power perfectly. For it
takes the advantages of W2-TCP scheme and uses the most applied authentication.
Here we will list the advantages of WZ-lcp. At first, the authentication process is
repeated for 3 times in data transmission, the repeated work is adopted in ZigBee and
TCP/IP. Power and the bandwidth are saved at the same time. The process of the whole
authentication requires only three keys and two functions and this can solve the
problem of lacking storage and computing capacities. Besides, the XOR calculation is

Fig. 3. Gas nodes picture
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done for 3 times for security concerns. The XOR calculation is not a question for ARM
and 8051 CPU. At last, WZ-lcp protocol can ensure the timeliness and consistency.

4 Conclusions and Further Work

In this paper, we proposed a new security control protocol in this article named WZ-lcp
Protocol to meet the needs. The protocol depends on the synchronization of key and
time. The key stored with int bytes in the facility and changing with time synchro-
nization. The experimental results on digital wireless gas network show that the pro-
posed protocol ensures security without costing power-wasting and data collision.
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Abstract. In this paper, a new firmware verification scheme is pre-
sented that utilizes blockchain technologies for securing network embed-
ded devices. In the proposed scheme, an embedded device requests a
firmware verification to nodes connected in a blockchain network and gets
a response whether its firmware is up-to-date or not. If not latest, the
embedded device can securely download and install the latest firmware
from a firmware update server. Even in the case that the version of the
firmware is up-to-date, its integrity is checked via the blockchain nodes.
The proposed scheme guarantees that the embedded device’s firmware
is not tampered and latest. The effects of attacks targeting known vul-
nerabilities are thus minimized.

Keywords: Blockchain · Firmware verification · Embedded device

1 Introduction

According to the Gartner’s report [1], the Internet of Things (IoT) era will
change our live with network connected devices. The number of IoT devices is
expected to be 5 billion by 2020 and the number will continuously increase.
The IoT devices are tiny and small, while those are mostly embedded devices
designed for specific operations, e.g., sensing, automation, etc.

Recent cyber attacks are targeting firmware, which is a software program on
an embedded device [2], rather than services built on well turned servers [3].
Due to limited resources and capacities of embedded devices, strong security
properties have not been applied yet to the embedded devices. Many bugs and
vulnerabilities of embedded devices are reported every day and those are being
used by attackers to break into the embedded devices.

One of feasible ways to protect the embedded devices is to reduce the attack
window time by installing a latest firmware. It will help to minimize the effects
of attacks targeting known vulnerabilities. As physical access to the embedded
devices is possible, a verification of the firmware integrity is also required. In
addition, due to the increasing number of the embedded devices, excessive net-
work traffic may occur when downloading the latest firmware simultaneously
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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from a firmware update server. In other words, the current client and server
model is not suitable for firmware distribution in an IoT environment.

With this in mind, in this paper, we propose a new firmware verification
scheme that utilizes blockchain technologies. In the proposed scheme, an embed-
ded device requests a firmware verification to blockchain nodes on a peer-to-peer
decentralised network. It then receives a response whether its firmware is up-to-
date or not. When the firmware is not latest, the embedded device can securely
download and install the latest one from a firmware update server. Even in the
case that the version of the firmware is up-to-date, the firmware integrity is
checked via the blockchain nodes. Accordingly, the proposed scheme guarantees
that the embedded device’s firmware is not tampered and latest.

This paper is organized as follows. Section 2 reviews the ideas of blockchain.
Section 3 presents the proposed scheme with the overall architecture and opera-
tion procedures. Section 4 concludes this paper.

2 Blockchain

The blockchain was first proposed in 2009 by an anonymous person, Nakamoto
[4]. It was first used as a public ledger to provide trust transactions without an
involvement of the third party for Bitcoin, which is a digital currency.

2.1 Block

In the blockchain, a block is used to preserve data or information. Every block
contains a hash value of the previous block header that forms a type of chain
[5]. It is then used to authenticate the data and guarantee the block’s integrity.

The structure of block, for instance in Bitcoin, is made up of the block header
and block body. The block header is composed of the block size, version, previous
block header’s hash, merkle root, etc. The block’s body is consisted of the merkle
tree and transaction. A merkle tree [6] is also called a hash tree. Leaf nodes
of the tree make the hash value of blocks. It is useful because it allows an
efficient verification of the block with the merkle root. Finally, a transaction is
information of Bitcoin value that is broadcasted to the network and collected
into blocks. In this scheme, the block is used with some changes in the block
body.

2.2 Cryptographic Idea

A blockchain relies on two cryptographic methods: digital signature and crypto-
graphic hash function. A digital signature is a way for demonstrating the authen-
ticity of a digital message. It can be used to provide integrity and authentication
of data as well as non-repudiation. A sender signs a message using the sender’s
private key. After a receiver receives this message, it verifies the message using
the sender’s public key. This message can be verified by anyone holding the valid
public key of the sender [7].
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A cryptographic hash function is a mathematical operation that computes
a hash value. The function is deterministic, i.e., the same input will always
produce the same output, with the following properties: pre-image resistance,
second pre-image resistance, and collision resistance. In a blockchain, a SHA-
256 hash function is used [8].

3 Proposed Firmware Validation Scheme

The proposed scheme provides secure operations to verify an embedded device’s
firmware. If the device’s firmware is not up-to-date, the firmware update is pro-
ceeded with a firmware update server. Otherwise, the firmware’s integrity is
checked by blockchain nodes. Notations used are shown in Table 1.

3.1 Overview

Figure 1 depicts the overall architecture of the proposed scheme with the follow-
ing entities:

– Blockchain node: A node in a blockchain network. A set of blockchain nodes
is denoted as B = {b1, b2, ..., bn} and bi ∈ B.

– Normal node: A normal node is a device which needs to verify its firmware in a
blockchain network. A set of normal nodes is denoted as N = {n1, n2, ..., nn},
ni ∈ N , and N ⊂ B. It can be a request node or a response node. If a
node requests its firmware verification, the node becomes a request node.
After the verification process, it can validate its firmware. When a request
node sends the request message to verify its firmware, other normal nodes
can response. At this moment, the node responding to the request message
becomes a response node that verifies the request node’s firmware.

Fig. 1. Overall architecture
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Table 1. Notation

Terminology Definition

N A set of normal nodes

V A set of verification nodes

S A set of firmware update servers

B A set of blockchain nodes

D A model name of ni

r Random number

ts Timestamp

v Current firmware version of ni

vnew Latest firmware version of ni

v′ Current firmware version of nj

fv Current firmware file of v

fv′ Current firmware file of v′

fvnew Latest firmware file of vnew

H(fv) Verifier generated with fv

H(fv′) Verifier generated with fv′

H(fvnew) Verifier generated with fvnew

IDni Identifier of ni

IDvi Identifier of vi

IDsi Identifier of si

E Elliptic Curve

P Base point of Elliptic Curve E

PUni Public key of ni

PRni Private key of ni

PUvi Public key of vi

PRvi Private key of vi

PUsi Public key of si

PRsi Private key of si

SKni−si Session key between ni and si

Signi Signature of ni

Sigvi Signature of vi

Sigsi Signature of si

– Verification node: A verification node is located to validate the firmware
of normal nodes by a vendor. A set of verification nodes is denoted as
V = {v1, v2, ..., vn}, vi ∈ V , and V ⊂ B. It has a verifier of latest firmware
versions corresponding to the model name D. A size of the verifier is 256
bits when SHA-256 is used. The verifier can be updated periodically by the
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firmware update server via the secure channel between the verification node
and firmware update server.

– Firmware update server: A firmware update server may be administered by
a vendor producing embedded devices. A set of firmware update servers is
denoted as S = {s1, s2, ..., sn}, si ∈ S. The normal node obtains the latest
firmware from the firmware update server. The files (e.g., firmware) trans-
ferred between the two are encrypted via the session key.

Figure 2, wherein the request node is ni and response node is nj , shows
the overall procedure of the proposed scheme. When a normal node wants to
verify its firmware, it broadcasts a verification request message in the blockchain
network. After receiving the message, any node (verification node or normal
node) responds to the verification request. Following are the two cases depending
on the type of the nodes involved.

– C1: Firmware verification between a normal node and a verification node
– C2: Firmware verification among normal nodes

Fig. 2. Overall procedure
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In C1, a verification node confirms whether a request node uses the latest
version of the firmware or not. If the request node uses the latest version of
the firmware, it checks whether the request node’s firmware is modified through
exchanging and comparing each other’s verifiers. Otherwise, the request node’s
firmware is updated by the firmware update server.

In C2, a response node asks other nodes to join the verification process. After
receiving the messages from more than six other nodes, the request node and
response node start comparing their firmware versions. If they use the same
version of firmware, then they check whether the firmware has been altered by
comparing each other’s verifiers. If the version is not the same, the normal node
requests an update from the firmware update server.

3.2 Assumptions

The followings are assumed for the proposed scheme.

– The network is composed of blockchain nodes connected to each other. More
than eight normal nodes having the same firmware information with a request
node should exist for the firmware verification without an involvement of a
verification node. A vendor has to install more than one verification node.

– A normal node’s ID is a random unique value as the ID is generated when
the normal node requests the verification process based on its public key as
like the address of the Bitcoin’s blockchain. It provides privacy for the normal
node.

3.3 Block Structure

The proposed scheme uses a different block structure compared with that of
Bitcoin’s blockchain. Note that we altered one field. The block in the proposed
scheme is made up of the block header and verification field. The block header is
composed of the block size, version, previous block header hash, and merkle root.
The verification field consists of the verification counter, merkle tree, verification
log, model name, firmware version, and verifier. Details of the field are given
below.

– Verification counter: This is the number of successful verifications. It is a
value which is only considered in a normal node’s block. It is similar with the
block height in Bitcoin [9]. In a verification node, this value is fixed at 0.

– Merkle tree: It is a tree information for the calculation of the merkle root.
It is used for the verification of block data. It is also used as a feature for
managing memory of node efficiently [4].

– Verification log: It is a verification log composed of the verification time
(timestamp), request node’s ID, and response node’s ID. If a verification
node responses for the request message, the request node’s ID and verifica-
tion node’s ID are stored to this field. In addition, this field includes the
signature of the request node using a private key so that all nodes can verify
the signature.
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– Model name: It is a normal node’s model name.
– Firmware version: It is a normal node’s current firmware version.
– Verifier: It is a hash value of a firmware file. This value is used to verify

the firmware integrity without comparing genuine files. Each node stores a
verifier in the verification field of the block. If the firmware file is composed
of more than one file, then those should be concatenated before generating
the verifier.

3.4 Cryptographic Ideas

The proposed scheme uses cryptographic schemes to encrypt a verifier to be
transmitted, verify a signature, and exchange a session key.

– Data encryption and key exchange: When ni requests firmware verification,
ni generates private key a, and selects random point of Elliptic curve P [10].
The public key aP is generated by multiplying a and P. The public key is
used to encrypt a verifier. If ni needs to update, its firmware is updated by
the firmware update server. For this, Elliptic Curve Diffie-Hellman (ECDH)
is used to generate the session key for encrypting the latest firmware file being
transmitted from the firmware update server to the embedded device.

– Digital signature: When ni signs its verification log using the private key of
ni, any node can verify this log with a corresponding public key.

3.5 Procedure

As mentioned, the proposed scheme has the two cases: C1 and C2. The case C1
is then divided into two sub cases (C1-1 and C1-2), while the case C2 is also
similarly separated into C2-1, C2-2, and C2-3. The cases are set into motion
after a node requests to verify its firmware. Hereafter we assume that ni and nj

are the request node and response node, respectively.

C1. When ni transmits the request message to the blockchain network and a
verification node responds to the request, C1 starts. C1 has two different sub-
cases.

– C1-1: It starts when ni has the latest firmware.
– C1-2: It starts when ni does not have the latest firmware.

When a verification node receives the request message, it checks whether ni’s
firmware is latest or not. If ni uses the latest firmware, then the firmware integrity
is verified by exchanging each other’s public key and comparing their verifiers.
On the other hand, ni requests the update operation to a firmware update server,
which provides the latest firmware file, which is encrypted with a session key.
Figures 3 and 4 show the procedures of C1-1 and C1-2.



Firmware VerifiCation of Embedded Devices Based on a Blockchain 59

Fig. 3. Procedure of C1-1: ni has the latest firmware

Fig. 4. Procedure of C1-2: ni does not have the latest firmware

C2. The verification is performed among normal nodes in C2. Contrary to C1, nj

is not a verification node in C2. In C1, authenticity of a verifier is not considered
since the verification node is managed safely by the firmware update server.
However, in C2, the legitimacy of a verifier must be considered. To confirm
the reliability of nj ’s verifier, the Proof of Work (PoW) used in Bitcoin [4] is
utilized in the proposed scheme. When nj receives a request message, nj asks
other nodes to join the verification process by sending a join message. And other
nodes perform the PoW stage. After completing the PoW, they add the request
node’s ID, response node’s ID, and current time to the verification log in their
blocks and then broadcast a verification log message to the blockchain network.
If nj receives the verification log messages from more than six other nodes, nj

responds with a request message of ni. In this regard, the six nodes ensure nj ’s
verifier by collaborating with each other for this verification process. The C2 has
three different sub-cases.

– C2-1: It starts when ni’s firmware version is higher than nj ’s firmware version.
– C2-2: It starts when ni’s firmware version and nj ’s firmware version are equal.
– C2-3: It starts when ni’s firmware version is lower than nj ’s firmware version.
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If each firmware version is equal, the verification process is performed as like
C1-1. If one node has a lower version of the firmware than the other node, it
requests updating its firmware to the firmware update server. Figures 5, 6 and 7
show the detail.

After the end of firmware verification, the request node makes its verification
log including request node’s ID, response node’s ID, timestamp, etc. The request

Fig. 5. Procedure of C2-1: ni’s firmware version is higher than nj ’s one

Fig. 6. Procedure of C2-2: ni’s firmware version is equal with nj ’s one

Fig. 7. Procedure of C2-3: ni’s firmware version is lower than nj ’s one
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node then broadcasts it to the blockchain network. Consequentially, it enables
to validate the firmware integrity and decide whether the update firmware on
the device requires or not without a user’s control.

4 Conclusion

In this paper, we presented the proposed scheme that provides a secure firmware
verification of an embedded device among blockchain nodes in the network. The
proposed scheme guarantees that the embedded device’s firmware is not tam-
pered and latest. The effects of attacks targeting known vulnerabilities are thus
minimized. For firmware updating, a firmware file is transmitted from a firmware
update server to an embedded device. As a next work, we will study how to
replace the client-server model for firmware file transmissions with a P2P net-
work model.
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Abstract. In this paper, a group key based session key establishment
protocol is introduced for a remote vehicle diagnostic. The proposed
scheme aims at providing secure authentication and session key estab-
lishment between a vehicle manufacturer server and a group of in-vehicle
electronic control unit based on a key graph.

Keywords: Key graph · Group key · Authentication · Session key

1 Introduction

As wireless communication and networking technologies continue to develop,
vehicular communication technologies are emerging. Connected cars are expected
to be in our daily life soon. Various services like traffic information notification,
location-based services, vehicle remote diagnostic will be available [1].

A connected car is considered as a computing device that moves along roads.
BI Intelligence expects that the connected car occupied 75% of the world’s auto-
motive production in 2020 [2]. This computing device is not only providing web
browsing, video streaming, etc. but also used as a vehicle that carries people
inside. As like personal computers and smartphones, the connected car is con-
nected to other cars and also to the Internet so that it can be a target by
attackers. For instance, an attacker can obtain vehicle state information and use
this maliciously control the vehicle speed and breaking system [3].

As a preliminary work, a session key establishment protocol for vehicle diag-
nostic has been investigated that was based on symmetric key cryptosystem [4].
It has some practical issues, e.g., the number of symmetric key increases as the
number of the Electronic Control Units (ECUs) in a car increases [4]. In other
words, in terms of key management, the preliminary work is inefficient. In order
to address this issue, in this paper, we are focused on developing a secure session
key establishment protocol for a vehicle diagnostic based on group key graphs.

The rest of the paper is organized as follows. In Sect. 2, we present some
related works. In Sect. 3, we present the proposed scheme. Section 4 concludes
this paper.
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2 Background

2.1 In-Vehicle Communication

The remote diagnostic is a service that allows a vehicle manufacturer monitors
a vehicle’s status through ECUs in the vehicle. The obtained information can
be used for vehicle diagnosis. For example we check tire, engine, turbo charger,
etc., through the information [5,6]. The ECUs make up a larger percentage of
in-vehicle electronic unit and the percentage will be increased countinously [7].

A in-vehicle network is mainly implemented as a Controller Area Network
(CAN), which provides the most transmission speed to up 1 Mbit/s [8]. To over-
come the inefficiency of CAN that is low-speed and data transmission mode,
Flexray has been introduced [9]. Recently the use of Ethernet in a in-vehicle
network has been considered [10].

2.2 Group Key

There is a case for transmitting secure data unto the only member of a group. If
each user uses a pair of symmetric keys to encrypt the data, it would be inefficient
in terms of network bandwidth, computation, key management cost. To overcome
this limitation, a group key has been introduced that all member of a group
shares a same key. The important part of a group key use is a group dynamic,
which means that the member of the group can be changed. The requirements
for group keying are thus as follows [11].

– Forward secrecy: When a member leaves from the group, the member who
knows the old group key should not be able to know a new group key.

– Backward secrecy: when a member join to the group, the member who knows
the current group key should not be able to know the old group key.

We use key graphs as a group key management model. We describe the idea
of a secure group as (E,K,R) where E is a set of users, K is a set of keys, and
R denotes R ⊂ E ∗ K, which is a user-key relation. A key is held by each ECU
in E.

We need a secure server to manage the group keys. The server should distrib-
ute safely the key unto a member of the ECU group and maintain the relation
R between the ECU and the key of a group. Each ECU of the group has a set of
keys: ECU’s individual key keu , a sub-group key, and a group key. The ECU’s
individual key is shared only with the key management server. Let Z is a group
name. For Z, the group key is KGrz , which is used to send a message securely
to other ECU belonging to Z.

In this paper, we explain special classes of key graphs (i.e., Tree) to explain
the key management. This key graph has two types: e-nodes representing ECUs
and k-node representing keys. Each e-node has an outgoing edge but no incoming
edge. Each k-node has an incoming edge. Among k-node top k-node is called as
a root node. And the root node is single. This key graph has two parameters
height and degree. height is the distance between the root node and uttermost
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with root node and end node. degree is the maximum number of incoming edges
in the tree.

Relation of key graph G and secure group (E,K,R) is as follows:

1. E and the set of e-node is an one to one correspondence in G.
2. K and the set of k-node is an one to one correspondence in G.
3. R constitutes (e, k). G shows a directed path between e-node that corresponds

e and k-node that corresponds to k.

For the key management, suppose that there exists nine ECUs and the ECUs
are divided into three subgroups. The subgroups are {e1, e2, e3}, {e4, e5, e6},
and {e7, e8, e9}. Each ECU has three keys: individual key, entire group key, and
subgroup key. The tree key graphs G in Fig. 1 specifies the following a secure
group.

k-node 

k-node 

e-node

k-node 

Fig. 1. Tree key graph

E = {e1, e2, e3, e4, e5, e6, e7, e8, e9}
K = {ke1 , ke2 , ke3 , ke4 , ke5 , ke6 , ke7 , ke8 , ke9 , ke123 , ke456 , ke789 , ke1−9}
R = {(e1, ke1), (e1, ke123), (e1, ke1−9),

(e2, ke2), (e2, ke123), (e2, ke1−9),
(e3, ke1), (e3, ke123), (e3, ke1−9),
(e4, ke1), (e4, ke456), (e4, ke1−9),
(e5, ke1), (e5, ke456), (e5, ke1−9),
(e6, ke1), (e6, ke456), (e6, ke1−9),
(e7, ke1), (e7, ke789), (e7, ke1−9),
(e8, ke1), (e8, ke789), (e8, ke1−9),
(e9, ke1), (e9, ke789), (e9, ke1−9)}

Here, ke1−9 is a group key. The following two functions are defined for the secure
group (E,K,R):

keyset(e) = {k | (e, k) ∈ R}
ECUset(k) = {u | (e, k) ∈ R}
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keyset(e) is a set of keys that has ECU e in E. ECUset(k) is a set of ECUs
that has key k in K. For example, applying this function in Fig. 1, we have
keyset(e3) = {ke3 , ke123 , ke1−9} and ECUset(ke456) = {e4, e5, e6}.

All details about the key management using tree key graphs are available in
[12], which have been also adopted in this paper.

3 Proposed Scheme

In this section, we present the proposed scheme designed for establishing a secure
session key between a vehicle manufacturer server and a vehicle ECU based on
a group key. The session key is then used for instance to encrypt and decrypt
data communications between the server and ECU for a vehicle diagnostic.

3.1 Notation and Assumption

Before explaining used notations and assumptions, we explain main agents of
communication. The main agents is server of vehicle manufacturer S, in-vehicle
gateway Gw, vehicle ECU Ei. When a car is out of the shop, it establishes a
session key through authentication between entities. Table 1 shows the notations
used for the proposed scheme.

Table 1. Notation

Notations Definition

S vehicle manufacturer’s server

Gw in-vehicle gateway

Ei vehicle ECU

Grz vehicle ECU group z

IDS ID of S

IDGw ID of Gw

IDEi ID of Ei

IDGrz ID of Grz

J secret key of Gw

K shared key between S and Gw

Q secret key of GW ; used for creating a group key

KEi secret key between Gw and Ei

KGrz group key of ECU group z

SKS−Grz session key between S and Grz

Ekey[] symmetric encryption

Dkey[] symmetric decryption

R server’s nonce

h(.) one-way cryptographic hash function
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The assumptions are as followings.

1. When the vehicle is shipped, S is authenticated with Gw. A secure channel
between S and Gw is established.

2. When the vehicle is shipped, Gw have a three secure key J,K,Q.
3. When the vehicle is shipped, Gw and Ei share a secure key KEi

.

3.2 Operation Process

Vehicle Registration for Server. When a vehicle is produced, Gw is regis-
tered with S. In this time, S sends IDS unto Gw securely. Gw receives IDS

from S. And Gw computes Cig = EJ [IDS ||IDGw]. Only Gw creates Cig. Here,
Cig is used for mutual authentication between S and Gw. Gw sends Cig, K unto
S through a secure channel. Here, J,K are secure keys in Gw for a long time.

Authentication Between Vehicle and Serve. For communicate between S
and Ei, Gw (i.e., key management server in a vehicle) makes a group key of each
ECU group and sends a message including the group key that encrypted by each
Ei’s individual key. Ei decrypts the message using the own individual key. It is
possible that it does encrypted communication between Gw and Ei. In Fig. 2,
shows the session key establishment process between vehicle and S.

Fig. 2. Session key establishment between vehicle and S
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1. S computes CIDi = Ek[IDS ||r||Cig||t1]. IDS is server’s ID. r is a random
number. Cig is received from Gw when the vehicle is manufactured. t1 is
the current time of S. Thereafter, S sends a message m1 = {CIDi, t1} unto
Gw. CIDi is used for authentication between S and Gw.

2. Upon receiving S’s message, Gw performs the following steps. Check, if
(t∗ − t1)≤ �t, if yes, then Gw performs the next process. Otherwise, it
rejects the request and aborts any further process. Here, �t is the time
interval for the transmission delay and t∗ is the current time of Gw.

3. Gw decrypts the message CIDi, using key K (i.e., DK [CIDi]) and obtains
IDS , r, Cig and t1. Similarly, it decrypts the message Cig using key J (i.e.,
DJ [Cig]) and obtains IDS and IDGw.

4. Gw compares IDS = IDS and t1 = t1, if yes, then Gw continues with the
next steps; otherwise it aborts the request.

5. Gw computes Ai = EKGrz
[IDS ||IDGw||IDGrz ||IDEi

||r||t2]. Here, t2 is the
current time of Gw. Thereafter, Gw sends the message m2 = {Ai, t2} unto
Ei. Ai is used for authentication between Gw and Ei. This process delivers
S’s IDS , r to create the session key of Ei.

6. Upon receiving Gw’s message, the Ei performs the following steps. Check,
if (t∗ − t2)≤ �t, if yes, then Ei performs the next process. Otherwise, it
rejects the request and aborts any further process. Here, t∗ is the current
time of Ei.

7. Ei decrypts the message Ai using group key KGrz (i.e., DKGrz
[Ai]), and

obtains IDs, IDGw, IDEi
, IDGrz , r, t2.

8. Ei compares IDEi
= IDEi

, t2 = t2, IDGrz = IDGrz , if yes, then Ei

continues with the next steps; otherwise it aborts the request.
9. Ei computes IDSK = h(IDGrz ||KGrz ), v = h(IDSK ||t3||r), session key

SKS−Grz = h(IDS ||IDGw||IDSK ||r), and L = ESKS−Grz
[r||t3]. Here,

t3 is the current time of Ei. After that, Ei sends the message m3 =
{L, IDSK , v, t3} unto S.

10. Upon receiving the Ei’s message, S validates the time as follows. Check, if
(t∗ − t3)≤ �t, if yes, then S performs the next process. Otherwise, S rejects
the request and aborts any further process. Here, t∗ is the current time of
S.

11. S computes v = h(IDSK ||t3||r), and compares v = v, if yes, then S continues
with the next steps; otherwise it aborts the request.

12. S computes session key SKS−Grz = h(IDS ||IDGw||IDSK ||r).
13. S decrypts the message L using key SKS−Grz (i.e., DSKS−Grz

[L]), and
obtains r, t3.

14. S compares r = r, t3 = t3, if yes, then a secure session key is established;
otherwise not.

When the session key establishment is completed, Ei sends a message includ-
ing the session key to other ECUs in the same group so that other ECUs will
have the session key for secure communications with S.
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3.3 Key Management Among the ECU

In this section, we present the key management for the ECUs based on a group
key. We concentrate upon the group key when joining and leaving of the group.
The group key cryptosystem should create a new key (i.e., new individual key,
new subgroup key, new group key) for a group for joining and leaving events.
Here, the creating new key should not analogize the whole out of an old key and
should send that only the member within a group knows the key. Joining and
leaving of proposed environment happened on two occasions. The first occurs
registration that is all ECU into the server when the vehicle is shipped. The
second occurs that the ECU’s something the matter. When the second occasions,
the ECU replaces the new ECU in a garage.

Joining. An ECU e which want to join the secure group sends requesting mes-
sage to join to the key distribution server. This key server manages group and
has access management authority. When is received the requesting message, the
server begins an exchange for authentication ECU e. If join request is approved,
as a result of the authentication the server and ECU e has the session key keu .
The server creates a new e-node of ECU e and new k-node of e’s individual key.
The server looks for joining point which we call parent node to attach newly
created k-node in tree key graphs, and attaches this k-node. After the server
creates new group key. To prevent a join of new member e in the past communi-
cation access, the key must be changed from joining point to root node. These
keys must be delivered safely unto joining member and existing members. So the
key management server encrypts these keys by previous group key for existing
members or individual key for joining member.

If the server authorizes the ECU e and distribute the key keu unto e, that
thing as follows. The server finds a joining point and attach keu . At the time xj

denotes the joining point, x0 the root, and when i = 1, . . . , j, xi−1 the parent
of xi. Kj+1 denotes keu and K0, . . . ,Kj the old keys of x0, . . . , xj . The server
generates new keys K ′

0, . . . ,K
′
j . The server sends K ′

0, . . . ,K
′
j unto each ECU.

When expressed as a function, it is ECUset(K0) : {K ′
0}K0 , . . . , {K ′

j}Kj
. And

it sends {K ′
0, . . . ,K

′
j}keu

unto ECU e.
In Fig. 3, e9 sends requesting message to join. And it is assumed that the

approval for e9 the secure group. The server creates new group key ke1−9 and

joins

Fig. 3. ECU e9 requests to join in a tree key graphs
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new sub-group key ke789 which call joining point node’s key. Among the existing
ECU e1, e2, . . . , e6 need to new group key (i.e., ke1−9) and e7, e8 need to a
new group key, a new sub-group key (i.e., ke789 , ke1−9). The server sends securely
rekey message to distribute the key. Rekey message is as follows.

s → {e1, e2, . . . , e8} : Eke1−8
[ke1−9 ], Eke78

[ke789 ] · · · (1)

s → e9 : Eke9
[ke1−9 , ke789 ] · · · · · · · · · · · · (2)

The server sends (1) message for e1, e2, . . . , e8 to multicast and sends (2)
message for e9 to unicast. If each ECU received messages, they would have
only necessary information and discard unnecessary information. In this consist
of rekey message, since a number of rekey message minimizes, overhead of the
server reduced.

Leaving. An ECU e which wants to leave the secure group sends requesting
message to leave to the key distribution server. If join request is approved, the
server deletes e-node of ECU e and k-node of e’s individual key. This k-node’s
parent called leaving point. To prevent the access of the leaving member, keys
must be changed from leaving point to root node. The server creates new group
key and distributes securely to the remaining members.

If the server responds message to leave, that thing as follows. The server
searches for a parent node of leaving e’s individual key keu which is called leaving
point. And remove keu from the tree. xj+1 denote the deleted k-node for keu , xj

the leaving point, x0 the root, and when i = 1, . . . , j, xi−1 the parent of K ′
0.

The server generates randomly keys K ′
0, . . . ,K

′
j as the new keys of x0, . . . , xj .

And when i = 0, . . . , j, J1, . . . , Jr denote key at the children of xi in the new tree
key graphs. The server encrypts K ′

i to each children key that called Li. This
denotes {K ′

i}J1 , . . . , {K ′
i}Jr

. When expressed as a function, it is ECUset(K) :
L0, . . . , Lj .

In Fig. 4, e9 sends requesting message to leave. And it is assumed that the
approval for e9 the secure group. The server creates new group key ke1−8 and new
sub-group key ke78 which called leaving point node’s key. Among the existing
ECU e1, e2, . . . , e6 need to a new group key (i.e., ke1−8) and e7, e8 need to a
new group key, a new sub-group key (i.e., ke78 , ke1−8). The server sends securely
rekey message to distribute the new key. Rekey message is as follows.

Fig. 4. ECU e9 requests to leave in a tree key graphs
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Let L0 denote Eke123
[ke1−8 ], Eke456

[ke1−8 ], Eke78
[ke1−8 ]

Let L1 denote Eke7
[ke78 ], Eke8

[ke78 ]

s → {e1, e2, . . . , e8} : L0, L1 · · · · · · · · · · · · · · · · · · (3)

This approach uses only one rekey message. The server sends (3) message for
e1, e2, . . . , e8 to multicast. A rekey message is configured to include all keys.

4 Conclusion

In this paper, we have presented a group key based session key establishment
protocol for a remote vehicle diagnostic. The proposed scheme aims at providing
secure authentication and session key establishment between a vehicle manufac-
turer server and a group of in-vehicle electronic control unit based on a key graph.
The proposed scheme has better key management efficiency than symmetric key
systems, while providing lower computation cost than public key systems.
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Abstract. The subject of air pollution is paid increasing attention to in recent
years. NH3 has significant effect on PM2.5, especially due to animal excrements
and chemical fertilizer. Some PM2.5 monitoring data in Taiwan show that the
concentration in south central Taiwan is apparently on the high side, and south
central Taiwan has dense livestock and poultry. Therefore, this paper combines
the livestock and poultry data opened by Taiwan Council of Agriculture
(COA) with the PM2.5 data obtained by air monitoring stations opened by
Taiwan Environmental Protection Administration (EPA), and uses Spa-
tialHadoop to build a Cloud platform to analyze the correlation between Tai-
wan’s livestock data and the concentration of PM2.5. The analysis results show
that the annual mean concentration of PM2.5 of the air monitoring station in the
livestock and poultry dense region is higher than that in other regions by 33%.

Keywords: PM2.5 � Cloud platform � SpatialHadoop

1 Introduction

The cause of fine particulate matter is very complex, it is one of the hazards to the air
and environment, it receives close attention of various countries’ governments and
research units in recent years. The PM2.5 is too small to be blocked by vibrissae in the
nasal cavity and general masks, it has significant effect on human respiratory system,
cardiovascular and nervous systems. This paper designs a cloud computing platform
based on the relationship between Taiwan’s livestock data analysis and PM2.5 for data
operation. The purpose of Cloud platform is to use Taiwan’s livestock data to analyze
the correlation with the concentration of PM2.5, the back end uses SpatialHadoop [8]
as cloud computing architecture. As the initial data range of this paper is only the data
from Taiwan, other countries’ data can be added in the future. The display terminal
displays the relevance between the location of Taiwan’s air monitoring station and the
livestock and poultry quantity data of nearby townships on Google Maps.

In 2014, Beijing Municipal Environmental Protection Bureau declared at the
Sino-American Engineering Technology Forum that Beijing implemented field

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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monitoring of NH3 emission sources, such as chicken farms, cattle farms and pig
farms. It was indicated that the NH3 emission was paid little attention to, now it is
recognized as a key factor in the formation of PM2.5. It is found that over 80% of NH3
emission came from agricultural fertilizer application [3].

The news of Beijing municipal government monitoring NH3 enlightened the pre-
liminary conception of this paper. Late studies show that the NH3 has significant effect
on the concentration of PM2.5, and the NH3 is mostly derived from animal excrements
and chemical fertilizer. Therefore, this paper analyzes the correlation between the
livestock data and the concentration data of PM2.5, hoping to provide useful findings
to control the NH3 emission from livestock farms effectively, and the concentration of
PM2.5 can be reduced, so as to reduce the probability of common people’s respiratory
and cardiovascular diseases.

This paper obtained the livestock and poultry statistics opened by Taiwan COA,
including the animal varieties and size of animal of 198 townships, with the locations
of 76 air monitoring stations in Taiwan opened by EPA and the concentration data of
PM2.5 monitored automatically per hour by the air monitoring stations. This paper uses
highly expandable and geographic operation supporting SpatialHadoop to build a
Cloud storage computing platform, the map linear distance from the air monitoring
station to the nearby township center is calculated, and the daily mean, monthly mean
and annual mean concentrations of PM2.5 of 76 air monitoring stations in 2014 are
calculated, the results are visualized on Google Maps, the process architecture will be
detailed in Chap. 3. Finally, this paper uses Livestock Geographic (LG) algorithm to
prove the effect of the quantity of pigs raised nearby the air monitoring station on the
concentration of PM2.5 of monitoring station.

Main contributions of this paper:

(1) The Cloud storage computing platform process is created by SpatialHadoop -
analyzing livestock data and the concentration data of PM2.5.

(2) The correlation between the livestock data and the concentration data of PM2.5 is
analyzed, the result is visualized on Google Maps for research units or experts and
scholars to make further analytic investigation.

(3) This paper calculates the six counties and cities with dense livestock and poultry in
Taiwan, the annual mean concentration of PM2.5 of air monitoring stations of
Yunlin County, Changhua County, Pingtung County, Tainan City, Chiayi County
and Kaohsiung City is compared with the annual mean concentration of PM2.5 of
air monitoring stations of other counties and cities.

(4) The LG algorithm is used for validation and the experimental results prove that the
quantity of pigs raised in counties, cities and townships has substantive effect on
the concentration of PM2.5.

The rest part of this paper is arranged as follows, Sect. 2 introduces related tech-
nologies and background. Section 3 describes the Cloud platform system architecture.
Section 4 introduces the system equipment implementation method, and proposes
experimental results. Finally, the contribution of this paper is summarized in Sect. 5.
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2 Related Work

In recent years, the application of Geographic Information System (GIS) is increasingly
diversified and important, it is used by government agencies for decision making
system applications. At present, the whole world pays increasing attention to big data
analysis, and the combination of big data analysis result and GIS receives increasing
attention of coherent units and academia. Therefore, the cross-domain combined sys-
tem is a new subject, for example, applications of biomedical image domain [9], and
the NASA satellite imagery analysis [11] uses geographic data and big data analysis to
obtain useful information. General server architecture does not have very good effec-
tiveness on processing massive data like geographic data. Therefore, how to process
and analyze geographic big data efficiently is an important domain in recent years. This
chapter discusses and describes related studies, for example, MapReduce-based geo-
graphic system, the geographic algorithm and so on, which are popular research areas.

2.1 SpatialHadoop

The cloud computing is more and more important, and in the trend of big data analysis,
the MapReduce-based Hadoop big data analysis is well accepted by academia and
circles. However, Hadoop has not provided Spatial Index for geographic operation, so
the effectiveness of Hadoop on geographic data operation query fails to meet the
anticipation (Fig. 1).

SpatialHadoop [10] is an Open Source software developed by Eldawy and Mokbel
from the Department of Computer Science & Information Engineering, University of
Minnesota. SpatialHadoop uses Spatial Index (Global Index, Local Index) function.
The modes of Spatial Index include Grid File [14] and R-tree [12].

Fig. 1. SpatialHadoop architecture diagram.
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2.2 Studies About PM2.5

This paper studied many reports and theses on PM2.5 in relation to NH3, Chinese
reportage describes NH3 as a neglected cause of PM2.5, it has been noticed for only a
few years [4, 7]. Some indicate that NH3 is likely to change into nitrogen pentoxide and
nitric acid (NOx) which are likely to polymerize into aerosol and PM2.5 in the
atmosphere. In the final PM2.5 in the atmosphere, 15–35% of nitrogen element is
derived from NH3. In comparison to NOx, the NH3 is not paid attention to, it may
because the previous computation model underestimates the effect of NH3, the cor-
rected conclusion is that the effect of NH3 on atmospheric pollution like PM2.5 is non
negligible [13]. Some studies indicate that the NH3 can take part in and accelerate the
formation of ammonium bisulfate and ammonium sulfate in the atmosphere directly, it
is a key factor in the formation of fine particulate matter. The NH3 is one of precursors
of PM2.5 [15].

3 Cloud Platform System Framework

The Cloud platform system framework is shown in Fig. 2. This paper proposes using
SpatialHadoop to build the Cloud platform. The correlation between the livestock data
analysis and the concentration of PM2.5 is validated by statistics and the
self-developed LG algorithm. The computing result is saved in Hadoop Distributed File
System (HDFS) and database. The visualization mode is that the webpage and Google
Maps display latitude and longitude coordinates and charts for experts and scholars to
research and analyze. The present data are limited to Taiwan, if there are more massive
data for operation, SpatailHadoop distributed architecture provides good expansion and
elongation for other research units’ reference.

Fig. 2. Cloud platform architecture diagram.
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3.1 Data Processing Unit

The data studied by this system are divided into livestock data opened by COA [1] and
air monitoring station data opened by EPA [5], preprocessed by different procedures.

1. Livestock data opened by COA:
This paper extracts data from the hog population investigation report of 2014, the
statistical findings of livestock and poultry include the number of livestock farms
and livestock and poultry calculated by 198 townships of Taiwan, the statistical
livestock and poultry data include pigs, cattle and chickens. This paper uses the
latitude and longitude coordinates of township center point to replace the livestock
farm address, Taiwan township center point is converted into latitude and longitude
coordinate data by the system call geo information graph data cloud service plat-
form (TGOS) [6] and Google Maps. The livestock data established in this paper
include id, county, city, township, year, livestock and poultry varieties of the
township, the quantity of livestock and poultry of the township, the latitude and
longitude coordinates of township center point.

2. Air monitoring station data opened by EPA:
The gas concentration monitored automatically per hour by 76 air monitoring
stations in Taiwan is provided by Taiwan EPA, referring to U.S. Environmental
Protection Agency, Taiwan EPA uses the linear regression equation (relationship)
of automatic monitoring station and manual monitoring station data to correct the
values of automatic monitoring, so as to guarantee the correctness of values. This
paper extracts the gas concentration data of 2014, including PM10, NO, NO2, NOx,
O3, SO2, wind direction, humidity and so on. The air monitoring station data
include date, monitoring station name, monitoring item, monitoring station address
and gas concentration monitored per hour. The uncertain values are planned to be
deleted, such as Null, so as to guarantee the correctness of mean value. This paper
calls geo information graph data cloud service platform (TGOS) [6] to convert the
air monitoring station address into latitude and longitude coordinate data.

3.2 Data Operation Analysis Unit

This paper proposes using SpatialHadoop to create the Cloud platform operation
analysis unit. The SpatialHadoop distributed geographic algorithm process is shown in
Fig. 3. Uncorrelated data don’t enter the Map stage by Spatial Index, the system
computing speed is increased. The proposal programs are divided into two types

1. The PM2.5 gas concentration data monitored per hour by 76 air monitoring stations
in Taiwan provided by EPA are calculated, the daily mean, monthly mean and
annual mean concentrations of PM2.5 are calculated. The way is to use the lon-
gitude and latitude of the monitor station to make Grid File grouping. The same
PM2.5 gas concentration data from the same monitor station will be distributed to
the same group. The total of 76 monitor stations will be divided into 76 groups.
When the daily average of PM2.5 is calculated, the key in the stage of Map is
set with the designated number of the monitor stations, which the number starts

A Study of the Correlation Between Livestock Data Analysis 79



from 1 to 76, and its corresponding value is the monitored concentration data of
PM2.5. Therefore, at the stage of reduce, the daily average PM2.5 concentration of
every monitor station can be obtained from the calculated result, which is the total
of PM2.5 concentration of every monitor station divided by the number of the day’s
effective data. Similarly, it can also calculate the annual average and monthly
average in the same way.

If the average PM2.5 concentration of a specific monitoring station is needed to
be calculated, the cloud platform utilizes Spatial File Splitter (Fig. 3.1) and Spatial
Record Reader (Fig. 3.2) in the structure of SpatiaHadoop. Before the stage of Map,
the PM2.5 concentration data of the specific monitoring station the file in Hadoop
Distributed File System (HDFS)needs to be placed into the Map. The unnecessary
data from other monitoring stations will be eliminated. Therefore, it can greatly
boost up the speed of calculating the specific average PM2.5 concentration data in
the cloud platform.

2. Livestock Geographic (LG) algorithm, the substantive effect of pig dense region on
the concentration of PM2.5 monitored by nearby air monitoring station is validated,
the schematic of the algorithm is shown in Fig. 4. The latitude and longitude
coordinates of air monitoring station are used as center of circle, a circle in radius of
K km is taken, the quantity of pigs raised in the townships in this circle is
calculated.

Fig. 3. Cloud platform computing process.

Fig. 4. LG algorithm illustration.
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The quantity of pigs raised in the townships within K km around the air monitoring
station is calculated by LG algorithm. The correlation between the quantity of pigs
raised nearby and the change in the concentration of PM2.5 of air monitoring station is
investigated, there are detailed experimental results in the experiment chapter, the
algorithm is described below:

Input:
k: The range circle radius is set as 30 km in this
paper.  
n: Number of air monitoring stations, set as 76 in
this paper.  
m: Number of townships, set as 198 in this paper.  
Latitude and longitude coordinates of n air
monitoring stations set S1=({longitude 1, latitude
1)…{longitude n, latitude n)}. 
Latitude and longitude coordinates of m township
center points set S2={(longitude 1, latitude
1)…(longitude m, latitude m)}. 
Quantity of pigs raised in m townships set S3
={(quantity of pigs raised 1)…(quantity of pigs
raised m)}.

Output:
Sum: quantity of pigs raised in townships in the
circle in radius of K km of 76 air monitoring
stations.

program LG
for i = 1 to n do

sum[i]=0
for j = 1 to m do

If (distance(locationi, locationj) < k) then
sum[i] += S3[j]

end if
end for

end for
return sum

The distance equation of Geographic Median algorithm is Eq. (1) Spherical law of
cosines [2]:

distance ¼ arcsinðsin lat1ð Þ � sin lat2ð Þþ cos lat1ð Þ � cos lat2ð Þ � cosðlon2� lon1ÞÞ ð1Þ

4 Experimental Results

The computer equipments of SpatialHadoop distributed architecture for this paper are
two sets of Intel I7-4770 CPU, 8 GB RAM, 1 TB hard disk, the database server
equipment is Intel I5-4590 CPU, 12 GB RAM, 1 TB hard disk, the software is
Microsoft SQL Server 2012.
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4.1 Analysis of Concentration of PM2.5 in Counties and Cities
with Dense Livestock and Poultry in Taiwan

According to the hog population investigation report in the end of July 2014 provided
by COA and the livestock and poultry statistics of the third quarter of 2014, the
livestock and poultry data of 19 counties and cities and 3 off islands of Taiwan are
calculated. There were 8,198 pig farms and 5,539,130 pigs, 2,244 cattle farms and
145,877 cattle, 5,760 chicken farms and 92,142,813 chickens in Taiwan (including off
islands) in 2014. Figure 5 shows the top six counties and cities with the highest
quantitative proportion of pigs, cattle and chickens in Taiwan are Yunlin County,
Changhua County, Pingtung County, Tainan City, Chiayi County and Kaohsiung City.

This paper uses SpatialHadoop architecture to calculate the annual mean concen-
tration of PM2.5 in 2014 of 76 air monitoring stations of Taiwan, and compares the
annual mean concentration of PM2.5 in Yunlin County, Changhua County, Pingtung
County, Tainan City, Chiayi County and Kaohsiung City with other counties and cities,
the annual mean concentration of PM2.5 of monitoring stations in the counties and
cities with dense livestock farms is 30.57 lg/m3, the annual mean concentration of
PM2.5 of monitoring stations in other counties and cities is 23.17 lg/m3, as shown in
Fig. 6.

4.2 Analysis of Quantity of Pigs Raised in the Range of Air Monitoring
Station

The analysis in Sect. 4.1 combines the annual mean concentration of PM2.5 of air
monitoring stations with the livestock data of the counties and cities where the mon-
itoring stations are, the quantity of pigs raised in the counties and cities nearby the air
monitoring stations is not considered. For example, Changhua County is to the west of
Nantou County, Yunlin County is to the southwest, the proportion of pigs in Nantou
County is not high, but the quantity of pigs raised in nearby counties and cities is very

Fig. 5. Proportions of pigs, cattle and chickens in livestock data of various counties and cities of
Taiwan.
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large, this is not seen in the statistical data in Sect. 4.1. Therefore, this paper uses LG
algorithm to calculate the quantity of pigs raised in the townships within the range
circle in radius of 30 km of 76 air monitoring stations in whole Taiwan, the quantities
of pigs raised nearby the air monitoring stations are ranked, the annual mean PM2.5 of
Nos. 1 to 38 air monitoring stations and Nos. 39 to 76 air monitoring stations is
calculated, as shown in Fig. 7, the average annual mean concentration of PM2.5 in the
first 38 townships with pigs nearby the air monitoring stations is 30.46 lg/m3, the
average annual mean concentration of PM2.5 of the last 38 monitoring stations is
21.49 lg/m3.

5 Conclusion

This paper uses SpatialHadoop to build a Cloud platform for analyzing the correlation
between livestock data and annual mean concentration of PM2.5 of air monitoring
stations. The results are displayed on Google Maps. This paper designs two experi-
ments to validate the effect of quantity of livestock and poultry on the annual mean
concentration of PM2.5, the results are:

Fig. 6. Annual mean concentration of PM2.5 of monitoring stations in six counties and cities
with high proportion of pig, cattle and chicken and other monitoring stations in livestock data.

Fig. 7. Annual mean concentration of PM2.5 of the first 38 and the last 38 hog population in
townships nearby monitoring stations.
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1. The average annual mean PM2.5 of monitoring stations in six counties and cities
with dense livestock and poultry is compared with that of monitoring stations in
other counties and cities, which are 30.57 lg/m3 and 23.17 lg/m3 respectively.

2. The LG algorithm is used to calculate the annual mean PM2.5 of No. 1 to No. 38 air
monitoring stations and No. 39 to No. 76 air monitoring stations, which is
30.46 lg/m3 and 21.49 lg/m3 respectively.

There are two verification modes, the results show that the annual mean concen-
tration of PM2.5 monitored by the air monitoring station in the livestock and poultry
dense region is higher than the annual mean PM2.5 in the nondense regions by about
33%.

The concentration of PM2.5 may be influenced by many other factors, which are
not considered in the research scope of this paper, such as the factory effluence,
automobile and motorcycle emissions and natural environment factors. The future
research will analyze related data to increase the accuracy. In addition, this paper
creates an analysis module first, so only the data of 2014 are learned about, the
historical data will be analyzed in the future, the ultimate objective is to use the Cloud
platform to work out why Taiwan’s annual mean concentration of PM2.5 is relatively
high for related studies’ reference.
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Abstract. Many large-scale applications generate large volumes of data
that must be transferred over high-performance networks for various
storage or analysis purposes. Such requirements call for a fast band-
width scheduling solution to discover feasible and efficient reservation
options in a time-varying network environment. We investigate a band-
width scheduling problem with two node-disjoint paths, referred to as
BS-2NDP, to support big data transfer. In BS-2NDP, we further con-
sider two different types of paths: (i) two fixed paths of fixed bandwidth
(2FPFB), and (ii) two fixed paths of variable bandwidth (2FPVB). We
show that both 2FPFB and 2FPVB are NP-complete, and then design
heuristic approach-based solutions, which are implemented and tested in
both simulated and real-life networks. Extensive results illustrate that
the proposed heuristics achieve a close-to-optimal performance in small-
scale networks, and significantly outperform other heuristic approaches
in large-scale networks.

Keywords: High-performance networks · Bandwidth scheduling ·
Node-disjoint paths

1 Introduction

Many large-scale applications in various domains require fast and reliable trans-
fer of big data for remote operations, which has gone beyond the capability
of traditional shared IP networks. In recent years, high-performance networks
(HPNs) with the capability of bandwidth reservation have emerged as an effec-
tive solution and their significance has been well recognized in broad science and
network research communities.

As the central function unit of a generalized control plane for provisioning
dedicated channels in HPNs, the bandwidth scheduler computes appropriate
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network paths and allocates link bandwidths to meet specific user requests based
on network topology and bandwidth availability. To meet the unprecedented
requirement of big data movement, it is a natural extension from single-path
to multi-path transfer, which is generally more effective in terms of throughput,
robustness, load balance, and congestion reduction. However, multi-path routing
also brings additional complexity and overhead to the network’s control and data
planes [1].

The complexity of multi-path routing varies depending on the type and num-
ber of constraints, and many of these routing problems are NP-complete. Sev-
eral studies have shown that the Multiple Constrained Path (MCP) problems
are generally NP-complete and hence are not solvable in polynomial time [2,3].
Furthermore, finding disjoint paths with a single constraint is also an NP-hard
problem [4–6]. Multiple paths usually have an additional constraint to be link-
disjoint or node-disjoint. Node-disjoint paths are usually harder to find but pro-
vide more robustness in case of node failures. Traditional one-path routing with
path constraint/objective is NP-complete, while the problem of two-path routing
that considers reliability is strongly NP-hard [7].

In this paper, we investigate a problem of Bandwidth Scheduling with Two
Node-Disjoint Paths (BS-2NDP) to support big data transfer. In BS-2NDP,
we further consider two different types of paths: (i) two fixed paths of fixed
bandwidth (2FPFB), and (ii) two fixed paths of variable bandwidth (2FPVB).
We prove that both 2FPFB and 2FPVB are NP-complete, and design heuristic
approach-based solutions, which are implemented and tested in both simulated
and real-life networks. Extensive results illustrate that the proposed heuristics
achieve a close-to-optimal performance in small-scale networks, and significantly
outperform other heuristic approaches in large-scale networks.

2 Related Work

Several studies addressed the problem of finding maximum combined bandwidth
of disjoint paths. In [5], Shen et al. considered two problems where the notions of
multi-path, disjoint path, and widest path are combined. They proved that both
problems are NP-complete and provided each an exact solution using ILP and
a heuristic solutions. In [6], Dahshan proved the Maximum-Bandwidth Node-
Disjoint Paths (MBNDP) problem to be NP-complete, which is essentially an
MCP problem with two constraints: the first constraint is for the two paths
to be node-disjoint, and the second constraint is to maximize the sum of the
bandwidths of the two paths. This problem is also shown to be NP-complete
in [5]. A Max-Limit Bandwidth Disjoint Path (MLBDP) algorithm was proposed
in [6], which labels two concurrent paths as R (red path) and B (blue path). The
algorithm finds the R path with the maximum bandwidth, together with a node-
disjoint path B with bandwidth no less than a specified limit. In [8], the problem
is to obtain the λ-edge-disjoint-path-set (λDP/B) that has a maximum total
bandwidth for λ > 1, and a polynomial-time heuristic, Maximum Bandwidth
Algorithm (MBA), is designed to compute a path with the maximum bandwidth.
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In [9], a distributed distance-vector algorithm is used to find multiple node-
disjoint paths in a computer network. In [10], a two-disjoint multi-path routing
strategy using colored trees is proposed.

Different from most of the aforementioned work that considers static net-
works, we consider the problem of finding multiple node-disjoint paths with
maximum bandwidth in HPNs with time-varying link bandwidth availability.

3 Problem Formulation

3.1 Network Model

The HPN is typically modeled as a network graph G(V,E) with n nodes and m
links. Each link l ∈ E in the network is associated with a time-varying residual
bandwidth bl[i], which is denoted by a 3-tuple of time-bandwidth (TB) (tl[i], tl[i+
1], bl[i]) for the time interval (tl[i], tl[i+1]), i = 0, 1, 2, . . . , Tl−1, where Tl denotes
the number of time-slots on link l.

We build an Aggregated TB (ATB) list by combining and storing the TB
lists of all individual links in their intersected time-slots. We create a set of new
time slots by combining the time slots of all links, and then map the residual
bandwidths of each link to the ATB list in each new time slot. We denote the
ATB list as (t[0], t[1], b0[0], b1[0], . . . , bm−1[0]), . . . , (t[T −1], t[T ], b0[T −1], b1[T −
1], . . . , bm−1[T −1]), where T is the number of intersected time slots after aggre-
gating all TB lists. Note that time slot i corresponds to time interval (t[i], t[i+1]).

3.2 Problem Formulation

Definition 1. BS-2NDP: Given an HPN graph G(V,E) with an ATB list and
a user request specifying source node vs, destination node vd, and data size δ,
we wish to find two node-disjoint paths to move data of size δ from node vs to
node vd such that the data transfer end time tend is minimized.

Without loss of generality, we suppose that the data transfer may start at
time point t[0] = 0. In view of the simplicity and popularity of fixed-path routing
in practice, we consider two commonly used service models based on a fixed path
in BS-2NDP, i.e. 2FPFB and 2FPVB. On the other hand, the service models
based on a variable path would require some additional support from the control
plane and the network infrastructure for path switching, and hence are not used
as commonly in real-life HPNs.

Definition 2. 2FPFB (Two Fixed Paths with Fixed Bandwidth): Given the
network model and user request in BS-2NDP, the goal is to find two fixed node-
disjoint paths from vs to vd, each of which has a fixed bandwidth (i.e. the band-
width is invariable during the entire period of data transfer for the given request),
such that the data transfer end time is minimized.
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Definition 3. 2FPVB (Two Fixed Paths with Variable Bandwidth): Given the
network model and user request in BS-2NDP, the goal is to find two fixed node-
disjoint paths from vs to vd, each of which may use varying bandwidths across
different time slots during the data transfer, such that the data transfer end time
is minimized.

3.3 Complexity Analysis

Compared with the work in [4–7], which considers static networks (with constant
link bandwidths), the BS-2NDP problem is more general as the bandwidth avail-
ability of each link in HPNs is time-varying. In fact, both 2FPFB and 2FPVB
are NP-complete. We prove the NP-completeness of 2FPFB by showing that the
WPDPC [5] problem is a special case of 2FPFB, and prove the NP-completeness
of 2FPVB by generalizing from the single-path FPVB problem.

Theorem 1: 2FPFB is NP-complete
Proof: We restrict 2FPFB to WPDPC by only considering those instances in
which, the available bandwidth of each link does not change, i.e. the bandwidth
of each link is constant across all time-slots. In other words, WPDPC is a special
case of 2FPFB when the network is static with constant link bandwidths. Since
WPDPC is NP-complete [5], so is 2FPFB.

Theorem 2: 2FPFB is NP-complete
Proof: The NP-completeness of FPVB has been established in [11] by reducing
from the 0–1 Total Bandwidth (0–1 TB) problem. Obviously, 2FPVB is a more
general version of FPVB that computes multiple concurrent FPVB paths.

4 Algorithm Design

The NP-completeness of both 2FPFB and 2FPVB indicates that there does
not exist any polynomial-time optimal algorithm, unless P = NP . In this
section, firstly, we design naive greedy algorithms to solve 2FPFB/2FPVB. Sec-
ondly, we design optimal algorithms based on exhaustive search for small-scale
2FPFB/2FPVB problem instances. Lastly, we propose efficient heuristic algo-
rithms for large-scale problem instances.

4.1 Greedy Algorithms for 2FPFB and 2FPVB

Greedy2FPFB Algorithm. For 2FPFB, based on the single-path OptFPFB
algorithm in [12], we design a polynomial-time greedy algorithm, referred to
as Greedy2FPFB, whose pseudocode is provided in Algorithm1. In Line 1, it
first employs OptFPFB to compute the first path p1 with the maximum fixed
bandwidth BW1, assuming the use of one single path to transfer data of size δ.
In Line 2, it removes all nodes on path p1 from the original graph, resulting in a
new graph G′(V,E) comprised of only the residual nodes and links. In Line 3, it
employs OptFPFB to compute the second path p2 in G′(V,E) with the maximum
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fixed bandwidth BW2, again assuming the use of one single path to transfer data
of size δ. In Line 4, it computes the maximum combined bandwidth β of the two
paths p1 and p2. In Lines 5–7, it computes the end time for the transfer of data
size δ using these two node-disjoint paths concurrently. In order to ensure that
the two data transfers concurrently taking place on these two paths finish at the
same time, it allocates the data size δ to p1 and p2 in proportion to their fixed
bandwidths. In Line 8, it computes the data size δ1 to be transferred by p1, and
the rest (δ − δ1) is assigned to p2. The time complexity of Greedy2FPFB is the
same as that of OptFPFB, which is O(T 2 ·m · log n+T 3 ·m) [12], where n is the
number of nodes, m is the number of links, and T is the total number of new
time slots in the ATB list.

Algorithm 1. Greedy2FPFB
Input: an HPN graph G(V, E) with an ATB list of T time slots, source vs, destination

vd, and data size δ
Output: the earliest transfer end time tend, data partition δ1
1: p1(BW1) = OptFPFB(G, T, vs, vd, δ);
2: Remove the nodes and links of p1 from G to create a new G′;
3: p2(BW2) = OptFPFB(G′, T, vs, vd, δ);
4: β = BW1 + BW2;
5: if (β · (t[T − 1] − t[0]) ≥ δ and β �= 0) then
6: τ = δ/β;
7: tend = t[0] + τ ;
8: δ1 = BW1 × τ ;
9: return tend, δ1;

Greedy2FPVB Algorithm. For 2FPVB, based on the single-path MinFPVB
algorithm in [12], we design a greedy algorithm, referred to as Greedy2FPVB,
whose pseudocode is provided in Algorithm2. In Lines 1-3, it initializes the band-
width in each time-slot for each of two paths BW1[i], BW2[i], i = 0, 1, . . . , T − 1,
the remaining data size rd and the transfer time time. In Line 4, it employs
MinFPVB to compute the first path p1 with the maximum bandwidth BW1[i]
in each time slot, assuming the use of one single path. In Line 5, it removes the
nodes and links of path p1 from the original graph G, resulting in a new graph G′

comprised of only the residual nodes and links. In Line 6, it employs MinFPVB
to compute the second path p2 with the maximum bandwidth BW2[i] in each
time slot, again assuming the use of one single path. In Lines 7-20, it computes
the maximum combined bandwidth of the two paths p1 and p2 in the order of
sequential time slots, and then computes the transfer end time. In each time slot,
it allocates the data size to p1 and p2 in proportion to their bandwidths to ensure
that these two concurrent data transfers finish at the same time. Similarly, the
time complexity of Greedy2FPVB is also the same as that of MinFPVB [12],
which is O(m(T + logn)).
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Algorithm 2. Greedy2FPVB
Input: an HPN graph G(V, E) with an ATB list of T time slots, source vs, destination

vd, and data size δ
Output: the earliest transfer end time tend, data partition δ1
1: for (i = 0; i ≤ T − 1; i + +) do
2: BW1[i] = 0, BW2[i] = 0;
3: rd = δ; time = 0;
4: p1(BW1[]) = MinFPV B(G, T, vs, vd, δ);
5: Remove the nodes and links of path p1 from G to create G′;
6: p2(BW2[]) = MinFPV B(G′, T, vs, vd, δ);
7: i = 0; δ1 = 0;
8: while (rd ≥ 0) do
9: BWSum[i] = BW1[i] + BW2[i];

10: δ1 = δ1 + BW1[i] · (t[i + 1] − t[i]);
11: if (rd ≥ BWSum[i]) then
12: time = time + 1;
13: rd = rd − BWSum[i] · (t[i + 1] − t[i]);
14: else
15: time = time + rd/BWSum[i];
16: rd = 0;
17: tend = t[0] + time;
18: i = i + 1;
19: return tend, δ1.

4.2 Optimal Algorithms for 2FPFB and 2FPVB

We design two exhaustive search-based optimal algorithms for 2FPFB and
2FPVB, referred to as Opt2FPFB and Opt2FPVB, to compute the path-pair
that minimizes the data transfer end time in a brute-force manner: (i) find all
possible paths between the source and the destination in all possible time ranges
across contiguous time slots, (ii) enumerate all possible node-disjoint path-pairs
in each time range, and choose the path-pair that minimizes the data transfer
end time. Obviously, Opt2FPFB and Opt2FPVB are of exponential time com-
plexity and are only meant for being used as a comparison base in small-scale
problem instances. We will design more efficient heuristics below for large-scale
problems.

4.3 Improved Algorithms for 2FPFB and 2FPVB

In Greedy2FPFB and Greedy2FPVB, although the transfer time of each path
for data size δ is minimized at each respective step, there is no guarantee that
the concurrent transfer time τ by the path-pair for data size δ is minimized from
a global perspective, especially when the bandwidths of p1 or p2 before time slots
τ are smaller than the later time slots. We propose two improved algorithms,
i.e. Imp2FPFB and Imp2FPVB, to overcome their defects.
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Imp2FPFB Algorithm. The pseudocode of Imp2FPFB is provided in Algo-
rithm3. It first calls the previous Greedy2FPFB algorithm to compute the con-
current transfer time τ by the path-pair (p1, p2) for data size δ, and the data
partition δ1 to be assigned to path p1. It then uses OptFPFB twice to find a pair
of paths (p′

1, p
′
2) with larger bandwidths than the path-pair (p1, p2) during [0, τ ]

time slots, and computes the transfer time by (p′
1, p

′
2) for δ. The data partition-

ing method is the same as in Greedy2FPFB, i.e. the data size to be transferred
by each path is proportional to its bandwidth. Since the time complexity of
OptFPFB is O(T 2 · m · log n + T 3 · m) [12], the time complexity of Imp2FPFB
is also O(T 2 · m · log n + T 3 · m), which is the same as that of Greedy2FPFB.

Algorithm 3. Imp2FPFB
Input: an HPN graph G(V, E) with an ATB list of T time slots, source vs, destination

vd, and data size δ
Output: the earliest transfer end time tend

1: (τ, δ1) = Greedy2FPFB(G, T, vs, vd, δ);
2: δ2 = δ − δ1;
3: p′

1(BW ′
1) = OptFPFB(G, τ, vs, vd, δ1);

4: Remove the nodes and links of path p′
1 to create G′;

5: p′
2(BW ′

2) = OptFPFB(G′, τ, vs, vd, δ2);
6: β′ = BW ′

1 + BW ′
2;

7: if (β′ · (t[τ − 1] − t[0]) ≥ δ and β �= 0) then
8: tend = t[0] + δ/β′;
9: return tend.

Imp2FPVB Algorithm. The pseudocode of Imp2FPVB is provided in Algo-
rithm4. In Line 1, it calls the previous Greedy2FPVB algorithm to compute
the concurrent transfer time τ by a path-pair (p1, p2) for data size δ and the
variable bandwidths of each path BW1[i], BW2[i], i = 0, 1, . . . τ − 1, and the
data size δ1 to be transferred by p1. In Line 2, it computes the data size δ2
to be transferred by p2. In the remaining lines of code, it uses MinFPVB to
find a path-pair (p′

1, p
′
2) whose combined bandwidth is larger than that of the

path-pair (p1, p2) during [0, τ) time slots, computes the time-varying bandwidths
BW ′

1[i], BW ′
2[i], i = 0, 1, . . . τ − 1, of each path, and computes the transfer end

time for δ by (p′
1, p

′
2). The data partitioning is the same as in Greedy2FPVB.

In each time slot, it allocates the data size to these two paths in proportion to
their bandwidths to ensure that these two concurrent transfers finish at the same
time. The time complexity of Imp2FPVB is the same as that of MinFPVB [12],
i.e. O(m(T + logn)).
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Algorithm 4. Imp2FPVB
Input: an HPN graph G(V, E) with an ATB list of T time slots, source vs, destination

vd, and data size δ
Output: the earliest transfer end time tend

1: p1, p2(τ, δ1) = Greedy2FPV B(G, T, vs, vd, δ);
2: δ2 = δ − δ1;
3: p′

1(BW ′
1[]) = MinFPV B(G, τ, vs, vd, δ1);

4: Remove the nodes and links of path p1 to create G′;
5: p′

2(BW ′
2[]) = MinFPV B(G′, τ, vs, vd, δ2);

6: rd = δ; time = 0;
7: while (rd ≥ 0) do
8: BWSum[i] = BW ′

1[i] + BW ′
2[i];

9: if (rd ≥ BWSum[i]) then
10: time = time + 1;
11: rd = rd − BWSum[i] · (t[i + 1] − t[i]);
12: else
13: time = time + rd/BWSum[i];
14: rd = 0;
15: tend = t[0] + time;
16: return tend.

5 Performance Evaluation

We evaluate the performance of the proposed algorithms in small- and large-scale
simulated networks as well as a network based on the topology of the real-life
ESnet of the U.S. Department of Energy.

5.1 Simulation Setup

For performance evaluation, we create a set of networks of randomly generated
topology with a different number of nodes and links of random bandwidths,
which follow a normal distribution: b = bmax ·e− 1

2 (x)
2
Mb/s, where bmax is set to

be 100 Gbps, x is a random variable within the range of [0, 1]. The aggregated
time-bandwidth (ATB) list contains 100 time slots starting from the time t[0] =
0. For each user request, we randomly select a source node vs and a destination
node vd, and set the data size for transfer to be 500 GBytes.

5.2 Algorithm Comparison for 2FPFB/2FPVB in Small Networks

We first generate 10 random small-scale networks, indexed from 1 to 10, as shown
in Table 1.

For 2FPFB, in each of these 10 small-scale networks, we run Imp2FPFB,
Greedy2FPFB, and Opt2FPFB for 10 times with different random seeds, and
plot the mean and standard deviation of the data transfer end time in Fig. 1 for
comparison. We observe that Opt2FPFB always achieves the best performance
as expected and Imp2FPFB consistently outperforms Greedy2FPFB. It is worth
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Table 1. Index of 10 small-scale networks.

Index of network size 1 2 3 4 5 6 7 8 9 10

Number of nodes 7 10 12 15 17 20 23 26 28 30

Number of links 10 15 18 20 23 26 29 32 35 37

pointing out that Imp2FPFB achieves a close-to-optimal performance in these
small-scale problem instances.

We also evaluate the performance of Imp2FPVB, Greedy2FPVB and
Opt2FPVB for 2FPVB in the same 10 small-scale networks, and plot their
performance measurements in Fig. 2. Similarly, we observe that Opt2FPVB
always achieves the best performance as expected, and Imp2FPVB outperforms
Greedy2FPVB in all the cases we studied. It is also worth pointing out that
Imp2FPVB achieves a close-to-optimal performance in these small-scale prob-
lem instances.
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Fig. 1. Performance comparison of the
algorithms for 2FPFB in small net-
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Fig. 2. Performance comparison of the
algorithms for 2FPVB in small net-
works.

5.3 Algorithm Comparison for 2FPFB/2FPVB in Large Networks

We generate 10 different large-scale networks with a random topology, indexed
from 1 to 10, as shown in Table 2. We run Greedy2FPFB/GreedyFPVB and
Imp2FPFB/Imp2FPVB in each of these network instances for 10 times with
different random seeds. Note that Opt2FPFB/Opt2FPVB is of exponential time
complexity and hence is not tested in these large-scale networks.

The performance measurements for 2FPFB and 2FPVB are plotted in Figs. 3
and 4, respectively. For 2FPFB, we observe that Imp2FPFB consistently out-
performs Greedy2FPFB, and for 2FPVB, Imp2FPVB consistently outperforms
Greedy2FPVB.
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Table 2. Index of 10 large-scale networks.

Index of network size 1 2 3 4 5 6 7 8 9 10

Number of nodes 40 50 60 70 80 90 100 120 150 200

Number of links 80 100 120 140 160 180 200 240 300 400
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Fig. 3. Performance comparison of the
algorithms for 2FPFB in large net-
works.
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Fig. 4. Performance comparison of the
algorithms for 2FPVB in large net-
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5.4 Algorithm Comparison for 2FPFB/2FPVB in ESnet5

To evaluate the performance in a practical setting, we run the proposed algo-
rithms on the topology of a real-life HPN, ESnet5 [13], with 57 nodes and
65 links, each of which has a bandwidth between 30 Gbps–100 Gbps. The user
requests have a variable data transfer size. We plot the performance measure-
ments of 2FPFB and 2FPVB in Figs. 5 and 6, respectively, which show that
Imp2FPFB and Imp2FPVB achieve better performance than Greedy2FPFB and
Greedy2FPVB, respectively.
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Fig. 5. Performance comparison of the
algorithms for 2FPFB in ESnet5.
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6 Conclusion

We investigated a problem of bandwidth scheduling with two different types of
node-disjoint paths in dedicated networks. We showed that these two problems
are NP-complete, and designed heuristic approaches. Extensive results based on
both simulated and real-life networks illustrated that the proposed heuristics
achieve a superior performance over other algorithms in comparison. It is of our
future interest to incorporate and test these scheduling algorithms in the control
plane of existing HPNs.
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Abstract. The basic idea of low-energy adaptive clustering hierarchy
(LEACH) is not to select a particular set of sensors out of all the sensors
as the cluster heads to avoid the problem of running out their energy
quickly. Unfortunately, it may end up selecting an unsuitable set of sen-
sors as the cluster heads. Inspired by these observations, an effective
hyper-heuristic algorithm is presented in this paper to find out the trans-
mission path that is able to give better results than the other algorithms
compared in this research. In other words, the main objective of the
proposed algorithm is to reduce the energy consumption of a wireless
sensor network (WSN), by balancing the residual energy of all the wire-
less sensors to maximize the number of alive sensor nodes in a WSN.
Experimental results show that the proposed algorithm can provide a
better result in terms of the energy consumed by a WSN, meaning that
the proposed algorithm provides an alternative way to extend the lifetime
of a WSN.

Keywords: Wireless sensor network · Lifetime · LEACH

1 Introduction

Nowadays, wireless sensor network (WSN) is no longer something that is sitting
on the corner of a laboratory. Several successful results [10,11,13] indicate that
WSN has become part of our daily life in recent years. Its importance can also
be found in [4] in which Harrop and Das reported that the market of WSN
will grow to $1.8 billion in 2024. In [12], Reese estimated that about 24 million
sensors of industrial WSNs will be installed in the next five years. Moreover, since
WSN is the foundation of internet of things (IoT), industrial internet of things
(IIoT), and even big data analytics systems, how to enhance the performance of
a WSN has become an important area of research today. Also owing to inherent
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limitation, the energies of the wireless sensors that are equipped with batteries
are normally very small, the data transmission distance is still restricted to a
small region. For these reasons, how to use the energy of sensors effectively
will have a strong impact on the lifetime of a WSN. Several studies [15] have
attempted to define the lifetime problem as an optimization problem for finding
out the possible solutions, such as the cluster head election problem (CHEP)
and routing problem.

One of the most well-known clustering method for solving the CHEP is the so-
called low-energy adaptive clustering hierarchy (LEACH) [5]. One of the reasons
is that it is very simple and easy to implement. Another reason that a large
number of methods are built on LEACH or its variants because the original
idea of LEACH is to avoid a sensor from being elected as the cluster head (CH)
too often (i.e., too many times). This implies two things. The first is that the
CH election procedure will not elect a particular sensor as the CH every time
LEACH is performed. The second is that each sensor has a chance to be elected
as a CH. It seems that LEACH provides a good way to avoid specific sensors
from running out energy quickly; thus, it can reduce the energy consumption of
a WSN. However, the observations of Hoang et al. [6], indicate that LEACH may
not able to provide the best solution for the CHEP. To extend the lifetime of
a WSN, several studies [6,8,15] attempted to combine metaheuristic algorithms
with LEACH to further improve the performance of LEACH for the CHEP, but
there is still plenty of room for the improvement. In this paper, an effective
hyper-heuristic algorithm with LEACH is presented for solving the CHEP. The
main idea of the proposed algorithm is to leverage the strength of different
metaheuristic algorithms (e.g., genetic algorithm or particle swarm optimization)
to provide a better solution for the CHEP.

2 Related Work

Just like the other emerging research problems, the lifetime problem of a WSN
requires some effective and efficient algorithms to find out a good solution to
enhance its performance in a reasonable time because it usually takes an unrea-
sonable amount of time to find the optimal solution of these optimization prob-
lems. That is why we are looking for a good solution (i.e., approximate solution)
instead of the best solution. However, good way to find out a good solution of
these emerging research problems typically depends on the things we concern. It
can be a fast search method or a method that is guaranteed to find out a good
solution that is very close to the best solution.

The development of metaheuristic algorithms [1] is just like an epitome of the
modern computer science and other relevant disciplines that need to use infor-
mation systems because metaheuristic algorithms can be used in many different
disciplines to find out a good solution in a reasonable time. As we mentioned
previously, this provides us an alternative method to find out a good solution
before we can find out the best solution (i.e., optimal solution) for these hard
and complex optimization problems in a reasonable time, e.g., CHEP. However,
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every metaheuristic algorithm has its advantages and disadvantages. That is,
none of them can be fully replaced by another one. A good example is the
genetic algorithm that is good at global search but bad at local search in most
cases and explains the dilemmas of metaheuristic algorithms. An intuitive way
to solve this issue is to combine GA with another search algorithm that is good
at local search, such as combining GA with k-means to find a better result than
does GA or k-means alone for the clustering problem [7]. Some recent stud-
ies called this kind of integration hybrid-heuristic algorithm [2]. However, if we
simply combine two or more different algorithms into a search algorithm, the
computation time of this new search algorithm will be increased significantly.
The hyper-heuristic algorithm [3] provides an alternative way to solve this prob-
lem. Like hybrid-heuristic algorithm, hyper-heuristic algorithm also integrates
two or more search algorithms into a single search algorithm. Unlike hybrid-
heuristic algorithm that will use “all” the search algorithms at each iteration
during the convergence process, hyper-heuristic algorithm will use only “one” of
the search algorithms at each iteration during the convergence process. Because
hyper-heuristic algorithm will use only one of the search algorithms at each
iteration, the computation time can then be significantly reduced, compared to
hybrid-heuristic algorithm. More precisely, this is how hyper-heuristic algorithm
works. First, it will randomly choose one of the search algorithms to perform the
search for a certain number of iterations. Then, it will randomly choose another
one to replace the current one when the conditions for changing the search algo-
rithms are satisfied. For hyper-heuristic algorithm, the conditions are used to
determine the timing to change the search algorithm. The condition can be a
fixed number of iterations, which means that each search algorithm will be per-
formed for a fixed number of iterations before it is changed to another. Or it can
be a predefined threshold, which means that the hyper-heuristic algorithm will
switch to another search algorithm when the current one cannot find a better
solution.

The hyper-heuristic algorithm still has some research problems to be
addressed to further enhance its search performance. According to our obser-
vations, they can be summarized as follows:

– Time to change: This research issue is regarding the timing for changing the
search algorithm (which is also referred to as the low-level heuristic (LLH)
algorithm), which is a difficult problem for this kind of research. If we change
the search algorithm too early, we might not be able to use its fully search
ability. On the other hand, if we change the search algorithm too late, it might
get stuck in a local optimum.

– Execution sequence: Another research issue is the execution sequence of these
LLH algorithms. Until now, there is no specific execution sequence that can
outperform the others in solving all the optimization problems.

– Passing the search experience: Since the LLH algorithms consist of both
single-solution-based and population-based algorithms, the search process
of which are very different, how to pass the searched solutions from one
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LLH algorithm to another is also an important research issue for the hyper-
heuristic algorithm.

From these observations, it can be easily seen that even though the hyper-
heuristic algorithm can provide a better way to solve the optimization prob-
lem than the other heuristic algorithms, there is still plenty of room for the
improvement.

3 The Proposed Algorithm

3.1 The Basic Idea

The basic idea of the proposed algorithm is to use a high performance hyper-
heuristic algorithm (HHA) [14] called Effective Hyper-Heuristic Algorithm
(EHHA) to solve the CHEP; that is, to find out suitable CHs for the CHEP.
In order to further improve the performance of the hyper-heuristic algorithm we
presented in [14], an additional operator, namely, recording pool, will be pre-
sented in this study. Also to eliminate redundant computations in the process
of selecting the CHs, a check procedure will be used to determine whether to
use EHHA or not at the very beginning of every round. For example, if there
are 100 sensor nodes and p is set to 0.05, the number of CHs is 100 × 0.05 = 5.
Note that p is the value to decide the number of CHs with a WSN which, based
on the definition of [5], is set to 0.05 in this paper. If the minimum number of
wireless sensors that can be selected as CHs is larger than 5, we will then per-
form the EHHA; otherwise, we will not perform EHHA. This means that all the
remaining wireless sensors will be selected as the CHs.

3.2 The Effective Hyper-Heuristic Algorithm

The pseudocode of the proposed algorithm is as given in Fig. 1, which can be
divided into two parts: initialization and the process of EHHA. Line 2 indicates
that the proposed algorithm will first initialize all the parameters φmax, φni, r, pp
and pb, where φmax denotes the maximum number of iterations for the selected
LLH algorithm to run; φni the maximum number of iterations if the selected
LLH algorithm cannot improve the results; r the size of the recording pool to
store the best solutions when changing the LLH algorithm; pp the number of
solutions to be changed by using the recording pool when changing the LLH
algorithm; and pb the percentage of solutions to be changed when generating
a new solution. Line 3 inputs the data of a WSN that contains the location
information of wireless sensors, the residual energy, and other information. Line 4
will then initialize the population of solutions X = {x1, x2, ..., xN}, where N is
the population size.

The main procedure of the proposed algorithm starts at line 6. As line 6
shows, it will first randomly select a LLH algorithm from the candidate pool. As
far as this study is concerned, the LLH candidate pool consists of ant colony opti-
mization (ACO), genetic algorithm (GA), particle swarm optimization (PSO),
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1 /∗ Initialization ∗/
2 Set up the parameters φmax, φni, r, pp, and pb

3 Input the information of sensors
4 Initialize the population of solutions X = {x1, x2, ..., xN}
5 /∗ The process of EHHA ∗/
6 Randomly select a heuristic algorithm Hi from the candidate pool H
7 While the termination criterion is not met
8 Update the population of solutions X by using the selected algorithm Hi

9 Evaluate the fitness value of each solution after computing the energy level
10 F1 = Improvement Detection(X )
11 F2 = Diversity Detection(X )
12 If ψ(Hi, F1, F2)
13 Randomly select a new Hi

14 Save the best solution into the Recording Pool
15 Change part of population by using the Recording Pool
16 End If
17 End While
18 Transform the results to CHEP

Fig. 1. Outline of the effective hyper-heuristic algorithm.

and tabu search (TS). As lines 7–17 show, the selected LLH algorithm will be
performed repeatedly until the termination criterion is met. The population will
be changed by the selected LLH algorithm. If the selected LLH algorithms has
performed φmax iterations, it will be stopped. Moreover, Eq. (1) indicates that
EHHA can determine whether to switch to a new LLH algorithm, by using the
function ψ(Hi, F1, F2) and the parameters Hi, F1 and F2, where Hi denotes
the LLH algorithm selected, F1 the improvement detection operator, and F2

the diversity detection operator. For single-solution-based heuristic algorithms
(SSBHA), only F1 is used whereas for population-based heuristic algorithms
(PBHA), both F1 and F2 are used.

ψ(Hi, F1, F2) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

false if Hi ∈ S and F1 = true,
false if Hi ∈ P and F1 = true and F2 = true,
false if φmax is not reached,
true otherwise,

(1)

where S denotes the set of SSBHAs; and P the set of PBHAs. If the function
ψ(Hi, F1, F2) returns true, the proposed algorithm will randomly select a new
LLH algorithm to switch to while at the same time saving the so-far-best solu-
tion into the recording pool and changing part of the population by using the
recording pool. In this way, some of the solutions will be changed while some of
them will remain intact.

The Improvement Detection(X) operator and the Diversity Detection(X)
operator [14] of the proposed algorithm are responsible for determining whether
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the current LLH algorithm finds a better result or not and for measuring the
search diversity of the proposed algorithm, respectively.

The Improvement Detection(X) operator will return the value that F1, as
defined in Eq. (2), returns; that is, a false if the solution is not improved after
φni iterations in a row; otherwise, it will return a true.

F1 =

{
false if the solution is not improved after φni iterations,
true otherwise.

(2)

In other words, this operator will check to see if the solution found by the
selected LLH algorithm Hi is an improvement or not at the φni iteration. If Hi

is an improvement, it will return a true to inform the high-level hyper center
that it should keep using this selected LLH algorithm to find a better solution.
However, if the selected LLH algorithm Hi cannot improve the current solution
for φni iterations, it will return a false to inform the high-level hyper center that
it should switch to a new LLH algorithm to improve the quality of its solution.

The Diversity Detection(X) operator is used to measure the search diversity
of the proposed algorithm. It returns the value that F2, as defined in Eq. (3),
returns. The diversity of the initial solution D(X0) will be used as a threshold ω,
i.e., ω = D(X0). The proposed algorithm computes the diversity of the current
solution D(X) as the average of the distances between individual solutions. If
the diversity of the current solution D(X) is greater than the threshold ω, the
operator will return a true, and EHHA will continue to explore the solutions
using the original LLH. Otherwise, EHHA will randomly select a new LLH.

F2 =

{
true if D(X) > ω,

false otherwise.
(3)

3.3 Recording Pool

The traditional hyper-heuristic algorithm selects the LLH randomly. Although
it is easy to implement, it might select an unsuitable LLH algorithm during the
convergence process, and the results will degrade. In order to avoid this problem,
a recording pool used to improve the search performance of the hyper-heuristic
algorithm is presented in this section. Lines 14–15 depict how the recording pool
is used to record the best solutions and to change part of the solutions when the
function ψ(Hi, F1, F2) returns a true. Initially, the recording pool is empty, so
it will directly store the best solution into the recording pool. However, if the
recording pool is full, it will retain only the best solution in the recording pool but
remove all the other solutions. This mechanism ensures that a good solution can
be produced from the recording pool and the exploration of good solutions can be
continued based on these solutions. More precisely, the proposed algorithm will
change only some of the solutions in the population with a predefined probability
pp. If all the solutions in the population are changed based on the solutions
in the recording pool, it may end up having a population all the solutions of
which are the same when the recording pool has one and only one solution. This
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apparently will decrease the search diversity. EHHA will use the best solution
in the recording pool as the basis for generating a new solution. Some bits in
the new solution will be changed with a probability pb. The changed bits are
replaced by the corresponding bits of the solution in the recording pool. In brief,
it will make the new solution similar to the solution in the recording pool, but
not exactly the same.

3.4 The Other Operators of EHHA

For a WSN, each wireless sensor has a fixed location. But the way the solutions
of the proposed algorithm are encoded is a virtual location, because some of the
population-based heuristic algorithms adopted in this study use the centroids as
the CHs of the CHEP. That is why the solutions of the EHHA are not the same as
the input locations of the wireless sensors. For this reason, we need a mechanism
for both the HHA and EHHA to transform the solutions to the input locations
of sensors. In order to transform the solutions, the proposed algorithm will first
select the nearest wireless sensor with a higher energy level as the first location
of the solution obtained by the proposed algorithm; it will then select the second
nearest wireless sensor with a higher energy level as the second location, and so
on. In some cases, the number of wireless sensors with a higher energy level is
not enough to fix all the locations. If this is the case, it will select the nearest
wireless sensor with a lower energy level to fix its location. Then, it will select
the second nearest wireless sensor with a lower energy level to fix its location,
and so on until all the locations are fixed. The quality of the proposed algorithm
is evaluated by the sum of squared errors, defined as follows:

SSE =
k∑

i=1

ni∑

j=1

‖ xij − ci ‖2, (4)

where k denotes the number of CHs, ci the ith CH, ni the number of wireless
sensors belonging to ci, and xij the wireless sensor belonging to ci. In other
words, the fitness of the solutions is measured by the total distance of transmis-
sion because the energy consumed by the transmission of data is significantly
influenced by the distance; thus, the aim is to find the shortest transmission
path.

4 Experimental Results

4.1 Experimental Environment and Parameter Settings

The empirical analysis was conducted on a PC with 2.67 GHz Intel Core i7 CPU
and 4 GB of memory running Fedora 12 with Linux 2.6.32.26-175.fc12.x86 64,
and the programs are written in C++ and compiled using g++. To evaluate the
performance of EHHA for WSN with different sizes of area and different num-
bers of nodes using the first-order radio model [5], we compare it with LEACH,
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Table 1. Parameter settings of the first-order radio model.

Parameters Values

Initial energy (E0) 0.5 J/node

Transmitter electronics (Eelec) 50 nJ/bit

Receiver electronics (Eelec) 50 nJ/bit

Data packet length (l) 4000 bits

Data aggregation energy (EDA) 5 nJ/bit/signal

Transmitter amplifier (εfs) if d ≤ do 10 pJ/bit/m2

Transmitter amplifier (εmp) if d > do 0.0013 pJ/bit/m4

LEACH-GA [9], and hyper-heuristic algorithm (HHA) [3]. The parameter set-
tings of the first-order radio model are as given in Table 1. The first-order radio
model can be divided into the transmitter and receiver to transmit and receive
detected data. The transmitter consists of the radio electronics and the power
amplifier while the receiver consists of the radio electronics. The energy con-
sumed by the transmitter transmitting an l-bit message over a distance d is
defined by

ETx(l, d) =

{
l × Eelec + l × εfs × d2 if d ≤ do,

l × Eelec + l × εmp × d4 if d > do,
(5)

where the threshold distance d0 is defined as
√

εfs/εmp. Eelec is the energy con-
sumed for transmitting and receiving a bit. εfsd

2 and εmpd
4 are the energy con-

sumed by the amplifier, which depends on the distance between the transmitter
and receiver. The energy consumed by a receiver in receiving an l-bit message is
defined by

ERx(l) = l × Eelec. (6)

The percentage of CHs of LEACH is set equal to 0.05, and the maximum number
of rounds is set equal to 10,000. The parameter settings of LEACH-GA are as
follows: the crossover rate is set equal to 1.0; the mutation rate is set equal to 0.1;
the population size is set equal to 10, and the maximum number of iterations is
set equal to 10,000. For HHA and the proposed algorithm, the maximum number
of iterations per run is set equal to 200. The population size is set equal to 20 for
the PBHAs. The other parameter settings of the energy-effective algorithm are
as shown in Table 2. Each simulation is carried out for 30 runs, and the results
shown are the average of the 30 runs.

4.2 Results

Figure 2 gives the numbers of alive nodes for the 100 sensors and 100 m× 100 m
area case with BS located in the middle, i.e., at (50, 50), of the WSN. It can be
easily seen that LEACH-GA outperforms LEACH, because LEACH-GA finds
a better probability for the CH selection. The results of HHA and EHHA are
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Table 2. Parameter settings of the five energy-effective algorithms for WSN.

Algorithm Parameters

ACO Pheromone updating fact ρ = 0.05

Choosing probability q0 = 0.5

Related influence weights α = β = 1

GA Crossover rate c = 1

Mutation rate m = 0.1

PSO Inertia weight ω = 0.5

Acceleration coefficient c1 = c2 = 2.0

TS List size = 6

EHHA Max iteration of LLH algorithm φmax = 50

Non-improved iteration threshold φni = 5

Size of the recording pool r = 10

Population change rate pp = 0.3

Bit change rate pb = 0.4
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Fig. 2. Numbers of alive nodes for the 100 sensors and 100 m × 100 m area case with
BS located at (50, 50).

better than LEACH and LEACH-GA, because HHA and EHHA finds a better
distribution of CHs. LEACH may find a bad distribution of CHs that will affect
the energy consumed. The death of the first node using the proposed algorithm
is at round 928, LEACH is at round 853, and LEACH-GA is at round 874. So
EHHA beats LEACH-GA by 54 rounds. At round 1500, the number of alive
nodes using HHA and EHHA is 19, the number of alive nodes using LEACH is
1, and the number of alive nodes using LEACH-GA is 4. So EHHA has more
alive nodes than LEACH and LEACH-GA for transmitting data to the BS. The
result of EHHA is the same as that of HHA in this situation.
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Fig. 3. Total remaining energy for the 100 sensors and 100 m × 100m area case with
BS located at (50, 50).

Figure 3 further shows the remaining energies for the 100 sensors and
100 m × 100 m area case with BS located in the middle, i.e., at (50, 50), of the
WSN. The results of HHA and EHHA are similar. It can be easily seen that
the remaining energy of HHA and EHHA is pretty much the same as that of
LEACH and LEACH-GA, but the number of alive nodes of HHA and EHHA are
more than the other approaches. According to our observation, this is because
the proposed method takes into account the residual energy of nodes to decide
which node will be used for long distance transmission and which node will be
used for short distance transmission.

Tables 3 and 4 compare the proposed algorithm with the other clustering
algorithms evaluated in terms of the number of alive nodes and the remaining
energy. The results show that the proposed algorithm provides a better solu-
tion for the CHEP than the other clustering algorithms in most cases, especially
for large and complex problems. When we use the number of alive nodes as a

Table 3. Results in terms of the number of alive nodes.

100 sensors, 100m× 100m, BS located at (50, 50). 500 sensors, 1000m× 1000m, BS located at (500, 500).

Number of Rounds Algorithm Number of Rounds Algorithm

LEACH LEACH-GA HHA EHHA LEACH LEACH-GA HHA EHHA

500 100.0 100.0 100.0 100.0 500 9.1 11.0 60.9 63.0

1000 84.4 95.9 99.9 99.8 1000 3.4 6.2 27.9 29.1

1500 1.2 4.2 19.6 19.1 1500 1.3 4.1 14.7 15.9

2000 0.2 1.5 6.1 6.1 2000 0.7 2.8 7.5 8.4

2000 sensors, 1000m× 1000m, BS located at (500, 500). 4000 sensors, 1000m× 1000m, BS located at (500, 500).

Number of Rounds Algorithm Number of Rounds Algorithm

LEACH LEACH-GA HHA EHHA LEACH LEACH-GA HHA EHHA

500 237.2 61.1 265.3 293.2 500 553.6 636.8 575.0 612.2

1000 4.7 4.9 123.1 164.7 1000 80.1 13.9 317.7 369.2

1500 0.8 1.6 42.8 105.9 1500 1.0 1.2 179.1 267.7

2000 0.4 0.9 17.5 63.4 2000 0.4 0.7 101.6 190.6
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Table 4. Results in terms of the remaining energy (Joule) of sensors.

100 sensors, 100m× 100m, BS located at (50, 50). 500 sensors, 1000m× 1000m, BS located at (500, 500).

Number of Rounds Algorithm Number of Rounds Algorithm

LEACH LEACH-GA HHA EHHA LEACH LEACH-GA HHA EHHA

500 27.4749 27.9474 28.4656 28.4673 500 0.594 1.159 5.8031 6.214

1000 5.1717 5.8642 6.7989 6.8032 1000¸ 0.1084 0.5003 1.8051 2.0112

1500 0.0069 0.0488 0.4267 0.4234 1500¸ 0.0261 0.2649 0.702 0.8173

2000 0.0012 0.0139 0.0791 0.0756 2000¸ 0.0095 0.162 0.292 0.3282

2000 sensors, 1000m× 1000m, BS located at (500, 500). 4000 sensors, 1000m× 1000m, BS located at (500, 500).

Number of Rounds Algorithm Number of Rounds Algorithm

LEACH LEACH-GA HHA EHHA LEACH LEACH-GA HHA EHHA

500 34.9547 3.6478 27.0588 36.9235 500 97.1901 103.0499 68.7917 85.8229

1000 0.0534 0.0671 6.9501 14.0022 1000 1.584 0.1787 24.5036 36.8481

1500 0.0066 0.0178 1.7937 6.6724 1500 0.0083 0.0111 10.4879 20.0203

2000 0.0021 0.0078 0.5273 2.7428 2000 0.0034 0.005 4.1607 10.0464

measure, as shown in Table 3, the proposed algorithm can keep more alive nodes
than the other clustering algorithms. In other words, the difference (i.e., the
number of alive nodes) between the proposed algorithm and the others will be
larger when we increase the number of sensors while making the region to be cov-
ered larger. For example, the last case of Table 4, 4000 sensors in a region of size
1000 m × 1000 m, EHHA has about 190.6 sensors alive but HHA has only 101.6
sensors alive after 2000 rounds. The results show that the difference between the
proposed algorithm and the others will become larger and larger, as the number
of sensors and the size of the region increase. This implies that the proposed
algorithm is a more scalable clustering algorithm than the others. The results of
Table 4 show that the difference between these clustering algorithms will also be
enlarged for the remaining energy of sensors. Even though the remaining energy
of all the sensors of the proposed algorithm is less than the other clustering algo-
rithms for a small CHEP, e.g., 100 sensors for a region of size 100 m× 100 m. But
the proposed algorithm can provide a better result when the problem becomes
larger and more complex, e.g., 500 sensors for a region of size 1000 m × 1000 m.
Moreover, in the case of 4000 sensors for 1000 m × 1000 m, the difference between
the proposed algorithm and HHA is about 5.8857 (= 10.0464 − 4.1607) which
explains that for a larger and more complex problem, the difference will be more
significant.

5 Conclusion

In this paper, we presented an improved hyper-heuristic algorithm for solving
the CHEP. The results show that not only can it provide a better result than
traditional clustering algorithms, such as LEACH, it can also provide a better
result than LEACH with GA and simple hyper-heuristic algorithm. The results
further show that the proposed algorithm can prolong the lifetime of most sensors
in a WSN by reducing the energy they consume. According to our observations,
the results also imply that the proposed algorithm can select a more suitable set
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of sensors as the CHs than the other clustering algorithms, so the worse data
transmission paths will be reduced. Since the results explain that this hyper-
heuristic algorithm has potential for the CHEP, we will continue to seek possible
ways to improve the performance of this method in the future, especially on
adding more LLHs and developing an effective way to determine the execution
sequence of LLHs.
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Abstract. Reliability is an important issue in wireless sensor networks
(WSNs). Reliable transmission of data in WSNs is the basic of successful
network operation. In this paper, we firstly define the evaluation methods for
reliability in WSNs in terms of evaluation metrics and recovery ways. The
technologies to improve reliability for WSNs are summed up in several clas-
sifications: retransmission, redundancy, hybrid method and some newly
emerging technologies. Some typical protocols are stated and analyzed. Also we
compare these technologies in several aspects as the direction for future
research.

Keywords: Wireless sensor networks � Reliability � Redundancy �
Retransmission � Network coding � Cooperative transmission

1 Introduction

Wireless sensor networks (WSNs) are used in many occasions for its excellent features,
while more and more applications have put forward higher requirements to the relia-
bility of data transmission in WSNs, such as in industrial monitoring where the data
should be reliably transmitted to the control center so that the workers can make
decisions and take actions accurately. The reliability of WSNs can be easily decreased
due to the features of WSNs, like the unstable wireless link, vulnerable sensor nodes,
the deployment of nodes and other environmental reasons. Therefore, the scholars have
already proposed different ways to solve this problem in various aspects, for preventing
the data from being altered or stolen and reducing the possibility of transmission loss in
bad conditions. In this paper, we summarize some of the researches in the reliability
area and make a compositive comparison between them.
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In Sect. 2, we classify the reliability evaluation method, which consists of evalu-
ation metric and recover way. In evaluation metric, the methods are divided into
packet-based and event-based, while the recover ways are separated to two types: end
to end and hop by hop. In Sect. 3, we divided the reliability technologies into four
types: retransmission-based, redundancy-based, hybrid and other methods. We select
some typical protocols and give an outline of these methods, additionally, analyze the
advantages and disadvantages. In Sect. 4, a general comparison is conducted. Finally,
we make a conclusion in Sect. 5.

2 Evaluation Method of Reliability

2.1 Evaluation Metric

We classify the reliability of data transmission to “packet reliability” and “event reli-
ability” according to metric classification. The purpose of packet reliability is to ensure
that all the data sensed which carried with packets from all relevant sensor nodes are
transmitted to the receiver reliably. Packet reliability requires that all the packets car-
rying with perception information sent by all sensor nodes can be reliably delivered to
the sink node. Event reliability only needs to ensure that the sink node is able to get
enough information about an event on time, and does not need to ensure all the packets
must be transmitted to the sink node. Therefore, event reliability is more suitable as the
measurement indicators of transmission reliability in some applications of WSNs,
which only have to ensure that the receiver receives the user’s necessary information,
rather than all sensor data packets.

2.2 Recovery Method

WSNs with limited bandwidth resource and low storage capabilities of sensor nodes
will be easily block up in the network; at the same time, wireless communication has
high bit error rate because of environmental impact. In order to meet the requirements
of reliability in the network, the loss data packets can be recovered by end to end or hop
by hop.

End to end method also called connection-oriented mechanism, of which only have
two end points to ensure the reliability. That is to say, only recover packet loss in the
source node, and intermediate nodes should simply be responsible for transmitting data
between source and destination nodes.

In the recovery mode, the packet loss recovery must be carried out hop by hop, and
finally the data packets can be transmitted to the sink node reliably. Hop by hop
mechanism can be used as a guide for data transmission links, because each hop has to
ensure the reliability. In other words, every hop from source node to destination node
has to ensure the reliable transmission of data, in order to achieve the reliability of the
whole transmission.

We classify the reliability assessment methods by introducing a three-dimensional
reference model, as shown in Fig. 1.
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3 Reliable Transmission Technologies in WSNs

3.1 Retransmission

The retransmission mechanism in wireless devices is that when sending node cannot
receive the ACK in specified time, it will resend the data until receive the ACK
successfully or approach the attempt limit.

Event-to-sink reliability is one of the most significant features of reliable transport
in WSN. Literature [1] proposed a new transmission protocol with reliability and
congestion control implemented in sink node - the event-sink reliable (ESRT) protocol.
ESRT covers a congestion control component. The sink node in the network can
inform the source node to adjust upload data rate adaptively through the radio
according to current network condition. Therefore, we can ensure the event reliability
without causing congestion as well as achieve the double goals of data transmission
reliability and energy saving. In addition, the ESRT protocol operations can also be
extended to allow multiple events in the case of transmission. Based on the proof of
theoretical analysis and simulation experiments, ESRT protocol has higher data
transmission accuracy and greater network coverage area and stronger local feature
extraction ability compared with reliable transmission protocols. Regardless of the
initial state of the network, the ESRT protocol can enable it to achieve the optimal state.
However, this protocol belongs to typical event-detection application in WSNs, which
cannot guarantee the success of end-to-end data transmission. At the same time, sink
node in ESRT adopts the broadcast way to inform the source node to adjust frequency
adaptively which aggravated the nodes’ loads around sink node.
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Fig. 1. Three-dimensional (3D) reference model for research in reliability of WSNs
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A certain packet loss rate is acceptable in the data flow that from the source node to
the sink node in WSN, while the data flow for the control or management in the
opposite direction is very sensitive. Therefore, the new reliable transmission PSFQ [2]
protocol referred to “Pump-slowly, fetch-quickly” was proposed. “Pump-slowly”
means nodes in the network broadcast data to the neighboring nodes at a slow speed.
“Fetch-quickly” refers to in case of packet loss, nodes request neighboring nodes to
retransmit for loss recovery. According to the simulation and experiment results, PSFQ
is superior to other traditional technology. Even in the case of high packet loss rate, it
can maintain the normal operation of the network. This protocol has obvious advan-
tages in fault tolerance, communication overhead and transmission delay. PSFQ is
mainly applied for the sink node sending query and control messages to the source
node without a complex routing infrastructure. Furthermore, this protocol cannot adapt
to the change of the network.

3.2 Redundancy

3.2.1 Forward Error Correction
Protocol [3] provides some evidence to prove the bit error rate of low energy wireless
communication channel can change smoothly in order to adjust the magnitude of FEC
codes dynamically. At the same time, an adaptive FEC code control algorithm called
AFECCC is proposed and its performance is evaluated in a variety of communication
channels and real wireless sensor networks. This algorithm can adjust the size of the
FEC code dynamically according to the instructions of the received confirmation
packet. Rising to a higher FEC level in the case of data packet loss, otherwise reducing
to lower level of FEC by MIAD—multiplicative increase additive decrease. About the
residence time in each level, it is determined by the success ratio before dropping to a
lower level dynamically. In other words, AFECCC uses the level more frequently the
longer time it will stay at this level. The simulation experiments show that the per-
formance of AFECCC is better than that of any static algorithm as well as two earlier
hybrid ARQ/FEC algorithms. How to determine the variables of AFECCC automati-
cally based on the network environment is still a challenging issue.

The nodes in typical WSNs collect information by connected sensors, and the data
is transmitted to the base station or sink node hop by hop. The effect of transmission is
easy to be affected by the environment, therefore, the quantity of data packets trans-
ferred to the sink node successfully determines the reliability of the data transmission.
Paper [4] proposed a more efficient mechanism, RDTS, which is more effective than
previous retransmission and information redundancy. The main idea of this protocol is
to calculate the quantity of redundant data packets and find the methods of eliminating
the intermediate nodes code according to the quality of hop by hop connection, so as to
ensure the reliability of the hop-by-hop transmission. Using of RDTS has several
advantages: first it can reduce the redundant data significantly, results in saving energy
and extending the life cycle of the network. In addition, the authors adopt the useful
feature of systematic erasure coding that performs partial coding, which solve the
problem of coding overhead.
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3.2.2 Multi-path Routing
Literature [5] introduces a protocol called ReInForm. Provisions of this protocol for
every data packet need multiple copies and then transmit them from source to sink via
multiple paths, so data can meet the required reliability in the process of transmission.
And the referenced degree of redundant backup data is decided by the desired relia-
bility, local channels’ condition, the information that provided by neighbor nodes
altogether; after that the source node will select the next hop by the hops between
neighbor nodes and sink nodes, and then distribute the backup data packets by pro-
portion. Furthermore, repeat the above steps until the data packet has been transmitted
to the sink node. With the feature of this mechanism, it is possible to use all possible
paths efficiently and to achieve a high efficiency of load balancing. To sum up, this
protocol makes use of multiple backup data packets to improve the transmission
probability of end-to-end data and reduce the cost of transmission in order to approach
the desired reliability.

Protocol [6] proposed a new data transmission agreement in WSN called
MMSPEED, which provides the guarantee of QoS through the real-time differences
and reliability services. In terms of real time, this protocol provides a variety of net-
work speed options so that different traffic types can select the appropriate speed
dynamically. In terms of reliability, this protocol adopts the multiple paths to transmit
data packet according to the successful transmission rate of end-to-end. Network layer
and MAC layer are connected with this protocol and then achieve it by localization
method. MMSPEED can mix periodic and non periodic data in the network without
global network information through a dynamic compensation method to adjust the
reliability of each node. Therefore, MMSPEED can adapt to large-scale sensor net-
work’s requirements dynamically. Based on the simulation on J-SIM and the com-
parison with the SPEED protocol, the results show that MMSPEED protocol can meet
the both requirements of real-time and reliability, furthermore, it can improve the
capacity of network under different requirements significantly. However, the disad-
vantage of this protocol is that WSNs with MMSPEED protocol has higher energy
consumption which will shorten the lifetime of the network.

A robust and energy efficient multipath routing for WSNs was proposed in this [7]
protocol which called REER. In the establishment of the routes, it takes the node’s
residual energy, available buffer size of the nodes and signal to noise ratio (SNR) into
account in order to select the best next hop node. After finishing the path detection,
BEER proposes two kinds of flow distribution mechanism: one is using the path that
has been found to transmit data packets, and it will be replaced by another backup path
when this one exceeds a certain threshold. Another mechanism is distributing the
transmitted information into fragments of the same size, increasing the error correcting
codes that based on XOR. This mechanism increases the reliability of the transmission
to the destination nodes by multiple routes, at the same time, it will not cause much
delay.

Simulation results show that the REER can reduce the energy consumption and
data transmission delay as well as improve the transmission rate of data compared with
Diffusion Directed and N-to-1 routing.
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3.3 Hybrid Scheme

In [9], an error control schemes by using cross-layer methodology was proposed.
Specifically, it did the research about the effect of multi hop routing path and the
broadcast nature of wireless communication, the purpose is to be able to count the
energy consumption, PER and the potential factors of the error control theory equably.
This cross-layer theory has taken routes’ selections, media connection and the effect of
physical layer into account which becomes a comprehensive comparison of FEC, ARQ
and hybrid ARQ theory. The research results of hybrid ARQ theory and certain FEC
codes show that after extending the length of each hop, energy consumption and the
potential target data packet error rate (PER) will increase compared to ARQ. However,
when the network density increases, the FEC codes will have much more advantages.
On the other hand, ARQ is better than FEC in the aspect of value in various end-to-end
distance and the target PER. In summary, this thesis analyzes when is the best time to
use FEC, ARQ or hybrid ARQ scheme.

In [10], the author made a comparative theoretical study on the transmission reli-
ability of retransmission and redundancy. And in order to fully study their advantages
and possibilities, a comparison between the energy efficiency of retransmission and
redundancy was also made. The authors present a simple and achievable analysis
model to analyze the probability of arriving packets and the average energy con-
sumption in terms of retransmission and redundancy. According to the proposed
model, the comprehensive effect of the two methods in reliability and energy efficiency
can be measured in the aspect of quantity, where the results show that redundancy has
the better flexibility of the data packet loss, from one hop costs a ulp of 0.5 to multihop
cost a ulp of 0.07. Compared with effective retransmission, the redundancy can still
achieve reliable transmission in the loss of packets at low frequency and smooth
situation. However, the advantage of this model will be weakened in the case of hop
increase, thus it is very important to consider the balance between reliability and energy
efficiency. About future research direction, the author will break down the redundant
information association in order to overcome the continuous error or the high data
packet loss, and combine the two methods together.

In [11], the author proposed the RELAX protocol. The multipath routing protocol
of energy efficiency in WSNs can recover from the path failure and achieve the load
balance. It can achieve the load balance of flow distribution by using the nodes’ battery
power efficiently through a set of node-disjoint paths. This protocol can increase the
lifetime of the sensor nodes’ batteries by using their relaxation, which increases the
lifetime of the sensor network. During the period of batteries’ relaxation, the results that
it can recover part of the batteries’ power have been experimentally demonstrated, for
example, intermittent operation of the alkaline battery can increase the life expectancy
of about 28%. In addition, RELAX predicts the next hop through the path in the
construction stage by using residual energy, node available buffer size and SNR.
RELAX will split the sending information into equal sized segments, add error cor-
recting codes, and then sends it to the multiple paths as well as increases the probability
of an important part of the packet, thus it will not cause delay.
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3.4 Other Methods

3.4.1 Network Coding
The traditional way of data transmission is to store and transmit, the intermediate nodes
plays a role of transponder. Network coding is an information exchange technology
that includes routing and coding. The most important part of this mechanism is that
every node in the path can dispose the received information and then transmit it to the
next hop. Network coding can encode the received data information of each node,
which improves the utilization of the network link bandwidth.

In [13], the authors combined with XOR operation and operation of finite field
method through ‘butterfly network’ model to research on the network flow in multicast
networks. It describes the admissible code rate of multicast network and proves the use
of network coding network multicast can achieve maximum flow minimum cut theo-
rem under the maximum transmission capacity and thus be able to obtain better net-
work throughput than routing multicast. At the same time, according to the situation of
multi-source network, the authors adopted the use of convolutional codes of network
coding which can decrease the time delay of data transmission in the network and
balance the network load. But the nonlinear coding is very complex that need a further
experiment and improvement. However, the method of combination of network coding
and algebraic geometry, which brings a strong support for the future research.

Paper [14] pointed out that, network coding can improve reliability of lossy net-
works by reducing packet retransmission times. Although previous studies show that
the network coding can improve network capacity, the gained reliability of the specific
network is still unknown, therefore, this literature on network coding can improve the
degree of reliability is quantified. Based on the model of the access point and tree
topology of multicast, this paper makes a research on the comparison of ARQ and FEC
and network coding’s different reliable transmission mechanisms in a lossy channel and
shows the numerical results and performance analysis.

First of all, in an access point broadcast data packets to a set of K receiver network
model. When the size and the number of receivers to H (log K), the desired number of
transmission data packets is significantly smaller than that of ARQ, but FEC experi-
mental results are similar, which proves that compared with ARQ mechanism, network
coding can indeed reduce the number of retransmission. Besides, based on tree topology
of multicast model, this paper makes transmitted experiments of different reliable
transmission mechanisms in end-to-end and interlinked. The results show that network
coding can ensure the higher reliability of data transmission under the same number of
retransmissions. We can predict from the literature research results that network coding
can not only improve the reliability of the simple network, but also improve the relia-
bility of the network that has diversity network topology with complex paths.

3.4.2 Cooperative Transmission
Cooperative communication can improve the reliability of the wireless terminal, and
can save energy when multi-path transmits redundant information, at the same time,
resist the signal decline in the multipath transmission process. There are two aspects of
cooperative communication effect: on the one hand, it obtains communication gain
through smaller hop number neighbor collaboration node or relay node; on the other
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hand, an increase of the space complexity of the receiver can also bring the benefits of
balance multiplexing technology.

The authors of [16] proposed a strategy that combined with cooperative commu-
nication technology and channel coding technology. This strategy chooses some relay
node which are spatial dispersion, these nodes can decode packet data with higher
successful rate and then transmit data collaboratively to other node. In addition, the
outage probability of the information theory is analyzed, and the outage capacity can
achieve the continuous performance gain compared with the direct transmission, and
the diversity order is K + I (K is the number of relay nodes). Besides, the researchers
developed a data transmission method based on cooperative transmission scheme and
ACK. Experimental results show that the method can achieve a better balance between
the system throughput and fairness, which improves the reliability of information
transmission.

It is well known that MIMO technology and orthogonal space time block coding
can improve the performance of the network system. The authors of [17] study the
problem of reliable packet transmission in WSNs by using these two techniques. In
order to satisfy the accomplishment of the biggest successful transmission rate
(STR) with the given end-to-end energy consumption as well as greatly reduce the
implementation complexity of the global optimization, this paper proposes a
cross-layer optimization distributed square case jointed with channel coding and power
control and routing planning of low complexity. The experimental results show that the
proposed scheme can significantly reduce the symbol error rate (SER), which is
obviously better than the traditional energy saving routing algorithm.

4 General Comparison

Some typical reliable transmission technologies of WSNs are introduced in above.
Table 1 compares these technologies in terms of reliability measures (Metric), recover
way, energy consumption, scalability and suitable applications. According to the

Table 1. Comparison of reliable transmission.

Name Method Metric Reliability Recover
way

Energy
consumption

Latency Scalability Layer

ESRT Retransmission Event
reliability

High End-to-End Low High Middle Transport
layer

PSFQ Retransmission Packet
reliability

Very high Hop-by-Hop Low High Low Transport
layer

AFECCC Erasure code Packet
reliability

Very high End-to-End Low High Middle Physical,
data link
layers

RDTS Erasure code Packet
reliability

High End-to-End Low Low Low Physical
layer

ReInForM Multipath Packet
reliability

Very high Hop-by-Hop High High Middle Network
layer

(continued)
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feature analysis shown in Table 1, it is clear that event reliability tends to has lower
energy consumption than packet reliability in various methods. Additionally, schemes
using hop-by-hop seems to have higher scalability compared to the end-to-end
approach, however, both ways can be used in different suitable applications.

5 Conclusions

This paper makes a summary of the reliability mechanisms in WSNs. We analyze the
features and superiority of some typical protocols as well as make comparisons
between these different methods. Both retransmission and redundancy techniques show
their great features in the guarantee of transmission reliability. However, the hybrid
way makes a deep comparison between the two techniques above, it summarizes the
goodness and weakness in different area and analyze the best way to choose in various
situations. Finally, new techniques such as network coding and cooperative transmis-
sion become hot topics, these unconventional techniques still do the good job in
reliability increase and have a bright prospect in the future.
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Abstract. We study the scheduling problem in performing multiple multicast
communications in wireless multi-hop networks, it is necessary to ensure that
each multicast group can complete one transmission from the source to all the
destination nodes without conflict in every frame. The present study proposes
two distributed token-based STDMA node scheduling algorithms which not
only satisfy this requirement, but also minimize the frame length. In the first
algorithm, the multicast groups are scheduled on a group-by-group basis,
whereas in the second algorithm, multiple groups are scheduled in each
scheduling operation. The first algorithm has the advantages of computational
simplicity and a straightforward implementation, while the second algorithm
increases the percentage of reused time slots and reduces the number of token
forwarding events. The simulation results show that both algorithms achieve a
shorter frame length than existing methods.

Keywords: Group communications � Wireless multi-hop networks � Node
scheduling

1 Introduction

Recent years have witnessed a surge in the popularity of distributed applications such
as audio and video conferencing, media streaming, interactive gaming, and so on. The
transmission efficiency of such applications is generally enhanced by adopting a
multicast broadcasting approach. Many of these applications require strict Quality of
Service (QoS) guarantees (e.g., a minimal delay and a fair share of the available
bandwidth). However, traditional wireless Medium Access Control (MAC) protocols
are generally unable to satisfy these requirements. Furthermore, in ad hoc networks,
traditional protocols often result in a low throughput due to collisions in the upstream
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direction. As a result, more efficient MAC protocols for multicast group communica-
tions are required.

Most existing MAC protocols are based on a Time Division Multiple Access
(TDMA) scheme, in which the time domain is divided into contiguous fixed-length
slots and these slots are allocated in such a way that only one node or link is active at
any moment in time. However, TDMA schemes result in a poor bandwidth utilization
in wireless multi-hop networks since they do not support spatial reuse. That is, different
nodes cannot access the shared channel concurrently even if their assigned wavelengths
are widely separated in the transmission spectrum. Accordingly, several Spatial TDMA
(STDMA) schemes have been proposed for improving the capacity of ad hoc networks
by permitting multiple nodes to transmit simultaneously provided that they are
collision-free [2, 5, 16]. Such schemes ensure that each network node can transmit at
least once in every frame. Moreover, most STDMA schemes also attempt to minimize
the number of assigned slots; thereby increasing throughput. However, the problem of
finding the minimal frame-length is NP-complete [12].

Accordingly, the present study proposes a distributed node scheduling algorithms
for minimizing the frame length for multiple multicast communications in wireless
multi-hop networks. In the former algorithm, the various multicast groups are sched-
uled on a group-by-group basis, whereas in the second algorithm, multiple groups are
scheduled in the same frame. In both cases, the nodes select an appropriate number of
time slots in accordance with their respective loads. Moreover, in each algorithm, the
time slots are selected in such a way that every multicast group can complete the
transmission of one packet from the source to all the destinations without conflict in
every frame.

2 Background and Related Work

In STDMA networks, data collisions (i.e., transmission failures) arise as a result of two
different types of interference, namely “primary interference” and “secondary inter-
ference” [3, 8, 10, 12, 14, 15]. Primary interference occurs when a node is required to
carry out more than one task in the same slot (e.g., to both receive and transmit data).
Meanwhile, secondary interference occurs when the data receiving process of one node
is interfered with by the data transmission process of a nearby node (i.e., the “hidden
node problem” [9]).

In solving the data collision problem, many existing node scheduling algorithms
use a chromatic approach, in which the network nodes are partitioned into different
color classes, where those nodes with the same color are able to transmit simultane-
ously without collision [1, 5, 11, 13]. However, although such an approach ensures that
every node can transmit at least once in a frame without conflict, many slots may be
wasted since the scheduling process does not take the network load into account. For
example, some nodes may be allocated a time slot, but may not actually have any data
to transmit once the slot arrives. Accordingly, the scheduling algorithms proposed in
this study take explicit account of the transmission flow within each multicast group
and allow each node to select appropriate time slots in accordance with their particular
transmission requirements.
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3 Problem Definition, Network Model and Proposed
Algorithms

3.1 Problem Definition and Network Model

The aim of the algorithms proposed in the present study is to improve the transmission
efficiency of multiple multicast communications in wireless multi-hop ad hoc networks.
Moreover, based on the assumption that each activated node can transmit only one
packet per time slot, the proposed algorithms also attempt to guarantee that all of the
multicast groups can complete the transmission of one packet from the source to all of
the destination nodes in every frame. Finally, both algorithms seek to minimize the
frame length. Note that in developing the two algorithms, it is assumed that a node can
pick a slot to transmit for a particular group if, and only if, its upstream node in that
group has already been scheduled. In addition, it is also assumed that the frame length
is identical for all of the nodes in the network.

The wireless multi-hop network is modeled using a bidirectional graph G = (V, E),
where V is the set of nodes, |V| is the number of nodes, and E is the set of edges
between the nodes. If u,v 2 V, there exists an edge(u, v). Furthermore 2E indicates that
node v can receive all the messages transmitted by u, and vice versa. Finally, it is
assumed that all of the nodes in the network are homogeneous, i.e., the nodes all have
the same transmission range.

In modeling the network, each node is assigned a unique ID and is assumed to be
aware of the connectivity information of the network within its transmission range.
That is, every node knows the IDs of all its one-hop neighbors. Since the present study
considers a multiple multicast communications network in which every node in the
network is a source, the network contains |V| source-based trees. In other words, every
node participates in |V| multicast groups, and the multicast packets of each group are
routed along a specific source-based tree. In addition, it is assumed that every node
knows how to forward the multicast data which it receives. In other words, when a
multicast packet arrives at a node, the node knows which of its links should be acti-
vated to forward the packet toward the other nodes in the source-based tree. For
example, consider the source-based tree shown in Fig. 1, in which Node S is the

Fig. 1. Illustrative source-based tree
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source. Node D (for example) lacks the connectivity information of the entire network,
but knows that Nodes B, E, F and G are its one-hop neighbors. Thus, when Node S
sends a multicast message to all its group members, Node D forwards the message to
all its downstream nodes (i.e., Nodes F and G) on receipt of the message from Node B.
Note that in this illustrative scenario, Node B is the parent of Node D, and Nodes F and
G are the children of Node D.

Note that in developing the proposed scheduling algorithms, it is assumed that the
network topology remains unchanged during the scheduling process. Moreover, an
assumption is made that all of the packets sent by the nodes are correctly received at
their destinations. In other words, the transmission failure problem is not considered.

3.2 Group-by-Group Algorithm

Every multicast group in the multi-hop network is required to complete the trans-
mission of one packet from the source to all of the destinations in every frame. In other
words, every multicast group must be scheduled in each scheduling round. In the first
algorithm proposed in the present study, designated as the Group-by-Group algorithm
[6], the groups are scheduled on a group-by-group basis. Specifically, when a group is
allocated to schedule, all of the nodes in the group select appropriate slots in which to
perform transmission, and once all of these nodes have been scheduled, the scheduling
process is repeated for the next group.

3.3 Greedy Algorithm

The Group-by-Group algorithm described in the previous section provides a straight-
forward means of achieving multiple multicast scheduling in ad hoc wireless networks.
However, it has two drawbacks. First, the scheduling process is time consuming since
each node can select only one time slot for transmission when receiving the token.
Second, nodes within the same multicast group cannot choose the same slot for
transmission, and thus the channel utilization efficiency is reduced. Accordingly, this
section proposes a second algorithm, designated as the Greedy algorithm, which
eliminates both drawbacks by allowing multiple groups to be scheduled in the same
frame.

In the proposed algorithm, each node in the wireless network maintains a schedule
queue containing a list of scheduling jobs to be performed by either itself or one of its
one-hop neighbors. For each node, the jobs (J) are recorded using the data structure Jm
n, where m is an index relating to the different multicast groups in the network and n is
an index pertaining to the different slots in the time domain. Assume that a job Jm n is
stored in the schedule queue of Node k. In practice, the existence of this job in the
schedule queue has two implications: (1) the parent of Node k in Group m has already
been scheduled (and thus Node k can pick a slot to transmit for Group m when it
receives the token), and (2) the parent of Node k in group m has selected time slot n to
perform its transmission. In other words, the schedule queue indicates to Node k which
groups have already been scheduled by its upstream nodes and allows the node to pick
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an appropriate slot to perform its own transmission for each group. (Note that if Node k
chooses to perform transmission for multicast Group m, the index of the selected slot
must be greater than n.) Each schedule queue can store multiple jobs; where each job
may refer to different multicast groups. Thus, in contrast to the Group-by-Group
algorithm, the nodes in the network can schedule the transmissions of multiple groups
in the same scheduling frame, As a result, the Greedy algorithm results in a better than
the Group-by-Group algorithm. In addition to the scheduling queue, each node in the
network also maintains a schedule table for itself and its one-hop neighbors. As in the
Group-by-Group algorithm, the schedule table is used to record the state of each node
in every time slot (i.e., Ti, Rj, DR or empty).

The scheduling process in the Greedy algorithm is again controlled using a
token-based scheme. However, in contrast to the Group-by-Group algorithm, the token
has the format {terminator, frame length}, where the “terminator” field is used to
indicate which node wants to terminate the scheduling process. Note that the “termi-
nator” field is generally set to 0, i.e., none of the nodes in the network wish to terminate
the scheduling process. However, if the token arrives at a node, and the node finds that
its schedule queue is completely empty (i.e., there are no outstanding jobs for either
itself or any of its one-hop neighbors), the node replaces the current “terminator” field
entry with its own node-ID since it believes that all of the multiple multicast groups in
the network have been scheduled. The “frame length” field of the token indicates the
current length of the frame, and has a value equal to the maximal time slot index
amongst all of the time slots which have been selected thus far in the scheduling
operation.

4 Simulation Results

In this section, the performance (i.e., frame length and number of token forwarding
events) of the proposed algorithms is investigated by means of numerical simulations.
In accordance with the assumptions described in Sect. 3.1, the network nodes all have
the same transmission range. Furthermore, no changes in the network topology occur
during the scheduling process. That is, the nodes are all static and the network is always
connected. Moreover, every node in the network is a source node with data to transmit
to all of the other nodes, and each group has a unique source-based tree (constructed
using Dijkstra’s algorithm). In performing the simulations, the performance of the two
algorithms is evaluated given a network topology with a specific number of nodes and
a specific average node degree. To ensure the reliability of the simulation results, 30
networks are randomly generated for each scenario considered, and the corresponding
results for the frame length are then averaged.

Figure 2(a) and (b) compare the frame lengths obtained by the Group-by-Group and
Greedy algorithms in networks comprising N = 20 and 40 nodes, respectively, with the
equivalent results obtained using the DRAND algorithm [4] and a “non-spatial reuse”
scheme. Note that the results presented for the non-spatial reuse scheme indicate the
number of slots required to complete the scheduling process for all of the nodes given
the constraint that each slot can only be allocated to one node. It can be seen that the
frame length obtained using the non-spatial reuse scheme reduces with an increasing
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average node degree irrespective of the number of nodes in the network due to the nature
of broadcast. The DRAND algorithm uses a chromatic approach to resolve the problem
of collisions. However, it takes no account of the traffic flow when performing the
scheduling process. Moreover, the DRAND algorithm also suffers from the exposed
node problem. As a result, the algorithm yields a longer frame length than either of the
two proposed algorithms. It is seen that for all values of N, the frame length obtained by
the Group-by-Group algorithm is longer than that obtained by the Greedy algorithm.
This result is to be expected since the Group-by-Group algorithm prevents the nodes
from picking the same slot when scheduling the transmissions of the same group. In
other words, the algorithm does not support spatial reuse within each group, and thus a
greater number of time slots are required to complete transmission. The Greedy algo-
rithm allows multiple nodes to pick the same slot to perform the transmissions of
different groups provided that no collisions occur between them. As a result, the frame
length is significantly reduced. In theory, an increasing node degree reduces the frame
length in networks with a spatial reuse capability. However, as the node degree
increases, the number of collisions also increases; thereby reducing the percentage of
spatial reuse. As a result, the frame length obtained by the Greedy algorithm varies only
very slightly as the average node degree is increased.

Figure 3 shows the variation of the frame length with the number of nodes as a
function of the average node degree for the four considered schemes. In accordance

Fig. 2. Frame lengths obtained by various schemes given random network topologies with
(a) N = 20 and (b) N = 40 nodes.

Fig. 3. Frame lengths obtained from various schemes given random network topologies with
average node degrees of (a) 4 and (b) 8.
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with the network model considered in the present study (see Sect. 3.1), the number and
size of the multicast groups in the ad hoc network both increase with an increasing
number of nodes. Thus, for all of the considered schemes, the frame length increases as
the scale of the network topology increases. In DRAND, each time slot is occupied by a
different color. In other words, the transmission period of the nodes is equal to the total
number of colors. Thus, although the number of colors in DRAND varies only slightly
when fixing for different values of the average node degree, the frame length increases
significantly as the number of nodes (i.e., multicast groups) increases. Notably, the two
algorithms proposed in the present study both take the traffic flow into account when
performing the scheduling process. As a result, they yield a shorter frame length than
DRAND; particularly in network topologies with a larger number of nodes (multicast
groups).

Figure 4(a) and (b) compare the performance of the two proposed algorithms in
terms of the number of token forwarding events given networks with various scales and
node degrees. It was shown in Theorem B in Sect. 3.2 that the token is forwarded
2N2-2N+4L times in the Group-by-Group algorithm. It is seen that the simulation
results in Fig. 4(a) confirm this proof. Comparing the two figures, it is noted that the
Greedy algorithm results in fewer token forwarding events than the Group-by-Group
algorithm given a constant network scale and average node degree. This result is
reasonable since the Greedy algorithm allows a node to pick more than one slot to
transmit different groups in each scheduling operation, whereas the Group-by-Group
algorithm permits each node to pick only one slot for one group in each frame. It is
observed that for a constant value of N, the number of link forwarding events increases
as the average node degree increases under the Greedy algorithm. At first glance, this
finding seems counterintuitive since it is reasonable to expect that a higher node degree
will reduce the total number of slots which need to be allocated to the nodes and will
therefore reduce the number of forwarding events accordingly. However, in the second
stage of the Greedy algorithm, the token is routed to all of the nodes via DFS in order to
achieve a constant frame length for every node. In other words, the token must be
forwarded (L � 2) times and thus the number of forwarding events actually increases
as the average node degree increases.

Fig. 4. Number of token forwarding events in (a) Group-by-Group algorithm and (b) Greedy
algorithm given random network topologies with various scales and average node degrees.
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5 Conclusion

This paper has proposed two token-based distributed node scheduling algorithms
designated as the Group-by-Group algorithm and the Greedy algorithm, respectively,
for improving the transmission efficiency of multiple multicast communications in
multi-hop ad hoc wireless networks. Both algorithms feature the following properties:
(1) distributed control; (2) local information exchange; (3) the complete transmission of
one packet from the source to all the destination nodes in every frame for each mul-
ticast group in the network; (4) transmission traffic flow compliance; and (5) the
elimination of both the hidden node problem and the exposed node problem. The
simulations have shown that the Greedy algorithm results in a shorter frame length than
the Group-by-Group algorithm due to its support of spatial reuse. Moreover, the
Greedy algorithm reduces the number of token forwarding events and therefore spends
less time to complete scheduling.

Although both algorithms successfully solve the multiple multicast scheduling
problem in the considered network model, several important issues remain to be
addressed. In the present study, it has been assumed that all of the network nodes
remain static as the scheduling process is performed. In other words, the scheduling
result is valid only for the particular network topology in existence at the moment the
scheduling algorithm is executed. As a result, the scheduling process must be repeated
each time a change in the network topology occurs. In practice, the topology of ad hoc
networks tends to change frequently as new nodes enter the network or existing nodes
depart. Consequently, the efficiency of the proposed algorithms is seriously degraded.
Accordingly, in a future study, a more flexible node scheduling algorithm will be
proposed to accommodate changes in the network topology.
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Abstract. Today’s vehicles technologies are getting better as well as the
price of the vehicle is not too expensive so that almost every household
has an own car. However, road space is limited so there is high oppor-
tunity to see the accidents on the high dense road. Current VANET
technology has been able to inform rear vehicles do not go there so that
the traffic congestion can be reduced. In this scenario, there are very
large amount of emergency message will be generated. It will increase
the burden of road side unit. In this paper, we propose a Markov-based
model to predict behavior of vehicles so that we can identify which cars
really need to receive this message. Simulation results show that this
method can reduces the unnecessary message transmission indeed.

Keywords: VANET · Emergency service · Markov chain · Prediction
model

1 Introduction

Currently, we always can see a lot of cars on the road due to the booming econ-
omy lets every families have their own car. Depending on this phenomenon, the
traffic accidents often occur, since the cars density become larger [1]. The rea-
son is that all the cars also want to compete the right to use the road, but the
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capacity of a road is limited which could not carry such a high traffic [2]. Accord-
ingly, some people began to not abide by the traffic rules so that the accident
will be incurred. Transportation closely related to eneryone’s life, hence we must
address this issue. Vehicular ad hoc network (VANET) has been proposed for
transmission between cars so that there are some applications also be presented
for various transportation services which including the emergency service [3].

Emergency service, as the name suggests, is a service which used to deal with
various unexpected situations [4]. Emergency service is composed of prior service
and posterior service. The mission of prior service is to create a scheme to avoid
accident is happened. Posterior service is a protective measure when the accident
has occurred, so that impacts will not continue to expand. No matter what kind
of service, they have one thing in common that all of components in VANET
need to exchange their information. Therefore, there are very many emergency
messages can be generated so that this network often encounters bandwidth
bottleneck [5]. Especially, some vehicles is use of mobile communication network
[6] so that they can not load such a large message.

Generally, emergency messages will send to all of neighboring cars. However,
we found that not all of the car will pass through the accident scene [7]. According
to this observation, we think that we can reduce more unnecessary messages
transmission as long as we are able to predict the behavior of the vehicle. In this
paper, we design a prediction model that based on Markov chain. Simulation
results show that our method can successfully decrease quantity of emergency
messages so that the bandwidth bottleneck can be relieved.

The rest of the paper is organized as follows. Section 2 introduces background
and related works. Section 3 will give the problem definition then we will intro-
duce our proposed method. The simulation results present in Sect. 4. Finally, we
will summarize research contributions and discussing the future works in last
section.

2 Background and Related Works

2.1 Vehicular ad hoc Network (VANET)

Vehicular ad-hoc network (VANET) is a technology which extending from the
Mobile ad-hoc Network (MANET) [8,9]. The difference between VANET and
MANET is that VANET is an exclusive network for vehicles. It can be roughly
divided into three types which include Roadside-to-Vehicle Communications
(RVC) [10], Inter-Vehicle Communications (IVC) [11] and Hybrid Vehicular
Communication (HVC) [12,14]. RVC is that all vehicles can communicate with
server through wireless access point or base station. IVC represents that mes-
sages can be transmitted via vehicles so that the flexibility is higher than RVC.
But it has lower ability for computing and management because it is a distrib-
ution structure. Both these two types have their advantages and disadvantages
so that some scholars combine them to HVC that is shown in Fig. 1.
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Fig. 1. Types of vehicular ad-hoc network

2.2 Markov Chain

Markov chain is an expression of transition of status [13]. These status are inde-
pendent with each other, but any two successive events have causal relationship.
It means that the previous event will affects the next event that is shown in
Eq. (1):

P(i,j)) = P (En+1 = i|En = j) (1)

where P(i,j) represents a probability that a transition from event I to event
j. This also means that we are able to predict future events as long as this
probability can be calculated. In this study, we will define vehicles behavior as
status of Markov chain then design a predition model for various operations in
RSU.

3 Proposed Mechanism

Our method is composed to V2V and V2I so that this method not only provides
more computing power, but also has higher flexibility. The key to this approach
is crossroad, because crossroad can be regarded as a phased destination so that
we are able to judge whether cars will pass through the accident sence. Hence
we set RSU in every crossroads in order to predict direction of cars successfully
that is shown in Fig. 2. All of common symbols are listed in Table 1. Main goal
of proposed method is to minimize the quantity of emergency messages so we
can define our problem via linear programming that is shown in Table 2.

Generally, emergency message is sent by broadcasting. It means that any
cars can received this message as long as they have layer 2 network interface.
If we want to reduce more unnecessary transmissions, we must focus on layer 3
technique so that RSU can know the IP address of cars which need to receive the
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Fig. 2. Use of HVC as VANET type

Table 1. Important symbol list

Values Definition

T Transition matrix

S = {S1, ..., Sn} Information of video i

C = {C1, ..., Cm} Number of cars

Pij Probability that a car move from i-lane to j-lane

θ(nearest) Difference of angle with nearest car

v(nearest) Difference of speed with nearest car

d(nearest) Difference of distance with nearest car

Table 2. Linear programming model
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emergency message. Many important roads have been planned to three-lane, It
means that a car has two choices of direction as long as it is driving in the middle
lane. We use these three lanes as three states which represent right-lane, middle-
lane and left-lane that is noted as 1, 2 and 3 respectively. Then a transition
matrix can be generated:

T =

⎛
⎝

P11 P12 P13

P21 P22 P23

P31 P32 P33

⎞
⎠

Pij represents the probability that a car move from i-lane to j-lane. Via this
matrix, we can calculate out the probability that whether cars will pass through
the accident sence, hence the results can help us to decide which car really
requires this emergency message. The value of T depends on the real three-lane
environment that is shown in following:

T =

⎛
⎜⎜⎝

α11 × 1
2 α12 × 1

2 0

α21 × 1
3 α22 × 1

3 α23 × 1
3

0 α32 × 1
2 α33 × 1

2

⎞
⎟⎟⎠

Assuming that all drivers will obey the traffic rules so they can not cross the
middle-lane to reach next lane directly. Basing on this priciple, P13 and P31 are
set as 0. α is an effect parameter which used to illustrate the physical meaning,
e.g. angle, speed and distance. We simply normalize these three metrics to derive
α as Eq. (2) that shown in following:

αij =
θ(nearest)

θmax
+ v(nearest)

vmax
+ d(nearest)

dmax

3
(2)

where θ(nearest), v(nearest) and d(nearest) are difference with nearest car. Use of
these three metrics because the nearest car will affects current car whether over-
taking. In the initial process, the broken vehicle will sent a emergency message to
RSU that telling it where is accident happened. So in the beginning of algorithm,
we will define two cases which represents that accident sence is located in right
side, front or left side. The proposed algorithm will compare the probability of
in Ti. For instance, an accident occur in the right side so that Case1 is chosen.
Then we must compare whether the probability that i vehicle enter to 1st-lane
is maximum. If Ti(Pj1) = Max(Ti) is true that represents i vehicle will probably
turn right, hence the emergency message will sent to i vehicle. The main body
of proposed algorithm is shown in the following:

Emergency Message Reduction Algorithm (Output)
const

Ti;
Case

Case1: Event happened in the right side
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Case2: Event happened in the front
Case3: Event happened in the left side

Repeat
switch Case1

if Ti(Pj1)=Max(Ti)
sent message to vehicle i;

end
switch Case2

if Ti(Pj2)=Max(Ti)
sent message to vehicle i;

end
switch Case3

if Ti(Pj3)=Max(Ti)
sent message to vehicle i;

end
until Year = MaxYears

end.

4 Simulation

4.1 Simulation Setting

The simulation is performed by utilizing MATLAB (Version 7.11, R2010b). The
detail parameters setting are listed in Table 3. In our simulation, size of scenario
is set as 1200 × 1200 (m2). There are four crossroads in this range so number of
RSU is also four. Radius of RSU is set as 300 (m). And speed of any vehicles are
ramdoly set within a range which is 30 (km/hr)–60 (km/hr). And all of vehicles
are in a normal distribution. Any roads have six lanes which are the two-way
street. A simulation scenario is shown in Fig. 3.

Table 3. Simulation parameters

Parameters Values

Size of field of interest 1200 × 1200 (m2)

Number of cars 10–100

Number or RSU 4

Radius length of RSU 300 (m)

Vehicle speed 30 (km/hr)–60 (km/hr)

4.2 Simulation Results

In Fig. 4, we can see that proposed mechanism can reduce about 70% messages
than broadcasting method in 10 vehicles case. It is slightly higher than other
number of vehicles, because of that the neighboring vehicles are few so that
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Fig. 3. Simulation scenario

Fig. 4. Comparison of number of sent messages

RSU could not make an accurate prediction due to value of d(nearest) is too
long. But it is still an acceptable result. Moreover, our proposed mechanism is
very stable. It proof that our proposed mechanism false rate is not high.

In order to verify feasibility of the proposed method, we set an accident
event in the left side. The vehicles distribution model of three lanes are same.
We can see Fig. 5 that state 1 is fewer than others. It means that our method
can successfully guides traffic to other ways. In other words, our method cannot
too many misjudgment due to a large number of messages reduction.
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Fig. 5. Markov process of proposed method

5 Conclusion

Vehicle technologies continuously updated so that our life becomes more conve-
nient. But it causes traffic accidents also continue to occur. Although current
technique has ability to relieve traffic congestion, it makes RSU encounters huge
bandwidth bottleneck. In this paper, we use Markov chain to design a prediction
model so that we can accurately send the emergency messages to the vehicles
which really need to pass through the accident scene. Simulation results show
that our method can reduces more unnecessary messages transmission as well as
provides a stable transportation environment. Since the real scenario is complex
so there are more metrics need to be considered, e.g. destination of vehicles, real
traffic sign even the various functions of the vehicle. For instance, there are police
cars and ambulances will go to accident scene after an accident has happened.
Therefore, the emergency messages should be include suggestion of alternative
road. In order to improve contributions of this study, we will consider to above
metrics in our future works.
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Abstract. Virtualization for cloud computing has been driving data
centers to contain massive and diverse applications in a distributed man-
ner. However, since existing network architectures do not supply enough
network capacity for virtual machine (VM) interconnections, enhanc-
ing the network capacity with augmented wireless links has recently
attracted a lot of research interests. Especially, architectural design and
link scheduling of wireless data center networks (WDCNs) are of their
main interests. However, the potential of WDCNs is under-estimated,
since existing research efforts do not reflect flexibility of VM placement.
To this end, in this paper, we explore another feasibility of WDCNs to
combine dynamic VM placement algorithms. We design a low-complexity
flow placement algorithm considering augmented wireless links with
interference constraints, and discuss a set of VM placement algorithms
under the flow placement algorithm. Our extensive evaluation of the algo-
rithms in WDCNs with 60GHz wireless links shows that combination of
the flow and VM placement algorithms achieves better performance.

Keywords: Data center · Routing algorithm · Virtual machine
placement

1 Introduction

Recently, with the advance of virtualization technology, a lot of cloud data cen-
ters have been designed and constructed to support massive and diverse applica-
tions in a concurrent and distributed manner. The cloud data centers have several
benefits from large economies of scale and scale-out based dynamic computing
resource allocation on demand. With large demands of cloud-based services such
as world-wide consumer applications and data-intensive tasks, applicability of
cloud data centers are rapidly growing.

However, current architecture of cloud data centers are still requiring a bet-
ter solution for network capacity. Typically, a data center holds a huge amount
of servers (10 K to 100 K) and they are interconnected by a data center network
(DCN). In conventional data centers, DCNs have tree-like topologies allowing
oversubscription due to cost reduction and the ratio of oversubscription increases
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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rapidly as traffic moves to a root [8]. It implies that network capacity of a DCN is
highly constrained by its oversubscription, and the DCN may not support band-
width demands. Since there are applications which require interactive processing
across thousands of machines in cloud data centers, and it is highly difficult
to predict dynamics of traffic demands, a lot of research works for wired DCNs
have been carried out, such as network architectures [2,8], virtual machine (VM)
management [14], traffic measurements [4,12], and flow scheduling [3,7].

More recently, with the advent of Gigabit-capable wireless links, a radical
but novel approach to increase the network capacity with the augmented wire-
less links has attracted many researchers. Especially, with promise of a 60 GHz
wireless standard [1] to give its data rate up to 6.76 Gbps, and expectation of
unit cost of the 60 GHz devices (less than $ 10) [9], several research proposals for
wireless data center networks (WDCNs) with 60 GHz wireless links are suggested
to resolve some issues such as architecture [9], link designs and measurements
[9,16], and link scheduling [6].

However, utilizing 60 GHz wireless links into a WDCN can cause tight con-
straints on network topology. Current WDCN architectures [9,16] use highly
directional horn antennas which require fixed topology of wireless links. Although
electronically steerable array antennas may give more flexibility, beam train-
ing for 60 GHz wireless links which form quite narrow directional beams (1◦

in the worst case) incurs significant delay ranged from 10 ms to 1 s in average
[13]. Therefore, efficient optimization techniques for utilizing the wireless links
is essential for better network performance.

To this end, in this paper, we explore another feasibility of WDCNs by
combining dynamic VM placement algorithms for cloud data centers. Public
Infrastructure-as-a-Service (IaaS) cloud data centers, such as Amazon EC2 and
Microsoft Azure, allow an application to dynamically utilize VM instances placed
over a set of servers [10]. Therefore, using dynamic VM placement algorithms
determine traffic patterns of WDCNs, and it is trivial that the dynamic VM
placement gives another dimension of flexibility into WDCNs. However, due to
highly dynamic traffic patterns of cloud applications, it is uncertain that which
placement of VMs is preferable to enhance performance of WDCNs.

In this context, we first design a low-complexity flow placement algorithm
considering augmented wireless links with interference constraints, and discuss
a set of VM placement algorithms under the flow placement algorithm. In the
flow placement, we exploit link utilization level to adaptively disperse traffic load
across a WDCN. In the VM placement, to effectively exploit the extra capacity
of wireless links in the WDCN, we propose a new metric for VM placement
based on an in-depth study of applying wireless links to adapt to dynamic traffic
patterns and provide better traffic locality. The new metric is designed to reflect
influence of wireless links and applied to construct hierarchical VM clusters,
each of which shares the traffic locality. We evaluate the placement algorithms
by extensive simulations of wireless data center networks with 60 GHz wireless
links, and the evaluation results clearly validate advantages of our approach.
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The remainder of this paper is organized as follows. Section 2 explains our
system model, and Sects. 3 and 4 present the details of the proposed routing
and placement algorithms. Section 5 provides the performance evaluation of the
proposed algorithms. Finally, we conclude this paper in Sect. 6.

2 System Model

In this section, we briefly describe our system model for data centers with wireless
links before describing the proposed algorithms. Typically, data center network
architectures consist of switches at multiple tiers, and there are multiple paths
between a pair of host machines to be robust to congestion and link failures.
Therefore, we adapt the common architecture for wired data center networking
as shown in Fig. 1a. That is, the wired network fabric consists of wired links and
three types of switches at each tier in the tree structure; edge, aggregation, and
core switches.

(a) Network architecture (b) Data center layout

Fig. 1. Network architecture and layout of WDCNs

In this paper, especially in our simulation, we assume that racks are deployed
as in Fig. 1b. A rack consists of tens of host machines connected to an edge switch
with wired links, and the size of a rack is 0.6 m × 1.2 m. Racks are grouped into
4 × 4 rows, and each row contains 8 racks without gap. Rows are separated by
3 m and 2.4 m aisles. However, it should be note that the proposed algorithms
can be applied into different data center network architectures and layouts.

Different from the common data center architectures, in our system model,
each edge switch is equipped with one or more 60 GHz wireless devices, and they
are fixed on top of racks (ToR) to achieve line of sight (LoS) communication, as
in [9]. This assumption is a sufficient condition for stable 60 GHz communication
in wireless data center networks. Since the signal strength of indoor LoS 60 GHz
communications degrades rapidly with increasing distance, and its path loss
model fits the Friis mode with exponent 2, performance of the wireless links is
predictable and reliable without severe interference problem, which is suitable
for data center networking. Of course, relaxing this assumption [16] can be a
promising direction for our future work.
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Table 1. Notations

Symbol Definition Symbol Definition

V Virtual machine set M Host machine set

Φ Virtual machine
placement

Φ(Vx) = Mi Vx ∈ V placed at
Mi ∈ M .

L = LE ∪ LW Whole link set F Set of elephant flows

Ω Path assignment set Q Channel set

LE Wired link set LW Wireless link set

HE
i,j ∈ HE Hop count between Mi

and Mj using only LE
HW

i,j ∈ HW Hop count between Mi

and Mj using L

T (l) Traffic rate sum at link l R(l) Link capacity of l

U(l) = T (l)/R(l) Link utilization level of l I(l) Interference link set of l

P E
i,j(∈ P E ) Path set between Mi and

Mj (only wired links)
P W

i,j (∈ P W ) Path set between Mi

and Mj (with wireless
links)

δ Distance metric θ Wireless link threshold

On the other hand, there are several views of virtualization to run multiple
applications over host machines in cloud data centers. Amongst them, we focus
on VM which explicitly consumes computing and storage resources of a host
machine. A host machine can run a set of VMs which are owned by different
applications, but the number of VMs in the host machine is constrained by its
resource capacity. To simplify our discussion in VM management, in this paper,
we treat each VM as a slot which consumes the same amount of computing and
storage resources in a host machine. That is, host machines have the maximum
number of slots, and we assume that the numbers are the same, which is widely
used in the previous studies on traffic-aware VM placement such as [14].

To describe the proposed algorithms clearly, we introduce several notations
which is summarized in Table 1. We also define the following terms:

– External machine (M0 ∈ M): There is a virtual host machine containing a
VM (V0 ∈ V ) beyond the gateways to reflect the external traffic of DCNs.

– Path sets (PE and PW ): Each host machine pair has two path sets; one
with only wired (or Ethernet, for notational convenience) links (PE), and
the other containing wireless links as well (PE). There are equal-cost (hop
count) paths in each set, which are shortest paths between a pair of host
machines. Note that we assume that multi-hop wireless communication is
not taken into account to avoid the significant increase of complexity and
overhead.

– Mice and elephant flows: Long-lived, high-throughput flows are called as ele-
phant flows. These flows are distinguished by the host NIC bandwidth share
[3] or the transferred traffic size [7]. We adopt the latter approach in this
paper.
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3 Flow-Based Routing Algorithm

Our routing algorithm exploits a central controller that gathers flow statistics
and computes routes for elephant flows individually. In the proposed routing
protocol, mice flows are transferred over Equal Cost Multi Path (ECMP) routing
[11] without governing of the central controller, but elephant flows are delivered
through a link load aware best path decision by the central controller. The
proposed routing protocol allocates a channel for a wireless link based on the
channel usage in its interference link set and estimates the achievable data rate
based on the Signal-to-Interference-plus-Noise Ratio (SINR). The interference
link set depends on the beamwidth of directional antenna. The protocol also
presents threshold θ that adaptively allows a path set including wireless links.

The goal of our routing algorithm is to leverage the benefits of path diver-
sity for providing better performance in terms of aggregation throughput and
completion time of traffic demands, and the following constraints are considered:

(1) T (l) ≤ R(l),∀l ∈ L, (2) l(q) ∈ {0, 1},∀l ∈ LW ,

(3)
∑

q∈Q

l(q) ≤ 1,∀l ∈ LW , (4) l(q) +
∑

l′∈I(l)

l′(q) ≤ 1,∀l ∈ LW .

T (l) and R(l) are the sum of traffic demands and the link capacity of l,
respectively. The value of R(l) is fixed for the wired links, while that is deter-
mined by SINR for the wireless ones. The sum of traffic demands at each link
cannot exceed its capacity, and we use the constraint of (1). The other con-
straints (2)–(4) stem from the channel allocation of wireless links. The value of
l(q) becomes 1 when the channel q is allocated to link l, and otherwise 0 (2).
Only one channel can be assigned to each link (3), and each channel can be used
once at the same time for the links in the same interference link set (4).

Packets of a new flow are forwarded by hash-based path calculation (such
as ECMP) at the beginning by default, and this avoids the flow setup of the
control plane. If the flow becomes a large one, an elephant flow, over a given
threshold size by any detection mechanisms, it is reported to a central controller
to find the best available path. This path is computed for network load balance
based on link utilization levels as shown in Algorithm1. The proposed algorithm
involves channel allocation and a threshold within the whole path set.

4 Virtual Machine Placement

In this section, we briefly explain our VM placement algorithms to improve the
traffic locality by minimizing the network traffic at aggregate and core switches.

(1) New Communication Distance Metric Design

Wireless devices are added to provide extra capacity for data center networks
and the use of wireless links is limited by channel allocation and SINR. Thus, our
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Algorithm 1. Threshold-based Best Path Search
Require: θ, Φ, F , P E , P W , and Ω
1: for f ∈ F do
2: {Mu, Mv} ← {Φ(Vx), Φ(Vy)} for f with {Vx, Vy}; p.best ← {}; p.load ← ∞
3: for p ∈ P E

u,v do
4: if max(p.U(l)) + f .rate < p.load then
5: p.best ← p; p.load ← max(p.U(l)) + f .rate
6: if p.load > θ then
7: for p ∈ P W

u,v do
8: if p.lW = 0 then � If channel is not allocated,
9: Check available channels; Check SINR

10: if p is available then
11: if max(p.U(l)) + f .rate < p.load then
12: p.best ← p; p.load ← max(p.U(l)) + f .rate
13: f .path ← p.best; p.U(l) ← p.U(l) + f .rate for ∀l ∈ p.best

routing algorithm utilizes the paths containing wireless links (PW ) adaptively
with regard to the path utilization level, and the impact of the paths in PW

is smaller than those in PE . In this context, we apply a weighting factor (0 <
ω < 1) for the hop distance of the paths in PW for a new metric. The following
metric is defined for each pair of machines (Mi and Mj) to leverage the features of
network topology including wired and wireless links: δi,j = HE

i,j−
∑K

k=1 ωk/HWk
i,j .

In the above equation, PWk denotes the shortest path set including k wireless
links, and HW

i,j is (i, j)-th element of the hop count matrix HW for PW . We
set HW

i,j = ∞ when PW = ∅. We use positive constant K (K > 1) for the fine-
grained clustering of VM placement. ωk is used to penalize paths with many
wireless links, since such paths may generate longer hop distance and they can
interrupt the wireless links in the interference link sets.

(2) Hierarchical Slot Clustering

Since our system model assumes that no dynamic network topology, the commu-
nication distance between two host machines (and thus between two slots) are
fixed. In [14], given that VMs’ traffic information is known with this property,
a generic VM placement problem is mathematically formulated with its NP-
hardness and a slot clustering algorithm with pre-determined number of clusters
is proposed as a part of approximate algorithm of the VM placement problem.
However, determining the number in advance is difficult, especially in WDCNs.

To this end, we suggest hierarchical slot clustering algorithm. Our slot cluster-
ing algorithm generates hierarchical clusters based on the above communication
distance metric. Our slot clustering algorithm tries to minimize the maximum
value of the new metric in a bottom-up, greedy manner (from rack level to the
root level). With the clusters, VMs can be assigned with better traffic locality,
and we exploit them in the following placement and migration algorithms.
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(3) Initial VM Placement

Estimating the traffic demands of new VMs to be placed is difficult and requires
an explicit indication of applications, and studies in [7,15] have indicated its
impracticality. Thus, we only use traffic statistics of the other VMs already
placed in a data center. The algorithm finds available clusters to accommodate
the new VMs from the clusters constructed by the proposed clustering algorithm.
After that, the best one with the minimum traffic load is selected to place the
new VMs.

(4) VM Migration

To minimize the network traffic at aggregate and core switches, we include a
VM migration algorithm based on the traffic matrix at long-term scale. Our
algorithm is based on Swap algorithm for the capacitated max k-uncut problem
proposed in [5] to maximize the weight sum of the edges within partitions. The
migration algorithm operates in a top-down manner (from the root level to the
rack level). At each level, the cluster pair with the maximum communication
cost pair is selected for the VM migration in a greedy manner. When swapping
VMs between the selected cluster pair, VM pairs with higher communication
cost gain are preferred for exchanging their slot positions.

5 Performance Evaluation

We use the data center layout illustrated in Fig. 1b, which describes the rack
size and the aisle width. A row has 8 racks, and each edge switch is equipped
with wireless devices. Each rack consists of 40 host machines connected to an
edge switch with 1 Gbps wired links, thus the data center consist of over 5 K
host machines. 10 Gbps wired links connect three types of switches, and the tree
topology described in Fig. 1a is applied. For the wireless devices, we use a 25 dBi
gain horn antenna with 3 dB beamwidth of 30◦, and the transmission power is
set to 10 mW. Data rates are determined based on [1], and the feasible data
rate of each link is calculated with the physical interference mode using SINR.
Each wireless device can use one channel of three 2.16 GHz channels at a time
if available.

As described in [16], small obstacles (even antennas on ToRs) can produce
multipath fading and degrade the signal strength due to the small wavelength of
60 GHz links (5 mm), and the achievable transmission rate is also deteriorated.
Thus, 2D beamforming generates a large set of interference links with SINR
degradation, and we apply 3D beamforming [16] in our simulation.

To setup flows and packets for our simulator, we generated job trace files by
referring the analyzed data in [4,8,12]. Most flows show small size under 10 KB,
and last a few hundreds of millisecond. The analyzed result of measured data
in [8,12] illustrates that more than 85%, 90% and 99% of flows are less than
100 KB, 1 MB, and 100 MB, respectively. On the other hand, more than 90%
of bytes are carried by the flows between 100 MB and 1 GB. External traffic is
transmitted and received through gateways beyond the core switches.
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We present the following algorithms as comparison targets and implement
in our simulator to compare with the proposed algorithms. Note that we denote
our placement and routing algorithms as OP and OR respectively.

– MINimum Cost Placement with old metric (MINCP): We apply the old
metric considering hop distances of the shortest paths with wired links only.
The algorithm calculates the communication cost by multiplying the metric
and the traffic demand at large time scale. It constructs and divides clusters
to minimize the communication cost for the placement and migration of
VMs.

– MAXimum Slot placement (MAXSP): This algorithm utilizes as small num-
ber of racks as possible, satisfying the required number of virtual machines,
to maximize the locality of virtual machines for each job.

– ECMP with channel allocation (ECMP-CA): We present a routing pro-
tocol to disperse the network traffic probabilistically. This algorithm finds
a path for each flow randomly, and conducts a channel allocation when a
path containing wireless links is chosen. If there is no available channel for
the wireless links, the algorithm checks another path repeatedly, until the
feasible path is chosen.

We exploit placement/routing sets combining the above algorithms and the
proposed algorithms; OP + OR, OP + ECMP-CA, MINCP + OR, and MINCP
+ ECMP-CA, MAXSP + OR, MAXSP + ECMP-CA in the following simulation
results. The proposed algorithms are compared with base algorithms in terms
of the completion time of demands (CTD) and the aggregate throughput (AT).
Note that in this paper, CTD is the normalized CTD (CTD/CTDideal) in other
studies, where CTDideal is the CTD in an non-oversubscribed network [9].

In this paper, the proposed routing protocol exploits the path sets including
wireless links adaptively with threshold θ. Thus the threshold may have an effect
on the performance of our routing protocol. We perform an extensive evaluation
and choose the value of θ as 0.6 in the following simulation tests because OP +
OR with the value provides the highest average aggregate throughput.

Figure 2 includes the simulation results. As illustrated in Fig. 2a, our place-
ment and routing set (OP + OR) shows the lowest average (AVG) of CTD
(1.02) and the lowest standard deviation (STD) of CTD (0.069). With our
placement algorithm, our routing protocol reduces CTD AVG by 23.7% com-
pared to ECMP-CA. MINCP can show lower CTD AVG and CTD STD with
our routing protocol than ECMP-CA. OR decreases CTD AVG and CTD STD
by 29.9% and 59.1% respectively with MINCP. We can also improve MAXSP by
applying our routing protocol compared to exploiting ECMP-CA. Consequently
we can infer that our routing protocol shows better CTD compared to ECMP-
CA regardless of the placement algorithm. On the other hand, with our routing
protocol, our placement algorithm decreases CTD AVG by 6.30% and 12.22%
against MINCP and MAXSP respectively. With ECMP-CA, OP also reduces
CTD AVG by 13.89% and 18.82% compared to MINCP and MAXSP respec-
tively. In other words, our placement can improve CTD with not only OR but
also ECMP-CA.
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(a) CTD statistics
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Fig. 2. OP + OR and comparison targets

Figure 2b shows the cumulative distribution function for each placement and
routing pair. OP + OR increases most rapidly, while MAXSP + EMCP-CA is
the slowest-growing. The maximum size of CTD AVG of OP + OR is 1.750,
and that of MAXSP + EMCP-CA is 2.675. From Fig. 2a and c, there is a clear
inverse correlation between the aggregate throughput (AT) and CTD. Therefore
enhancing aggregate throughput by splitting traffic flows evenly and improv-
ing traffic locality is a critical factor determining network performance in data
centers, which can reduce CTD. That is why OP + OR can complete traffic
demands earlier than the others with the highest aggregate throughput.

Finally, we report the number of wireless path sets (WPS) as a metric for
search space complexity and the wireless link usage ratio (WLU) as a metric for
inefficient power consumption in Fig. 2c. In the figure, ECMP-CA retrieves the
paths including wireless links more frequently. When either OR or ECMP-CA
is applied, OP utilizes lower WLU but provides higher aggregate throughput. It
is because that improving traffic locality with θ decreases the network load by
reducing the distance between flow pairs. To this end, the routing protocols can
mitigate the congestion earlier and forward more packets.
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6 Conclusion

Wireless data center networks have challenges with regard to the dynamic topol-
ogy, and it makes the system management more complicated, such as routing
and virtual machine placement problems. In this paper we propose a routing
algorithm including the threshold-based best path search algorithm and virtual
machine placement algorithms to take the effect of wireless links into account.
For better traffic locality, we present a new cost metric for the slot clustering of
placement algorithms. The simulation results show that the protocol set includ-
ing our placement algorithms and routing protocol provides the best performance
in terms of CTD, WPS, WLU, and aggregation throughput.
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Abstract. The current routing metrics mainly face two inevitable restrictions
for Cognitive Radio Networks (CRN) that they are often designed based on
routing condition but seldom considering node mobility, and they are always
assumed to adapt dynamic spectrum access without considering primary user’s
activity. In this paper, a novel routing metric called Mobility Success Probability
(MSP) is proposed which considers both the mobility model and spectrum
available time. Through spectrum access and selection path with mobility suc-
cess probability, the routing protocol also meets the most essential requirements
of optimality. Combined with Dijkstra based routing protocols, optimal
expression of the MSP is analytically derived and rigorously proved through CR
algebra. The simulation results reveal a good routing performance of adopting
MSP for CRNs.

Keywords: Routing metrics � Cognitive radio networks � Optimality

1 Introduction

With the increasing needs for the wireless communication, people require higher data
transfer rate as well as more radio spectrum resources. However, many of the licensed
spectrums are idle in time and space, which is bound to lead to the lack of spectrum
resources fit for wireless communication. Such situation has become a new bottleneck
for the further development of wireless communication. CR technology is proposed to
efficiently solve the problems mentioned above, by using those idle spectrum resources
of licensed users.

Benefits from multiple path and opportunistic routing, current routing solutions for
CRN still show some challenges [1]. Specifically, opportunistic routing could exploit
next hop forwarding node sets with an expectation metric to promote the overall
transmission success probability. However the relay nodes should be selected among
all the channels and if PU appears, nodes acting on the same channel would be expired.
It is a great burden to recalculate the metric frequently and maintain the node sets. For
such a mobile node in wireless networks, up to now there have been many node
mobility model researches. Nevertheless, most of the protocol designs such as routing
metrics seldom take this node mobility into consideration.

Currently the matric design is conceived mainly from three aspects of integrated
information with cross layer interactions, attempting to find optimal available spectrum,
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relay nodes and maintain mechanism. The available spectrum requires a relatively
stable PU spectrum occupancy to improve link quality without frequently interruption
and spectrum handoff. The matric factor may include minimum transmission time,
maximum spectrum available time or handoff. The relay selection would be in favor of
those forwarders with a good history forwarding records or have a probability to
transmit to the destination successfully. The maintain mechanism is focus on how to
deal with handoff and recover transmission when PU appears or connection interrupts.

From above we can see apart from spectrum variability, the forwarder behavior
arising from node mobility plays an important role in metric design. Thus, more strict
and specific requirements for metric design that need to be considered in routing
protocols are concluded as follows [3]. Firstly, fast convergence is a key issue to avoid
routing loops and inaccessible destinations especially in a dynamic network topology.
Secondly, in a short time span, a fast and effective path is required to adapt mobility
without large amount of frequent calculation cost.

There have been a series of newly proposed routing metrics for CRNs [7]. For
instance, the author in [2] propose Routing Closeness metric and select path that is far
from other paths geographically in order to reduce interference. The author in [4]
proposes an approach which aims at balancing the performance of queuing delay, back
off overhead and switching cost. The author in [9] proposes a capacity-based routing
metric. The metric improves network performance by shifting traffic away from high
regions with high density. The author in [8] designs a probabilistic metric that selects
path on the basis of the capacity of accessing free channels. The author in [14] com-
putes the transmission time from source to destination and selects the path with min-
imal value. This metric also takes use of multiple channels, so as to decrease the
transmission time. The author in [16] constructs multi-layer relay sets for each sender
and when handoff occurs, a backup relay set enables replacing main set to reduce the
channel switching and shorten the cost.

This paper explores the mobility application in metric design and introduces a
novel routing metric called Maximum Success Probability (MSP), which accounts for
both the node mobility and the corresponding spectrum available time of licensed
channels. The proposed metric concentrates to maximize the success probability for a
CR transmission under node mobility to improve the overall network performance.
Based on the mobility features, this paper proposes an efficient opportunistic routing
algorithm to select the path with maximum success probability between a CR source
and a CR destination. Considering the compatibility between proposed metric and
corresponding protocol may degrade network performance if applying an arbitrary
routing metric to a CR protocol, CR algebra [10] and basic properties are applied to
prove that MSP metric properly works with Dijkstra based routing protocols. Simu-
lation shows throughput of the MSP algorithm outperforms with other two referenced
algorithms under different network conditions.

The rest of this paper is organized as follows. Section 2 presents the proposed
metric MSP and proves the compatibility of the new metric with Dijkstra based routing
protocols. Section 3 gives the simulation results of path section performance in com-
parison with MTT, MaxPos and MSP metric respectively. Section 4 makes a conclu-
sion and shows further work.

150 N. Zhang et al.



2 MSP Design

2.1 Assumptions

We consider a CRN where n SUs and m PUs co-exist in a limited area. SU can
opportunistically access PU’s licensed channels in effective transmission range if PUs
are not shown in adjacent areas. PU commonly appears and employs its spectrum with
Poisson distribution. When a PU becomes active, SU would fast handoff to find a new
appropriate channel opportunity and maintain transmission. SU would move with one
mobility model depending on a realistic scenario.

Based on the condition above, the CRN in this paper could modeled as a graph
G = (N, E), where N stands for the set of CR users and E stands for the set of links in
the network. ei,j = (ni, nj) is the link between CR users ni and nj. It belongs to E only if
the CR user nj is in the transmission range of ni and there is at least one common data
channel between them. However, as there are more than one primary channels, link ei,j
consist of several links each of which is working on various primary channels. So, this

paper makes eðmÞi; j 2 ei; j as the link that stands for primary channel m.

This paper assumes that both T ðmÞ
on and T ðmÞ

off are exponentially distributed [5] with
mean equal to k and l respectively. The transmission power of each CR user is the
same all the time. Moreover, when computing the transmission rate of a CR user over
the channel it accesses, Shannon theorem is then used.

2.2 Mobility Detection

There have been many newly investigated mobility models evolved from classic
models. The paper [15] proposes backhaul traffic model and energy efficiency model
under Gauss-Markov mobility model. In fact, all practical movements show a kind of
regularity instead of random activity. Since such a classical random walk model cannot
portrait a real scenario with index decay, some human mobility models with social
features are emerged to reveal properties as contact duration, inter-contact time or
content relevance, such as TVC, SWIM [17] and content popularity framework. Here
we briefly apply a simple mobility model as SWIM that shows human common daily
trajectory. Generally a handheld node will move to a location in a time period, even
along a static route, and then keep still in a range. With respect to such a highly
dynamic topology, this process could be viewed as a network sub-graph snapshot
which can be represented as time evolving graph with Markov model. However, this
topology has an assumption that there is a constant node number C without node
expiring or newly joining. For simplicity, we would build a transitional snapshot as a
static topology with relatively static neighbor nodes and forwarders. The sequence of
graph G can be denoted as following notation:

C ¼ fGt ¼ ð½n�;EtÞ : t 2 Ng; ½n� ¼ f1; . . .; ng ð1Þ

The initial network snapshot at t0 is represented as G0. From t0 if the topology
changes, we have a new network snapshot Gt at tn, so the discrete time sequence
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snapshot is Gt ¼ G0;G1;G2;G3. . .f g. In other words, we suppose the topology keeps
stable at time period t. The end to end transmission path from sender to receiver in
CRN can be viewed as an edge selection Et in a snapshot.

Inspired from SWIM mobility model, we define Mobility Trajectory Probability as
follows.

For any two neighboring CR users ni and nj, MSP aims to find the path with
maximum success probability. The MSP is defined as follows:

Pmax
su ei;j

� �
¼ max

m2M
fPsu e mð Þ

i;j

� �
g ð2Þ

2.3 MSP Metric Design

For any two neighboring CRN users ni and nj, the MTT metric aims to find the path
with minimum transmission time among all the links between them [12], MSAT metric
aims to find the link with maximum spectrum available time. The MTT metric only
takes the required transmission time between any neighboring CR users into consid-
eration when selecting path from a CR source NS to a CR destination ND. However,
spectrum available time of a primary channel may be smaller than the minimum
transmission time over the selected path, which means the CR user may be interrupted
and lose its traffic once the PU occupies this channel again. Similarly, the MSAT metric
only take the spectrum available time between any two neighboring CR users into
consideration. However, it will also incorrectly select a bad path if the minimum
transmission time over a path is larger than the spectrum available time.

To deal with the above-mentioned problems, this paper introduces a new routing
metric called Maximum Success Probability (MSP), which considers both the spectrum
available time and CR transmission time.

Success Probability: The notion Psu e mð Þ
i;j

� �
between any two neighboring CR users ni

and nj over channel m is given as follows:

Psu e mð Þ
i;j

� �
¼ P Tav e mð Þ

i;j

� �
� Ttr e mð Þ

i;j

� �h i
¼ e

�
Ttr e

mð Þ
i;jð Þ

l
m ei;jð Þ ð3Þ

Mobility Success Probability: For any two neighboring CR users ni and nj, MSP aims
to find the path with maximum success probability. The MSP is defined as follows:

Pmax
su ei;j

� �
¼ max

m2M
fPsu e mð Þ

i;j

� �
g ð4Þ

Maximum Path Success Probability: The maximum path success probability
between CR source NS and destination ND is defined as follows.
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MaxPsu Ns;NDð Þ ¼ max
l2L

fPðlÞ
su Ns;NDð Þg ð5Þ

Where PðlÞ
su ðNs;NDÞ is the maximum probability of success on path l. It is computed

as follows:

PðlÞ
su Ns;NDð Þ ¼

Yk�1

i¼1

Pmax
su ðei;iþ 1Þ ð6Þ

To correctly find the path with maximum success probability for a CR source NS

and a destination ND, this paper uses −log function on the success probability to get the
final metric value, which means a small metric value refers to a high success proba-
bility. The metric value of link m is then defined shown as follows:

Wðe mð Þ
i;j Þ ¼ �log½Psuðe mð Þ

i;j Þ� ð7Þ

The MSP metric first removes links that are not connected to each other. Then the
maximum success probability of each link is computed by Eq. (1). After that, the
algorithm computes the metric value for each link using (5). At last, it selects the path
with maximum success probability using (2).

2.4 Routing Phrase

Here we design a routing phrase to explain the routing process.
Information exchange: The sender performs spectrum sensing and sends a request

to its neighbors on multiple channels. The neighbors response with location and
spectrum information. In this stage the topology is build and

Forwarder selection: The sender selects promising neighbors into relay sets on
multiple channels for data transmission.

Mobility detection: The sender notifies the nodes in the selected main relay set,
assigns them priorities, and applies the opportunistic based routing protocol;

Route maintain: When the transmission fails due to the suddenly active PUs, the
sender adjusts the affected main and backup relay sets, and reselects them if necessary
(Table 1).

2.5 Compatibility Analysis

In this section we prove the compatibility of MSP and Dijkstra based routing protocols
applying mathematical tools called routing algebra. CR algebra can be described as a
4-tuple [11] as follows.

C ¼ ðS;�;W ; �Þ ð8Þ
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Where S is the set of CR trees, � is the operator that concatenates two CR trees to a
single CR-tree, W is the metric value of a CR tree, and � is a preference symbol
(Fig. 1).

Combined the Eqs. (4) and (5) above, we can retain the metric value of path l as
follows:

WðP lð Þ
su Ns;NDð ÞÞ ¼ W ½

Yk�1

i¼1

Pmax
su ðei;iþ 1Þ�

¼ �log
Yk�1

i¼1

Pmax
su ðei;iþ 1Þ ¼

Xk�1

i¼1

�logPmax
su ðei;iþ 1Þ

¼
Xk�1

i¼1

W ei;iþ 1
� �

ð9Þ

Table 1. MSP Algorithm.

MSP Algorithm 
Input: u(ei,j), CS, CD, Gt

Output: Path L 
T=0;
1:for each channel cm do
2: for each edge ei,j do
3: Calculate Psuc(e(m) i,j ) with equation (3) 
4: end for
5: Find Pmaxsuc (ei,j) Psuc(ei,j ) with equation (5) 
6: Calculate the weight W(e)i,j with equation (7) 
7: Path = Dikjstra (CS,CD,W(e)i,j ) 
8: Assign channel c to ei,j
9: if topology Gt changes 
10: repeat from step 1 
11: end if
12: store the path L to the history Hs(t)

Fig. 1. A simple example for operation of ⊕
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Equation (7) shows that the metric value of path l is equal to the sum of metric
value of all the links in path l. What’s more, as the success probability Psu is a value
belongs to (0, 1), the metric value W = −log(Psu) is thus a positive value. And the
Dijkstra based routing protocols always prefers links or paths with less metric values.
According to these principals, it can be inferred that for 8i ∊ N and 8j ∊ R(i), it has:

W S ið Þ � S jð Þ½ � ¼ minfW S ið Þ½ �;W S jð Þ½ � þW i; jð Þ½ �g ð10Þ

Optimality is the most essential requirement to ensure the efficiency and correctness
of a routing protocol operation. A CR protocol is optimal if it always routes packets
along the path with minimum routing metric value between each source-destination
pair in a connected network. According to the works of [10], a Dijkstra-based routing
protocol is optimal if its combined CR algebra has the following three properties:
Relay-conditionally-beneficial, Strictly preference-preservable and Relay-order-
optimal. Based on the above analysis, the proofs of property 1, 2 and 3 are given.

(Proof of property 1). Relay-conditional-benefic: If W ½S ið Þ � S jð Þ� ¼ minfW ½S ið Þ�, W
[S(j)] + W(i,j)} � W[S(i)], it must have W[S(j)] + W(i,j)] � W[S(i)]. And because
W(i,j) > 0, W[S(j)] � W[S(i)] is then proved. On the other hand, W[S(i) ⊕ S(j)] =
min{W[S(i)], W[S(j)] + W(i,j)} � W[S(i)] is obvious. Consequently, MSP algorithm
is proved to be relay-conditional-beneficial.

(Proof of Property 2). Strictly preference-preservation: W[S(i) ⊕ S(j)] = min{W[S(i)],
W[S(j)] + W(i,j)} = W[S(i)] or W[S(j)] + W(i,j). Because W(i,j) > 0, W[S(j)] + W(i,
j) > W[S(j)]. And according to the known condition, W[S(j)] < W[S(i)]. So, W[S
(j)] < W[S(i) ⊕ W(j)]. Consequently, MSP algorithm is proved to be strictly
preference-preservable.

(Proof of Property 3). Relay-order-optimality: W[S(i) ⊕ S(j) ⊕ S(w)] = min{W[S(i)],
W[S(j)] + W(i,j), W[S(w)] + W(i,w)}. W[S(i) ⊕ S(w) ⊕ S(j)] = min{W[S(i)], W[S
(w)] + W(i,w), W[S(j)] + W(i,j)}. So, W[S(i) ⊕ S(j) ⊕ S(w)] equals to W[S(i) ⊕ S
(w) ⊕ S(j)]. Consequently, MSP algorithm is proved to be relay-order-optimal.

3 Simulation Results

Our simulations are conducted by MATLAB. In the simulation environment, there are
10 CR users (K = 10) and each node in figure represents a CR user. The index of node
is also signed in the figure. Besides, the simulation environment is in a [10 m, 10 m]
area and the transmission range of each CR user equals to 5 m. The number of PU
channels that can be accessed when they are idle is set to 10 (M = 10). It needs to be
mentioned that the 10 PU channels are not visible in the simulation area. The paper
takes use of the Rayleigh fading model.

The simulation results of network performance (mainly end-to-end throughput) are
shown to identify the impacts of primary user traffic and transmission power. The
computation results of MTT, MSAT and MSP are averaged over 100 runs respectively.
Analyses of the simulation results are then conducted based on the figures.
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3.1 Impact of PU Traffic

This section analyses the impact of the PU traffic on network performance. The PU
traffic is reflected by the average PU channel available time l which continually
increases from l = 0.1 s to l = 0.8 s with interval 0.1 s. With the increase of average
idle time, the PU traffic decreases and CR users are more likely to take use of the PU
channel. Two different situations are shown: the simulation results with transmission
power Ptr = 0.2 W and 0.6 W are shown in Fig. 2.

It is quite obvious from the figure that with the increment of PU traffic (l
increases), the network throughput increases for all of the MTT, MSAT and MSA
metric. This is a common sense because CR users are able to get more opportunities if
the PU channel is not busy. But the throughputs computed by MSP are superior to
MTT and MSAT metric for MSP metric maximizes the success probability of CR
transmission path. This is able to prove the optimality and benefits of adopting MSP
metric. Moreover, the MSP metric is able to achieve higher throughput values com-
pared with MTT and MSAT metrics when the transmission power and spectrum
available time are relatively small, which is quite essential for energy saving and
network operations. More detailed analyzing, with the Ptr increases from 0.2 W to
0.6 W the transmission rate R will increase. Consequently, the required transmission
time Ttr will be shortened and the network throughput then improves.

What’s more, as the MTT metric only takes the required transmission time into
consideration but ignores the channel available time, so it will achieve high network
performance if the PU channels have large values of idle time. Besides, the MSAT
metric selects the channel with maximum available time and ignores the required
transmission time over each link. So, its network throughput may be less than the MTT
metric when the value of l is relatively large. Figure 2 shows that the MTT metric
exceeds MSAT in network performance after the value of l becomes greater than about
0.75 s, and proves the above mentioned two inferences.

Fig. 2. Throughput of Ptr = 0.6 W VS Ptr = 0.6 W
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3.2 Impact of Transmission Power

This section analyses the impact of the transmission power on network performance.
The Ptr is continually increased from Ptr = 0.1 W to Ptr = 1.5 W with interval 0.2 W.
Two different situations are shown: the simulation results with average available time
l = 0.15 and 0.5 s is shown in Fig. 3.

Analyzing Fig. 3, it is quite obvious that with the increment of transmission power
(Ptr increases), the network throughput increases for all of the MTT, MSAT and MSP
metric. This is because the transmission rate R will increase according to Eq. (2).
Consequently, the required transmission time Ttr will be shorten base on Eq. (1). But
the throughputs computed by MSP are significantly superior to MTT and MSAT metric
for MSP metric maximizes the success probability of CR transmission path. This is
able to prove the optimality and benefits of adopting MSP metric.

More detailed analyzing, with the average idle time l increases from 0.15 to 0.5 s,
CR users have more opportunities to access and take use of the PU channel. As a result,
network throughputs of MSP metric are larger than MTT and MSAT.

What’s more, the network throughput of MTT metric increases rapidly with the
increment of transmission power, while the network throughput of MSAT metric
increases slowly after Ptr = 1 W. Moreover, when the value of transmission power
becomes greater than about 0.75 W in Fig. 18, the throughput of MTT metric exceeds
the MSAT metric. Three main reasons for such cases are follows. Firstly, the MTT
metric only takes the required transmission time into consideration but ignores the
channel available time, so it will achieve high network performance if the PU channels
have relative large idle time. Secondly, the transmission rate over each link will be
improved with the increase of transmission power and the required transmission time
will be decreased which is the only factor MTT metric considers. Thirdly, the MSAT
metric selects the channel with maximum available time and ignores the required
transmission time over each link. So, after reaching a relative high value, its network
throughput will change slowly with the variation of required transmission time which is
caused by the increase of transmission power.

Fig. 3. Throughput of Ptr = 0.6 W VS Ptr = 0.6 W

MSP: A Routing Metric for Cognitive Radio Networks 157



4 Conclusion

In this paper, a new routing metric for cognitive radio networks called MSP is pro-
posed. MSP selects the path with mobility success probability and then forward data
packets along the selected path. MSP is designed to meet two requirements: mobility
and otimality. The expression of MSP is analytically derived and proved by applying
CR algebra. Simulation results shows that the proposed routing metric MSP obviously
outperforms the two reference rouging metrics MTT and MSAT. This conforms that
the MSP metric is able to bring benefits to cognitive radio networks. Further researches
should focus on different kinds of scenarios, and apply the scheme to improve the
network performance.

References

1. Zhang, J., Liu, J., Guo, W.: Study on cognitive architecture of cognitive wireless ad hoc
networks. Commun. Technol. 44(2), 56–58 (2011)

2. Beltagy, I., Youssef, M., El-Derini, M.: A new routing metric and protocol for multipath
routing in cognitive networks. In: Proceedings of IEEE Wireless Communications and
Networking Conference, pp. 974–979. IEEE (2011)

3. Cesana, M., Cuomo, F., Ekici, E.: Routing in cognitive radio networks: challenges and
solutions. ad hoc Networks (2010)

4. Cheng, G., et al.: Joint on-demand routing and spectrum assignment in cognitive radio
networks. In: Proceedings of IEEE ICC, pp. 6499–6503. IEEE (2007)

5. Chun-Ting, C., Sai, S.: What and how much to gain by spectrum agility. IEEE J. Sel. Area
Commun. 25 (2007)

6. Haythem, B.S.: Rate-maximization channel assignment scheme for cognitive radio
networks. In: Proceedings of IEEE GlobeCom, pp. 1–5 (2010)

7. Jose, M., Edmundo, M.: Cognitive radio: survey on communication protocols, spectrum
decision issues, and future research directions. Wirel. Netw. 18, 147–164 (2011)

8. Khalife, H., Ahuja, S., Malouch, N., Krunz, M.: Probabilistic path selection in opportunistic
cognitive radio networks. In: Proceedings of IEEE GlobeCom, pp. 1–5 (2008)

9. Liu, Y., Grace, D.: Improving capacity for wireless Ad Hoc communications using cognitive
routing. In: Proceedings of IEEE CrownCom, pp. 1–6 (2008)

10. Lu, M., Wu, J.: Opportunistic routing algebra and its applications. In: IEEE Proceedings of
Computer Communications, pp. 2374–2382 (2009)

11. Marcello, C., Akyildiz, F.I., Paura, L.: OPERA: optimal routing metric for cognitive radio ad
hoc networks. IEEE Trans. Wirel. Commun. 11(8), 2884–2894 (2012)

12. Osamah, S.B., Haythem, B.S.: Opportunistic routing in cognitive radio networks: exploiting
spectrum availability and rich channel diversity. In: Proceedings of IEEE GlobeCom (2011)

13. Sobrinho, J.: Algebra and algorithms for QoS path computation and hop-by-hop routing in
the internet. In: IEEE Proceedings of INFOCOM, pp. 727–735 (2011)

14. Yun, L., et al.: Cognitive radio routing algorithm based on the smallest transmission delay.
In: Proceedings of ICFCC, pp. 306–310 (2010)

15. Ge, X., Tu, S., Han, T., Li, Q., Mao, G.: Energy efficiency of small cell backhaul networks
based on Gauss-Markov mobile models. IET Netw. 4(2), 158–167 (2015)

158 N. Zhang et al.



16. Dai, Y., Wu, J.: Opportunistic routing based scheme with multi-layer relay sets in cognitive
radio networks. In: Wireless Communications and Networking Conference (WCNC),
pp. 1159–1164 (2015)

17. Kosta, S., Mei, A., Stefa, J.: Large-scale synthetic social mobile networks with SWIM. IEEE
Trans. Mob. Comput. 13(1), 116–129 (2014)

MSP: A Routing Metric for Cognitive Radio Networks 159



Primary Component Carrier
Assignment in LTE-A

Husnu S. Narman1(B) and Mohammed Atiquzzaman2

1 Holcombe Department of Electrical and Computer Engineering,
Clemson University, Clemson, SC 29634, USA

husnu@ou.edu
2 School of Computer Science, University of Oklahoma, Norman, OK 73019, USA

atiq@ou.edu

Abstract. Bandwidth requirement for mobile data traffic is on the rise
because of increasing number of mobile users. To answer the requirement,
Carrier Aggregation is proposed. With Carrier Aggregation and MIMO,
operators can provide up to 3Gbps download speed. In Carrier Aggre-
gation, several component carriers from multiple bands are assigned to
users. The assigned Component Carriers are classified as Primary and
Secondary Component Carriers. The Primary Component Carrier (PCC)
is the main carrier and only updated during the handover and cell rese-
lection but Secondary Component Carriers (SCC) are auxiliary carriers
to boost data rates and can be activated/deactivated anytime. During
the carrier assignment operations, PCC reassignment can lead packet
interruptions because reassignments of PCC to users can lead SCCs reas-
signment. Several methods have been proposed to increase the efficiency
of the carrier assignment operations. However, none of them shows the
system performance if LTE-A can have a procedure which allows one
of SCCs to handle the duties of PCC during the PCC reassignment
to eliminate packet transfer interruption. Therefore, we have used four
different carrier assignment methods to investigate the performance of
LTE-A with and without the procedure. Results show that distinct car-
rier assignment methods are differently affected by the procedure. Our
results and analysis will help service providers and researchers to develop
efficient carrier assignment methods.

Keywords: LTE · LTE-A · Component carrier assignment · Resources
allocation · Analysis

1 Introduction

Data traffic over mobile network is increasing with the rise in the number of
mobile users. Therefore, new advanced techniques are required to satisfy users.
One of the important technology is LTE-A which provides 1.5 Gbps for uplink
and 3 Gbps for downlink peak data rates to mobile users by using Carrier Aggre-
gation (CA) and MIMO technology [1]. In CA, several Component Carriers (CC)
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with 1.5 MHz, 3 MHz, 5 MHz, 10 MHz, 15 MHz or 20 MHz bandwidth from a
number of different or same bands are assigned to users. [1]. Therefore, there are
three types of Carrier Aggregation and they are Intra-band contiguous, Intra-
band non-contiguous and Inter-band non-contiguous [1].

In Carrier Aggregation, the assigned Component Carriers are classified as
Primary and Secondary Component Carriers. The Primary Component Car-
rier (PCC) is the main carrier and only updated during the handover and cell
reselection but Secondary Component Carriers (SCC) are auxiliary carriers to
boost data rates and can be activated/deactivated anytime. During the carrier
assignment operations, PCC reassignment can lead packet interruptions because
reassignments of PCC to users can lead SCCs reassignment.

Several carrier assignment methods have been proposed and analyzed [2–
14] in the literature. In [2,3], Round Robin and Mobile Hashing methods have
been investigated. Both of the methods are based on load balancing strategy.
In [4], firstly, Channel Quality Indicator (CQI) rates from all users for each
component carriers are measured, then according to the highest rate, the carriers
are assigned to users. In [7], a service-based method is proposed by giving priority
for some traffic types while assigning carriers to users. In [5], absolute and relative
carrier assignment methods are proposed according to a predetermined CQI
threshold and PCC CQI, respectively. In [6], G-factor carrier assignment method
is proposed by considering load balancing for non-edge users and better coverages
for edge users. Edge users are the users which are located away from eNB. In [8],
firstly, bands of pico and macro cells are decided according to interference, then
beamforming is used to give services to each user. In [9], a self-organized method,
which assumes availability of CQI for each resource block to avoid interference, is
proposed. A resource block is the smallest unit of resources that can be allocated
to a user. In [10], the least user loaded carriers with highest CQI are considered
to assign carriers to users. In [11], mobility of users is estimated in real time while
assigning carriers to users in order to decrease carrier reselection and handover.
In [12–14], uplink carrier assignment methods have been proposed by considering
a ratio function, traffic type and CQI to increase throughput while sending data
from users to eNB. While the aim of uplink carrier assignment is to optimize
bandwidth and power limitation, downlink carrier assignment aims to optimize
only bandwidth.

However, none of them shows the system performance if LTE-A can have a
procedure which allows one of SCCs to handle the duties of PCC during the
PCC reassignment to eliminate packet transfer interruption. Therefore, the aim
of this work is to analyze the performance of four component carrier assign-
ment methods with and without the procedure according to average delay and
throughput ratio which are experienced by LTE-A type equipment.

The objective of this paper is to analyze PCC reassignment procedure in
terms of throughput ratio and average delay which are LTE-A users1 by con-
sidering the availability of duty switching between a CC of SCCs and PCC for

1 Currently, LTE type equipment can only connect one CC to get services but LTE-A
type equipment can connect up to five CCs to receive services.
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four different carrier assignment methods based on Random, Load Balancing
(LB) and Channel Quality Indicator (CQI). The key contributions of this work
are as follows: (i) Duty switching procedure between PCC and a CC of SCCs is
discussed; (ii) The system model for disjoint queuing system is explained; (iii)
Comparing Random (RA), Least Load (LL), Least Load Rate (LR) and Channel
Quality (CQ) carrier assignment methods by an extensive simulation with and
without the procedure in terms of throughput ratio and average delay.

Results show that distinct carrier assignment methods are differently affected
by the procedure. Our results and analysis will help service providers and
researchers to develop efficient carrier assignment methods.

The rest of the paper is organized as follows: In Sect. 2, the system model
of carrier assignment procedure with Disjoint Buffer System is discussed and
followed by explanations of the used methods in Sect. 3. Simulation environ-
ments with parameters are described in Sect. 4. In Sect. 5, simulation results are
presented and analyzed. Finally, Sect. 6 has the concluding remarks.

2 System Model

Figure 1 shows system model for CCA. n users are connected to m available CCs.
Today, UE can only connect up to 5 CCs at the same time to provide 4G standard
peak data rate. One of CCs must be PCC and is only updated during handover
or cell reselection in LTE-A (Rev. 10 and above) [15]. Hence, PCC is generally
the CC which has the highest coverage area and CQI. Moreover, PCC of one UE
can be different from PCC of other UE. On the other hand, other CCs (besides
PCC) are called SCC and can be activated or deactivated according to users’
needs. UE can only connect one CC in LTE (Rev. 8) for communication [15].
Therefore, both types of UE equipment should be considered while evaluating
the performance in CCA.
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Fig. 1. Carrier assignment model of n users and m available CCs with disjoint buffer
system.
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Packed Scheduler (PS) transfers packets over selected carriers in time and
frequency domains after the carrier assignment process finishes. Currently, Pro-
portional Fairness and max-min are common PS methods which are used in
LTE-A [3,16]. In addition to PS, there are two Queue Scheduler methods which
are Disjoint and Joint Buffer [17]. In Joint Queue Scheduler (JQS) method, each
CC has only one queue for all UEs. However, each CC has distinct queues for
all UEs in Disjoint Queue Scheduler (DQS) as showed in Fig. 1. We have used
Disjoint Queue Scheduler [17] in this paper because of the realistic approach of
Disjoint Queue Scheduler for LTE-A [18].

3 Methods

To analyze the impacts of joint and selective techniques on the carrier assign-
ment, four different carrier assignment methods are used. The methods are based
on random, load balancing and CQI and they are Random (RA), Least Load
(LL), Least Load Rate (LR) and Channel Quality (CQ). Those methods are
selected for test cases because of common usage in the literature and the differ-
ent properties are considered while assigning the carriers to UEs.

3.1 Random (RA)

RA method is one of the well-known methods in the literature [3,19]. However,
RA method ignores QoS requirements of each user and CQI of channels. In this
work, R method assigns carriers to users according to Java Random Generator
and Java Random Generator is based on Uniform Distribution. Therefore, RA
randomly selects available carriers for each user but it only well balances users
loads across carriers in long term.

3.2 Least Load (LL)

LL method is also one of the well-known methods in the literature [3]. LL assigns
the carriers to users according to load balancing strategy by selecting the least
loaded carriers thus, it well balances users loads across the carriers in short and
long terms [3]. LL method also ignores QoS requirements of each user and CQI
of the carriers. It is important to note that ignoring CQI does not mean the
performance of LL method is lower than other methods.

3.3 Channel Quality (CQ)

CQI can be vary according to position of users because of obstacles and distances,
Therefore, there are several versions of CQ methods like [5]. In this paper, CQ
method assigns the carriers to users by selecting the carriers which have the
highest CQI [20] and it is similar to Relative method in [5]. Because of only
considering CQI, user loads and QoS requirements of users are ignored.
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3.4 Least Load Rate (LR)

LR method assigns the carriers to users by selecting the highest rate which is
measured by using the total capacity in terms of the bandwidth, the number of
users and CQI for each carrier. The rate is measured as similar to [4] but instead
of considering the queue length2, we have considered the number of users in each
carrier as follows:

Rate =
CQI of carrier ∗ Bandwidth of carrier

The number of users on carrier
(1)

4 Simulation

Discrete event simulation has been implemented by considering carrier assign-
ment methods which are mentioned in Sect. 3. Assumptions and simulation
setups are explained in the following subsections.

4.1 Assumptions for eNBs

It is assumed that there is only one eNB with three bands to provide service to
users. The additional parameters of eNB are given in Table 1.

Table 1. The eNB parameters.

Scenario [21] b

Number of eNB 1

Used bands 800MHz, 1.8 GHz, 2.6 GHz

Number of CCs in each band 4

Total number of CCs 12

Queue length of each queue 50 packets

Bandwidth of CCs 10MHz

Modulations BPSK, QPSK, 16QAM, and 64QAM

CQI 3, 5, 7, and 11

Transmission time interval 10ms (10 ms is average, it can be more or less)

Time for CCA 20ms (at most 20 ms)

CQI threshold The highest possible

Simulation model Finite buffer [22]

In the simulation, Scenario b is used to represent the general macro model.
Only one eNB is considered not to deal with the handover process in case users
2 we consider the queue length in packet scheduling rather than carrier assignment for

all methods.
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change base stations. However, assuming one eNB does not affect the obtained
results in terms of performance comparison between methods. The eNB provides
service to users by using three bands similar to real case scenario and each band
can have four CCs with 10 MHz bandwidth. The number of CCs in each band is
selected as four because LTE-A type equipment can connect at most four CCs to
download data. Therefore, even if a LTE-A type user in the coverage of Band-a
can connect four CCs to get services similar to real case scenario. To simulate
saturation of the system, a higher number of CCs are not selected. 10 MHz
and 20 MHz bandwidths are used in LTE-A to provide IMT-A level speed [21].
BPSK, QPSK, 16QAM and 64QAM are the modulations techniques to transfer
bits according to CQI in LTE systems. Therefore, to simulate those modulations,
four CQI levels are used and each CQI level is modulation changing point. The
average Transmission Time Interval (TTI) is 10ms for a packet (TTI can be
less or more according to different packet sizes) to simulate the low and high
latency requirements because the accepted TTI in LTE is 1ms to meet the low
latency requirements [21]. In order to show the lowest improvements with PCC
grant technique comparing to without PCC grant, time for CCA is kept as 20 ms
and lower because the carrier assignment operations can consume considerable
amount of time according to carrier assignment methods. As simulation model,
finite buffer is used because finite buffer simulation well presents the reality
comparing to full buffer simulation [22].

4.2 Assumptions for UEs

In the network, there are two types of equipment, LTE and LTE-A. 50% of
equipment is LTE type equipment which only connect one CC to receive services.
On the other hand, the other 50% equipment is LTE-A type equipment which
connect multiple CCs (currently, up to five CCs). In simulation, four CCs are
simultaneously connected by LTE-A type equipment because maximum five CCs
can be used by LTE-A type equipment, and one of them must be for upload
primary component carrier [1].

Initially, UEs are non-uniformly distributed in the simulated area. In brief,
UEs are mostly located around eNB. 50% of users can move around of the eNB
in specified time interval to simulate mobility. Because of UE mobility and eNB
position, CQI Index for all carriers can be one of four options which are given
in Table 1. Only one type of data traffic is downloaded by each user. Packet
arrival follows Pareto Distribution with 250 packets per second for each user
(shape parameter for Pareto Distribution is 2.5) and packet arrival traffics are
kept same for all test cases. Moreover, total packet arrival is increasing while the
number of users is enlarged.

4.3 Packet Scheduling

We have used a min-delay packet scheduling method for packet scheduling. Each
packet is transferred by using one of assigned carriers for each user. To increase
the efficiency and QoS, packet transferring priority is given to the CC, which is
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the closest to the eNB and minimizes packet delay if multiple carriers are avail-
able. If there are no available assigned carriers to serve arriving packets, packets
are enqueued to corresponding user queues in each CC according to min-delay
measurement (because of DQS). If there are no empty spaces in queues, arriving
packets are dropped. We do not use Proportional Fairness packet scheduler [3]
because it can block some packets during the scheduling. Therefore, the results
can be misleading on device base performance comparison of the carrier assign-
ment methods.

4.4 Observation Methodology

We present the performance of the carrier assignment methods by comparing
throughput ratio and average delay which are experienced by LTE-A type equip-
ment. Throughput ratio is measured by dividing transferred packets to all pack-
ets (dropped packets + transferred packets). Therefore, while the number of users
is increased, throughput ratio decreases because of carrier capacities. Block rate
is not given because it is just inverse of throughput ratio. Average delay is deter-
mined based on waiting times of packets in queues and service. It is obtained
by dividing the sum of waiting time of the packets to the number of trans-
ferred packets. To measure throughout ratio and average delay per packet for
LTE-A type equipment, the packets which belong to LTE-A type equipment are
considered.

5 Results

The results are average of 40 realizations for different size of users with 10000
packet samples. The impact of light and heavy users loads on carrier assignment
methods is investigated by using the packet and queue scheduling techniques
which are explained in Sects. 3 and 4.3.

5.1 Average Delay Time

Figure 2 shows average delay per packet which is experienced by only LTE-A
type equipment for four carrier assignment methods according to without and
with PCC grant. When the number of user is 10 or below, RA, LL, LR and CQ
methods have almost zero average delay for all cases. When the number of users
increases, LL methods are not affected by PCC grant but RA and LR method
performances are slightly improved. However, average delay in CQ method is
higher in PCC grant. One of the reason for lower average delay in CQ method
is that CQ assign CCs which can have high CQI but also high number of users.

Moreover, if the methods are compared with each other, while LL method is
the best in terms of average delay without PCC grant, LL and LR methods are
the best in terms of average delay with PCC grant. CQ is the worst in terms of
average delay for without and with PCC grant.
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Fig. 2. Average delay experienced by LTE-A equipment types in disjoint queue model.

5.2 Throughput

Figure 3 shows throughput ratio which is experienced by only LTE-A type equip-
ment for four carrier assignment methods according to without and with PCC
grant. When the number of users is 25 or less, RA, LL, LR and CQ methods
have the optimum throughput (=1) in all cases. It is because RA, LR, LL and
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CQ assign enough and appropriate CCs to LTE-A type equipment. When the
number of users is 50 and more, throughput ratios in all methods are decreas-
ing. However, RA and LR with PCC grant have slightly higher throughput ratios
than RA and LR without PCC grant. It is reverse for CQ.

Similar to average delay, if the methods are compared with each other, while
LL method is the best in terms of average delay without PCC grant, LL and
LR methods are the best in terms of average delay with PCC grant. CQ is the
worst in terms of average delay for without and with PCC grant.

5.3 Summary of Results

Based on the results, we make the following observations: (i) CQI decreases
system performance more than load balancing when the system is under heavy
data traffic; (ii) PCC grant procedure can increase performance of RA and LL
methods and decrease CQ method; (iii) With PCC grant, the performances of
LL and LR are same and higher than the performances of RA and CQ methods
and, without PCC grant, the performance of LL is higher than the performances
of LR, RA and CQ methods.

6 Conclusion

In this paper, four different component carrier assignment methods are com-
pared by considering LTE-A equipment type by an extensive simulation. More-
over, effects of a procedure which allows one of secondary component carriers
to handle the duties of primary component carriers during the primary com-
ponent carrier reassignment to eliminate packet transfer interruption on four
carrier assignment methods are investigated. Results show that Least Load and
Least Load Rate methods have higher throughput and delay comparing to other
methods and distinct carrier assignment methods are differently affected by the
procedure. Our comparison and related analysis will help service providers and
researchers build efficient component carrier assignment methods in order to
improve performances metrics such as throughput and delay.
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Abstract. The Wireless Body Area Networks (WBANs) are a specific
group of Wireless Sensor Networks (WSNs) that are used to establish
patient monitoring systems which facilitate remote sensing of patients
over a long period of time. In this type of system, there is possibility
that the information accessible to the health expert at the end point may
divert from the original information generated. In some cases, these vari-
ations may cause an expert to make a diverse decision from what would
have been made specified to the original data. The proposed work con-
tributes toward overcoming this foremost difficulty by defining a quality
of information (QoI) metric that helps to preserve the required informa-
tion. In this paper, we analytically model the QoI as reliability of data
generation and reliability of data transfer in WBAN.

Keywords: Body sensor networks · QoI · Relaibility

1 Introduction

The Wireless Body Area Network (WBAN) is a specific type of a network that is
designed to connect diverse medical sensors and devices, placed within and outer
surface of the human body. The WBAN plays a significant role in ubiquitous
communication [1]. A WBAN system uses transportable monitoring devices so
it helps to provide mobility of patients [9]. The WBAN system is comprised of
one or more sensors which calculate particular data of the patient, like body
temperature, blood pressure or heart rate. This data is then sent toward the
base station. The communication involving sensor and Mobile Base Unit (MBU)
can be over a wire or wireless [1]. In health care domain, from the demogra-
phy of World Health Organization, there are millions of people who undergo
chronic diseases every day. Although, old age people are majorally involved,
consequently for such situations WBAN creates its potential to provide instant
health monitoring and medical care to the patients.
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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It facilitates remote monitoring of patients. In such type of network there is
possibility that the information accessible to health practitioners on end point
may vary from the original information that may cause health practitioner to
take a different decision for diagnosis from what would have been made using
the original data [10]. There are many other optimization problems in wireless
health research which creates difficultly to maintain a good quality of data. The
Quality of Information (QoI) is the quality identified by the user concerning
to the expected information, which completely accomplish the user evolvable
constraints and reducing important resources such as bandwidth and energy [4].
The QoI is the collective effect of the available knowledge on information derived
from the sensor that determines the degree of precision and confidence that those
aspects of the real world (that are of interest to the user) can be represented by
this information.

In the WBAN, the patient mobility results in dynamic characteristics of radio
propagation. Consequently, the propagation can vary due to absorption, reflec-
tion and diffraction of electromagnetic waves around the human body. These
variations have significant impact on the channel characteristics and loss of infor-
mation. Apart from this, latency, accuracy and physical attributes of body sensor
network also inherit the information quality.

Some difficulties are also related to the process of data transformation (i.e.
wrong manipulation, input errors), and technology (i.e. equipment, body sen-
sors). The technical trade-offs are even not adequate enough so it is necessary to
take quality of information into account. There is a need of information measure
which can provide the best possible information. To overcome this extensive
problem there is a need of quality aware metric, and the appropriate metric
was not available to monitor the quality of information. This work approaches
to design a quality aware metric for information. The specific contributions of
the proposed work are (1) to provide a QoI metric for WBANs, (2) propose a
hypothetical model for data quality, and (3) probabilistic model for reliable and
timely data transfer.

The remaining paper is composed as follows. The Sect. 2 details the exist-
ing work related to the quality of information. The Sect. 3 presents the system
model and the approach that is used for designing the quality of information
metric. In Sect. 4, the paper describes the analytical evaluation and data mod-
eling of required parameters. Finally, Sect. 5 concludes and suggests for future
implementations.

2 Related Work

WBAN is an emerging technology which provides uninterrupted, long-lasting
and far-away monitoring of physiological information for diverse medical appli-
cations. For the cause of unreliable computation, storage space, and communi-
cation abilities of various components in the WBANs, there is a chance that the
information reached to the medical health expert present at the remote loca-
tion may diverge from the original. Therefore, it is necessary to ensure a good
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QoI while designing any WBAN application. There also exist many information
attributes, that are relevant and useful for QoI in wireless sensors. There also
exists an information model in defining information attributes, which benefits to
define the existing attributes [6]. To plan an application and use it in an oper-
ational perspective, one needs to give more importance on various attributes
concerning QoI [6].

The work in [12] presents a framework layer for QoI, focused on the estima-
tion of sensor network operation. This framework layer allocates decomposition
of implementation with delaminating that permits the construction of an afflu-
ent instrument, required for collecting QoI. The usefulness and the brutality
of this work confide in the QoI available with significance of probability based
attributes. Another QoI framework for analysis of sensor network is extended in
[11] with the subsequent contributions of a smart iterative procedure with a study
of preventive activities and the derivation of the estimates to the performance of
the system and relative performance of a range of fusion architectures that can
accommodate faulty sensor operations. There is also a link between attributes
of QoI rapidity and self-assurance and the equipped distinctiveness of sensor
systems and events that they sense. The author in [2] shows that when remote
sensing data is promoted and the raw data is altered into the valuable data, the
information quality for remote sensing data attributes influences QoI attributes
to highest level (like speed, accuracy and consistency). Whereas, the work in
[3], defines the quality of life-critical information based on traffic load, com-
munication nature and bandwidth occupancy that cause congestion and result
in degrading network performance and information quality. Electrocardiogram
(ECG), i.e., very commonly monitored health parameter is very sensitive to var-
ious types of noise sources. In [8] paper, author targets the quality enhancement
of ECG signal by describing a ECG quality index utilizing signal representation
with modulation spectral.

This proposed work has developed a new QoI metric for data and information
quality of three health parameters while considering the two important informa-
tion attributes. It is very important for transfer of medical information to be
transmitted with good quality. The medical information i.e. related to human
health and life. Therefore it needs to be transmitted without any error. The
proposed work contributes in solution toward error free transmission.

3 Approach for QoI Metric

3.1 System Design

The BAN system is consists of various physiological sensors such as ECG, SpO2
(Pulse Oximeter Oxygen Saturation), blood pressure, heart rate and body tem-
perature etc. The data from physiological sensors is collected at information
abstraction layer where the data is set to implementation details of particular
functionality then it goes for data modeling where the modeling of parameters
is performed. The quality of information will be assessed by a different analysis
process of timeliness and reliability as shown in Fig. 1.
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Fig. 1. Sensor network scheme

3.2 Probabilistic Approach for Quality of Information (QoI)

Hypothesis Testing. The hypothesis testing is based on the time premise
recognition. The two hypothesis are based on information acquisition (i.e.,
hypothesis ‘H1’) or non availability (i.e., hypothesis ‘H0’).

H1 : ri = si + ni; i = 1, ......, N (1)

H0 : ri = ni; i = 1, ......, N (2)

In the hypothesis ‘H1 ’, ‘si’ symbolizes the value of the signal at the ith instance
of sampling, while in both hypothesis, ‘ni’ signifies an extra noise factor which
is supplementary to the ith sample, and ‘ri’ represents the ith dimension.

Bayesian Hypothesis. Bayes theorem provides the relationship between P(A)
and P(B), and the uncertain probabilities given by, P (A|B) and P (B|A).

P (A|B) =
P (B|A)
P (B)

. (3)

The significance of above statement is based on the probability analysis of
these terms, i.e., P (A) is prior and is confidence degree for ‘A’, P (A|B) is pos-
terior and confidence degree for ‘B’, and P (B|A)/P (B) represents the support
‘B’ provided for ‘A’.

Assuming a null hypothesis (H0) and an alternative hypothesis (H1), where
the P(H0) and P(H1) are the prior probabilities. The likelihoods are specified
by P (y|H0) and P (y|H1), accordingly, P (H1|y) and P (H0|y) are given as.

P (H1|y) =
P (y|H1)P (H1)

P (y|H1)P (H1) + P (y|H0)P (H0)
(4)

P (H0|y) = 1 − P (H1|y). (5)
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3.3 Reliability and Timeliness for QoI

The Reliability Block Diagram (RBD) provides a good relationship between
WBAN data transport protocol parameters and reliability [7]. The RBD can
be used to measure and assess the reliability of information transfer along erro-
neous channels. We assume that other operations on information are trustworthy
and focus on the data transport. The proposed work verifies the operations using
logs to evaluate the reliability of accessible data transport protocols by extending
corresponding RBDs [5]. For reliable end-to-end (e2e) data delivery, the miss-
ing data can be recovered using corresponding Message Loss Detection (MLD)
technique and can be retransmitted again. The complete data transport does
not end, if the retransmission is failed. Thus, this effect is described as parallel
RBD blocks for e2e data delivery. Mathematically, it can be written as

R = 1 − ((1 − RR) ∗ (1 − (RR ∗ RMLD))r). (6)

where RR is the routing reliability and RMLD the reliability of MLD. RR and
RMLD vary with respect to the protocols, the network conditions and the WBAN
environment where it is deployed.

4 Analytical Evaluation

4.1 Data Modeling of Required Parameters

This research focuses to capture three vital sign parameters i.e. Body Tem-
perature, Blood Pressure (BP) and Heart Rate. Three cases are specified for
measuring and analyzing the information quality through considering proposed
hypothetical testing. In this work, assumed values for both situations are
P (H1) = 0.75(i.e.75%) and, P (H0) = 0.25(i.e.25%).

Case 1: For likelihoods assume P (y|H0) = 0.8 and P (y|H1) = 0.2, then using
bayesian hypothesis P (H0|y) will be equal to 8%. It says that the data received
at end point will contain 8% noise, so designed data will contain 8% noise in
addition with original data.

Case 2: Considering another case with assumed values of P (y|H1) = 0.6 and
P (y|H0) = 0.4, bayesian hypothesis gives P (H1|y) equal to 0.818. This results
in P (H0|y) of 18.2% which means additional noise in this case would be 18.2%.

Case 3: In case 3, assuming P (y|H1) = 0.58 and P (y|H0) = 0.42 gives
P (H1|y) = 0.8 and P (H0|y) = 20%. This increases noise addition to 20%.

4.2 Body Temperature

The thermal state of the body represents body temperature. It is an estimate of
body ability to produce and dispose the amount of heat.

η1 =
n∑

i=0

(Iti − ItD). (7)
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In Table 1, the body temperature calculations are given. The original data
is actual body temperature, the detected noise is the amount of noise, and the
designed data is the addition of original data and detected noise. Figure 2 indicate
the analytical analysis of body temperature.

Table 1. Body temperature calculation with addition of noise (i.e., 8%, 18.2% and
20%.)

Time Original Detected noise Designed data F 0

Data F 0 8% Addition 18.20%
Addition

20%
Addition

8%
Addition

18.20%
Addition

20%
Addition

0800 90 7.2 1.8 16.38 97.2 91.8 106.38

0900 92 7.36 1.84 16.74 99.36 93.84 108.74

1000 93 7.44 1.86 17.11 100.44 94.86 110.11

1100 95 7.6 1.9 17.29 102.6 96.9 112.29

1200 96 7.68 1.92 17.47 103.68 97.92 113.47

1300 98 7.84 1.96 17.83 105.84 99.96 115.83

1400 100 8 2 18.2 108 102 118.2

1500 101 8.08 2.02 18.38 109.08 103.02 119.38

1600 102 8.16 2.04 18.56 110.16 104.04 120.56

1700 104 8.32 2.08 18.92 112.32 106.08 122.92

Fig. 2. Analytical analysis of body temperature with (a) 8% noise (b) 18.2% noise (c)
20% noise

4.3 Blood Pressure

The pressure applied by the blood against walls of the blood vessels is called
blood pressure (BP). It is fundamental physiological parameter for human
beings. The BP differs between systolic pressure (maximum, η1) and diastolic
pressure (minimum, η2) during each heartbeat. Mathematically it is written as.

η1 =
n∑

i=0

(Isi − IsD). (8)
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η2 =
n∑

i=0

(Idi − IdD). (9)

where Isi and Idi are ideal systolic and diastolic BP readings. Whereas, IsD and
IdD are designed BP readings. In Table 2, BP readings at definite time intervals
are given. The noise is calculated as difference between the original and designed
data (Fig. 3).

Table 2. Blood pressure calculation with addition of noise (i.e. 8%, 18.2% and 20%)

Time BP mmHg NOISE BP designed data

Original data Systolic added

noise %

Diastolic added

noise %

Systolic added

noise %

Diastolic added

noise %

Systolic Diastolic 8 18.20 20 8 18.20 20 8 18.20 20 8 18.20 20

0800 110 60 8.8 20.02 2.2 4.8 11.1 1.2 118.8 130.02 112.2 64.8 71.1 61.2

0900 120 70 9.6 21.84 2.2 5.6 12.95 1.4 129.6 141.84 122.2 75.6 82.95 71.4

1000 120 60 9.6 21.84 2.2 4.8 11.1 1.2 129.6 141.84 122.2 64.8 71.1 61.2

1100 120 70 9.6 21.84 2.2 5.6 12.95 1.4 129.6 141.84 122.2 75.6 82.95 71.4

1200 130 70 10.4 23.92 2.6 5.6 12.95 1.4 143 153.92 132.6 68 82.95 71.4

1300 130 80 10.4 23.92 2.6 6.4 14.56 1.6 143 153.92 132.6 88 94.56 81.6

1400 135 85 10.8 24.57 2.7 6.8 15.57 1.7 148.5 159.57 137.7 69 100.57 86.7

1500 140 90 11.2 25.9 2.8 7.2 16.38 1.8 154 165.9 142.8 99 106.38 91.8

1600 130 85 10.4 23.92 2.6 6.8 15.57 1.7 143 153.92 132.6 70 100.57 86.7

1700 140 70 11.2 25.48 2.8 5.6 12.95 1.4 154 165.48 142.8 77 82.95 71.4

Fig. 3. Analytical analysis of blood pressure with (a) 8% noise (b) 18.2% noise (c) 20%
noise

4.4 Heart Rate

The total number of heart beats per unit of time is called as heart rate. It is
usually stated as beats per minute (bpm). Mathematically heart beat is given as.

η =
n∑

i=0

(Hri − HrD).k2 (10)
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where Hri is ideal heart rate value and HrD is designed heart rate value. The
Table 3 depicts original data and designed data obtained by addition of 8%,
18.2% and 20% noise respectively (Fig. 4).

Table 3. Heart beat calculation with addition of noise (i.e., 8%, 18.2% and 20%)

Time Original Detected noise Designed data (bpm)

Data (bpm) 8%
Addition

18.20%
Addition

20%
Addition

8%
Addition

18.20%
Addition

20%
Addition

0800 68 10.47 1.36 5.4 78.47 69.3 73.4

0900 65 10.01 1.3 5.2 75.01 66.3 70.2

1000 68 10.47 1.36 5.4 78.47 69.36 73.4

1100 68 10.47 1.36 5.4 78.47 69.36 73.4

1200 71 10.93 1.42 5.6 81.93 72.42 76.6

1300 71 10.93 1.42 5.6 81.93 72.42 76.6

1400 68 10.47 1.36 5.4 78.47 69.36 73.4

1500 73 11.24 1.46 5.8 84.24 74.46 78.8

1600 72 11.088 1.44 5.7 83.088 73.44 77.7

1700 72 11.088 1.44 5.7 83.088 73.44 77.7

Fig. 4. Analytical analysis of heart rate with (a) 8% noise (b) 18.2% noise (c) 20%
noise

4.5 Different Channel Characteristics

For required data reliability and timeliness, the different channel characteristics
provide the required number of retransmissions. Therefore, we consider a case
for single and multihop WBAN network with timeliness.

Single Hop with Timeliness. Using RBD techniques as discussed in Sect. 3.3,
the reliability keeping timeliness requirement is calculated as,

R1 = (1 − (1 − Hr)) ∗ (1 − (Hr ∗ MLD ∗ T ))r (11)
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where Hr is the hop reliability, MLD is message loss detection and T is the
time required to transmit the data over the hop (Fig. 5(a)). From Fig. 5(b) it is
evident that generally re-transmissions help in achieving reliability.

Re
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lit

y

#Retransmission [r]

Hr= 0.6, MLD=0.4, T=0.5
Hr= 0.7, MLD=0.3, T=0.7
Hr= 0.8, MLD=0.2, T=0.8
Hr= 0.9, MLD=0.1, T=0.9

Fig. 5. WBAN single hop data transmission with timeliness; (a) RBD model, (b)
analysis

Multiple Hops with Timeliness. The RBD representation of multihop trans-
mission in WBAN with timeliness is given in Fig. 6(a) and mathematically is
given as follows.

R1 = (1 − (1 − Hr)) ∗ ((1 − (Hr ∗ MLD ∗ T ))r)n. (12)

Figure 6(b) depicts that allowing three retransmissions per hop reasonable relia-
bility is achieved only for 2–3 hops (which is the case for WBAN). As the number
of hops increase the reliability is decreased generally.

...
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Hr= 0.6, MLD=0.4, T=0.5
Hr= 0.7, MLD=0.3, T=0.7
Hr= 0.8, MLD=0.2, T=0.8
Hr= 0.9, MLD=0.1, T=0.9

Fig. 6. WBAN multihop data transmission with timeliness; (a) RBD model, (b)
analysis



180 S. Hamid et al.

5 Conclusion and Future Work

In WBAN better quality of information helps the health practitioner to make
accurate diagnosis. This paper develops a new QoI metric by considering hypo-
thetical erroneous data analysis, data delivery reliability and timeliness. The
proposed QoI metric is helpful in making correct health decisions. Future work
will consider more vital sign parameters like (ECG, Spo2 etc.). The future QoI
metrics will include more attributes to easily obtain best information quality
which will be free from all skeptics.
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Abstract. A smart vehicle becomes a communication device with the
advance of VANETs. In the WAVE standards, which is the well-known
VANET standards, RSUs interconnect a VANETs to the Internet, and
they act as default routers for the vehicles. However, the WAVE stan-
dards have eliminated the L2 portal function, which was included in the
previous WAVE standards. Due to the short communication range of
RSUs and vehicles’ high speed, a vehicle may have to change its point
of attachment frequently. The change of the default router causes severe
service interruption due to the standard IPv6 protocol’s functions such
as the address auto-configuration, DAD and NUD. We propose a new
seamless handover scheme with an L2 extension mechanism without any
modification of the WAVE standards. It increases the coverage of an
access router to multiple RSU coverage, while the frequency of the default
router changes can be decreased. It also supports seamless packet deliv-
ery during the change of the points of attachment. By decoupling the
RSU and the access router, the deployment of the WAVE can be more
flexible. The proposed mechanism is simulated with ns-3 and its results
show the effectiveness of the proposed scheme.

Keywords: Vehicular communications · WAVE · Seamless handover

1 Introduction

Vehicular Ad hoc NETworks (VANETs) has attracted a lot of interest in the
communication research area due to their potential to increase road safety. In
addition, to meet users’ demands in vehicles for new applications [5,6], it is
necessary to connect VANETs to the Internet. The WAVE reference model [2]
shows that the RSU acts as the default gateway for the vehicles. A vehicle must
use the non-association MAC frame, which has only two addresses. The address
1 field must be the destination address of the MAC frame, and also be the target
device address in the IEEE 802.11 link. Therefore, the RSU should be the final
destination of the link layer.

Considering the high mobility of vehicles and short communication range
between vehicles and RSUs (Road Side Unit), however, a vehicle usually passes
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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an RSU quickly and meets another RSU frequently in its path. The vehicle
receives different WRAs (Wave Routing Advertisement) from two RSUs. In the
WAVE standards [2], the WRA replaces the RA (Router Advertisement) and
NDP (Neighbor Discovery Protocol) [10]. When the vehicle receives a new WRA,
it has to generate an IP address and to change its default router. To generate
new IP address using address auto-configuration, the DAD (Duplicate Address
Detection) [7] has to be executed. To change its default router, NUD (Neighbor
Unreachability Detection) must be considered. The NUD requires at least three
seconds delay [8]. In addition, the change of the current IP address requires an
L3 handover mechanism to maintain the current IP session.

In this paper, we propose an L2 extension mechanism without any modifica-
tion in the WAVE standards. The proposed scheme decouples the RSU functions
and the default router. It does not change the WAVE interface and adds bridging
and handover functions into the wired interface in the RSU. The Access Router
(AR) connected to RSUs has a handover function to support the seamless han-
dover among RSUs. As the access router can connect several RSUs, the coverage
of the access router can be expanded to the coverage of its RSUs. It reduces the
L3 handover frequency as the change of an RSU does not mean the change of the
default router. The proposed network based handover scheme supports seamless
packet delivery.

The rest of the paper is organized as follows. Section 2 introduces the related
work in the area. Section 3 presents the proposed overall architecture to pro-
vide the handover process. Section 4 describes a simulation setup along with the
simulation results. Finally, Sect. 5 concludes this paper.

2 Related Works

The WAVE standards consists of IEEE 1609 [2–4] series and IEEE 802.11p [1].
The WAVE defines two kinds of channels: CCH (Control CHannel) and SCH
(Service CHannel). The CCH is used to send vehicle safety messages generated
by several VANETs applications [9]. All vehicles and RSUs have to monitor the
CCH(s) to detect surrounding traffic environment. An RSU can detect vehicles
as they emit safety beacons. The SCHs are employed by IP to support non-safety
applications. IEEE 802.11p defines non-association operation. The To DS/From
DS bits in the MAC frame have to set to all zeros. The BSS ID field is filled with
all ones. Only two addresses are used in the 802.11 MAC frame. The address
1 field must be used as the destination address as well as the target address
of the wireless LAN. An RSU must be the destination and the target device
for vehicles. The RSU must be a default router of the VANETs. The 1609.0
reference model shown in the Fig. 1 verifies that the RSU is a router connecting
the VANETs and the Internet. A vehicle has to get an IP address and the default
router information to use the Internet. IEEE 1609.0 specifies the WRA, which
contains the network prefix and the MAC address of the default router, and the
WRA may be included in the WSA (WAVE Service Announcement). When the
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vehicle receives a WSA with WRA, the vehicle can generate its IP address using
address auto-configuration mechanism and get the MAC address of the default
router.

Fig. 1. 1609.0 reference model [2]

Several handover schemes [11–14] are proposed. They are the host-based
handover schemes. Proactive caching and forwarding scheme [11] uses the old
WAVE standards (2007) [15] as well as IEEE 802.11f which was withdrawn.
WAVE point coordination function (WPCF) [12] uses the old WAVE standards,
and it modifies the WSA to include the vehicles’ MAC addresses sorted by the
urgency of the vehicles. It focuses on minimization of the handover delay, and
does not consider a seamless handover. VIP-WAVE [13] uses the current WAVE
standards, and adopts the PMIPv6 to deal with mobility issues in VANETs. The
PMIPv6 is an L3 handover solution and it does not support seamlessness. In [14],
authors use the current WAVE standards and RSSIs (Receive Signal Strength
Indicator) to decide the handover moment. It does not consider the seamlessness
of packet delivery.

3 Proposed L2 Extension Mechanism

3.1 Our System Architecture

The L2 extension mechanism is proposed to extend the coverage of an AR by
connecting RSUs with L2 switches. The overall system consists of 4 components:
vehicles, RSUs, L2 switches and an AR. Figure 2 shows a simple configuration
of the system.

Vehicles communicate with RSUs or other vehicle using the WAVE standards
[1,3,4]. We assume that the vehicle executes at least one safety application spec-
ified in [9]. The safety beacon generated by the safety application includes the
vehicle’s current location and direction information.

L2 switches are ordinary Ethernet switches with the VLAN function. Each
pair of an RSU and the AR consists of a VLAN in the link. The VLAN is used
to decouple the RSU and the AR roles in the proposed system. Each VLAN acts
as a WAVE interface, so it replaces the embedded WAVE interface of the AR
required by the WAVE standards.
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Fig. 2. Our system architecture

An RSU is an access point of the WAVE network for vehicles. It bridges
the WAVE network with the Internet at the data link layer. An RSU has two
interfaces: one for the WAVE networks and the other for the Internet.

An RSU has to monitor vehicles’ safety beacon by tuning CCH. According to
the CAMP (Crash Avoidance Metrics Partnership), almost all contain at least
the position and the direction information of the vehicle [16]. The RSU can know
a vehicle’s position and direction passively. The RSU stores these information
into its RCT (RSU Cache Table). Each entry of the RCT contains the MAC
address, the latest receiving time and the position information.

To support a network based seamless handover, the RSU has to notify the
AR about vehicle’s movements but only the significant movements. To categorize
the significance of a vehicle’s movement, the RSU divides its coverage area into
two zones. One is the normal zone and the other is the handover zone. The
normal zone is defined within 370 m from the RSU. It is because the reliable
communication range of VANETs without any obstructions is to be under 370 m
[17]. The handover zone is the outside of the normal zone. An RSU processes all
incoming safety beacons with its RCT, and sends a control message to the AR
only for three cases. Firstly, it sends an AI (Attachment Indication) if a vehicle’s
information does not exist in the RCT and the vehicle is moving toward the
RSU. Secondly, the RSU sends an HP (Handover Prepare) if the vehicle reaches
the handover zone and it is moving away from the RSU. Finally it sends a DI
(Detachment Indication), provided that no beacon is arrived from the vehicle for
the predefined time or the RSU fails to deliver three consecutive frames to the
vehicle. The serving RSU forwards packets to the vehicle even if the vehicle is in
the handover zone as the comminution link between them is still alive. However,
the communication link may down any time in the handover area. The RSU and
the AR interacts to buffer undelivered packets exactly. The RSU knows a packet
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Vehicle MAC Rx. time Position
MAC_A 10:15:38:19 30, 33
MAC_B 10:15:38:28 33, 33

(a) RSU Cache Table

Vehicle MAC Serving RSU MAC Position
MAC_A RSU_A 30, 33
MAC_B RSU_B 33, 33

VLAN ID

1
2

(b) AR Binding Table

Fig. 3. Data structure in network elements

delivery status using IEEE 802.11 ARQ mechanism, and it notifies it to the AR
using an ARQ message.

According to the 802.11 MAC operations [18], the RSU does not process
the MAC frame which has AR’s MAC address in the address 1 field. To add
bridging function in the RSU, it needs to process at least two MAC addresses in
the address 1 field. First one is its MAC address, and second one is AR’s MAC
address.

An AR is a default router of the Internet for the WAVE network connecting
several RSUs using L2 switches.

The AR makes the handover decision based on the control messages sent from
RSUs and maintains an ABT (AR Binding Table) to store handover informa-
tion in the control messages. Each entry of the ABT contains the vehicle MAC
address, the RSU MAC address, VLAN ID (VID) and the position information.
Figure 3(b) shows an example of the ABT.

By receiving AIs, the AR knows appearance of new vehicle or the entrance of
a vehicle to a new coverage area of RSU. If the AR receives the AI and a vehicle
is not registered in the ABT, it recognizes the vehicle as new one. It creates new
entry for the vehicle and chooses the sending RSU as the serving RSU. If an AI
is arrived for the vehicle which has its entry in the ABT or the AR has buffered
packets for the vehicle in its buffer, it chooses the sending RSU as a new RSU.
It updates its entry in the ABT and starts to send the buffered packets to the
vehicle via the new RSU.

When the vehicle reaches the handover zone of the serving RSU, the AR
detects this event by the HP. The AR starts packet buffering to prepare the han-
dover, but it still forwards packets to the vehicle via the previous RSU (pRSU)
until new RSU is selected or the pRSU cannot reach the vehicle anymore. The
AR and the pRSU interact to track the exactly undelivered packet. The pRSU
sends an ARQ-NACK for each unsuccessful delivery with a part of undelivered
packet to the AR. The AR tries to match the packet in its buffer until it finds
the matched packet, and removes the packet from the front of the buffer to the
matched one. It mitigates redundant packet buffering. The pRSU may send the
ARQ-ACK for each delivered packet to reduce the number of buffered packets.
The AR does not retransmit the undelivered packet as recovering lost packet is
not the role of the AR.

If the AR receives the DI, it stops packet forwarding and keeps buffering
until it receives the AI from another RSU or the predefined timer expires.
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3.2 Control Messages

For interaction between the AR and RSUs, new control message is defined. It uses
the Ethernet frame with a new Ethertype. The message uses TLV (Type-Length-
Value) format. The Type field defines the control message type. The first bit of
the type field represent whether the message is for vehicle tracking or the ARQ.
The Length field indicates the length of the following data. The first element
of the data field is the vehicle MAC address. Vehicle tracking message contains
additional position information. The ARQ message optionally contains the first
46 bytes of the original packet. The 46 bytes are chosen to include the Ethernet
MAC header, the IP header and the TCP (UDP) header. As the Ethernet packet
has to have at least 64 bytes, adding the part of original packet doesn’t matter.

3.3 Handover Procedure

A handover occurs between two RSUs. The coverage areas of two RSU may be
disjointed or overlapped. Figure 4(a) and (b) show two cases respectively. The
handover procedure is almost same in the both cases, but the only difference is
that the detachment event is occurred in the former case. The overall handover
procedure is described in Fig. 5.

A
E2

Coverage Boundary

RSU 1 RSU 2

B C A'
E1 E3 E1

Maximum coverage

L2-Switch

AR

(a) Disjointed coverage

A
E2

Coverage Boundary

RSU 1 RSU 2

B C
E1 E1

Maximum coverage

L2-Switch

AR

(b) Overlapped coverage

Fig. 4. RSU deployment

Event 1: Detecting new vehicle (Section A): A RSU 1 detects an entrance
of a vehicle from the vehicle’s safety beacon. It generates an entry of the RCT
and sends an AI to the AR. The AR creates new entry for the vehicle and chooses
the sending RSU as the serving RSU. The vehicle starts a communication with
a peer in the Internet. The AR relays data packets between them via RSU 1.

Event 2: Entering the handover zone in the RSU 1 (Section B): When-
ever the RSU 1 receives the safety beacon from the vehicle, it checks the vehicle’s
current position to know whether the vehicle is located in its handover zone. If
so, it sends the HP to the AR to inform that the handover may be happen soon.
The AR starts packet buffering. It still forwards data packets via the RSU 1 to
the vehicle. The AR and the RSU 1 start to interact with an ARQ mechanism.
Whenever a packet is not delivered to the vehicle, the RSU 1 sends the NACK.
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Fig. 5. Handover procedure

The AR eliminates packets from the it buffer. The RSU 1 optionally send the
ACK for successfully delivered packet.

Event 3: Disconnection (Section C. The disjoint coverage case only):
As the vehicle moves out of the scope of the RSU 1, the RSU 1 cannot receive
the safety beacon anymore from the vehicle and/or fails to deliver packets to the
vehicle consecutively. The RSU 1 sends the DI to the AR. The AR stops packet
forwarding, but maintains buffering until it receives the AI from another RSU or
the predefined timer expires. The disconnection occurs when the coverage areas
of two RSU are disjoint.

Event 1: Entering coverage of RSU 2 (Section A’): The RSU 2 detects
the vehicle from the safety beacon. As the vehicle is moving into the RSU 2’s
area, the RSU 2 creates a new RCT entry and sends the AI. The AR has an
matching entry in the ABT and it knows that the vehicle moves to the RSU 2.
The AR updates the RSU MAC address and the VID field. The AR forwards
buffered packets to the vehicle via the RSU 2.

4 Simulation

To simulate the proposed scheme, ns-3 network simulator (version 3.23) and its
WAVE model library are used. The network topology for the simulation is shown
in Fig. 6.
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Fig. 6. Simulation topology

The vehicle has a WAVE interface and moves from RSU 1 to RSU 2 with
the constant velocity (25 m/s). It communicates with the CN via the AR. The
vehicle broadcasts a basic safety message per 100 ms. The RSU 1 and the RSU
2 broadcast a WSA with WRA per 100 ms. The RSUs stand 760 m apart for
overlapped coverage case, and 880 m apart for the disjoint coverage case. The
maximum coverage of each RSU is set for 410 m. The L2 switch connects RSUs
with the AR via an Ethernet. The CN is connected to the AR. All wired link
speeds are 100 Mbps. The link delay between the CN and the AR is 60 ms and
all other link delays are 10 ms. The wireless link speeds are 6 Mbps. A 500 Kbps
CBR traffic flows from the CN to the vehicle and the UDP is used to carry the
traffic.

Simulations are performed under the four different scenarios. The RSUs sends
control messages to the AR in all scenarios. In Scenario 1 (S1), simulation is
performed without VLAN configuration and buffering scheme. In Scenario 2
(S2), simulation is performed only with the VLAN configuration. In Scenario 3
(S3) and Scenario 4 (S4) simulations are performed with buffering scheme and
VLAN configuration. The S3 is performed under disjoint coverage, whereas S4
is performed under overlap coverage.

Figure 7 shows the received packet sequences at the vehicle. Before the han-
dover occurs, all packets are successfully delivered to the vehicle. The S1 simu-
lation result in Fig. 7(a) shows the need of the VLAN configuration. Even if the
AR knows the vehicle is in the RSU 2, the vehicle cannot receive packets after
the handover occurs. As the frame carrying an UDP packet does not contain
RSU 2 MAC address, the L2-switch with the self-learning mechanism forwards
the frame to the RSU 1 until the vehicle at RSU 2 generates any up-link packet
to the AR. The S2 simulation result in Fig. 7(b) presents some packet loss due
to the absence of buffering at the AR. The S3 and S4 simulation results show
the effectiveness of packet buffering at the AR. In Fig. 7(c), all buffered packets
are delivered to the vehicle rapidly after the RSU 2 detects the vehicle. The S4
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Fig. 7. The receive packet sequences in the vehicle

simulation result presented in Fig. 7(d) shows the consecutive packet delivery
even if the handover occurs. The WAVE interface does not require the associ-
ation procedure and the coverage of two RSUs are overlapped. Therefore, two
connections, one for each RSU, are available during the handover period. It is the
same as that of the soft handover. The vehicle can receive packets continuously.

5 Conclusion

We proposed an L2 extension mechanism with a network-based seamless han-
dover scheme in VANETs. It reduces the L3 handover frequency by deploying
several RSUs under an AR. In the proposed scheme, the RSU tracks the vehicle’s
movement using its safety beacon passively and it notifies the vehicle’s significant
movement events to the AR. The AR uses such notifications to start buffering
for seamless packet delivery and to make handover decision. Simulation results
show effectiveness of the proposed scheme. However, the proposed scheme only
deals with the L2 handover. Eventually it needs some L3 handover schemes when
a vehicle moves away from the AR’s coverage.

As future work, we plan to adapt the existing L3 handover schemes incor-
porating the proposed L2 extension mechanism. PMIPv6 and LISP are good
candidates of the VANETs-wide mobility management protocol. PMIPv6 is a
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network-based local mobility management protocol and it can be used a local
mobility management protocol for the LISP which can handle inter-domain
mobility.
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Abstract. Network mobility basic support (NEMO-BS) supports effi-
cient group mobility. However, when NEMO-BS is applied to public
transportation systems where mobile nodes (MNs) frequently get in/off
the public transportation, significant signaling overhead owing to fre-
quent and unnecessary binding updates can occur. To address this prob-
lem, we propose a delayed location management (DLM) scheme where
an MN postpones its binding update for a pre-defined timer to mitigate
the binding update overhead. To evaluate the performance of DLM, we
develop an analytical model for the binding update cost and the packet
delivery cost during the boarding time. Evaluation results demonstrate
that DLM can reduce the binding update cost and packet delivery cost
by choosing an appropriate timer.

Keywords: Network mobility (NEMO) · Mobility management ·
Location management · Public transportation

1 Introduction

Network mobility basic support (NEMO-BS) is a mobility support protocol
where a collective mobility of multiple mobile nodes (MNs) is handled as a
single unit [1,2]. When MNs are connected to a mobile network (MONET), a
mobile router (MR) broadcasts a router advertisement (RA) message with its
mobile network prefix (MNP) and then MNs configure their care of addresses
(CoAs) based on the MR’s MNP. After that, MNs conduct binding updates
to their home agents (HAs). Then, when the MONET moves to a new access
router (AR), only MR conducts the binding update to its HA while MNs in the
MONET do not need to execute any binding updates.

However, when NEMO-BS is applied to a public transportation, unnecessary
signaling overhead due to binding updates can occur since MNs frequently get
in/off the public transportation. Specifically, when an MN gets off before the
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public transportation moves to another AR (i.e., an MN has a short boarding
time), the binding update for MN’s CoA based on the MR’s MNP can be unnec-
essary. Figure 1 shows an example of the unnecessary binding update. When an
MN gets in a public transportation (Step 1 in Fig. 1), the MN configures its CoA
based on the MR’s MNP and conducts a binding update to its HA (Steps 2–3
in Fig. 1). Then, when the public transportation moves to another bus station
(Step 4 in Fig. 1), the MN gets off the public transportation (Step 5 in Fig. 1).
In this case, the binding update in Step 3 for supporting collective mobility is
useless. Note that the distance between two bus stops in local bus service is
typically 300–400 m [3] and the maximum diameter for one macro-cell is 3 km
in urban areas [4]. In such environments, there is non-negligible probability that
an MN gets off before the public transportation moves to another AR.

Fig. 1. Example of the wasting binding update.

Intuitively, if an MN with short boarding time does not conduct instantly
the binding update when the MN gets in the public transportation, such unnec-
essary binding update can be reduced. Based on this idea, we propose a delayed
location management (DLM) scheme where an MN postpones its binding update
until a pre-defined timer T expires. In DLM, the mobility of the MN is managed
by mobile IPv6 (MIPv6) before the timer expiration. On the other hand, after
the timer expiration, the mobility of the MN is handled by the MR. Therefore,
the packets to the MN are forwarded through MN’s HA, MR’s HA, and MR.
Also, the MN does not need to conduct any binding update when the public
transportation handovers to another AR. To evaluate the performance of DLM,
we develop an analytical model for the binding update cost and the packet deliv-
ery cost during the MR attachment time. Evaluation results demonstrate that
DLM can reduce the binding update cost and packet delivery cost by choosing
an appropriate timer.

The remainder of this paper is organized as follows. The related works are
summarized in Sect. 2. The detailed operation of DLM is described in Sect. 3.
The performance analysis model is illustrated in Sect. 4. Evaluation results and
concluding remarks are given in Sects. 5 and 6, respectively.
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2 Related Works

To improve the performance of NEMO-BS, a number of schemes have been
proposed in the literature [5–10]. Qiang et al. [5] suggested an adaptive route
optimization scheme which consists of the mobility transparency sub-scheme and
the time saving sub-scheme, and a threshold is introduced to determine which
sub-scheme is used in the current situation. In [6], Kim et al. proposed a simple
route optimization (S-RO) scheme where a correspondent node (CN) maintains
binding information of MRs to obtain the optimal path to the MN. Cho et
al. [7] introduced a routing optimization scheme using a tree information option
(ROTIO). In this scheme, each MR sends two binding update messages to the
top-level MR (TLMR) and its HA, respectively. Then, the packets to the MN
in the public transportation are transmitted only through the HA of the MR
and the TLMR. Calderon et al. [8] introduced a mobile IPv6 route optimization
for NEMO (MIRON) scheme based on the carrying authentication for network
access (PANA) and the dynamic host configuration protocol (DHCPv6) by modi-
fying the software in the MR. Chuang and Lee [9] proposed a domain-based route
optimization (DRO) scheme which incorporates ad-hoc routing techniques and
uses a double buffer mechanism to achieve route optimization. Barman et al. [10]
suggested a route optimization method by introducing two new IPv6 extension
headers named as anchor point request (APR) and anchor point grant (AGR).
However, the binding update cost for the CoA derived from the MR’s MNP is
not considered in these works [5–10].

3 Delayed Location Management (DLM)

In this section, we explain the operations of DLM, which is dependent on whether
the timer T expires or not. For example, before the timer T expires, the packets
destined to the MN are transmitted through only HA MN and the MN conducts
the binding update whenever the public transportation moves to another AR.
On the other hand, after the timer expiration, when a CN sends packets to the
MN, the packets are transmitted through HA MN, HA MR, and MR. Also, since
the mobility of the MN is managed by the MR after the timer expiration, the MN
needs not to conduct any binding update even though the public transportation
moves to another AR.

Figure 2 shows the operation example of DLM when MN 1 and MN 2 have
short and long boarding times, respectively. At the first time, when MN 1 and
MN 2 get in the public transportation at τ0, the MR sends a RA message to MNs
(Step 1 in Fig. 2). Then, MN 1 and MN 2 start their timers. Since MN 1 does
not conduct any binding update to its HA before the timer expiration, packets
are forwarded to MN 1 only through HA MN when the CN sends the packets
to MN 1 at τ1 (Step 2 in Fig. 2). When MN 1 gets off the public transportation
before the timer expires at τ2 (i.e., short boarding time), MN 1 does not conduct
the binding update for its CoA based on MR’s MNP, which can save the binding
update cost.
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Fig. 2. Operation of DLM.

Meanwhile, since MN 2 with long boarding time does not yet conduct the
binding update when the public transportation handovers to another AR at τ3,
both MN 2 and MR should execute binding updates to their HAs (Step 3 in
Fig. 2). In other words, MNs conduct their binding updates individually before
the timer expiration whenever the public transportation handovers to another
AR, which increases binding update cost. After the timer expires, MN 2 executes
a binding update for its CoA based on MR’s MNP to HA MN (Step 4 in Fig. 2).
From this time, the mobility of MN 2 is managed by MR. Therefore, when the
CN sends the packet to MN 2 at τ4, the packets are forwarded to MN 2 through
the detour path, i.e., HA MN, HA MR, and MR (Step 5 in Fig. 2). On the other
hand, when the MR handovers to another AR at τ5 and τ6, only MR sends a
binding update message to HA MR whereas MN 2 does not conduct any binding
update (Steps 6–7 in Fig. 2).

4 Performance Analysis

In this section, we develop an analytical model for the total cost that consists of
the binding update cost and the packet delivery cost during the MR attachment
time. The MR attachment time represents the period between when an MN gets
on and when it gets off the public transportation (i.e., the boarding time of the
MN). Important notations for the analytical model are summarized in Table 1.



Delayed Location Management 197

Table 1. Summary of notations.

Notation Description

tM MR attachment time

tS,k kth inter-session arrival time

tR,k kth residence time

T Timer value

Ctotal Total cost during the MR attachment time

CI Cost for case I

CII Cost for case II

CI
B Binding update cost for case I

CI
P Packet delivery cost for case I

CII
B Binding update cost for case II

CB Unit cost for the binding update

CP Additional unit cost for the packet delivery

αS(k) Probability that the MN has k sessions during tM

αR(k) Probability that the MR moves across k ARs

4.1 Total Cost of DLM

In DLM, the total cost during the MR attachment time, tM , can be derived from
the following two cases: case (I) tM is larger than the timer value T (see MN 2
in Fig. 2) and case (II) tM is equal to or smaller than T (see MN 1 in Fig. 2).
Then, the total cost, Ctotal, can be represented by

Ctotal = P [tM > T ]CI + P [tM ≤ T ]CII (1)

where CI and CII represent the total cost for cases I and II, respectively.
When we assume that tM follows an exponential distribution with mean

1/λM , P [tM > T ] and P [tM ≤ T ] are respectively derived as

P [tM > T ] =
∫ ∞

T

λMe−λM tdtM = e−λMT (2)

and

P [tM ≤ T ] =
∫ T

0

λMe−λM tdtM = 1 − e−λMT . (3)

Meanwhile, CI consists of the binding update cost and the packet delivery
cost, i.e., CI = CI

B + CI
P where CI

B and CI
P denote the binding update cost and

the packet delivery cost in case I, respectively.
In case I (i.e., tM > T ), the MN conducts the binding update to its HA

whenever the MR handovers to another AR before the timer expiration. Also,
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when the timer expires, the MN executes another binding update to its HA.
Therefore, CI

B can be represented by

CI
B = CB (E[NR] + 1) (4)

where E[NR] is the expected number of MR handovers during T and CB rep-
resents the unit cost for the binding update. When we assume that the kth
residence time, tR,k, is drawn from a Gamma distribution with mean 1/λR

and variance VR [11,12], E[NR] can be computed as E[NR] = λRT by Little’s
law [13].

On the other hand, the packets are transmitted only through HA MN before
the timer expiration. On the contrary, the packets are transmitted through
HA MN, HA MR, and MR after the timer expiration. That is, additional packet
delivery cost incurs for sessions after the timer expires. When αS(k) denotes
the probability that the MN has k sessions during tM , the expected number of

sessions during tM can be calculated as
∞∑

k=1

kαS(k). Therefore, the number of

sessions which result in additional packet delivery cost (i.e., sessions after the

timer expiration) can be obtained by
∞∑

k=1

kαS(k) − E[NS ] where E[NS ] is the

expected number of sessions during T . Then, CI
P can be represented by

CI
P = CP

[ ∞∑
k=1

kαS(k) − E[NS ]

]
(5)

where CP represents the unit cost for the additional packet delivery. If CP,B and
CP,A denote the unit costs for the packet delivery before and after the timer
expiration, respectively, CP can be obtained from CP,A − CP,B .

When we assume that the kth inter-session arrival time, tS,k, is drawn from
a Gamma distribution with mean 1/λS and variance VS , as similar to E[NR],
E[NS ] can be computed as E[NS ] = λST [13]. Also, αS(k) is obtained as [14]

αS(k) =
λS

λM
[1 − f∗

S(λM )]2 [f∗
S(λM )]k−1 (6)

where f∗
S(s) denotes the Laplace transforms of tS , which is given by f∗

S (s) =(
λSγS

s+λSγS

)γS

where γS = 1
VSλS

2 [11].
In case II (i.e., tM ≤ T ), since the timer does not expire during tM , there is no

packet that needs additional packet delivery cost. Therefore, CII includes only
the binding update cost, i.e., CII = CII

B where CII
B is the binding update cost

for case II. Since the expected number of handovers during tM can be computed

as
∞∑

k=1

kαR(k) where αR(k) is the probability that the MR moves across k ARs

during tM , CII can be derived from

CII = CB

∞∑
k=1

kαR(k). (7)
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As similar to (6), αR(k) is given by [14]

αR(k) =
λR

λM
[1 − f∗

R(λM )]2 [f∗
R(λM )]k−1 (8)

where f∗
R(s) denotes the Laplace transforms of tR which is represented by

f∗
R (s) =

(
λRγR

s+λRγR

)γR

where γR = 1
VRλR

2 [11].

4.2 Total Cost of Conventional Schemes

Total Cost of NEMO-BS. In NEMO-BS, the MN conducts only one binding
update right after the MN gets in the public transportation and configures its
CoA. On the other hand, every packet is transmitted through HA MN, HA MR,
and MR. Therefore, additional packet delivery cost for every packet incurs during
the MR attachment time. Therefore, the total cost for NEMO-BS, CNEMO, can
be expressed as

CNEMO = CB + CP

∞∑
k=1

kαS(k). (9)

Total Cost of MIPv6. In MIPv6, since the MN does not execute any binding
update for CoA based on the MR’s MNP, there is no additional packet delivery
cost. Meanwhile, each MN conducts a binding update to its HA whenever the
public transportation moves across another AR. Therefore, the total cost for
MIPv6, CMIPv6, is given by

CMIPv6 = CB

∞∑
k=1

kαR(k). (10)

5 Evaluation Results

For performance evaluation, we compare DLM against MIPv6 and NEMO-BS.
Default parameter settings are described in Table 2.

5.1 Effect of T

Figure 3 shows the total cost as the timer T increases. It can be seen that the total
costs of NEMO-BS and MIPv6 are constant regardless of the timer T . This is
because NEMO-BS and MIPv6 do not use any timer. Also, it can be shown that

Table 2. Default parameter setting.

Parameter λM λS λR CP CB

Value 1 5 2 1 1.5
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the total cost of NEMO-BS is higher than that of MIPv6. This can be explained
as follows. In the default parameter setting, session arrival events occur more
frequently than handover events (i.e., λS > λR). Therefore, the packet delivery
cost is more influential to the total cost than the binding update cost. In this
situation, since MIPv6 forwards the packets only through the HA of the MN, it
has an advantage of reducing the total cost.

Meanwhile, in DLM, it can be found that there is an optimal timer that
minimizes the total cost (e.g., 2.75 in Fig. 3). This can be explained as follows.
When the timer is set to a too small value, the probability that the binding
update of the MN is simply wasted is high. On the other hand, when the timer
is set to a too large value, all MNs should individually conduct binding updates
to their HAs before the timer expires, which can increase the total cost. Conse-
quently, setting the timer to an appropriate value is important to achieve better
performance.

Timer
0 1 2 3 4 5 6 7 8

C
os

t

2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

DLM
NEMO-BS
MIPv6

Fig. 3. Effect of T .

6 Conclusion

To reduce unnecessary binding update for MN’s CoA based on the MR’s MNP,
we have proposed an delayed location management (DLM) scheme where an MN
postpones its binding update until a pre-defined timer T expires. Evaluation
results demonstrate that DLM outperforms existing schemes when the timer is
set to an appropriate value. In our future work, we will investigate how to choose
the optimal timer.
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Abstract. With the development of the 5G communication systems, the
coexistence of a variety of wireless networks has become an inevitable
trend. Different wireless networks have different features and applica-
tions. However, they are independent of each other and have no coop-
erative relationship in the most of cases. This paper investigates the
application of the Software Defined Network (SDN) and wireless net-
work function vitalization on the access control criterion of the heteroge-
neous cellular networks. The SDN controller manages all wireless access
points based on the inaccurate feedback network state information. Wire-
less network virtualization technology can simplify the complexity of
the system running and improve the efficiency of the communication
system based on the utility theory which takes a number of respects
into consideration, such as the maximum achievable data rate, signal-to-
interference-and-noise ratio (SINR) and the traffic load state. Moreover,
a discrete stochastic optimization algorithm is presented to solve the
problem of inaccurate feedback information in a fast convergence rate,
which is caused by the delay and noise over wireless channels. Extensive
simulations show that our proposed model and algorithm can achieve
utility optimization considering practical parameters configurations in
wireless networks.

Keywords: Software Defined Network · Wireless network function
vitalization · Utility function · Access control · Discrete stochastic opti-
mization algorithm

1 Introduction

The emergence of various wireless network services and handheld mobile devices
brings convenience to people’s lives. At the same time, it causes the crazy growth
of mobile traffic [1]. It is predicted that the volume of mobile data in 2019 will
be 10 times of that in 2014 [2]. This unprecedented escalation has imposed
significant challenges on the design of existing wireless network. In the face of
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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the above problems and challenges, the researchers put forward the framework
of the fifth generation (5G) mobile communications and corresponding solutions
in the framework, for example, the paper [3] provides a guideline for optimizing
vechicular communications in 5G cooperative MIMO small cell networks and
energy efficiency is improved by more intelligent strategy in [4,5]. One of the
most important aspects of 5G communication systems is Heterogeneous Cellular
Networks (HCNs) architecture. The technology of HCNs can provide indoor
hotpots coverage, extended coverage, seamless coverage at a low cost and high
service rate to effectively satisfy the explosively growing demands of mobile data,
service quantity and types in existing cellular network [3].

As the emergence of the new network applications, wireless users are not only
dependent on network for data transmission, but also for various services based
on an open and flexible network. Under this circumstance, Software Defined
Network (SDN) and Wireless Network Function Vitalization (WNVF) are intro-
duced [6]. WNFV provides a good basis for the development of SDN, because
WNFV provides the abstract resource for the top running of the SDN control
plane [6]. The core idea of the WNFV is realizing the centralized and dynamic
management of network resources by the way of software definition.

The application of the SDN and WNFV on the wireless communication net-
work is still in its infancy. In [7], the author put forward a new wireless net-
work architecture on the basis of SDN, named Software Defined Mobile Network
(SDMN), through which the wireless networks can become more open, flexible
and programmable. The paper [8] proposed a method to resolve the manage-
ment of mobility in HCNs and interference among different tiers based on the
SDN network architecture. Thus the pressure of the controller can be distrib-
uted, and the useless information can be filtered at the same time. At present,
most SDN related studies focus on wired networks not wireless ones. In [8], the
author discusses the challenges and opportunities of the application of the SDN
on the wireless network, and has addressed the challenges of deploying WNFV
in a network.

In this paper we propose the intelligent schemes of software defined HCN to
control the wireless access of users in the dynamic environment of 5G mobile
communications. In contrast to previous researches, we address the system util-
ity optimization for multi-tier HCNs, where load-balancing, the achievable data
rate and cost of clients are jointly considered towards optimizing system perfor-
mance. In addition, the concept of Homogeneous Poisson Point Process (HPPP)
and signal-to-interference-and-noise ratio (SINR) are involved to calculate data
rates of clients. Furthermore, each considering element is set as an independent
variable of sigmoid function in order to select one optimal wireless network.
Based on the SDN framework and inaccurate feedback network state informa-
tion, which is because of the time delay and noise of wireless channel, we have
proposed a tractable discrete stochastic approximation algorithm to solve the
problems caused by the characteristics of wireless communication.

The remainder of this paper is organized as follows. In the Sect. 2, we intro-
duce the model of heterogeneous wireless cellular network involved SDN, and
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the WNFV technology in the SDN controller. The Sect. 3 discusses the policy of
user association according to the utility theory. In the Sect. 4 one discrete sto-
chastic optimization algorithm is presented and its properties of convergence are
summarized based on the inaccurate load state information. Section 5 presents
the numerical results. Finally, Sect. 6 concludes this study.

2 System Model

In this section, we consider the system model that integrates intelligent SDN and
WNFV into the infrastructure of 5G communication systems. The architecture
consists of three planes, as shown in Fig. 1.

Infrastructure plane: the infrastructure plane consists of the bottom layer,
that is HCNs. The macro-cell BSs are outfitted with an OpenFlow switch which
can be used to feedback the load state information of cells regularly at all times.
The rest of the small-cell BSs are deployed without OpenFlow switches, there-
fore, they need to send information to SDN controller through wireless channel.
What’s more, the most important technology is network virtualization technol-
ogy whose core idea is abstracting out the required network resources from the
substrate network, in which the performance parameters of each network are
mapped to the tag of each virtual network, as shown in Fig. 1.

Control plane: the most important part in this architecture is the SDN con-
troller, which uniformly manages the access interface in the HCNs [9]. The SDN
controller can calculate the appropriate access point for the terminal through
the appropriate algorithm according to the collected information about the net-
work state and demand information sent by users. Different from the traditional
network architecture, the architecture of the HCNs in this paper has the features
of configuring the network services quickly and centralized control management.
Through the centralized control, the controller can master the overall situation
better, use more suitable algorithms, configure network services faster, and eas-
ily download the new algorithm, such as load balancing algorithm, not belong
to the network architecture to meet the needs of network on load balancing.

Application plane: it is mainly for achieving functions of various Applica-
tion (APP), where application requests will be duly sent to the control layer to
handle. Besides, some innovative technologies and concepts, such as computation
offloading by more energy-efficient and intelligent strategy in 5G communication
system [9], cloud computing integrating SDN and NFV and the novel framework
named EMC in the context of 5G [10] and so on, can be designed and imple-
mented using the corresponding source code in the application plane.

3 Access Control Based on the Utility Theory

In this paper, we study a three-layer HCNs in 5G environment, among which
a large number of micro-cell BSs and femto-cell BSs with high density and low
transmit power are deployed in each macro-cell BS. In this process, even if the
received power from small-cell BSs is less than the macro-cell power, some users
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Fig. 1. The software defined hetero-
geneous cellular network with wireless
virtual network.

Fig. 2. Sigmoid curve.

may be offloaded to a small-cell BS using some user association, in which load
balancing and better Quality-of-Service (QoS) of users can be obtained. Thus in
this paper, we propose to force some users to access the small-cell BS through
the utility theory instead of the Max-SINR based criterion.

In this model, we assume that the k-tier BSs can satisfy the HPPP Φk with
intensity λk, where the distribution of users also meets the HPPP Φu with inten-
sity λu that is independent of the distribution of BSs. Each tier presents a dif-
ferent type of BSs, for example, tier 1 means traditional macro-cell BSs, and tier
2 and tier 3 mean pico-cell and femto-cell BSs respectively. There are different
path loss exponents {αk}k=1,··· ,K > 2 of different tiers’ signals. The transmit
power {Pk}k=1,··· ,K of each BS is used to calculate the coverage probability and
achievable rate of the user.

Assume that the access point in the wireless virtualization network is K =
{1, 2, · · · , k, · · · ,K}, and the cost value is respectively C = {c1, c2, · · · , ck,
· · · , cK}, which means that when a user is connected to one virtual wireless
network k, the cost value is ck, in which the expenditure, terminal consumptions
and so on are included. Maximum achievable data rate for one wireless network
and corresponding SINR can be determined with the Shannon capacity formula
based on the stochastic geometry, especially, the theory of Poisson point process.
The maximum achievable data rate Rk from one BS for a connected user can
be represented as: Rk = Wk log2(1 + γk), where Wk is denoted as the channel
bandwidth provided by the network k to some user.

It is assumed that a BS transmits to only one user via channel at one time,
with maximum power to achieve the optimal physical rate, the SINR γk can
be shown as: γk = GkPk

σ2+
∑K

i=1,i�=k GiPi
, where Gk is denoted as the channel gain

between the connected BS and a user, in addition, Gi represents the channel
gain from other BSs whose effects are negative to servicing users and σ2 is the
thermal noise power.
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The algorithm in this paper is based on the utility theory considering multiple
criteria. In economics, the satisfaction of a particular thing or service to a human
being is indirectly reflected in utility [11]. In the current wireless communication
field, the same environment of wireless communication makes different efficiency
for different users or applications. Therefore, it is necessary to introduce the
utility function to access standards in the environment of 5G communication
systems. Many function may satisfy the mentioned properties of wireless com-
munications. However, for the issue including some aspect of QoS of user, data
rate and so on, generally a sigmoid function is considered to express satisfaction
of a given parameter, In this paper, we choose the Sigmoid function to imitate
the relationship of attribute value and efficiency value. The form of the functions
selected is: U (x) = 1

1+exp{ξ(xm−x)} (xm > 0, ξ > 0).
In order to intuitively perceive the Sigmoid function, this paper shows the

value got by adjusting the parameters in the curve Fig. 2. The features of the
curve obviously show that the demand for a factor is strong at the beginning,
and when the value of a certain factor exceeds a certain amount, continuing to
increase a certain factor will not have a significant increasement on the degree
of utility. We can set the value of parameter xm to control curve center, and set
the value of ξ to adjust the steepness of the curve. The more bigger the value ξ
is, the steeper the curve is. In addition, when ξ takes a negative value, the trend
of sigmoid is opposite to the positive value of ξ. The trend of sigmoid curve is
various when we choose different elements as shown in Fig. 2, and the effect of
some parameters must be converted to be positive by some methods such as
taking countdown.

In the HCNs, the utility function Uu (ck) based on the QoS of the user is
defined as: Uu (ci) = 1

1+exp{ξu(xu−ck)} , in which ck refers to the cost of users
who need to access the wireless network k, which contains energy consumption,
service fee and so on. What’s more, the sub-function based on the data rate is
Ua (Rk) = 1

1+exp{ξa(xa−Rk)} , in which Rk refers to the maximum achievable data
rate of one user connected with the k-th tier. This part of utility value pays more
attention to the QoS and Quality of Experience (QoE) of users. Furthermore,
we consider the load state of the whole system, which makes the system traffic
load reach to a balance to some extent. Thus the utility sub-function based on
the load state information is defined as: UL (Lk) = 1

1+exp{ξL(xL−Lk)} , where Lk

refers to the current load state of the virtual wireless network k and the value
is the number of users access of the kth-tier wireless network, which is feedback
from the BSs. What is more, because the trend of growth in terms of ck and
Lk is adverse to the users’ satisfaction, we have to set the value of ξu and ξL as
negative.

This status information is transmitted by the BS to the SDN controller
through wireless channel. Therefore, we can get the general value of the utility
value of wireless virtual network i: U (ci, Ri, Li) = ςUu (ci)+τUa (Ri)+υUL (Li),
where ς > 0, τ > 0, υ > 0, ς+τ +υ = 1, ς refers to the utility weight generated by
the user costs, τ and υ denote the weights produced by the maximum achievable
data rate, and load state of the system respectively. Besides, the values of ς, τ
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and υ can be adjusted based on the type of service and overall system status,
for example, the value of τ should be larger than other weights if the service of
client is video streaming.

4 Wireless Network Selection with Inaccurate Load State
Information

As we can conclude from the previous discussion, it is very important to deter-
mine the optimal selection of virtual wireless network, which can provide users
with the best QoS and load balancing of the whole system to some extent in
the control plane based on Load State Information (LSI) [12]. However, the LSI
may be inaccurate because of the limitation of the measuring methods and the
dynamic nature of the wireless communication system. What is more, it may be
worse in virtual wireless network, because there is some time delay caused by
rate-limited backhaul links transmitted to the central controller.

Firstly in this paper we define the set of all the possible virtual wireless
networks as Ω, and the decision selection variable at the decision time t, is
the wt ∈ Ω, which represents a particular virtual wireless network meeting
the requirements of users. In order to simplify description of the algorithm, we
defined U (ci, Ri, L

t
i) as the objective function φ

[
L̂t, wt

]
, in which the parameter

wt and Lt are denoted as the wireless network selected in the SDN controller
and the load state information of system in the time t, respectively.

In this paper we assume the availability of LSI is the same as [12], in which
we can obtain specific and detailed instructions, and the inaccuracy in LSI is
modeled as additive noise. Therefore, the available and inaccurate LSI L̂ can be
shown as L̂ = L+N, where N is an independent Gaussian variable. And at each
decision time, because Lt = L̂t −N is a random variable, the utility function of
each-tier BS U (ci, Ri, L

t
i) is a random variable as well.

In this paper, we introduce an iterative algorithm that is similar to discrete
stochastic approximation algorithm, which has obtained a lot of attention. One
most important feature of this algorithm is the self-learning ability in terms
of the direction and speed of selecting the optimal wireless network. Another
advantage is that it can find the best wireless access network under time-varying
scene due to the fast convergence.

In the stage of initialization, the controller of SDN identifies all virtual wire-
less networks by means of WNFV. At the same time, the SDN controller receives
feedback information from users and wireless access points, which is used to select
the optimal wireless virtual network.

In the process of sampling and evaluation, the Algorithm1 can randomly
choose a virtual network, and calculate the corresponding value φ

[
L̂t, w̃t

]
, which

is compared with the existing φ
[
L̂t, wt

]
. In the process of acceptance, if the value

of φ
[
L̂t, w̃t

]
is larger, the corresponding network is accepted as the next better

virtual network, that is wt+1 = w̃t. After the process of acceptance, we have to
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replace the state occupation probability: p[t, wt] = Number-of-chosen(w)
t , which can

record the frequency of accession into one virtual wireless. In addition, the step
size in each iteration is 1

t , which indicates that the Algorithm1 is getting more
conservative to find the optimal wireless network, and the optimal selection is
the most frequently chosen wireless network. Moreover, we can easily find that
changing optimal virtual wireless network in the whole process is a Markov chain,
where the set of decision {wt} would nearly transfer into the global optimal value
w∗ after a few iterations, that is because transition probability of w∗ is becoming
larger and larger with the process of iterations.

In terms of the conditions and environments, the global convergence of Algo-
rithm1 is similar to the paper [13]. Therefore, the proof of convergence has been
given in [13].

Algorithm 1. Aggressive Discrete Stochastic Approximation Algorithm
1: { Initialization }
2: SDN controller receives the user’s access request, and determines all the possible
virtual wireless networks subset Ω and the value of weight ς, τ and υ in terms of the
category of service, such as voice and video.
3: Each BS measures the LSI of the network and feedbacks the LSI to the SDN con-
troller.
4: SDN controller selects a virtual wireless network w0 ∈ Ω, and set p0

[
w0
]← 1

5: set p0
[
w0
]← 0, for all w �= w0

6: Initialize measure of the optimal selected virtual wireless as w0

7: for k = 1,2,..., do
8: { Sampling and evaluation }
9: Given the Load state information L̂t, obtain φ

[
L̂t, wt

]

10: choose w̃t ∈ Ω�wt uniformly, obtain an independent observation φ
[
L̂t, w̃t

]

11: { Acceptance }
12: if φ

[
L̂t, wt

]
<φ
[
L̂t, w̃t

]
then

13: set wt+1 = w̃t

14: else
15: wt+1 = wt

16: end if
17: { Adaptive filter for updating state occupation probabilities }
19: p[t+1] = (1 − μ[t + 1]) p[n]+μ[t+1]D(t+1) with the decreasing step size μ[t] = 1/t
20: { Computing the maximum }
21: if p[t + 1, wt+1]<p[t + 1, w̃t] then
22: w̃t+1 = wt+1

23: else
24: set w̃t+1 = w̃t

25: end if
26: end for
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5 Numerical Evaluation and Discussions

For performance evaluation, some numerical results for the Monte Carlo sim-
ulations are presented to make sure the advantages of our model and analyze
the effectiveness of our proposed algorithm that is based on utility function
theory. Three-tier HCNs are assumed in the simulation mode, namely macro-
cell, pico-cell and femto-cell. In this simulation, the main system parameters
are based on SCME channel model [14,15], in which we consider the three-
tier HCNs with transmit power {P1, P2, P3} = {46, 35, 20} dBm and path loss
{α1, α2, α3} = {3.8, 3.5, 4}. In addition, we assume that in our model different
tiers are independent, with deployed density {λ1, λ2, λ3} =

{
1

π5002 , 5λ1, 20λ1

}
and the cost of users {c1, c2, c3} = {30, 60, 40}, available bandwidth for users
{W1,W2,W3} = {5, 20, 40} MHz, {ξu, ξa, ξL} = {−0.8, 1.5,−2}, as well as the
weight {ς, τ, υ} = {0.3, 0.2, 0.5}.

First and foremost, take the two-tier network (only consists of macrocell and
picocell) as example, we can observe in Fig. 3 that the probability of pico-cell
user keeps the trend of increase when the SDN controller uses our proposed
Algorithm 1 and is more than that based on the traditional max-SINR criterion,
which means that the Algorithm 1 can shift some users from over-loaded macro-
BSs to the light-loaded small-cell BSs, which allows each BS to better serve its
remaining users. Therefore, we design our software defined HCNs, in which SDN
controller selects and decides one perfect wireless network based on the imperfect
LSI from the physical plane.

We can only illustrate the complexity of Algorithm refalgo1 using the num-
bers of iteration by simulations. In the following simulation, the LSI noise is
modeled as a zero-mean Gaussian random variable σ2 = −104 dBm. We con-
sider the performance of Algorithm 1 which selects the optimal wireless virtual
network maximizing the utility value using as an estimate of the objective func-
tion. The virtual wireless network is randomly generated and fixed between two
decision epochs. As we can see from Fig. 4 that the Algorithm 1 converges to
the optimal wireless access point although it takes some time. Moreover, it is
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observed that the speed of convergence is very fast, which is suitable for the
framework of SDN.

Note that the maximum SINR cannot always give optimal QoS and QoE to
the clients especially when the costs of the different tiers are different. Figure 5
shows that the discrete stochastic approximation algorithm can have close per-
formance as the perfect LSI. However, the utility value caused by the Max-SINR
scheme is far less than the one caused by our proposed access criteria.

6 Conclusion

In this paper, we have tried to jointly integrate SDN and HCNs in the environ-
ment of 5G mobile communications and considered some issues that arise. We
proposed a novel standard of wireless access control that can achieve load balanc-
ing of the whole system and some better aspects of users’ QoS in HCNs through
solving a network-wide utility maximization problem. During this process, to
address the challenge introduced by inaccurate LSI in this framework, we pro-
posed network selection algorithm based on the concept of discrete stochastic
approximation. Finally, we have provided extensive simulation results to demon-
strate the performance of the model and new selection algorithm.
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Abstract. To improve the lifetime of the battery-powered sensors for
data collection, duty-cycling is commonly adopted. A fixed duty cycle
may cause a long packet delivery latency, low network capacity, and poor
energy efficiency, especially in a frequently-reporting application. More-
over, considering a heterogeneous network consisting of various sensor
platforms from different manufacturers, not only is node addressing with
regard to address definition, management, and allocation difficult and
costly, but also different addressing schemes will obstruct cross-platform
communications. Based on the above considerations, this paper proposes
an Adaptive Data Collection (ADC) with two features naturally and
seamlessly integrated, i.e., free addressing and dynamic duty-cycling, to
improve network heterogeneity, load adaptivity, and energy efficiency.
ADC has been implemented in the Contiki Operating System. The eval-
uations based on a heterogeneous testbed consisting of two hardware
platforms have demonstrated its practicality and efficacy.

Keywords: Sensor networks · Adaptive data collection · Dynamic duty-
cycling · Free addressing · Testbed implementation

1 Introduction

Data collection is one of the most important applications of wireless sensor net-
works (WSNs), and can be widely found in environmental monitoring, infrastruc-
ture surveillance, scientific exploration, and other event monitoring applica-
tions [1]. Since radio is the most energy-consuming unit of a sensor node, and
to improve the network lifetime of an energy-constrained WSN, existing data
collection protocols commonly adopted or designed a duty-cycling scheme at the
link layer [2–4], with which the radio of each node will periodically wake up and
sleep according to an established time schedule. These data collection protocols
usually employ a fixed duty cycle, in which the sleeping period could not be uti-
lized for data transmission, even when the network traffic load is much beyond
its capacity. However, a fixed duty cycle will cause unwanted energy consump-
tion under light traffic loads, and network congestion and collision with packet
retransmission or drop under heavy loads. This is because the accumulated data
cannot be sent promptly just in the active period of the radio, which further
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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leads to a long packet delivery latency, low network capacity, and poor energy
efficiency. Therefore, the conventional duty-cycled data collection protocols may
not meet the real-time delivery requirement of the delay-sensitive applications.

Another concern about the data collection in WSNs is node addressing,
e.g., the addressing for MAC/routing, which is often underestimated and even
neglected in the prior data collection design. It is difficult and costly for the
manufacturers of sensor nodes to assign a unique address for every node during
the manufacturing phase, since there are several issues to be considered carefully,
such as address definition, address space management, address allocation, etc.
That is the reason all Zolertia Z1 [5] and Tmote Sky [6] motes use a default MAC
address set by the manufacturers, so customers have to manually assign a unique
MAC address to each node one by one for inter-node communication, which is
quite inconvenient, especially when there are a large number of nodes to be
deployed. In addition, a WSN may need different sensor platforms from different
manufactures due to their different sensing capabilities. Different manufactur-
ers, however, may have different addressing schemes, which will obstruct the
cross-platform communications in a heterogeneous network consisting of various
sensor platforms. On the other hand, the execution of an independent address
allocation and exchange mechanism in runtime also causes a significant network
overhead. Note that in a dense WSN, it is quite difficult to link the address of a
node for communication with its location, and thus people assume the required
location information can be determined by other means (e.g., GPS).

Based on the above considerations, this paper proposes an Adaptive Data
Collection (ADC) protocol with free addressing and dynamic duty-cycling for
multihop data collection in WSNs. Specifically, each node is identified for inter-
node communication by using a Randomly-generated IDentifier (RID), plus its
communication hop distance to the sink node. So there is no need to pre-assign
a unique MAC address to each node or perform a routing address allocation and
management procedure in the runtime of a network. Meanwhile, the sleeping
period can be utilized on demand for data transmission to achieve a dynamic
duty cycle adaptive to the network traffic load. Therefore, with the above two
features, the network performance can be largely improved in terms of network
heterogeneity, load adaptivity, and energy efficiency.

ADC intrinsically inherits from the previous designs several advanced fea-
tures significant for multihop, duty-cycled data collection, such as pipelined
forwarding so that a relaying node can forward a received packet in a short
time to reduce the end-to-end packet delivery latency [4,7], inter-layer incorpo-
ration of network and link layers so that the protocol overhead can be reduced
and the limited sensor node resources can be utilized efficiently [2–4], and light-
weight schedule synchronization as an underlying support to the whole design [4].
Among these proposals, only the PDC protocol presented in [4] considers both
the pipelined data collection and the underlying schedule synchronization over
duty-cycled radios, practically and comprehensively. However, PDC does not
consider the network heterogeneity, and traffic load adaptivity. In ADC, all the
above features together with the two proposed in this paper (i.e., free address-
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ing and dynamic duty-cycling) are naturally and seamlessly integrated and able
to support each other by only relying on an RTS/CTS-like handshake, which
is not only for data transmission as commonly utilized, but also for all other
components in ADC. ADC has been implemented in the latest Contiki Operat-
ing System (OS) [8], a pioneering open-source OS for the Internet of Things. A
testbed based on two real hardware platforms, i.e., Z1 [5] and MicaZ, forming a
heterogeneous network, are established for performance evaluation.

The rest of the paper is structured as follows. ADC is presented in Sect. 2.
The implementation and evaluation of ADC are shown in Sect. 3. Finally, Sect. 4
concludes the paper.

2 ADC Design

Similar to the design adopted by PDC [4], ADC only relies on an RTS/CTS-
like handshake, called RTF/CTF (Request-to-Forward/Clear-to-Forward), to
achieve all its features comprehensively. The difference lies in that ADC con-
siders both free addressing and dynamic duty-cycling. There are three stages in
ADC, including network initialization, topology establishment with free address-
ing, and data transmission with dynamic duty-cycling. In this section, we first
have a general design description of ADC in Sect. 2.1. The three stages in ADC
are then introduced in Sects. 2.2, 2.3 and 2.4, respectively.

2.1 General Design Description

During this stage, all nodes in ADC will be divided into different grades equiv-
alent to their communication hop distances to the sink node (which is in grade
0). Meanwhile, each sensor node will maintain a periodic sleep-wakeup schedule
defined as the radio status over time, according to which the radio of a node in
grade i (i ∈ Z and i > 0) periodically experiences three consecutive statuses, i.e.,
R: receiving a data packet from a sender in grade i + 1, T: transmitting a data
packet to its receiver in grade i − 1, and S: sleeping. The schedules of any two
adjacent grades along a path from the source to the sink node are staggered, so
that a data received by a node during its R status can be forwarded consecutively
during its upcoming T status and finally to the sink in a pipelined fashion, which
can largely reduce the packet delivery latency and efficiently handle the traffic
congestion by moving traffic quickly away from the congested area. Figure 1
shows the grade and schedule information maintained by the nodes along a path
A → B → C → sink. Intuitively, T and R have the same maximum duration,
which is defined as a slot for at most one transmission of a data packet with a
maximum size set depending on a specific application. To stagger the schedules
between any two grades so as to achieve the pipelined scheduling, the S duration
is set to an integer multiple of the slot duration.

A data-gathering tree rooted at the sink node will be established in the
second stage, where each node will build and maintain two neighbor tables,
namely, Next-Hop Table (NHT) and Previous-Hop Table (PHT). Since there are
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Algorithm 1: wait(W )
Input: W , maxChildrenNum
Output: waitT ime
if the current node is sink then

return (waitT ime = rand(W ) · σ);
else

w = W/(maxChildrenNum + 1);
return (waitT ime = [w · table length(PHT) + rand(w)] · σ);

end

Fig. 1. An example used to show the ADC design.

no unique addresses pre-assigned to any nodes, free addressing will be achieved
in this stage. A node’s PHT is used to record the information related to its one or
more children in the adjacent higher grade, including their RIDs and the schedule
errors relative to them, while a node’s NHT is used to record the information
related to its only one parent node in the adjacent lower grade, including the
parent’s RID and the schedule error relative to the parent. In both tables, the
schedule error information will be utilized for schedule synchronization. It is
worth noting that there might be some other fields to be added for topology
control and maintenance relying on the RTF/CTF handshake. For example, the
number of children and residual energy of a node’s parent (obtained from the
CTF replied with by the parent) can be added to the node’s NHT, which will be
embedded in its RTF, so that a different lower-grade node with fewer children
and/or more residual energy can make a comparison after receiving the RTF
to determine to contend with the original parent for replying with a CTF. To
increase the success probability of such a contention, the node will have a shorter
waiting time, calculated by a function, wait(W ), as shown in Fig. 1, where W
is the maximum number of mini time-slots that the contention window of the
handshake allows. Considering only the number of children a node has as an
example, Algorithm 1 shows the design of wait(W ), where maxChildrenNum
is predetermined and represents the maximum number of children a non-sink
node can have (the sink node has no such a limit), σ is the time duration of
one mini time-slot in the contention window, rand(W ) is the number of mini
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time-slots randomly chosen within W , and table length(PHT) is to obtain the
number of items in a node’s PHT, i.e., the number of children the node has.

Once the two tables are established, a node with pending data to be trans-
mitted will initiate an RTF/CTF handshake with its parent in status T after
waiting a randomly-chosen mini-time slots, rand(W ). If there is more than one
packet, the S status will be utilized for data transmission to achieve a dynamic
duty-cycling, as introduced in Sect. 2.4.

2.2 Network Initialization

During the network initialization stage, all non-isolated nodes will join the net-
work. A node is thought to have joined the network if it has joined a grade
and established a periodic sleep-wakeup schedule. The sink node initiates this
stage by periodically broadcasting an RTF packet in its T status, as a periodic
beacon, which was also typically utilized in the previous realistic implementa-
tions of sensor networks [2,4,9,10]. An RTF packet contains the sender’s grade
and status duration that the radio has stayed in status T. Any node which has
not joined the network and thus keeps its radio on will determine its grade and
schedule according to the received RTF. Then it also periodically broadcasts in
its T status an RTF packet embedding its own grade and status duration. Finally
all non-isolated nodes will join the network, as an example shown in Fig. 1. Note
that at this stage, node address and CTF reply are not necessary.

2.3 Topology Establishment with Free Addressing

Once a node has identified its grade and schedule, it will leverage the periodic
RTF/CTF broadcast handshake to establish a data-gathering tree for data collec-
tion. To avoid the cost and overhead of assigning a unique address to each sensor
node during the manufacturing phase or performing an independent address allo-
cation, exchange, and management mechanism in runtime, a node in ADC will
use an RID for packet communication. Specifically, a node broadcasts an RTF
embedding its RID. There might be several adjacent lower-grade nodes receiv-
ing the RTF and thus necessary to contend with each other for replying with
CTFs with their RIDs embedded as well. The function wait(W ) ensures that
those nodes with fewer children and/or higher residual energy reply first. The
lower-grade node which successfully wins the contention will add the RTF sender
into its PHT, and the RTF sender will add the CTF sender into its NHT after
receiving the replied CTF. Then the two nodes will change from the broadcast
handshake to unicast handshake for data transmission, as well as for schedule
synchronization and topology control and maintenance.

Since RID is randomly generated, RID conflict is inevitable. It does not
matter if two nodes in different grades have an identical RID, since their grades
can be utilized to differentiate them. It may also happen that there are several
nodes in the same grade having the same parent generated an identical RID,
which will cause an RID conflict issue. Taking the communications among node
1, 2, and 3 in Fig. 2 for example, the following scheme is adopted in ADC to



Adaptive Data Collection 217

Fig. 2. Illustration of free addressing. For the left part of the vertical line, each dashed
circle shows the node’s communication range and the number inside each node shown
as a solid circle is the node name, while for the right part, the number beside each node
is its RID and the arrows indicate the network topology. Node 1 is in grade i (i ∈ Z

and i ≥ 0), node 2 and 3 are in grade i + 1, and node 4 and 5 are in grade i + 2.

effectively solve the RID conflict between node 2 and 3. Assuming one of them,
say node 3, fails in the broadcast RTF contention, then

– if node 3 can overhear the RTF from node 2, it will find the conflict and thus
regenerate a new RID; otherwise,

– if node 3 can receive the CTF replied to node 2 from node 1, node 3 can also
find the conflict and regenerate a new RID; otherwise,

– node 3 could not notice the conflict. Assume it wins the contention and broad-
casts an RTF successfully next time. Every time a node receives a broadcast
RTF, it will look up its PHT to find whether there is an RID identical to the
one of the RTF sender. So node 1 notices the conflict after receiving the RTF
from node 3, and generates a different RID embedded in its CTF for node 3.

Note that a node in ADC will not reply with CTF after it receives a broadcast
RTF from any higher-grade node, until it determines its RID and parent in the
lower grade. For example, node 3 will not be set as a parent by node 4 or 5 if it
has not yet determined its RID and parent. In addition, it would be also possible
that node 1 could successfully receive both the broadcast RTFs from node 2 and
3 if they could not hear each other during their contention (i.e., they are hidden
terminals to each other). Node 1 will set a flag in its replied CTF to notify node
2 and 3 of regenerating their RIDs, if they have identical RIDs.

ADC only needs to handle the RID conflict among those nodes which have
the same parent. Because, even if two nodes in the same grade have an identical
RID, their data transmissions will not be affected as long as they have different
parent. Therefore, ADC can use a small integer range for uniformly at random
generating an RID for each node. In the ADC implementation in Contiki, we
use an 8-bit variable for RID with a range of [0, 255] (as shown in Fig. 2), since
the number of the children a node has is usually much less than 256.
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2.4 Data Transmission with Dynamic Duty-Cycling

The number of slots in status S determines how long a radio can sleep during
a cycle. The more slots S contains, the lower duty cycle a node has and corre-
spondingly the more energy can be saved. However, a low duty cycle will lead
to a long packet delivery latency and low network throughput, especially under
heavy traffic loads, while a high duty cycle will lead to an unwanted energy con-
sumption, especially under light traffic loads. Therefore, a dynamic duty cycle
adaptive to the network traffic load is highly expected. ADC can adaptively
utilize the sleeping slots in status S to achieve dynamic duty-cycling (DDC).

To this end, the RTF packet contains a DDC flag, which will be set if a
node has more than one packet to be transmitted, so that its receiver would
wake up in status S instead of waiting for the next status R to receive the left
packet. Depending on whether it is a last-hop transmission or not, the dynamic
duty-cycling scheme in ADC will be discussed under two cases:

Non-last-hop Transmission. Figure 3 shows an example for illustration about
the data transmissions along a path A → B → C, where node A, B, and C are
in grade i + 2, i + 1, and i (i ∈ Z and i ≥ 1), respectively. Assume node A
receives an RTF with the DDC flag set from a child node in grade i + 3 in
the R status before t0 (not shown in the figure). Then node A will adjust its
schedule to reserve two continuous sleeping slots in status S (R and T in italic in
the figure), which are used for receiving one more data packet from that child
and forwarding the packet to its parent (node B), respectively. Meanwhile, in the
upcoming T status after t0, node A will also set the DDC flag in its own RTF. So
do node B and C, and thus the data packet can still be forwarded in a pipelined
fashion in status S. Considering the interference range is about two times longer
than the transmission range for the wireless communication in an open-space
environment [11], after any pair of statuses R and T, a node has to sleep at least
two slots before waking up again for another data transmission, so that it will
not interfere with its previous/next-hop neighbors. Therefore, the sleeping slots
in status S cannot be utilized for data transmissions unless S contains at least
6 slots, and the maximum number of sleeping slots in status S that a node can
utilize for data transmissions is

⌊
#of slots in S−2

4

⌋
× 2.

Fig. 3. Non-last-hop transmission along a path A → B → C.

Last-Hop Transmission. The data transmissions along a path A → B →
sink shown as in Fig. 4 are utilized for illustration. There are two cases for the
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last-hop transmission, depending on whether or not a grade-two node (e.g., node
A in Fig. 4) either receives an RTF with the DDC flag set in status R or sets
the DDC flag of its own RTF in status T. If so, it is similar to the non-last-hop
transmission, as shown in Fig. 4(a), except that it is not necessary for node B
to set the DDC flag of its RTF packet to inform the sink node of waking up,
since the sink node could be always awake for collecting data. Otherwise, all the
sleeping slots of node B except the two immediately before the next regular R
status can be utilized for transmitting data, as shown in Fig. 4(b), since they
will not interfere with the previous-hop transmissions.

(a) Node A reserves the sleeping slots in
status S for data transmission.

(b) Node A has no data packet to be
transmitted in status S.

Fig. 4. Last-hop transmission along a path A → B → sink: (a) A reserves the sleeping
slots in status S for data transmission, and (b) A has no reservation.

3 Implementation and Evaluation

ADC has been implemented in the latest Contiki OS [8] and evaluated in a
testbed consisting of 5 Z1 and 2 MicaZ motes, as shown in Fig. 5. Contiki also
provides a network simulator, called Cooja [12], which runs simulations based
on the Contiki OS and fully emulated hardware devices, so that the codes devel-
oped for a Cooja simulation can be directly uploaded to real hardware devices
even without any change, tremendously accelerating the development of realistic
sensor networks. ADC is evaluated in terms of packet delivery ratio, average hop
delivery latency, and average node duty cycle. PDC is used as a benchmark for
comparison, which is one of the state-of-the-art collection protocols. Using the
same code, we also conduct a Cooja simulation with 5 fully emulated Z1 and 2

Fig. 5. A testbed consisting of 5 Z1 and 2 MicaZ motes forming a 3-hop network.
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Tmote Sky (currently, Cooja does not support the communication between the
emulated MicaZ and non-MicaZ platforms) based on the same network as in the
testbed, and another one based on a larger heterogeneous network, which are
not shown due to the page limit. All the results are consistent with each other.

In the testbed, there are six source nodes and one sink node, forming a 3-hop
network with the topology shown as in Fig. 5. Each source node will generate
50 packets, with the packet generation interval (PGI) varying from 1 to 9 s.
The retransmission limit for each packet is set to 5. The queue buffer size is set
to 10 packets. A unique ID is pre-assigned to each node. Both the ADCs with
and without free addressing are evaluated, denoted as “ADC-FA” and “ADC-No
FA”, respectively. In ADC-FA, nodes do not use the pre-assigned IDs but the
RIDs generated in runtime. The number of sleeping slots (SSL) contained in S
is set to 10 or 18, and thus for ADC, the maximum number of times that a node
can wake up during its S status for data transmission is 2 or 4, respectively (i.e.,
at most 2×2 = 4 or 4×2 = 8 sleeping slots can be utilized for data transmission,
respectively). We run each experiment 3 times for a duration of 40 min.

Since PDC cannot utilize the sleeping slots for data transmission, the packet
delivery ratio in PDC is much lower than in ADC, as shown in Fig. 6(a). For
PDC, a larger SSL will lead to a lower packet delivery ratio, because if a packet
fails in being transmitted in the current cycle, it has to wait SSL slots for the
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Fig. 6. ADC performance evaluation based on the testbed shown in Fig. 5.
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next cycle, and thus the node queue becomes full faster, resulting in more packet
loss. In contrast, SSL affects ADC very slightly.

SSL also has a very slight effect on the average hop delivery latency in ADC,
as shown in Fig. 6(b). However, with a larger SSL in PDC, a packet has a longer
waiting time on average, leading to a larger delivery latency. In addition, as PGI
increases, the packet delivery latency in PDC increases first and then decreases.
Because as PGI increases, more packets can reach the sink node but with longer
queue waiting time, which contributes to increasing the latency as a dominating
part, while as PGI continuously increases, packets can be forwarded faster, which
dominates and decreases the latency. In contrast, the packet delivery latency in
ADC decreases always, and finally has almost no change when the queue waiting
time of a packet cannot be decreased any more.

As shown in Fig. 6(c), with a larger SSL in PDC, a node can have more
time to be in S status, corresponding to a lower duty cycle. ADC has a similar
performance, because the least number of sleeping slots where a node in the
ADC with SSL = 18 has to be asleep is larger than in the ADC with SSL = 10
(18−� 18−2

4 �×2 = 10 vs. 10−� 10−2
4 �×2 = 6). In addition, the duty cycle in both

ADC and PDC has almost no change as PGI increases, due to the fact that the
number of packets to be transmitted is fixed. Since ADC can use the sleeping
slots for data transmission, the duty cycle in ADC is a little higher than in PDC.
As the network becomes idle, ADC adaptively does not wake up in S status and
increasingly achieves the same duty cycle as PDC, as shown in Fig. 6(d).

For setting an appropriate SSL, obviously, there is a tradeoff in PDC among
the three metrics. For example, a larger SSL can conserve more energy but lead
to a lower packet delivery ratio and longer latency. On the contrary, a larger SSL
is expected in ADC for conserving more energy, without obviously affecting the
other two performance metrics. Furthermore, all the results in Fig. 6 show that
the ADCs with and without free addressing have almost the same performance,
which demonstrates the efficacy of the proposed free-addressing scheme.

4 Conclusion

This paper presented an adaptive data collection protocol, ADC, for WSNs.
With the dynamic duty-cycling feature, ADC can utilize the sleeping slots adap-
tively for data transmission, improving the network load adaptivity and energy
efficiency. With the free-addressing feature, there is no need to pre-assign unique
addresses to sensor nodes or perform any address allocation and management
procedure in runtime, improving the network heterogeneity.
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Abstract. To improve the efficiency of carrier sense multiple access
(CSMA)-based medium access control (MAC) protocol, CSMA with col-
lision resolution (CSMA/CR) has been proposed. In the CSMA/CR pro-
tocol, a transmitting station can detect a collision by employing addi-
tional carrier sensing after the start of data transmission and resolve the
next collision that might occur by broadcasting a jam signal during a
collision detection (CD) period. By extending this original CSMA/CR
protocol that uses a single CD phase, in this paper we propose a multi-
phased CSMA/CR (MP-CSMA/CR) protocol that employs multiple CD
phases. In the proposed MP-CSMA/CR protocol, colliding stations are
filtered in each CD phase, and only surviving stations compete again
in the next CD phase. Therefore, the collision resolution probability
becomes higher as the CD phases proceed. Results show that the pro-
posed MP-CSMA/CR protocol significantly outperforms the conven-
tional CSMA/CR with a single CD phase.

Keywords: Carrier sense multiple access (CSMA) · Medium access
control (MAC) · Collision detection · Collision resolution

1 Introduction

One of the most performance-effective factors in a distributed wireless network
is the medium access control (MAC) protocol, which decides how to efficiently
distribute the limited radio resources among users while ensuring fair treatment
of all users. A representative distributed MAC protocol in the distributed net-
work is the carrier sensing multiple access with collision avoidance (CSMA/CA)
protocol, which is widely used because of its operational simplicity [1]. However,
it is well known that the efficiency of CSMA/CA is reduced by the successive
collisions of retransmitted data as the number of contending stations increases
[2]. To improve the efficiency of CSMA-based MAC protocols, the CSMA with
collision detection (CSMA/CD)-like behavior has been variously emulated in
wireless environments [3–7]. This attempt is due to the fact that CSMA/CD
makes it possible for the transmitter to detect a collision while sending data and
to suspend the transmission immediately when a collision is detected. However,
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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the original CSMA/CD protocol is infeasible in wireless media because the wire-
less transmitter cannot send and listen at the same time on the same channel. If
so, the receiver of the transmitter is overwhelmed by its own transmission power,
which is called the deafness problem in wireless media.

As the first attempt to overcome the deafness problem and allow the
CSMA/CD operation in a wireless network, CSMA with time-split collision
detection has been proposed under assuming a long propagation delay [3]. In
this protocol, the transmitter stops after sending a preamble with a fixed length
and shortly performs carrier sensing. Because of the discriminating radio propa-
gation delay, simultaneously transmitting stations can detect the other preamble
signals and thus pause their data transmissions. For a shorter delay environ-
ment, CSMA with time-split collision detection based on multi-tone tree search
has been proposed as well [4]. As more practical approach to collision detection
in wireless media, a wireless CSMA/CD (WCSMA/CD) protocol has been pre-
sented [5,6]. In WCSMA/CD, every station defines a collision detection (CD)
period with the same length and each transmitter randomly decides a short CD
slot during the CD period after the data transmission starts. Then, the trans-
mitter senses the channel at the selected CD slot to verify whether a collision
has happened. If colliding stations exists and they all do not select the same
CD slot, each station detects an energy level higher than the threshold at the
CD slot; thus detecting a collision. In this case, the colliding stations abort their
transmission within the CD period and thus the wasted time is reduced. By
enhancing the WCSMA/CD, the CSMA with collision resolution (CSMA/CR)
protocol has also been proposed [7]. Upon detecting a collision in CSMA/CR,
the transmitter instantly stops its transmission and broadcasts a jam signal in
order to notice the other stations that they must abort their transmissions. The
CSMA/CR protocol gives a priority to the station that has sent the jam sig-
nal during the CD period to retransmit the data without backoff and makes the
other stations defer access automatically. Consequently, this operation resolves a
next collision that might occur and so leads to more performance improvement.

Although the previous CSMA/CR improves the MAC efficiency considerably,
the access collision still exists and the throughput degrades due to the collision,
backoff time, and additional protocol overhead. These problem become severer
particularly when the number of accessing stations increases significantly [8].
In this paper, by extending the original CSMA/CR protocol [7], we propose a
multi-phased CSMA/CR (MP-CSMA/CR) that employs multiple CD periods
in order to further increase the probability of collision resolution and therefore
increase the throughput. We investigate optimal operating parameters, such as
the number of CD phases and the number of CD slots per phase, to maximize
the throughput.

The rest of this paper is organized as follows. Section 2 reviews the opera-
tion of the original CSMA/CR protocol. Section 3 explains the operation of the
proposed MP-CSMA/CR protocol in detail. Section 4 shows the throughput of
MP-CSMA/CR by considering various parameters. Finally, Sect. 5 presents the
conclusions drawn in this study.
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2 Original CSMA/CR Protocol

In the CSMA/CR protocol, every transmitter allocates a short CD slot randomly
within a predetermined fixed CD period when the data transmission starts.
Thereafter, it senses the channel at the selected CD slot to verify whether energy
or jam signal or both are detected or not. This operation generates four events
in CSMA/CR, as shown in Fig. 1.

Fig. 1. Possible cases in CSMA/CR with a single phase; (a) 1st success: only one
station accesses the channel, (b) 2nd success: collision is resolved as only one station
chooses the earliest CD slot, (c) 1st failure: every station chooses the same CD slot,
(d) 2nd failure: two or more (not all) stations choose the earliest CD slot.

Figure 1(a) illustrates the first success case in which any stations do not access
simultaneously; therefore, neither energy nor jam is not sensed during the CD
slot. The station keeps transmitting its data right after the short sensing at the
CD slot and completes transmission successfully. Figure 1(b) shows the second
success case in which Station 1, which chooses the earliest CD slot among the
colliding stations, detects the energy but not a jam. Because Station 1 detects
a collision first, it should subsequently transmits a jam signal instead of a data
signal during the remainder of the CD period. This enables Stations 2 and 3 that
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select a later CD slot to detect both the energy and jam signal and their on-
going transmissions to abort immediately. At the end of the CD period, only the
station that sent the jam signal is permitted to retransmit its data immediately
without backoff whereas the other stations defer their access automatically. Such
collision resolution protocol promises successful data retransmission of at least
one station if a collision is detected during the CD period.

Figure 1(c) exhibits the first failure in which all colliding stations choose
the same CD slot. Thus, they cannot detect the energy and thus continue data
transmission, which cause transmission failure. The transmitter can recognize
transmission failure by the lack of receipt of the acknowledgement (ACK) packet.
Then, it retries to access after backoff. Figure 1(d) depicts another transmission
failure when two or more stations (but not all) choose the earliest CD slot;
therefore, the stations recognize only the energy, send the jam signal equally
during the remaining CD period, and transmit the new data simultaneously.
This also causes transmission failure.1 Here, we denote the lengths of the CD
slot, CD period, and transmitted data by Tslot, Tcdp, and Tdata, respectively, and
indicate the channel usage time in each case. Note that in the second success
and failure cases, the wasted channel time is more than that in the first ones.

3 Proposed Multi-phased CSMA/CR Protocol

In the CSMA/CR protocol, collision can be resolved by one random slot selection
in one CD period. However, there is still a chance of failure in collision resolu-
tion, as shown in Figs. 1(c) and (d). To decrease these failure probabilities, we
try to repeat the CD period to provide more opportunities for random slot selec-
tion, thus utilizing the multiple CD phases. The operation of MP-CSMA/CR is
described in following algorithm. As shown in Lines 7–20, in MP-CSMA/CR,
the collision resolution process is repeated as many times as the predetermined
number of CD phases (h).

Pseudo code of the proposed MP-CSMA/CR protocol

01: Sense the channel

02: IF (channel is idle & random[0,1] < p)

03: Start data transmission

04: ELSE

05: Wait until the channel is idle

06: ENDIF

07: FOR (i=0; i<h; i++) /* h = # of CD phases */

08: Select a CD slot number=random[1,m] /* m = # of CD slots per phase */

09: Pause at the selected CD slot and sense the channel

10: SWITCH (sensing result)

11: CASE (Energy=No & Jam=No):

12: Continue data transmission

13: CASE (Energy=Yes & Jam=No):

1 In this case, the station that selects the later CD slot (i.e., Station 3) detects the over-
lapped jam signal. Because an overlapped signal with the same pattern is generally
detectable [9], Station 3 can recognize the jam signal and stop its transmission.
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14: Transmit a jam signal until the current CD period ends

15: Retransmit data from the beginning

16: CASE (Energy=Yes & Jam=Yes):

17: Stop data transmission

18: Break and go to Line 21

19: END SWITCH

20: END FOR

21: IF (Receive ACK)

22: Transmission success

23: ELSE

24: Transmission failure

25: Execute backoff procedure

26: END IF

To explain the operation of MP-CSMA/CR in detail, we illustrate the pos-
sible event cases when only two CD phases are used. As shown in Fig. 2, there
are three successful transmission cases and three failure cases. Figure 2(a) shows
the case when only one station accesses the channel and no collision occurs.
Figure 2(b) shows the case when only one station chooses the earliest CD slot at
the first CD phase, and collision resolution is successful at the first CD phase.
Figure 2(c) shows the case when collision resolution fails as two stations of the
total three stations choose the earliest CD slot at the first CD phase. However,
at the second CD phase, these two colliding stations continue the collision reso-
lution process and only one station among them chooses the earliest CD slot and
eventually collision is resolved. As shown, in each CD phase, only the stations
that select the earliest CD slot are filtered. They compete again in the next CD
phase. In this way, as the CD phase proceeds, the number of contending sta-
tions decreases and the collision resolution probability (i.e., the probability that
only one station selects the earliest CD slot in each CD phase) increases. Note
that each case has a different channel usage time. In other words, each case is
classified according to the channel usage time.

As shown in Figs. 1(c) and (d), transmission fails when all stations select
the same CD slot or some stations select the earliest CD slot. In each case, the
wasted channel time is different. By an appropriate arrangement of two such
cases in two CD phases, we get three cases of transmission failure based on
wasted channel times. Figure 2(d) shows the case when all stations choose the
same CD slot in every CD phase. Figure 2(e) shows the case when some stations
choose the earliest CD slot at the first CD phase and all the surviving stations
choose the same CD slot at the second CD phase. Figure 2(f) shows the case
when some stations choose the earliest CD slot at the second CD phase after
any failure at the first CD phase. Note that in the latter case more channel time
is wasted.

It is worth noting that MP-CSMA/CR has two strong points that contribute
to performance improvement. The first one is that only stations that choose the
earliest CD slot are filtered in each CD phase and have a chance to retry at the
next CD phase. This makes the number of contending stations decrease as the
CD phase proceeds, eventually increasing the probability of collision resolution.
The second point is that if the collision is resolved at a certain CD phase (i.e.,
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Fig. 2. Event cases in MP-CSMA/CR with two CD phases; (a) 1st success case: only
one station accesses the channel, (b) 2nd success case: collision is resolved at the first
CD phase, (c) 3rd success case: collision is resolved at the second CD phase, (d) 1st
failure case: all stations choose the same CD slot in all CD phases, (e) 2nd failure case:
some stations choose the earliest CD slot at the first CD phase and all the surviving
stations choose the same CD slot at the second CD phase, (f) 3rd failure case: some
stations choose the earliest CD slot at the second CD phase after any failure at the
first CD phase.

only one station chooses the earliest CD slot), all the data transmitted during
the following CD phases is valid (not corrupted), and just one CD slot in each
CD phase is added as the overhead. This does not cause a large transmission
overhead although the CD phases remain after a collision is successfully resolved.

4 Results and Discussions

We consider a fully connected wireless network where numerous stations exist
[5–7]. This means that the stations are densely located and each station can
detect the transmission of any other station in the network (i.e., no hidden or
exposed terminal exists). We assume that channel condition is ideal so that
channel and sensing errors do not exist. Thus, transmission failure occurs by
only access collision [10,11]. In addition, we suppose a saturation condition in
which every station has data packets in the buffer all the time and always tries to
access the channel [12,13]. We assume a slotted p-persistent access mechanism;
thus, every station accesses the idle channel with the probability p (0 < p ≤ 1)
[6,14]. This access probability p can be adjusted by the network conditions or
traffic loads, but we fix it here to focus on the influence of the other parameters
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on the performance. We also assume that the propagation delay is much smaller
than the slot time and is neglected. We suppose that all stations transmit data
of the same size and denote the data transmission time by Tdata, which contains
the short inter-frame space and ACK reception time [6]. We denote the length
of the CD slot by Tslot and set the CD slot length to be the same as the general
slot length by considering the worst case scenario because the CD slot time must
be shorter than the general slot time to prevent the other stations from trying
a new access when a station senses at a CD slot [5]. We denote the number
of available CD slots per CD phase by m. For simplicity, we assume that the
number of CD slots is fixed in each CD phase. Moreover, we denote the length of
one CD period by Tcdp, which becomes Tcdp = (1+m)Tslot because the first slot
must include the preamble and the information of the selected CD slot number
to preserve synchronization and data integrity at the receiving station [6]. We
denote the number of CD phases by h and the number of stations by n.

We compare the proposed MP-CSMA/CR protocol with the original single-
phased CSMA/CR protocol.2 For evaluation, we fix the values of p and Tslot and
vary the values of n, m, h, and Tdata within appropriate ranges. We set p = 1
(i.e., 1-persistent CSMA) to verify the effectiveness of the proposed scheme under
heavy traffic conditions without any access control mechanism. Moreover, Tslot

is set to 9µs by considering the OFDM PHY mode specified in the IEEE 802.11
system [15] and the default of the data size Tdata is set to 512 bytes under the
assumption of a data transmission rate of 6 Mbps.
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Fig. 3. Throughput vs. number of stations subject to h(m + 1) ≤ 20.

Figure 3 shows the normalized throughput versus the number of stations for
some (h,m)-pairs subject to h(m + 1) ≤ 20. The throughput decreases as the

2 The comparison results of CSMA/CR with the other CSMA-based MAC protocols
(i.e., CSMA/CA and WCSMA/CD) can be found in [7].
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number of stations increases because of the increase of access collision. Compared
to the case of single-phase (h = 1), the multi-phase case (h ≥ 2) significantly
improves the throughput even though m is decreased. However, as h increases,
the performance gain is gradually reduced and the throughput is maximized at
h = 4 because a large value of h diminishes the m value and induces more colli-
sions in each CD phase. Hence, it is important for MP-CSMA/CR to determine
the (h,m)-pair that will maximize the throughput.
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Fig. 4. (a) Throughput vs. (h,m)-pair when n = 50 and (b) optimal (h,m)-pair vs.
number of stations.

Figure 4(a) shows the throughput versus the (h,m)-pair when n is fixed as
50. As both h and m increase, the throughput increases sharply but begins to
decrease gradually at a certain point. That is, the throughput follows a concave
form as a function of h and m and it reaches the maximum at (h,m)∗ = (6, 4)
when n = 50. The reason why the decreasing rate of the throughput is smaller
than the increasing rate is because once the collision is resolved at a certain CD
phase, all the transmitted data except just one CD slot per phase in the following
CD phase is valid. Figure 4(b) shows the optimal (h,m)-pair as a function of the
number of stations. Here, the optimal (h,m)-pair that maximizes the throughput
was found by exhaustive search. Interestingly, the optimal value of m is fixed
as 4 except when n = 2. On the other hand, the optimal value of h gradually
increases from 4 to 6 as n increases from 2 to 100. This observation reveals that
h (i.e., the number of CD phases) is more sensitive to the throughput of MP-
CSMA/CR than m (i.e., the number of CD slots per phase), in accordance with
the change in the number of contending stations.

Figure 5 shows the throughput versus the number of stations when the opti-
mal (h,m)-pair obtained in Fig. 4(b) is applied. For comparison, we fix h and
obtain again the optimal m that maximizes the throughput. As shown, the high-
est throughput is always achieved when the optimal (h,m)-pair is applied based
on the change in the number of stations.
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Fig. 5. Throughput vs. number of stations when the optimal (h,m)-pair is applied.

5 Conclusion

In this paper, we proposed the MP-CSMA/CR protocol by extending the typi-
cal CSMA/CR protocol to employ multiple CD phases. Results showed that the
proposed MP-CSMA/CR significantly improves the throughput compared with
the conventional CSMA/CR that uses a single CD phase. Moreover, the results
showed that under the conditions of the same length of the total CD period,
the increase in the number of CD phases (h) is more effective for achieving
successful transmission than the increase in the number of CD slots per phase
(m). Regarding the parameters h and m, we revealed that there exists an opti-
mal (h,m)-pair that maximizes the throughput and h is more sensitive to the
performance than m. Taking into account its improved performance, we expect
that the proposed MP-CSMA/CR can be useful as a distributed MAC protocol
in future networks with densely deployed stations. For further study, we will
analyze the performance of MP-CSMA/CR numerically.
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Abstract. This paper introduces a relaying scheme of combining cellular net-
works to establish the relay selection mechanism in the heterogeneous coop-
erative network model, then based on the system capacity analysis, propose an
optimal relay selection scheme with the constraint of the specific outage prob-
ability and power allocation. And the multi-hop nodes can act as cooperative
mobile relays to ensure the normal communication, to save costs and energy
consumption caused by deploying a large number of fixed relays. Simulation
results show that the proposed relay node selection algorithm can guide how to
dispose the fixed number of relays in the cell and how to arrange these relays to
improve the performance of the ergodic capacity of the system.

Keywords: Wireless communication � Cooperative communication � Channel
capacity � Multi-relay � Relay node placement

1 Introduction

The wireless communication systems are required to provide more high-rate multi-
media services and data services than ever before, so the purpose of the cooperative
communication is to make full use of the resource [1], and to improve the performance
of the node which has the demand of communication with participating into the
high-speed and reliable wireless communication [2]. Many contributions have been
made by previous researchers on how to choose suitable cooperative relay nodes, the
reference [3] mainly introduced the multi-relay cooperative communication into the
existing cellular structure and it is considered as one of the most practical improve-
ments under the demand of high rate and high coverage. The work in [4] studied the
joint optimization of the relay position and power allocation according to the channel
capacity as the performance indicator in the multi-relay cooperative communication.
And the reference [5] calculated the exact capacity of multi-relay multiuser cooperative
networks based on two-step relay selection scheme. And it advocated the capacity
analysis of an amplify-and-forward cooperative communication system model in
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multi-relay multiuser networks. Determining the number of relay nodes is also a hot
issue. Therefore, in this paper, we study the joint optimization of the number and
placement of relay nodes according to the ergodic capacity of the multi-relay coop-
erative system. According to the way of relay nodes processing and forwarding
information, the relays can be sorted into Amplify-and-Forward (AF) and Decode-and-
Forward (DF) [6].

For the cell in which relay stations are deployed, the number and placement of relay
nodes will greatly impact the capacity of the network [7]. On the basis of the former
research [8, 9] of the instantaneous capacity, we consider AF in our system model,
constitute a cooperative communication model of a multiuser cellular relay network,
and investigate the joint optimization problem of the number and placement of relay
nodes for multi-relay cooperative communication system, and then we analyze the
relationship between the channel ergodic capacity and the number and placement of the
relay nodes.

2 Relay Model

The earliest model of the cooperative communication is a three-node model [10],
followed by the continuous emergence of multi-relay parallel transmission model and
multi-hop model. Due to the different locations of users, the communication between
the mobile terminal and the base station can be achieved by the assistance of one or
more relay stations.

We consider a homogeneous isotropic unitary cell [11] of circular structure as
shown in Fig. 1. The system which is fixed to a certain place in the cell choosing a
single relay node to communicate with the base station can be treated as a three-node
cooperative communication model. Therefore, in order to simplify the notations in the
down-link scenario [12, 13], we respectively use the source node S, the relay node R
and the destination node D to stand for the base station BS, the wireless access point AP
or the mobile station MS. The radius of the cellular circle is L, the center of the circle is
the location of the base station S, and there are M relays Rm (m ¼ 1; 2; . . .M) located in
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R3(AP2)
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R2(MS2)

D2(MS3)

R6(MS6)

D1(MS1)

Fig. 1. A homogeneous isotropic unitary cell
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the cell. At the same time, N mobile stations Dn (n ¼ 1; 2; . . .N) are also uniformly
distributed in the same area [14]. We consider the symmetry of the circular cell and the
uniform distribution of the mobile terminals, and a large number of literature [15, 16]
demonstrated by simulation that we can gain the optimal system performance of the
cell in which relays are uniformly distributed when the base station is the center of the
circular cell.

3 The Selection Algorithm of Relay Nodes

3.1 The Relay Model

The corresponding instantaneous SNRS of the links of S to Dn, S to Rm and Rm to Dn are

denoted by cS;Dn
, cS;Rm

and cRm;Dn
. Then cS;Dn

¼ PS
NO

hS;Dn

�� ��2, cS;Rm
¼ PS

NO
hS;Rm

�� ��2 and

cRm;Dn
¼ PR

NO
hRm;Dn

�� ��2. cS;Rm
¼ PS

NO
Eð hS;Rm

�� ��2Þ and cRm;Dn
¼ PR

NO
Eð hRm;Dn

�� ��2Þ are the means
of cS;Rm

and cRm;Dn
[17].

When the source node S send information to the destination node Dn directly, the
direct channel capacity [18] CDn is

CDn ¼ log2ð1þ cS;Dn
Þ: ð1Þ

The multi-node cooperative transmission instantaneous capacity using AF protocol
CAF can be written as

CAF ¼ 1
2
log2ð1þ cS;Dn

þ cS;Rm;Dn
Þ: ð2Þ

Where cS;Rm;Dn
is the instantaneous equivalent SNR of the forwarding path [5],

which can be written as

cS;Rm;Dn
¼ cS;Rm

cRm;Dn

cS;Rm
þ cRm;Dn

þ 1
: ð3Þ

Therefore, the AF cooperative state ergodic capacity is

CAF ¼ Eh½CAF � ¼ EcS;Dn ;cS;Rm ;cRm ;Dn
½1
2
log2ð1þ cS;Dn

þ cS;Rm;Dm
Þ�: ð4Þ

cS;Rm
and cRm;Dn

are two random variables satisfying the exponential distribution, so
we assume the parameters are kS;Rm and kRm;Dn . When the SNR is high, cS;Rm;Dn

is still an
approximate exponential random variable [19], so we set the parameter is kS;Rm;Dn .

kS;Rm;Dn ¼ kS;Rm þ kRm;Dn ð5Þ

On Relay Node Selection for Multi-relay Cooperative Communication 235



Let cS;Rm;Dn
¼ 1

kS;Rm ;Dn
¼ 1

daS;Rm
No
PS

þ daRm ;Dn
No
PR

. According to the formula (4) and Jensen

inequality, we can obtain the upper bound for the AF cooperative state ergodic capacity
which is:

CAF � 1
2
log2ð1þ cS;D þ cS;Rm;Dn

Þ ¼ 1
2
log2ð1þ

1

daS;Dn

NO
PS

þ 1

daS;Rm

NO
PS

þ daRm;Dn

NO
PR

Þ: ð6Þ

So the under link state ergodic capacity of multi-user [19] can be expressed as

C ¼
1
2 log2 1þ 1

das;Dn
N0
Ps

þ 1
daS;Rm

NO
PS

þ daRm ;Dn

NO
PR

� �
; ðl; hÞ 2 Smðm ¼ 1; . . .MÞ;

log2 1þ 1
daS;Dn

NO
PS

� �
; ðl; hÞ 2 S0

8>><>>:
9>>=>>; ð7Þ

Then we give the specific analysis of the scene of the circular cell. According to
Fig. 1, we can obtain

XS;Dn ¼ l�a;XRm;Dn ¼ d�a

XS;Rn ¼ ðl2 þ d2 � 2ld cosðh� 2pm=MÞÞ�a=2 ð8Þ

By substituting formula (8) into formula (7), we can obtain the state erode capacity
C as

C ¼
1
2 log2 1þP

0l�a
S þ 1

ðl2 þ d2�2ld cos hÞa=2NoPs þ da
NO
PR

� �
; dth\l\L;

log2 1þ Pl�a
S
No

� �
; 0� l� dth

8><>:
9>=>; ð9Þ

Because of the good symmetry of the circular cell and the hypothesis of the uniform
distribution of all the users and relays, if we intend to calculate the expectation of the
state ergodic capacity of all user’s position in the cell, we only need to research on the
sector coverage of one-single relay, then we can obtain the ergodic capacity of the
whole cell by multiplying the number of relays M. The capacity of users in the interval
is CS=SAF ðM; d; l; hÞ, h 2 ½�p=M; p=M�. Based on the above formula (9), we can cal-
culate the ergodic capacity of the system as

bCðM; dÞ ¼ El;h½bCðM; d; l; hÞ�

¼ M

Z p
M

�p
M

Z dth

0
wðl; hÞCDðM; d; l; hÞdldh

þ
Z p

M

�p
M

Z L

dth

wðl; hÞCAFðM; d; l; hÞdldh

0BBBB@
1CCCCA ¼ 2M

pL2

Z p
M

0

Z dth

0
lðM; d; l; hÞdldh

þ
Z p

M

0

Z L

dth

lCAFðM; d; l; hÞdldh

0BBBB@
1CCCCA:

ð10Þ
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To sum up, the objective function of the joint optimization in the multi-relay
amplify and forward cooperative communication is

maxM;dĈðM; dÞ: ð11Þ

The constraint conditions are M� 3 and M 2 Z
þ

0� d� L

� �
.

3.2 Performance Analysis of the Relayed System

We study on the impact of the relay number M and the relay radius d on the objective
function bCðM; dÞ, respectively.
(1) The monotonicity relationship between bCðM; dÞ and M.

Taking the relay radius d as a constant, bCðM; dÞ is a function whose variable is the
relay number M. According to formula (11), we can obtain

bCðMÞ ¼ C1 þC2M
Z p=M

0

Z L

dth

l log2ðC3 þ ½C4ðl2 þ d2 � 2ld cos hÞa=2 þC5��1Þdldh:

ð12Þ

Where Ciði ¼ 1; . . .5Þ can be regarded as constant values which have nothing to do
with M, and Ci [ 0.

Combining with formula (12) and the integral mean value theorem, we can obtain

@ bCðMÞ
@M

¼ C2

Z p
M

0

Z L

dth

l log2 C3 þ ½C4ðl2 þ d2 � 2ld cos hÞa=2 þC5��1
� �

dldh

� C2
p
M

Z L

dth

l log2 C2 þ ½C4ðl2 þ d2 � 2ld cos
p
M
Þa=2 þC5��1

� �
dl

¼ C2
p
M

Z L

dth

l log2 C3 þ ½C4ðl2 þ d2 � 2ld cos hÞa=2 þC5��1
� �

dl

� C2
p
M

Z L

dth

l log2 C2 þ ½C4ðl2 þ d2 � 2ld cos
p
M
Þa=2 þC5��1

� �
dl

ð13Þ

Where n 2 ð0; p=MÞ, because M� 2, there is 0\n\ p
M � p

2. So @CðMÞ
@M [ 0,

namely, the ergodic capacity of the system is the monotonically increasing function
about M.

(2) The monotonicity relationship between bCðM; dÞ and d.

Taking the relay number M as a constant, bCðM; dÞ is a function whose variable is the
relay radius d. Here in order to simplify the derivation, we set /ðdÞ ¼ d, P

0
S ¼ P

0
R ¼ P,

a ¼ 4. And according to formula (10), we can obtain
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bCðdÞ ¼ 2
L2

Z d

0
l log2ð1þPl�4Þdl

þ 1
L2

Z L

d
l
Z p

M

0
log2 1þPl�4 þ P

ðl2 þ d2 � 2ld coshÞ2 þ d4

 !
dhdl

ð14Þ

Because the derivation process of bCðdÞ about d is very complicated, here the
conclusion after the derivation; is given directly as

@2 bCðdÞ
@d2

\0: ð15Þ

According to formula (15), we can know that the figure of bCðdÞ is convex arc

which increases first and then decreases. When @bCðdÞ
@d ¼ 0, we can obtain the optimal

position (namely the maximum ergodic capacity) of the relay node d�ðMÞ based on the
fixed relay numbers.

Here we give the following conclusions: bCðM; dÞ is a monotonically increasing
function about M. For any M, there is only one optimal position d�ðMÞ corresponding
to the maximum ergodic capacity C�ðMÞ, namely

@ bCðM; dÞ
@d

¼ 0 ) d � ðMÞ ) bCðMÞ ¼ bCðM; d � ðMÞÞ: ð16Þ

(3) The determination of the optimal relay number M and relay radius d.

The following inspection is the enhancement of the percentage of the capacity
based on the relay number M, namely, to fix the relay radius d, and we compare the
corresponding ergodic capacity bCðM; dÞ when the relay number is M with the corre-
sponding ergodic capacity bCðM � 1; dÞ when the relay number is M � 1. We calculate
the increasing percentage taking the cost consideration KðMÞ into account when we
increase the relay number.

KðMÞ ¼
bCðM; dÞ � bCðM � 1; dÞbCðM � 1; dÞ ð17Þ

Taking the cost consideration into account when we increase the relay number, and
combining with the experience in the project application, we determine the threshold e
of the increasing percentage of the ergodic capacity as the relay number M increases.
Then according to the following formulas, we determine the optimal M� and d� as

M� ¼ arg min
M

KMðMÞ	 
� e

� �
ð18Þ
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@ bCðM�; dÞ
@d

¼ 0 ) d � ðM�Þ ð19Þ

4 Numerical Results and Analysis

In order to have an intuitive knowledge of the relationship between the given exact
value of the ergodic capacity and the upper bound, we use PT to denote the summation
of PS and PR. Figures 3 and 4 respectively give the comparison between the upper
bound of ergodic capacity and numerical integration for PS ¼ PR ¼ PT=2 and
PS ¼ PR ¼ 2PT=3.

As shown in Figs. 2 and 3, we can see that the numerical curves and the simulation
curves of the state ergodic capacity are in good agreement and very close to the upper
bound under any channel variance and power allocation. Therefore, according to the
upper bound of formula (5), we can obtain relatively accurate state ergodic capacity of
multiuser.

In Fig. 4 we give the curves of the increasing percentage of the ergodic capacitybCðM;RrÞ about the relay number M when different relay nodes place at different radius
Rr. The radius of the cell L ¼ 1000m, NO ¼ 100 dBm, the path loss exponent a ¼ 4,
and we set PS and PR as a same fixed value, namely, PS ¼ PR ¼ 30 dBm. As for the
relay radius, we respectively choose three typical value of Rr ¼ 100m near the station,
Rr ¼ 100m near the edge of the cell and Rr ¼ 320m near the optimal position.

As can be seen from the Fig. 4, regardless of the position of the relay node, the
increasing percentage of the ergodic capacity decreases when M increases. When M is
small, the ergodic capacity increases largely, but when M increases to a certain extent,
and then add M, the increasing percentage of the ergodic capacity approaches to zero.
In addition, when the relay number M is determined, the relay radius also plays a
significant role.
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PS ¼ PR

On Relay Node Selection for Multi-relay Cooperative Communication 239



5 Conclusion

This paper investigates the joint optimization problem of the number and placement of
relay nodes based on the ergodic capacity of multiuser downlink, when multiuser use
AF relay mode for downlink communication in a circular relay cell. We give the
numerical expression of the multiuser downlink ergodic capacity, based on which we
analyze the relationship between the ergodic capacity and the number and placement of
relay nodes, the conclusions are as follows: (1) When the number of relay nodes is
small, increasing the quantity of relay nodes can greatly increase the ergodic capacity,
while the number of relay nodes is large, the performance improvement of the cell is
slight for the further increasing of the quantity of relay nodes. (2) When the relay
number is given, we can determine the optimal placement of the relay node by the
algorithm and the simulation. Finally, we propose a method to determine the optimal
number and placement of relay nodes, and provide an analysis and a theoretical basis
for how to dispose the fixed number of relays in the cell and how to arrange these
relays to improve the performance of the ergodic capacity of the system.
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Abstract. Previous studies for applying bio-inspired algorithms to
resolve the traditional issues in wireless networks were motivated by some
excellent characteristics of the bio-inspired algorithms including conver-
gence, scalability, adaptability, and stability. In this paper, we apply
the bio-inspired flocking algorithm to fair resource allocation in vehicle-
mounted mobile relay (VMR) deployed networks. Although a VMR-
deployed network has an advantage of the provision of high-quality com-
munication services to mobile devices inside the vehicle, it is more sus-
ceptible to inter-VMR and base station (BS)-VMR interferences because
both the mobility and geographical position of the VMRs and pedestrian
mobile stations (MSs) cannot be artificially controlled. Therefore, the
proposed flocking-inspired algorithm is designed to achieve the adap-
tive alleviation of the inter-VMR and BS-VMR interferences, and the
attainment of a fair and distributed resource allocation among competing
VMRs. We verify its self-adaptiveness under the dynamically changing
network topology. The results show that the proposed flocking-inspired
resource allocation method adaptively alleviates the inter-VMR and BS-
VMR interferences.

Keywords: Flocking · Resource allocation · Vehicle-mounted mobile
relay

1 Introduction

Over recent years, the widespread use of mobile devices equipped with wireless
technologies such as LTE, WiMAX, and WLAN has enabled a nearly ubiquitous
access to communication networks. The existing cellular networks, however, suf-
fer from problems such as propagation loss, and the coverage and capacity at the
cell borders remain relatively small because of a low Signal-to-Interference-plus-
Noise-Ratio (SINR) [1]. To resolve this problem, relay stations (RSs) that can be
deployed in existing cellular networks have been introduced to next-generation
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mobile networks [2]. The RSs are classified into the following three types: fixed,
nomadic, and mobile. Fixed RSs are permanently installed at fixed locations;
nomadic RSs are temporarily installed to extend the wireless service coverage
and for the provision of improved performances when many users simultane-
ously use a wireless service; and mobile RSs are fully mobile and can therefore
be installed in moving vehicles [3–5]. The advantage of vehicle-mounted mobile
relays (VMRs) is a capability that can provide high-quality communication ser-
vices to mobile users inside a vehicle with the help of smart antenna and multi-
antenna technologies; while it is almost impossible to apply these antenna tech-
nologies to mobile devices because of a limited space and the low transmission
power of mobile devices.

Up until now, research on the VMRs has been widely conducted. The authors
of [6] evaluated the performance of VMRs in consideration of the density of the
mobile RSs and the ratio of the access zones to the relay zones. In [7], a new
scheduling method was suggested for the mitigation of the interference that
occurs when a VMR is moving into a cell wherein a fixed relay is installed. To
resolve the frequent handover problem that is due to the high speed of mobile
relays, an enhanced handover scheme that uses an accelerated measurement
procedure and a group in-network handover procedure is suggested in [8]. The
authors of [9] proposed an optimal VMR handover method that adjusts the
handover interval according to a vehicle’s speed. In [10], a quantitative study has
been performed to investigate the benefits of mobile relays in cellular networks
with respect to the extension of base station coverage and the enhancement of
wireless connection throughput.

As observed in previous studies, one of the important characteristics of
VMRs is that they are deployed in scenarios wherein frequent and rapid net-
work topology changes caused by a vehicle’s mobility occur; this characteristic
feature causes a dynamically changing and uncontrollable interference among
the VMRs. When the density of VMRs increases (for example, the gathering of
VMRs in a specific area due to traffic congestion or a traffic signal), the inter-
VMR interference decreases the throughput of the mobile devices in a vehicle.
Moreover, VMR interference to pedestrian MSs that are directly connected to
the BS and located in nearby VMRs causes BS-VMR interference, and thereby
deteriorating the cell throughput performance. An efficient resource allocation
method that operates self-adaptively is therefore required to mitigate the effects
of dynamically changing inter-VMR and BS-VMR interferences.

On the other hand, many researchers have studied the mathematical model-
ing of natural phenomena, which is called as “biologically inspired” (bio-inspired)
algorithms. Bio-inspired algorithms are modeled on the behavior of organisms
on Earth, which have evolved with the goal of achieving given purposes whereby
the optimal results are ultimately obtained through the iterative and distrib-
uted executions of simple, heuristic operational rules without the aid of a central
coordinator. As we can observe from previous successful attempts to utilize the
bio-inspired algorithms [11–15], they have excellent characteristics including con-
vergence, scalability, adaptability, and stability. In particular, the flocking model
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analyzes the velocity and position control mechanisms of a group of living organ-
isms in an ecosystem such as large numbers of birds or fish [16,17]. The flocking
model has been evaluated as useful for distributed networking systems because
it can obtain global emergent behavior while each autonomous entity obeys only
simple rules, and the information about local neighbors is used without the aid
of a centralized coordinator. It is therefore expected that flocking-based resource
allocation method is a suitable solution that may cope with the severe environ-
ment of a vehicular network where network topology changes dynamically and
available bandwidth varies accordingly.

2 Flocking Model

The flocking model shows the phenomenon whereby each autonomous entity with
its own moving direction and velocity flocks and moves in the same direction, as
shown in Fig. 1. Each entity adjusts its velocity by interacting with its neighbor
entities. Suppose that there are N entities. Let the position and velocity of the
i-th entity in R

3 at the discrete time t ∈ N be xi(t) and vi(t), respectively. The
interaction between the neighbor entities is given by the following:

Fig. 1. Flocking behavior

dxi

dt
(t) = vi(t), (1)

vi(t + 1) − vi(t) =

λ

N

N∑

j=1

ψ(|xj(t) − xi(t)|)(vj(t) − vi(t)) (2)

for 1 ≤ i ≤ N and t > 0, where λ and ψ(·) are the non-negative learning
factor and a communication range function that quantifies the way the agents
influence each other, respectively [17]. Generally, ψ(·) is a non-negative function
of the distance between two agents. Some examples for ψ(·) are as follows:

ψ1(|xj − xi|) = 1, (3)
ψ2(|xj − xi|) = 1|xj−xi|≤r, (4)

ψ3(|xj − xi|) =
1

(1 + |xj − xi|2)β
(5)
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for positive r and non-negative β. (2) explains the interaction among the enti-
ties, as follow: each entity adjusts its velocity according to the weighted aver-
age of the differences between its own past velocity and the velocities of the
other entities in the flock. By obeying this simple rule iteratively and indepen-
dently, the collective behavior of each agent, namely flocking, is obtained. In this
model, time-asymptotic flocking phenomena are explained by the following two
conditions:

lim
t→∞ |vi(t) − vj(t)| = 0 for i �= j, (6)

sup
0≤t<∞

|xi(t) − xj(t)| < ∞ for i �= j, (7)

which mean that the relative velocity of each agent converges to zero and the
distance between each particle does not diverge.

3 Proposed Fair Resource Allocation Method

This subsection details a method that fairly allocates resources across adjacent
VMRs in the context of the IEEE 802.16j relay network. An IEEE 802.16j-based
relay transmits data to its associated users in a down link (DL) access zone (see
Fig. 2). Because all of the relays use the same DL access zone, the inter-VMR
interference experienced by the MSs increases as the density of VMRs increases,
which deteriorates the throughput performance of the VMRs. Moreover, the
resources for the pedestrian MSs are allocated in the DL access zone, causing BS-
VMR interference between the inner-vehicle MSs and the pedestrian MSs and the
cell throughput performance is lowered. We have therefore designed the flocking-
inspired fair resource allocation method, so that the DL resource allocated to
each of the VMRs is mutually exclusive and fair among nearby and competing
VMRs, and the operation is conducted self-adaptively for a dynamically changing
network topology.

Suppose that there is an available resource with a normalized amount of 1.
We grant an address to each VMR that is arbitrarily chosen from the range of
0 to 1, which will act as a reference for the resource allocation. Let the address
of VMRi at time t be αi(t) (0 ≤ αi(t) < 1). We then apply (2) of the flocking
model to the VMR address with the identity function of ψ, which is expressed
as the following:

αi(t + 1) − αi(t) =
λ

N

∑

j �=i

(αj(t) − αi(t)). (8)

Here, we define the resource address of a VMR as α̃i :=
(

αi +
i − 1
N

)
mod 1.

Without loss of generality, we reassign MSs in ascending order according to the
resource address of each MS, resulting in 0 ≤ α̃1(t) < α̃2(t) < · · · < α̃N (t) ≤
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Fig. 2. Relay frame structure in IEEE 802.16j

1. The dedicated resource allocation to VMRi at time t is determined by the
following:

Δi(t) = [
α̃i�1(t) + α̃i(t)

2
,
α̃i(t) + α̃i⊕1(t)

2
] (9)

where ⊕ and � represent the addition and deletion operations modulo N , respec-
tively (Fig. 3).

4 Performance Evaluation

First, we verify the self-adaptiveness of the proposed resource allocation method
under various network topologies1. In the line topology shown in Fig. 4(a), node
A is connected only to node B; therefore, node A changes its resource address
considering only node B. Similarly, the resource address of node C is changed
considering only node B. Consequently, the final resource addresses of both node
A and node C are placed at the same value. Figure 4(b) shows that every node

1 Hereafter, we assume that the total amount of available resources is 1024.



Applying a Flocking-Inspired Algorithm 247

Fig. 3. Example of resource allocation among VMRA, VMRB and VMRC

(a) Line topol-
ogy

(b) Variation of FI signal

Fig. 4. Line topology and the variation of address of FI signal
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Fig. 5. Triangular topology and the variation of address of FI signal
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is assigned 50% of the total bandwidth. For the triangular topology in Fig. 5(a),
all nodes are connected to each other; therefore, the entire bandwidth is evenly
allocated to each node, namely, 33.3% of the total bandwidth. For the square
topology shown in Fig. 6(a), each node is connected to two adjacent nodes. In this
case, each node has the same network topology as that of node B used in the line

A

C

B

D

(a) Square
topology

(b) Variation of FI signal

Fig. 6. Square topology and the variation of address of FI signal
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(a) Network topology change

(b) Variation of resource addresses

Fig. 7. Variation of resource addresses of VMRs according to addition and deletion of
nodes
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topology. Therefore, the amount of bandwidth allocated to each node becomes
50%, which is the same as that allocated to node B in the line topology. In Fig. 7,
five nodes are connected to each other, forming a full-mesh star topology. Node
C and node E are initially removed, followed by the addition of node C, node E,
and node F. As shown in Fig. 7, as soon as the number of participant nodes in the
network changes, the resource addresses of the VMRs become unevenly spaced,
resulting in a bandwidth allocation that is no longer fair. This imbalance causes
the neighboring nodes to adjust their resource addresses, and this eventually
returns the system to a stable and fair state. We can verify that the proposed
method exhibits self-adaptiveness and ensures fair bandwidth sharing under a
dynamically changing network topology.

5 Conclusions

In this paper, we proposed a flocking-inspired resource allocation method that
allocates bandwidth to VMRs in a mutually exclusive and fair manner. Each
VMR determines the amount and address of the bandwidth resource iteratively
and distributively without the aid of a centralized coordinator. The convergence
property of the proposed method was analyzed. We verified the self-adaptiveness
of the proposed method and evaluated the throughput performance in the cellu-
lar environment in consideration of two-way four-lane and three-way intersection
road scenarios in the context of the IEEE 802.16j network. The results showed
that the proposed method improves upon the conventional method by enabling
the VMRs to share the bandwidth resource among the neighboring VMRs in a
fair and mutually exclusively way, thereby alleviating the inter-VMR interference
and enhancing the throughput performance.
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Abstract. With recent developments in the wireless networking technologies
Wireless Body Area Networks (WBANs) have enabled the scope for building
cost-effective and non-invasive health monitoring system. Electromagnetic wave
propagation and characterization of the physical layer are important to design a
suitable channel model for WBANs. Most of the radios used in WBANs are
based on IEEE 802.15.4 compliant chip set. In this paper, we modified channel
model of IEEE 802.15.4 in NS-2 to study the performance of channel model
CM1 (implant to implant) and channel model CM2 (between an implant device
and an on or out-of body device) with different sets of simulation experiments.
The simulation results successfully confirmed that the modified IEEE 802.15.4
protocol could be used in WBANs.

Keywords: Implant WBANs � Channel model � NS-2 implementation

1 Introduction

Wireless communication is now considered as a never-ending growing technology.
With the advances in the miniaturization of electronic devices, especially the sizes of
the microcontroller, the wireless chip, intelligent biosensors, longer-life battery remote
health monitoring has become an important research issue now-a-days. At the end of
2007, the IEEE launched a new task group of IEEE 802.15.6 [1] known as Wireless
Body Area Network (WBAN) [1, 2] to provide short range low power and highly
reliable wireless communications for use in close proximity to or inside the human
body. Depending on whether it operates outside or inside a human body, WBANs can
be divided into wearable WBANs and implant WBANs [3]. While wearable WBANs
are considered for both medical and non-medical applications, implant WBANs are
mainly considered for medical and healthcare applications. In implant WBANs the
characteristics of the radio propagation channel are mainly influenced by body tissues,
whereas, in wearable WBANs radio signals propagate through air. The human body is
a challenging medium for radio wave transmission. It is partially conductive and
consists of materials of different dielectric constants, thickness, and characteristic
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impedance. Radio propagation through a human body depends on losses caused by
power absorption, radiation pattern destruction and central frequency shift [7]. The
power budget [15] of a WBAN node is affected by the antenna used on such a node.
The radiation pattern of an antenna will also influence the link delay budget. The link
budget depends on the radio propagation conditions and packet transmission and
reception techniques. As per federal communications commission (FCC) regulations,
implanted medical devices operate in 402–405 MHz frequency band. In this paper we
analyze performance of implant communication channel models for 402–405 MHz
band with NS-2 simulations [6].

This paper is organized as follows. Section 2 provides background and related
works Sect. 3 focuses on link budget calculations. Section 4 investigates the impact of
IEEE 802.15.4 channel models’ effects on implant WBANs through various simula-
tions. Finally, this paper is concluded in Sect. 5.

2 Backgrounds and Related Work

Radio propagation models are used to predict the received signal power of a packet.
When a packet is received with the signal power below the threshold it is dropped by
the node. The major factors which influence the radio propagation are path loss and
fading. Pathloss describes the loss in power as the radio signal propagates in space. It is
caused by the dissipation of the power radiated by the transmitter and also by the
propagation channel. On the other hand, fading occurs because of the obstacles
between the transmitter and the receiver which attenuate the signal strength or due to
signals taking multiple paths to reach the receiver.

In recent years a number of channel models have been proposed in the literature
[8–12] especially for implant WBANs. In [9], the authors have applied the compressed
sensing theory as a new sampling method to multipath fading channels to minimize
packet loss and bit error rate. In [10] authors have considered statistical path loss model
for MICS channels. They constructed a visualization environment in order to charac-
terize RF propagation from medical implants.

The channel modeling subgroup [8] has released the possible communication links
for WBANs based on the location of the sensor nodes which is shown in Fig. 1 [8]. The
scenarios are grouped into classes that can be represented by the same Channel Models

Fig. 1. Communication links for WBAN.
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(CM). CM1 represents the communication link between implant devices and CM2 is
between an implant device and an on or out-of body device. CM3 and CM4 are related
to wearable devices.

3 Link Budget

Link budget is an important property in a wireless network in order to understand the
successful packet reception rate. The link budget depends on the radio propagation
conditions and packet transmission and reception techniques. Research shows that the
induced pathloss in a channel near the human body is higher than free space, with the
path loss exponent ranging from 2.18 to 3.3 and higher [11]. It is concluded that the
path loss in WBANs is very high that, compared to the free space propagation, an
additional 30–35 dB at small distances (i.e. 140*150 mm) is noticed [2]. With the
help of article [4], the total path loss between a WBAN transmitter and receiver can be
calculated by using Eqs. (1) and (2):

PLðdÞ ¼ PLðd0Þþ 10n log 10
d
d0

� �
þ S ð1Þ

S�Nð0; rsÞ ð2Þ

where PL(d0) is the path loss at a reference distance d0 (50 mm). d is the distance
between transmitter and receiver, n is the path loss exponent, and S is loss due to
shadow fading. Shadowing effects are modelled by a random variable with a normal
distribution with zero mean and standard deviation i.e., Nð0; r2s Þ.

The parameters corresponding to CM1 and CM2 are shown in the Tables 1 and 2.
Details of the model derivation can be found in [4].

The calculation of path loss is very important to determine the minimum reception
power required by a receiver so that the packet can be received successfully. As shown
in [15] the relationship between minimum reception power PRx(min) and path loss can
be expressed as the following equation:

Table 1. Parameters for CM1 - implant to implant for 402–405 MHz.

Implant to implant PL d0ð Þ dBð Þ n rs dBð Þ
Deep tissue 35.04 6.26 8.18
Near surface 40.94 4.99 9.05

Table 2. Parameters for CM2: implant to body surface for 402–405 MHz.

Implant to body surface PL d0ð Þ dBð Þ n rs dBð Þ
Deep tissue 47.14 4.26 7.85
Near surface 49.81 4.22 6.81
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PRxðminÞ ¼ PTx � PLðdÞ ð3Þ

Here PTx, is the transmission power. Both PTx and path loss PL(d) are expressed in
dB. This minimum reception power will depend on the receiver’s sensitivity which is
related to SNR. The value of SNR can be calculated by the following Eq. (4):

SNR ¼ 10 log
PRx

Noise

� �
ð4Þ

The minimum receiver sensitivity numbers for the highest data rate at each oper-
ating frequency band are listed in Table 3.

The power level at which the packet was received at the MAC [1, 2] layer is
compared with the receiving threshold and the carrier-sense threshold. If the power
level falls below the carrier sense threshold, the packet is discarded as noise. If the
received power level is above the carrier sense threshold but below the receive
threshold, the packet is marked as a packet in error before being passed to the MAC
layer. Otherwise, the packet is simply handed up to the MAC layer.

4 Simulation Results

In this section we investigate the performance of a beacon-enabled IEEE 802.15.4 for
in-body communications. Normally IEEE 802.15.4 protocol is not suitable for implant
WBANs in its unmodified form. We have tested IEEE 802.15.4 protocol [16] with the
correct channel model for implant WBANs to understand its performance. We
implemented the IEEE 802.15.6 communication link channel model CM1 (implant to
implant) and channel model CM2 (between an implant device and an on or out-of body
device) in NS-2 and changed the power parameters of IEEE 802.15.4 so that it can be
compatible for IEEE 802.15.6. The wireless physical layer parameters are considered
according to a low-power Zarlink MICS Radio Platform, ZL70102 [17]. This radio
transceiver operates in the 402–405 MHz band with an optimum transmission power of
−16 dBm. We used the CM1 and CM2 propagation models throughout the simulation.
We used multiple nodes (up to 7), which were connected with a coordinator in a star
topology. The transport agent is UDP protocol, CBR traffic is considered as the traffic
pattern.

Table 3. Receiver sensitivity numbers

Frequency band (MHz) Information data rate (kbps) Minimum sensitivity (dBm)

402–405 75.9 −98
151.8 −95
303.6 −92
455.4 −86
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To characterize the path loss and received signal strength within an implant to
implant and implant to body surface area, we analysed 9 different distances ranging
from 50 mm to 250 mm in our experiment. We have considered only two nodes: one
transmitter and one receiver in our simulation. In Figs. 3 and 4 we characterize the
result of average path loss for CM1 and CM2 as a function of transmitter-receiver
separation. The deep tissue implant scenarios consider endoscopy capsule applications
for upper stomach (95 mm below body surface) and lower stomach (118 mm below
body surface) [13]. The near-surface scenarios include applications such as Implantable
Cardioverter-Defibrillator and Pacemaker.

We represent the average path loss for CM1 in Fig. 2. for both type of scenarios
with the increase of transmitter- receiver separation. Although the average path loss has
increased over the transmitter-receiver separation but after 140 mm distance we see that
path loss for deep tissue is larger than for the body surface scenario. Again, in Fig. 3,
we show the path loss for CM2 for both of the cases where value of path loss for deep
tissue scenario is always higher than near surface scenario in any point. From these
figures this is evident that path loss for deep tissue scenario in CM1 is always lower
than CM2 up to 200 mm and after that pathloss for CM2 slightly increased over CM1.

Fig. 2. Pathloss for CM1. Fig. 3. Pathloss for CM2.

Fig. 4. RSS for CM1 Fig. 5. RSS for CM2
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In Figs. 4 and 5 we show the corresponding Received Signal Strength (RSS) for the
same transmitter-receiver separation considered in Figs. 2 and 3. The maximum
transmission power (−16 dBm) is considered for both channel models. We can see that
in 250 mm distance the RSS value becomes marginal with the RxThresh’s value
(−95 dBm).

From the above figures, it is evident that the path loss has increased with the
separation of the transmitter and receiver with a corresponding decrease in the RSS
which was expected. The simulated path loss graphs shown in Figs. 2 and 3 are very
identical with those who used MATLAB and other tools in literature [5, 14]. This
dependency of RSS on the path loss is well established in the well-known channel
modelling schemes and has been verified for a few threshold values of RSS mentioned
in the draft.

5 Conclusion and Future Work

The main objective of this paper was to investigate IEEE 802.15.4’s suitability for
WBANs implant applications. The main contributions of this paper are as follows: We
analyzed the performance of IEEE 802.15.4 MAC with the help of proper in-body
communication channel models using NS-2 simulations. IEEE 802.15.6 communica-
tion link channel model CM1 and channel model CM2 have been implemented in
NS-2. Due to space limitations we could not include all the simulation results. In our
future work we want to elaborate more on implementation details of NS-2 module. We
also want to apply this channel model to investigate various packet level performances
such as end to end delay, energy consumption, packet delivery ratio etc. for low and
heavily congested scenarios.
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Abstract. The rapid increase in the number of connected things across the
globe has been brought about by the deployment of the Internet of things (IoTs)
at home, in organizations and industries. The innovation of smart things has
been envisioned through various protocols, but the most prevalent protocols are
publish-subscribe protocols such as Message Queue Telemetry Transport
(MQTT) and Advanced Message Queuing Protocol (AMQP). One of the major
concerns in the adoption of such protocols for the IoTs is the lack of security
mechanisms as the existing security protocols cannot be adapted due to their
large overhead of computations, storage and communications. To address this
issue, we propose a lightweight protocol using Elliptic Curve Cryptography
(ECC) for IoT security. We present analytical and simulation results, and
compare the results to the existing protocols of traditional Internet.

Keywords: Cyber security � Publish-subscribe systems � Internet of things �
Elliptic curve cryptography

1 Introduction

By 2020, the number of connected things will be more than 6 times of the world
population as operational technologies such as those in the factory and home are
becoming the part of connected entities coupled with Information technology entities
that are currently in use for daily purposes [1]. It means that there are more than six smart
things for every person on the globe. This evolutionary paradigm is brought about by the
emergence of smart things capable of collecting, processing and communicating data
among themselves or interacting humans pervasively. Though IoT has several promises
and potentials, its deployment might pose various security issues due to their unattended
nature and their limited resources. Traditional cryptography systems such as RSA have
been used as security solutions on the Internet [2–5], but they are not practical to
implement for IoT devices due to their overheads in computations, storage and com-
munications of security parameters such as keys. For instance, RSA assumes that the
increment of the key size increases the level of security if the key itself is not unveiled,
and consequently, the overheads incur high the consumption of resources. For this
reason, a more efficient public key cryptographic mechanisms are required. To address
this limitation, elliptic curve based cryptographic scheme could be applied in the existing

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
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pub-sub communication popular protocols of IoTs such as MQTT [6]. MQTT was
designed in many-to-many communication protocol paradigm for disseminating mes-
sages between subscribers through a central entity in the emerging IoT applications such
as social networks, V2V, WSNs. A crucial characteristic of these protocols as a pub-sub
system are the decoupling of publishers and subscribers, enabling a many-to-many
communication model. Such a system presents many benefits as well as potential
security risks regarding authenticity, confidentiality, integrity and availability. Unfor-
tunately, most of the existing researches on pub-sub networks focus only on performance
and scalability. Very few papers have devoted to developing a novel security framework
that can resist multiple security problems inherent in them. While RSA is a
well-established protocol for Internet communications, it is not lightweight to be pro-
posed for resource limited IoT environments due to its dependence on resource intensive
public key cryptography. Hence, this paper deals with lightweight cyber security issues
for publish/subscribe mode of communication. The contributions of this paper are:

• We propose novel lightweight security solutions for publish-subscribe protocol
based Internet of Things using ECC. Compared to RSA protocols, our scheme
could provide the same level of security for publications and subscriptions while it
decreases computation, communication and storage costs.

• Scalable key exchange mechanism with less number of handshakes in linear time
compared to RSA.

2 Public Key Cryptography

Cryptography is defined as the mechanism of secure communication in which
designing and analyzing of protocols that can combat cyber-attacks is crucial. Public
key cryptographic systems have become the modern way of cybersecurity revolution
over an insecure communication channel. Some public-key schemes are discussed in
the following section.

2.1 RSA

RSA is an acronym for Rivest, Shamir and Adleman after its inventors back in 1977 as
a public key cryptographic system. The security of RSA lies on the computational
difficulty of factorization of large prime numbers [7]. The authors, in their study,
suggested that the method could be for encryption and digital signature. In the
encryption/decryption process, a public key (e, n) and a private key (d, n) are used
where all the parameters are positive integers. The encryption and decryption process
are shown as follows:

C = E(M) = Me(mod n), where M = message
D(C) = Cd(mod n), where C = cipher text
n = product of two large prime numbers p and q (n = p * q)
d = large random relative prime to p (i.e. gcd(d,(p − 1) * (q − 1)) = 1)
e = multiplicative inverse of d modulo (p − 1) * (q − 1).
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2.2 Diffie-Hellman Key Exchange Protocol

Diffie-Hellman key exchange protocol was proposed in 1976 by Whitfield Diffie and
Martin E [4]. Hellman as key distribution scheme over insecure media as opposed to
other cryptographic systems which need secure channel for the distribution. The
algorithm depends on the difficulty of solving discrete logarithmic problem. In the key
exchange process, partner A randomly chooses secret key xA from the interval of [0, q]
to calculate yA = a xA Mod(q) for sending publically to B, and partner B selects secret
key xB from the same interval to compute yB = a xB Mod(q) to send publically to A.
Partners A and B establish shared keys (KAB = a xA xB Mod(q)) using the combi-
nation of their secret keys over insecure channel. Even if the adversary gets one of the
secret keys and computes KAB, it is difficult to solve the discrete algorithmic problem as
it has no knowledge of xA and xB. One of the drawbacks of this algorithm is that it
lacks the mechanism of authentication and suffer from man-in-the-middle of attack.

2.3 Elliptic Curve Cryptography (ECC)

Elliptic Curve Cryptography (ECC) was introduced at the same time by Victor S. Miller
and Neal Koblitz in 1985. ECC can provide an analogy to the Discrete Logarithm
(DL) based systems such as Diffie-Hellman in the algorithm known as Elliptic Curve
Discrete Logarithm Problem (ECDLP) [4, 5]. ECDLP states that an elliptic curve E over
GF(q) and two points P, Q ε E, compute an integer x such that Q = xP. An elliptic curve
E is formulated by y2 = x3 + ax + b where 4a3 + 27b2 6¼ 0 and a, b, x are elements of a
finite field F. The point addition of E given two points P(x1, y1) and Q(x2, y2) on E, with
P, Q 6¼ ∞ is R(x3, y3) = P(x1, y1) + Q(x2, y2), and defined as follows:

• If x1 6¼ x2 then x3 = m2
– x1 – x2, y3 = m(x1 – x3) – y1 wherem ¼ ðy2� y1Þ=

ðx2� x1Þ
• If x1 = x2 but y1 6¼ y2 then P + Q = ∞
• If P = Q and y1 6¼ 0, then x3 = m2

– 2x1, y3 = m(x1 – x3) – y1 where
ð3x21 þ aÞ=2y1

• If P = Q and y1 = 0, then P + Q = ∞
• P + ∞ = ∞

ECC is an algebra based light-weight next generation cryptography, which provides the
at least the same level of cybersecurity solutions with smaller key and message size
compared to other public key cryptographic systems such as RSA. The following table
gives the comparison of key size between ECC and RSA. It seems that ECC could yield
a desired level of security with a key size of 256-bits that RSA scheme requires a key
size of 3072-bits to achieve. ECC could be used for digital signature to verify the digital
content and the source, integrated encryption to secure plain and cipher texts, key
management (Diffie-Hellman) to share keys secretly over insecure channel. The slow
adoption of ECC so far seems to change with the fast growth of IoT devices with
limited resources to achieve a desired security level without compromising perfor-
mance. Due to this, the ECC approach for cybersecurity is very appealing for small
devices such as meters, smartphones and embedded devices as it reduces computational
time, data transmitted and stored.
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3 Related Work

Publish-subscribe networks could be direct channel and pub-sub network depending on
the scheme used for disseminating information [8]. In a direct channel mechanism, a
publisher directly passes a publication to subscribers under specific topic of sub-
scription. However, in pub-sub system publishers and the subscribers communicate via
an intermediate broker which facilitates the publication/subscription. This kind of
model is more scalable than the previous in that publishers tend to become less per-
formance bottle-necked. Most studies on pub-sub systems have concentrated on per-
formance, scalability and availability [9]. Unfortunately, very limited studies are
present about the security aspects of these systems in traditional Internet, and almost
none for pub-sub systems in IoTs protocol such as MQTT. The considerable amount of
research has been done in secure group communication fields [10]. The major problem
with such systems is that group key management is not as flexible as pub-sub systems.
Additionally, protocols such as RSA cannot be adapted to IoT environments due to
their heavy weight nature [11]. Group key management in securely distributing of
events of content-based pub-sub network has also been analyzed by Opyrchal et al.
[12]. This kind of arrangement increases the number of keys exponentially as sub-
scribers increase, and hence, suffers from scalability. In contrast, our system permits
flexible joining to and leaving from the network without compromising security and
performance. Wang et al. [13] analyze the security requirements in a content-based
pub-sub system, identifying authentication of publications, integrity of publications,
subscription integrity and service integrity as the key issues. The paper is detail enough
in the context of general Internet, but fails to work for the Internet of things whose
resource constraint is high. EventGuard [14] has shown the possibility of achieving
security requirements, but it is not applicable for IoT devices because of its resource
demand, content-based networking is not widely accepted yet.

4 System Design

In pub-sub communication scheme, broker plays vital role in handling subscriptions,
publications and information disseminating under a specific topic. In our design, end
nodes communicate securely with a broker in pub-sub paradigm under their respective
subscription. The broker is assumed to have a considerable computational and storage
power for key generation and management per session for all subscribers. The system
enforces integrity and access control of messages under a given topic by employing
authorization and encryption key for publishers and decryption keys for subscribers
(Fig. 1).

4.1 System Goals

Our security protocol design has basically three sets of design goals: security, per-
formance and scalability goals. In pub-sub system, publishers/subscribers should be
authentic to broker and vice versa to avoid impersonated publications/subscriptions.
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This is to prevent unauthorized subscribers from accessing the topics for which they
have not subscribed. In addition, non-publisher entity should not create a message for
which a subscriber claims subscription. In the case that many publishers write on
common topic, subscribers should be able to authenticate the actual publisher. It is
required that messages sent from publisher to subscriber via broker is guarded against
disclosure or modification. These includes authorized publications/subscriptions, sub-
scription privacy and routing integrity. The security framework should also be resilient
against Denial of Service (DoS) attacks such as flooding attacks, fake unsubscribe and
selective or random dropping attacks. The system is expected to scale with the number
of publishers and subscribers in the network. The security mechanism should not add
performance overhead to the existing pub-sub system.

4.2 Security Procedures

Parameter Settings
Input: Elliptic curve Ep (a, b): y

2 = x3 + ax + b (modp) over subgroup (finite field) Zp
where p is large prime number, a, b ε Zp (4a3 +27b2(modp) 6¼ 0)
Output: secret master key Km, public key Kp, Fog broker (subscription manager) key
(Ks), subscriber private key (Ki)

1. Choose generator G from an elliptic curve point over
2. Choose random master secret key Km from Zp and computes public key H = GKm

3. Broadcast public parameters Kp ← (Ep, G, p, H)
4. Choose random subscriber key Ki from Zp and calculate Fog side key

Ks ← Km ⊕ Ki

5. send Ki to subscriber and Ks to Subscription manager.

Subscription
Input: subscriber identity (ID), topic, Fog broker (subscription manager) key (Ks),
subscriber private key (Ki)
Output: authentication key K

1. Subscriber requests by presenting (topici, r, IDi)
2. Subscription Manager sends autho: (topici, IDs, rGHKsN, uSub = H (topici || IDi) to

subscriber

Fig. 1. General architecture of topic based pub-sub system security
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3. Subscriber computes, rKi ⊕ rGHKsN = HGKmN = (GKm) GKmN = N and sends
({{r′, r′ GHKiL}} where L = (N – 1, K))

4. Subscription Manager computes, r′Ks ⊕ rGHKiL = HGKmL = (GKm) GKmL =
L = N – 1. Here, mutual authentication is valid, and K is sent to Fog broker (topic
manager)

5. Subscription Manager sends H (topici, IDi, K) to publication manager to store to be
used in procedure 3.

Publication
Input: Input: subscriber identity (ID), topic, authentication key K, message M, sub-
scriber private key (Ki), subscription manager key (Ks)
Output: intermediate cipher texts, plain text

1. Publisher requests publication by H (topici, IDi, K)
2. Publication manager compares H (topic*, ID * i, K*) ?= H (topic, Idi, K) and sends

(IDs, H (topici, IDi, K))
3. Publisher sends (topici, IDi, {ri, C = riGKi M}) (encryption of message M)
4. Publication manager recalculates Cs = rGKs ⊕ C = rGKs ⊕ rGKi M. = Km.M.

Then Ci = Cs ⊕ rGKs = rGKi.M, and sends Ci to the subscriber
5. Subscribers decrypt Ci = rGKi.M by calculating rGKi.M ⊕ rGKi = M.

Unsubscription

1. The subscriber that needs to leave the group sends topic, IDi, K, uSubI(topic) to the
cloud broker

2. Broker checks the unsubsciber by computing (topic*, D * i) ?= topic, Di and
informs the key generator for key revocation

3. Key generator module unsubscribes the subscriber by send acknowledgement.

5 Analysis

The threat model is composed of subscription, publication and broker mediation pro-
cesses. It is assumed that the key generator is secured, and trusted to provide keys for
all the operations of end devices. Pub-sub networks, like access control schemes, need
entities to get read/write access before performing the appropriate actions such as read
action for subscribers, and write action for publishers. The devised protocol could be
evaluated in terms of various overhead, scalability and security parameters.

5.1 Performance Analysis

In our algorithm, much of computational and storage overheads were offloaded to the
broker which is richer in resource than publisher/subscriber IoTs devices. We
employed less expensive computations such as XORing and elliptic curve point
additions using ECC 160-bit curve (secp160rl) in which EC point is 20-bytes. The
superiority of our scheme in resources (storage, computations, and communications)
conservation, compared to RSA, could be seen from Table 1. The system also saves
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much of communication bandwidth in reducing the number of handshakes compared to
the already existing heavyweight protocols such as RSA. For instance, our first scheme
incurs only a total of 218 bytes of storage overhead for both publisher/subscriber and
Fog server during subscription, while RSA systems might occupy over 6440 bytes for
similar settings in a single connection. During publication, a single connection con-
sumes 198 bytes of storage space in our protocol, and the existing protocol consumes
over 6440 bytes. The case of communication burden could also be explained in a
similar manner for both subscription and publication as it can be seen from the table.
The second scheme is even more efficient than the first scheme in offloading storage
and communication burden from publisher/subscribers, but it is slightly more expen-
sive computationally. However, the burden on the broker is comparable in the both
protocols, which is less than the overhead of RSA. Thus, our system is more efficient in
terms of delay, storage and computation than RSA systems for pub-sub based IoT
connections in Fog computing.

5.2 Scalability Analysis

The scalability issue, which is the most important factor for secure pub-sub systems,
could be seen in terms of key exchange when a node joins or leaves a network. The
broker handles publication and subscription with very small number of handshakes,
and it does not need to update subscribers’ keys frequently. In addition the key sizes
and run times scale linearly for ECC with increasing security level while for RSA they
scale super-linearly. On the other hand, it is difficult to manage the keys in subscriber
group systems as it needs processing cost of O(2n) for managing keys for n subscribers,
while our scheme needs at most logarithm of the number of topics (Fig. 2 and Table 2).

5.3 Security Analysis

This section evaluates the basic security of the proposed system. It is logical to begin
with preliminary concepts required to understand the analysis and proof, and then show
the security of subscriptions and publications. Basically a mechanism is said to be
secured the adversary’s advantage in breaking the scheme is a negligible function of the
security parameter.

Theorem 1: (Negligible Function). A function f is negligible if for each polynomial p()
there exists N such that for all integers n > N it holds that f(n) < 1 p(n). Assuming that

Table 1. key size comparison of ECC and RSA

ECC key size RSA key size Ratio

160 bits 1024 bit 1:6
224 bit 2048 bit 1:9
256 bit 3072 bit 1:12
384 bit 7680 bit 1:20
512 bit 15360 bit 1:30
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the adversary is with bounded resources in PPT, the scheme should be secure and the
success probability of any such adversary is negligible. Our protocol depends on a
pseudorandom function f whose cannot be distinguished by adversary.

Theorem 2: (Pseudorandom Function). A function f: {0, 1} � � {0, 1} � ! {0, 1} �
is pseudorandom if for all PPT adversaries A, there exists a negligible function negl
such that: |Pr[Afk(�) = 1] − Pr[AF(�) = 1]| < negl(n) where k ! {0, 1} n is chosen
uniformly randomly and F is a function chosen uniformly randomly from the set of
functions mapping n-bit strings to n-bit strings. Our proof depends on the assumption
that the Elliptic Curve Diffie-Hellman (ECDH) is hard in a group G, i.e., it is hard for
an adversary to distinguish between group elements abP and cP given aP and bP.

Theorem 3: (ECDH Assumption). The Elliptic Curve Diffie-Hellman (ECDH) problem
is hard regarding a group G if for all PPT adversaries A, there exists a negligible

Fig. 2. Comparison of the number of keys

Table 2. Performance comparison between our scheme and RSA

Parameter type Our scheme RSA

Publisher/subscriber Fog broker Publisher/subscriber Fog broker

Subscription Computational
overhead

-/1PM,2XOR 2PM,
2XOR

Storage overhead -/86 bytes 132 bytes -/Over 340 bytes Over 6100
bytes

Communication
overhead

-/66 bytes 132 bytes -/Over 340 bytes Over 6100
bytes

Publication Computational
overhead

1PM, 1XOR 1C,
2PM,2XOR

Storage overhead -/66 bytes 132 bytes -/Over 340 bytes Over 6100
bytes

Communication
overhead

34 bytes 28 bytes -/Over 340 bytes Over 6100
bytes
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function negl such that |Pr[A(G, q, P, aP, bP, abP) = 1] – Pr [A(G, q, P, aP, bP,
cP) = 1]| < negl(k) where G is a cyclic group of order q (|q| = k) and P is a generator
of G, and a, b, c 2 Zq are uniformly randomly chosen. The schemes we are using in
our solution is proven to be indistinguishable under chosen plaintext attack (IND-CPA)
and we will prove that our scheme is also IND-CPA secure. A cryptosystem is con-
sidered IND-CPA secure if no PPT adversary, given an encryption of a message
randomly chosen from two plaintext messages chosen by the adversary, can identify
which message was encrypted with non-negligible probability.

Theorem 4: If the ECDH problem is hard relative to G, then our EC based scheme is
indistinguishable under chosen plaintext attack (IND-CPA). That is, for all PPT
adversaries A there exists a negligible function negl such that

SuccessA, p(k) = pr[b′ = b|(pk, Km) ← Init(1k), (Ki, Ks) ← GenKey (Km, Di),
m0, m1 ← AEnc(Ki,.)(Ks) b ← R{0,1}, ci * (mb) = Enc(Ki, mb), b′ ← AEnc(Ki,.)
(Ks, ci*(mb))] < 1

2 + negl(k).

Proof: Assuming PPT adversary A′ attempting to solve the ECDH problem using A
function and having G, q, P, aP, bP, abP or cP as input for some random a, b, c, A′
performs the following computations:

• Sends public parameters G, q, P to A, and then, by randomly choosing Ks ← R
Zpfor each IDi. Then it computes KiP = aP ⊕ KsP. It sends all (IDi, Ks) to A and
stores all (i, Ks, KiP).

• In order to access encryption algorithm, A passes m to A′, and A′ chooses randomly
r ← Zq and replies with (rP, rPKiM)

• A produces m0, m1. A′ selects a random bit b and sends bP, bPKs ⊕ X mb to A,
where X = cP or abP

• A produces b′, and If b = b′, A′ outputs 1, otherwise 0.

Case 1: Since c is randomly chosen, and hence cP, then bPKs ⊕ cPmb reveals no
information about mb as it is a random element of G i.e. uniform distribution irre-
spective of mb value. Adversary A must distinguish between m0 and m1 without
additional information. The success probability of b′ = b is exactly 1/2 when b is
chosen uniformly randomly, and A′ outputs 1 iff A outputs b′ = b, in which case Pr[A′
(G, q, P, aP, bP, cP) = 1] = 1/2.

Case 2: In the case parameters X = abP, and bPKs ⊕ abP mb = bP(Ks ⊕ a) =
PKi, then bPKs ⊕ X mb is valid cipher. In this case, case Pr[A′(G, q, P, aP, bP,
abP) = 1] = SuccessA, p(k). Assuming ECDH is hard to break in group G, then

jPr½A0 G; q; P; aP; bP; abPð Þ ¼ 1 �Pr� ½A0ðG; q; P;
aP; bP; cPÞ ¼ 1�j\negl kð Þ

Pr A0 G; q; P; aP; bP; abPð Þ ¼ 1½ �\1=2þ negl kð Þ

8
<

:

)SuccessA; p kð Þ\1=2þ negl kð Þ
Theorem 5: The proposed scheme could provide mutual authentication between
publishers and the broker, and the subscribers and the broker, and hence resist
man-in-the-middle attack.
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Proof: Mutual authentication means that publishers and subscribers could authenticate
with cloud broker during authentication. In the scheme, the key generator provides key
Ki for clients and key Ks for broker in such a way that master key Km = Ki + Ks. The
key pair, coupled with nonce and session key, is used to check the correctness of the
identities of the interacting parties. By mutual authentication, the scheme provides
resistance for man-in-the-middle attack. Authentication enables fine-grained sub-
scribers and publishers access control mechanisms on top of the encryption scheme. If
the broker is trusted, we can let the broker authenticate the users and enforce our
authorization policies.

Theorem 6: The proposed architecture could provide known-key security.

Proof: Known key security means that unique session key is stablished between nodes
and broker at the end of authentication scheme. The protocol generates unique session
key K at every session ensuring that known-key attack is not possible.

Theorem 7: The scheme could withstand replay attack.

Proof: Replay attack means the impersonation of publishers/subscribers or the broker
by the adversary by exploiting the previous session information. The adversary might
request the cloud broker by sending (IDi, topic, ri), but since the random numbers and
time stamps from both sides are generated every session replay attack is impossible.

Theorem 8: The protocol could resist DDoS attack of malicious publication.

Proof: The use of random numbers in the messages originated from publishers, sub-
scribers and the broker prevents the parties from malicious flooding of the broker by
fake subscriptions or publications or un-subscriptions.

6 Conclusion and Future Work

In this paper, we have analyzed the possible application of Elliptic Curve cryptography
for securing IoTs in pub-sub communication model. This lightweight scheme provides
better scalability, and less overheads such as storage, communication than RSA based
schemes employed in SSL/TSL while it guarantees the same level of security. As part of
future study, we need to implement the protocol on real IoT platform such as Arduino.

Acknowledgment. Our thanks to Pervasive Computing and Networking Lab, La Trobe
University, Melbourne, Australia for material and financial support.
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Abstract. Content-Centric Networking (CCN) as a content-oriented network
architecture can provide efficient content delivery via its in-network caching.
However, it is not optimal way to cache contents at all intermediate routers for
that the current technology is not yet ready to support an Internet scale
deployment. Therefore, in this paper we study the cache location selection
problem with an objective to maximize cache delivery performance while
minimize the cache nodes. The existing work select cache location based on the
important of single node rather than that of entire group, which may result in
inefficient problem caused by reduplicative impertinences. Therefore in this
paper, we adopt group centrality especially Group Betweenness Centrality
(GBC) to select cache locations. To evaluate its performance, we simulate CCN
caching under different topologies, and the final results show that GBC-based
scheme can provide better performance than others in term of average hop of
content delivery.

Keywords: CCN � Cache � Group betweenness centrality

1 Introduction

With the booming of various network technologies, the Internet usage has gradually
shifted from resource sharing to content dissemination and retrieval. According to the
recent Cisco visual networking report, the video services have already occupied 40% of
today’s traffic, and it will reach over 60% by the end of 2015. Internet has evolved from
a network connecting pairs of end-hosts to a substrate for information dissemination.
As a result, the traditional end-point centric model seems to no longer cater current
communication demands [1]. Therefore, many systems introduce caching mechanisms
[2, 3] as a means to reduce load on access links and shorten the selected content
accessing time to acquire better performance. However, the end-to-end design pattern
of the current Internet is inefficient to provide these content delivery services. As a
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result, several network architectures are emerging recently. As a promising network
architecture, Content Centric Networking (CCN) has got more studied for that it can
provide better service suited to today’s usage including the mobility, content distri-
bution and more resilient to disruptions and failures [4]. Different to traditional Internet,
CCN treats content as primitive and uses new approaches to routing the named content
similar to TRIAD [5] and DONA [6]. CCN adopts receiver-driven transport mode in
which data are only transmitted in response to content requests expressed by users.
Interest message is used by end user to express its interest of content identified by
content name. While the Data message is response for the Interest message if it
stratifies the uses’ Interest. CCN introduces the Content Store which is same as the
buffer of an IP router but it has a different replacement policy. Each CCN packet is
self-identifying and self-authenticating. In practical, CCN adopts the Least Recently
Used (LRU) or Least Frequently Used (LFU) replacement policy to maximize the
probability of sharing, which minimizes upstream bandwidth demand and downstream
latency to store the Data packets as long as possible [7].

It is obviously that the cache mechanism has an import impact on performance, and
it therefore has been got researched in the context of performance measurement [8],
analytical models [9], and energy impacts [10]. Different to traditional web cache [3],
CCN caches the very small data chunks (typically packet-size) instead of caching full
objects, which can be identified by users (named data chunks). Each router in the
network will cache the data chunk and send back to users once an interest packet hits
the cache [11]. However, it is not optimal to cache the chunks at all intermediate routers
in CCN [12] for that it may introduce large additional deployment cost. Besides,
according to the recent research [13], today’s technology is not yet ready to support an
Internet scale deployment of CCN at a Content Distribution Network (CDN) and ISP
scale. So, there will be a long transition period in which the CCN and current Internet
will coexist. As a result, the CCN routers will be deployed in selected locations of
Internet and cache the heterogeneous contents. Our previous work has studied the
content selection problem [14], while in this paper we mainly focus on the cache
location selection problem. More specifically, we consider a scenario which is not
every CCN router caching the content. Our previous work [15] has proved that
Betweenness Centrality has the better performance than others, and it can be used as a
metric to select the cache locations of CCN routers, while in this paper we adopt Group
Betweenness Centrality (GBC) to further improve its performance.

The main contributions of this paper are: (1) study CCN router deployment
problem during the transition period; (2) propose a GBC-based scheme to select the
cache locations, which can maximize the cache delivery performance while minimize
the number of participated CCN routers; (3) Evaluate and compare the average hop of
content delivery under different network topologies and different network centralities.
The rest of this paper is organized as follows. Section 2 investigates the related work of
CCN caching mechanisms. Section 3 presents the related research in terms of different
network centralities. Section 4 evaluates the performance under different scenarios.
Finally, Sect. 5 concludes this paper.
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2 Related Work

Some CCN caching schemes are proposed recently [16], and they mainly consist of
location selection and content selection. The content selection schemes are generally
based on popularity [17–21], priority [22], content relationship [23], user characters of
request and distribution [24, 25]. As for cache locations selection or placement, some
works have been done in CDN [26–28], web services [29].

The location selection is the well-known p-median or k-center problem, and it is
similar to the facility location problem (FLP). However, it is different to solve it for that it
is a NP-hard problem, and most researches are focused on better approximation algo-
rithms [34], only few topologies such as line and ring can get the optimal solution in
polynomial time [29]. As for CCN, the existing location selection schemesmainly depend
on node importance [15, 30–33], node capability [35, 36], node attribution [37]. In term of
node importance, Rossi and Rossini [30] adopted the graph-related centrality metrics
(e.g., betweenness, closeness, stress) to allocate content store heterogeneously across the
CCN, and got that the simplemetric such as degree centrality can getmodest cache hit gain
under different topologies. Guan et al. [15] compared the performance of different cen-
tralities and found that betweenness centrality has better performance.Wang et al. [31, 32]
proposed an optimal solution for cache allocation, and comprehensively evaluated
impacts of topology character, content characteristic and replacement strategies. Cui et al.
[33] proposed a cache allocation scheme based on the Request Influence Degree (RID).

However, the existing works are mainly based on single node’s importance while
little consider the importance of the given cache group. So in this paper, we just
consider the topology property, and propose a GBC-based cache location selection
scheme to decide the number of deployable CCN router during the transition period.

3 The Proposed Solution

In this section, we first investigate the network centrality, and then describe our
GBC-based scheme.

3.1 Node Network Centrality

Network centrality has a long tradition in the analysis of networks, and it is a structural
attribute used to measure the contribution of node. There are various types of measures
of the centrality of a node to determine the relative importance of a node in the network
including centralities of degree, closeness, betweenness and information. For a given
network G = (V, E), several typical measures are shown as follows.

(1) Degree Centrality (DC)

The DC of a node v is defined as

CD ¼ degðvÞ ð1Þ

Where deg(v) is the number of links incident on node v. For a direct graph, it
includes the in-degree and out-degree.
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(2) Closeness Centrality (CC)

CC is used to measure the distance of node v to all the other nodes in the network,
which can be defined as

CCC ¼ 1P
8s2Vnv dðv; sÞ

ð2Þ

Where the d(v, s) is the shortest path length from node v to node s. If the graph is
not completely connected, this algorithm computes the closeness centrality for each
connected part separately.

(3) Betweenness Centrality (BC)

BC reflects how often the node v locates on the shortest paths, and it is defined as

CBC ¼
X

s6¼v 6¼t2V

dstðvÞ
dst

ð3Þ

Where dst is total number of shortest paths from node s to node t, and dstðvÞ is the
number of those paths that pass through the node v.

(4) Eigenvector Centrality (EC)

EC assigns relative scores to all nodes based on the principle that connections to
high-scoring nodes contribute more to the score of node than equal connections to
low-scoring nodes. In particular, Google’s PageRank is a variant. The definition is
shown as follows.

CECðvÞ ¼ 1
k

X

t2MðvÞ
CEðtÞ ð4Þ

Where M(v) is a set of the neighbors of v, and k is a constant.

(5) Load Centrality (LC)

LC of a node is used to measure the load on each node. If all the traffic flows transmit
along the shortest paths, then BC and LC are equivalent.

(6) Subgraph Centrality (SC)

SC of a node n is the sum of closed walks of all lengths starting and ending at node n,
which can be expressed as

CSCðuÞ ¼
XN

i¼1

ðvui Þ2eki ð5Þ

Where vi is an eigenvector of adjacency matrix A of G corresponding to the
eigenvalue ki. The communicability centrality of a node can be found using the matrix
exponential of the adjacency matrix of G [38].

272 J. Guan et al.



3.2 Group Network Centrality

The node centrality just reflect the importance of a node, while in some applications, the
centrality of a group is more attractive. For example, in social networks, Borgatti [39]
proposes key player problem which includes the Key Player Problem/Positive
(KPP-POS) and Key Player Problem/Negative (KPP-NEG). KPP-POS is used to
identify the key players for purpose of optimally diffusing something through the net-
work, while the KPP-NEG is defined to identify the key players to disrupt the network
by removing the key nodes. As for Internet, groups of routers or links that has maximal
potential to control over traffic to increase the effectiveness of network measurements or
intrusion detection [40]. So, the group network centrality can be applied to select the
cache location. Everett and Borgatti [41] defined GBC as a natural extension of the
betweenness measure, which is used to estimate the influence of a group of nodes over
the information flow in the network. Some research has shown that finding a group with
maximal GBC is a NP-hard problem. Therefore, Puzis et al. [42, 43] propose a method
for rapid computation of group betweenness centrality to locate the most prominent
group of nodes in a network.

Let S�V be a group of nodes, the GBC(S) stands for the group betweenness
centrality, which can be expressed as

GBCðSÞ ¼
X

s;t2V js6¼t2V

�€ds;tðSÞ
ds;t

ð6Þ

Where �€ds;tðSÞ is the number of shortest paths between s and t that traverse at least
one member of the group S. The centrality of group is not simply the sum of centralities
of its members. Ishakian et al. [44] define a generic algorithm for computing the
generalized centrality measure for every node and every group of nodes in the network
to identify the subset of a given network that has the largest group centrality, which is
called as K-Group Centrality Maximization (k-GCM) problem. So, in this paper, we
adopt the group between centrality maximization as a metric to select the prominent
group in the network to deploy the CCN caches.

4 Performance Evaluation

4.1 Evaluation Metric

The objectives of caching are to lower content delivery latency, reduce the traffic and
congestion and alleviate server load. In the performance evaluation, we adopt the
average hop of content delivery. Assuming that the network topology consists of
N nodes, and we deploy M CCN routers in the network, and the cache of each CCN
router has the same capability, and the average hop of content delivery is defined as
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D ¼ EðdðN; SÞÞ ¼ 1
N

XN

i¼1

dðni; SÞ ð7Þ

Where d(ni, S) denotes the shortest path between node ni and a CCN routers set
S. The average hop of content delivery will reduce with the increase of the number of
deployed CCN routers M obviously. The extreme case (M = N) is that all the routers in
the networks support the CCN.

4.2 Methodology

We use the Networkx [45] and MATLAB to analyze the performance, and we
implemented the GBC maximization algorithm in C++ to select the prominent group of
nodes for the given network and the given group size. In the analysis, we adopt three
networks to evaluate its applicability including the Zachary’s Karate Club (ZKC) [46],
Barabási-Albert (BA) network and scale-free network. These topologies can be used to
represent the social network, random graph and Internet, respectively. Figure 1 shows
the ZKC topology and BA topology, respectively.

Table 1 shows the main characteristics of each network including the number of
node and edge, average degree.

The users’ requests follow a uniform distribution and are generated in each node of
the test topologies.

(a) ZKC network (b) BA network

Fig. 1. Demonstration of ZKC and BA topologies

Table 1. The information of selected topology types

Network types Number of nodes Number of edges Average degree

ZKC 34 78 4.5882
BA 300 596 3.9773
Scale-free 500 1489 5.9560

274 J. Guan et al.



4.3 Results

In the evaluation, we select a prominent group with size from 1 to 10, and compare the
GBC with the Degree Centrality (DC), Closeness Centrality (CC), Betweenness
Centrality (BC), Eigenvector Centrality (EC), Load Centrality (LC), Subgraph Cen-
trality (Noted it as SC).

(1) ZKC Network

Figure 2 shows the average hop of content delivery in ZKC network. We can get that
the average hop decrease greatly with the increase of the number of CCN routers. To
describe it more detail, we adopt the relative value to show the differences in Fig. 2(a).
And Fig. 2(b) compares the BC and GBC. We can get that in this small social
topology, the BC is more attractive that other centralities.

(2) BA Network

Figure 3 shows the relative average hop over BC in Fig. 3(a), and more detailed
comparison between BC and GBC in Fig. 3(b). We can get that the GBC has the
smallest average hop than the others, which shows that GBC can choose the prominent
group in the network to get the best performance.
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Fig. 2. Comparison of BC and GBC under ZKC network
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Fig. 3. Comparison of BC and GBC under BA network
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(3) Scale-Free Network

Figure 4 shows the relative average hop over BC in Fig. 4(a), and more detailed
comparison between BC and GBC in Fig. 4(b). Similarly, we can get that the GBC has
the smallest average hop.

Table 2 shows the cache nodes list of the prominent group under different networks
based on BC and GBC (group size is 10).

Based on the above information, we can get the cache location to deploy the CCN
routers in the transition period.

5 Conclusion

In this paper, we study cache location selection problem of CCN during the transition
period. We investigate the existed cache schemes and different network centralities, and
propose a GBC-based scheme to choose the prominent group of CCN router in the
network. The simulation shows that compared with other network centralities, the
proposed scheme can maximize the cache delivery performance in the same group size.
Our future work is to set up more complicated network models and user models to
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Fig. 4. Comparison of BC and GBC under Scal-free network

Table 2. Cache locations list under different topology

Network types Centrality Nodes list

ZKC BC 0 33 32 2 31 8 1 13 19 5
GBC 0 33 32 2 5 0 6 31 0 27

BA BC 2 0 3 8 14 7 17 22 26 4
GBC 2 3 8 14 17 22 26 19 11 28

Scale-free BC 1 2 3 9 8 27 4 20 44 17
GBC 1 2 3 9 8 27 20 44 17 30
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evaluate the different user behaviors and service behaviors to further study the cache
performances.
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Abstract. After many devices that have adopted LTE technology, it is
optimistic to presume that 5G technology will have to address the huge
traffic of data and volume of heterogeneous devices in future. Exist-
ing context-aware Internet of Things (IoT) applications directly control
sensors on LTE devices in an uncoordinated and non-optimized man-
ner, which leads to redundant sensor activations and energy wastage on
resource-constrained IoT devices. Optimal and coordinated sensor usage
dictates a comprehensive middleware solution to bring together the infor-
mation from all IoT applications/sensors and intelligently select the best
set of sensors to activate. In this paper, we design, implement, and eval-
uate a sensor management middleware for LTE devices that controls the
tradeoff between energy consumption of sensors and accuracy of inferred
contexts. The core task of this middleware is to minimize total energy
consumption while making sure that the accuracy requested by IoT appli-
cations are met. Trace-driven simulations are conducted to demonstrate
the merits of the proposed middleware and algorithms. The simulation
results indicate that the proposed algorithms clearly outperform the cur-
rent solution.

Keywords: IoT applications · Sensor management · LTE device ·
Context-aware

1 Introduction

Increasingly more Internet of Things (IoT) applications (apps) on LTE devices
leverage the rich set of sensors to infer their contexts for enhancing user experi-
ences. As we are progressing towards the IoT [8], a number of context aware IoT
applications are being produced to take advantage of sensors available on LTE
devices. In the future, multiple IoT applications running at the same time on an
LTE device may request a multitude of overlapping contexts, e.g., location and
time. For example, location awareness [10] can help to introduce some resource
allocation techniques which will help to reduce delay by predicting channel qual-
ity. A context aware adaptive system [1] is required in the middleware layer to
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address the heterogeneous data being generated from IoT applications. While a
context may be answered by different sets of sensors depending on the requested
accuracy and availability of sensors, uncoordinated and non-optimized use of the
sensors by the multiple apps may turn on redundant sensors, leading to wastage
of energy.

Choosing the best set of sensors to activate in order to satisfy the needs of
various context-aware apps is very challenging. This is because there exists a
tradeoff between context inference accuracy and energy consumption of sensors.
On top of that, context-aware apps impose diverse accuracy requirements and
LTE devices have different remaining battery levels at different time. Therefore,
efficiently determining the set of sensors to activate dictates a comprehensive
mobile middleware solution, which brings together various information from apps
and sensors. In this paper, we propose a sensor management middleware, which
sits between the context-aware apps and sensors. The middleware achieves coor-
dinated and optimized uses of sensors, and provides efficient sensor management
service to the context-aware apps.

The core of the middleware is the sensor management algorithm, which is
repeatedly invoked to adapt to system dynamics. In this paper, the sensor man-
agement algorithm will optimally chose the best set of sensors for various con-
text requests from multiple IoT applications on an LTE device. We develop
two mathematical formulations of the sensor management problems: (i) energy
optimization, which strives to find the set of sensors that consumes the least
energy while satisfying the sensing requirements, and (ii) accuracy optimization,
which strives to maximize the overall accuracy under an energy budget. Since
low latency is one of the most important criteria in 5G technology, we develop
two heuristic, real-time sensor management algorithms for resource-constrained
mobile devices.

The rest of this paper is organized as follows. We survey the literature in
Sect. 2. Section 3 describes the proposed middleware and proposed sensor man-
agement algorithms. Sect. 4 gives the trace-driven simulation results. Section 5
concludes the paper.

2 Related Work

Mobile context sensing has been studied in the literature. However there has not
been much work done for context and sensor management related to 5G IoT
environments. Taranto et al. [10] has proposed methodologies about how loca-
tion aware context can be useful for 5G architecture. They briefly describe how
location awareness can be leveraged across different layers of protocol stack on
5G architecture. Perera et al. [8] have surveyed various context aware comput-
ing methodologies that have been addressed in context aware IoT applications.
They state that a large number of solutions exist in terms of system, middleware
and application; however none of them addresses our core issue. Most existing
studies on context-aware LTE IoT (smartphone) apps [2–4,6,11] consider loca-
tion sensing. For example, Ma et al. [6] propose a system to predict the future
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locations of a mobile user based on his/her previous locations. Their prediction
algorithm employs sensor readings from GSM and WiFi for coarse localization,
which is more energy efficient than using GPS sensors. Different from our pro-
posed OSM middleware, these studies [2–4,6,11] only consider location sensing,
and thus their solutions are inapplicable to our problem. Contexts other than
location have also been recently investigated [5,9,13]. For example, Yan et al. [13]
employ accelerometers to classify the mobile user actions, e.g., stand, walk, and
sit. None of the studies [5,9,13] consider the inter-dependency among inference
algorithms of different contexts: each context is inferred independently.

3 Proposed System

3.1 System Architecture

Our proposed middleware sits between apps and the hardware. Many context-
aware apps run on LTE devices, which may need different contexts at diverse
accuracy and frequency. We collectively call a pair of accuracy and frequency as
request. Apps may register or unregister requests through an Application Pro-
gramming Interface (API) at any time. Each set of sensors is referred to as a
combination in this paper. For example, a context IsDriving may be inferred
by a combination of the GPS and the accelerometer. Moreover, a context may
be inferred by various combinations, which renders the decisions even harder.
For instance, IsDriving may also be inferred using the microphone. As illus-
trated in Fig. 1, the middleware consists of an API and four software compo-
nents: (i) request manager, (ii) resource manager, (iii) context analyzer, and
(iv) system model. The request manager keeps track of all registered requests
and apps with a queue. It also checks if the callback function invocation fails,
and automatically unregisters all the requests from any failed (exited) apps.

Fig. 1. The proposed middleware. Italic font indicates the focused components of our
work.
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The resource manager focuses on resource conservation and consists of two
components: the battery monitor and sensor management algorithm. The sen-
sor management algorithm takes the aggregated requests and system models as
inputs, and generates decisions that activate the combinations of sensors and
specify their sampling rates. The sensor management algorithms can either: (i)
maximize the overall accuracy under a given energy budget or (ii) minimize the
total energy consumption while achieving target accuracy levels which are inputs
from apps or users. The context analyzer analyzes the sensor readings to infer
contexts by hosting various inference algorithms for different combinations and
contexts. The System model contains three parts: (i) context model, (ii) accu-
racy model, and (iii) energy model. The context model stores the relationship
among contexts, inference algorithms, and sensor combinations, e.g., the action
inference algorithm uses the accelerometer and WiFi to classify the user actions,
such as walk, run, and still. The accuracy model captures the accuracy of the
contexts inferred by the inference algorithms. Different metrics, such as preci-
sion and recall can be used to quantify the inference accuracy. The energy model
captures the energy consumption of each sensor at different sampling rates.

We let R be the total number of requested contexts and S be the total number
of sensors. We define a request as <yr, fr>, where r (1 ≤ r ≤ R) is the requested
context, yr is the target accuracy, and fr is the desired frequency. We let C be
the total number of potential sensor combinations. We employ a boolean matrix
M to capture the relation between combinations and sensors1. In particular, we
let mc,s = 1 (1 ≤ c ≤ C, 1 ≤ s ≤ S) if combination c contains sensor s, and
mc,s = 0 otherwise. We collectively call all ac,r as A. Last, we use es to denote
the energy consumption of sensor s, where 1 ≤ s ≤ S, in the next management
window T . We write a decision as <xs, ps>, where xs indicates whether the
sensor s (1 ≤ s ≤ S) should be activated, and ps represents the sampling rate.
Next, we present the two sensor management problems.

Problem 1 (Energy Minimization: EM). Given requested contexts r (1 ≤
r ≤ R) and combinations c (1 ≤ c ≤ C), the EM problem selects a subset of
combinations to achieve the minimum energy consumption while satisfying all the
accuracy requirements yr (1 ≤ r ≤ R). Upon the combination subset is chosen,
the decision is set based on the relation between combinations and sensors (M).
The EM problem is a NP-complete problem.

Problem 2 (Accuracy Maximization: AM). Given requested contexts r
(1 ≤ r ≤ R), combinations c (1 ≤ c ≤ C), and an energy budget E, the AM prob-
lem selects a subset of combinations to maximize the achieved accuracy without
exceeding the energy budget. Upon the combination subset is chosen, the deci-
sion is set based on the relation between combinations and sensors (M). The
AM problem is a NP-complete problem.

1 Throughout this paper, we use bold font to denote vectors or matrices.
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3.2 Efficient Energy Minimization Algorithm (EEMA)

The EEMA algorithm maintains a set R̂, X of unmet requests and the chosen
sensors so far. We define utility of a combination as a fraction of profit and cost.
The profit is the number of unmet requests that can be satisfied by the combi-
nation, and the cost is the additional energy consumption, if the combination is
chosen. The utility gc(A,M,X, R̂) of a combination c (1 ≤ c ≤ C) is written as:

gc(A,M,X, R̂) =
pc(A, R̂)
wc(M,X)

=

∑
1≤r≤R,r∈R̂ 1[ac,r≥yr ]∑

1≤r≤R 1[ac,r≥yr ]
∑

1≤s≤S,s/∈X mc,ses,
(1)

where 1 is the indicator function, A is the accuracy model, and R̂ is the set of
unmet requests and where M is the boolean matrix of relation between combi-
nations and sensors and X keeps track of the chosen sensors so far. We note that
the denominator of Eq. (1), wc(M,X), could be zero because some sensors may
be always on for basic LTE device features. Figure 2 gives the pseudocode of
our EEMA algorithm. The loop in lines 4–5 computes the latest gc(A,M,X, R̂)
using Eq. (1) for all combinations. Line 6 picks the combination c∗ with the
highest utility. Lines 7 and 8 update the current decision and unmet requests. It
is not hard to see that the time complexity of EEMA is O(RC(S+R)). from the
loops starting from lines 3 and 4, respectively. S and R come from computing
wc(M,X) and pc(A, R̂), respectively. Lines 6, 7, and 8 dominate. Hence, the
time complexity is O(RC(S + R)).

Fig. 2. Efficient Energy Minimization Algorithm (EEMA).

3.3 Efficient Accuracy Maximization Algorithm (EAMA)

The EAMA algorithm maintains a set of R̂ of unmet requests, a list of available
combinations W (i.e., those have not been selected), the energy consumption
eX and achieved accuracy ŶX with the current decision X. Its goal is to find
a decision X with the highest average accuracy without exceeding the energy
budget E. The cost function wc(M,X) is the same as the one used in the EEMA
algorithm. The utility function g′

c(A,M,X, Ŷ) is written as:

g′
c(A,M,X, Ŷ) =

∑
1≤r≤R ac,r1[ac,r≥max(yr,ŷr(X))]

∑
1≤s≤S,s/∈X mc,ses,

. (2)
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where 1 is the indicator function, and Ŷ(X) = {ŷr(x)|r = 1, 2, . . . , R} is the
achieved accuracy with decision X. Figure 3 gives the pseudocode of the EAMA
algorithm. The loop in lines 4–5 computes the latest g′

c(A,M,X, Ŷ) using Eq. (2)
for all combinations. Line 6 picks the combination c∗ with the highest utility,
and line 7 updates the available combinations. The if-clause between lines 8–13
checks if activating the sensors of combination c∗ would lead to energy con-
sumption within the energy budget. If yes, lines 9, 10 and the loop starting from
line 11 update decision X, total energy consumption eX, and the achieved accu-
racy Ŷ, respectively. It can be derived that the time complexity of EAMA is
O(C2(S + R)).

Fig. 3. Efficient Accuracy Maximization Algorithm (EAMA).

4 Trace Driven Simulations

4.1 Setup

We have developed a Java-based event-driven simulator to evaluate the pro-
posed middleware for IoT context aware applications on LTE devices. We have
also implemented the proposed sensor management algorithms: the EEMA and
EAMA for efficient management. For comparisons, we have also implemented
an algorithm called Per-app-Optimized (Per-app) algorithm, which emulates the
state-of-the-art sensor management in LTE devices. The Per-app algorithm goes
through all the requests, and for each request, it selects the combination achiev-
ing the highest precision. This is the same as having individual apps decide how
to use sensors without considering overlapping sensors. Each app requests for a
context randomly selected from the 6 contexts listed in Table 1. The same table
also gives the precision reported in the literature [7,11–13]. We conduct the sim-
ulations on a PC with an Intel 3.4 GHz CPU. We consider both the EM and
AM problems. For the EM problem, we let yr be the accuracy requirement of
individual requests. More specifically, each request is associated with a random
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precision uniformly distributed in yr with value ranging between 0.3 and 0.9.
An IoT app may make several context requests to the middleware. For the AM
problem, we consider the energy budget E = {500, 700, 900, 1100, 1300} mJ, with
a sampling rate of 1/300 Hz. E is the energy limit in each management window.
We report sample results from E = 1000 mJ, if not otherwise specified. We use
T = 1 min as management window size. The mapping between combinations and
sensors are chosen randomly by Bernoulli trail which basically decides whether a
sensor should be activated or deactivated. We adopt three performance metrics:
(i) energy consumption in mJ, (ii) mean precision in %, and (iii) success rate in
%. The success rate refers to the ratio of satisfied context requests.

Table 1. The combinations, contexts, and sensors used in our simulations

Context precision (%) Sensor activation in Boolean

Combination IsSitting IsStanding IsWalking IsRunning InMeeting IsDrivingAcc. Blue.WiFiMic.GPSCell.

YAN [13] 95 91 83.8 0 73.86 74 1 0 1 0 1 0

CenceMe [7] 68 78 94 74 68 74 1 1 0 1 1 0

EEMSS [11] 89.44 0 78.2 90 0 63.86 1 1 1 0 1 0

EEMSS2 [11] 99.44 0 88.2 100 0 73.86 1 1 1 1 1 0

SAMMPLE [12] 0 0 0 0 68 0 1 0 0 0 1 0

SAMMPLE2 [12] 0 0 0 0 57 0 1 0 0 0 0 0

OTHER1 50 59 66 70 96 91 0 0 1 0 0 1

OTHER2 35 54 56 60 86 76 1 0 0 0 0 1

4.2 Results

We first validate the correctness of Per-app, EMA, and EEMA algorithms. We
find that all requests from apps are satisfied by the resulting decisions. Figure 4
shows sensor activations with EAMA algorithm when the energy budget is set
to 1000 mJ. The accelerometer is the least activated sensor, whereas GPS and
BlueTooth are requested more frequently from various IoT applications. Next,
we report the energy consumption achieved by individual algorithms in Fig. 5(a).
We observe that EEMA consumes the least energy when we have a fixed energy
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Fig. 4. Sensor activation by EEMA for E = 1000 mJ.
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gated results under diverse E.
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Fig. 6. Average precision with: (a) sample results from E = 1000 mJ and (b) aggre-
gated results under diverse E.

budget of (E = 1000 mJ) and outperforms the per-app algorithm. We then
plot the aggregated results under different energy values E in Fig. 5(b). We
see a significant saving in energy consumption in EEMA compared to per-app
algorithm. The energy consumption of EAMA and per-app is non-decreasing as
the energy budget increases, however EEMA shows better result than both of
them. We justify the accuracy maximization problem by showing the precision
and success rate by focusing on EAMA algorithm. In Fig. 6, we clearly see that
the precision of EAMA is better compared to per-app and EEMA. Compared
to the sample results in Fig. 6(a), the same observation is even more clear in the
aggregated results in Fig. 6(b) with varying energy budgets. High success rate
suggests the correctness of our accuracy model by stating the ratio of correctly
inferred contexts out of all the requested contexts. In Fig. 7, we see that the
success rate is higher for EAMA algorithms which suggests that we achieve
higher overall accuracy under a specific energy budget.
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5 Conclusion

Context-aware IoT applications are getting increasingly more popular. Multiple
IoT apps may run at the same time on an LTE device and request for several
overlapping contexts at a subsequent higher rate. In this paper, we developed a
novel middleware solution to support efficient context inference from IoT applica-
tions in terms of energy consumption and accuracy. Instead of solely intending
to reach optimal energy consumption for independent contexts, the proposed
middleware selectively activates certain sensors while taking overlapping con-
text requirements from multiple context-aware applications into consideration.
We also rigorously studied the sensor management problem, which is the core
issue in this middleware. We presented two optimization problem formulations:
energy- and accuracy-optimization. We then proposed two heuristic algorithms
to address these problems: EEMA and EAMA. Our extensive trace-driven sim-
ulations show the merits of our proposed middleware solution and algorithms.
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Abstract. Fog computing is a promising method for computation
offloading by bringing the computation at arms reach, which is char-
acterized by low latency and significant for the delay-sensitive applica-
tions. Offloading is effectively to extend the lifetime of battery of mobile
device by executing some applications remotely. In this paper, we pro-
vide an energy consumption oriented offloading algorithm to save mobile
devices energy while satisfying given application response time require-
ment. We formulate the offloading algorithm as minimizing energy con-
sumption with the constraints of time tolerance and the maximum trans-
mission power. It dynamically selects cloud computing or fog comput-
ing to offload computing instead of only relying on cloud computing.
The numerical results show that our offloading algorithm can reduce the
energy consumption obviously.

Keywords: Offloading · Cloud computing · Fog computing · Energy
consumption

1 Introduction

Nowadays, mobile devices have become an indispensable part of People’s Daily
life. The demands for mobile devices to run applications with high computation
are increasing. The local computation resources are insufficient to run sophis-
ticated task, compared to desktop counterparts. Due to the physical size con-
straint, mobile devices have limited computation and battery life. Thus, the
limitation of energy has been the bottleneck of mobile devices.

Computing offloading [1,2] is a possible strategy to overcome the above bot-
tleneck. It enables resource constrained mobile devices to offload their most
energy-consuming tasks to nearby more resourceful servers. The mobile device
can offload computing to the cloud. Then the cloud server executes the tasks and
provides the mobile device with the results. However, recently research [3] shows
that offloading computing to the cloud is not always a good choice because some
delay sensitive applications should be completed within their delay tolerance,
and the cloud computing has a large transmission delay, especially for the net-
work edge devices. With the availability of nearby resources via fog computing,
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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mobile device offer computation offloading with low latency, which is benefi-
cial for the delay sensitive task. Fog computing is a recent computing paradigm
that is extending cloud computing towards the edge of network. The compu-
tation capacity of fog computing is weaker than that of cloud computing. We
formulate the offloading problem as minimizing energy consumption with the
constraints of time tolerance and the maximum transmission power.

In the paper, we provide an energy consumption oriented offloading algorithm
to overcome the problem above with the consideration of latency tolerance and
the transmission power of mobile device. The contributions of our work can be
summarized as follows:

We provide the energy consumption oriented offloading algorithm. Firstly,
we compute the energy consumption of fog computing and cloud computing,
respectively. Then mobile device makes a choice after comparing the magnitude
between them. Numerical result shows that the energy consumption oriented
offloading algorithm has less energy than that of adopting cloud computing alone.

The rest of the paper is organized as follows. Section 2 presents system model.
Section 3 presents the problem formulation and solutions. Numerical results are
provided in Sect. 4. Section 5 concludes the paper.

2 System Model

We first introduce the system model. This paper shows a three-layer structure
consisting of cloud layer, fog layer and UE (user equipment) layer. The smart-
phone provides mobile computing functionalities to the end user via different
applications. The fog node in the fog layer is the connections with cloud layer and
the end user, which can provide fog computing capability. The cloud server can
provide cloud computing capacity. For simplicity, we assume that there has one
mobile device that has a computational intensive task to be completed. In this
case, a mobile device is able to find a radio access point within a short distance
in the fog server. Similar to many previous studies in mobile cloud computing [4]
and mobile networking [5], to enable tractable analysis and get useful insights,
we consider a quasi-static scenario where the mobile device remains unchanged
during a computation offloading period (e.g., within several seconds), while may
change across different periods.

2.1 Delay Analysis

(1) Fog Computing

In the case of computation offloading, the latency incorporates the time to trans-
mit the input bits to the fog server necessary to enable the execution, the time
necessary for the fog server to execute the instructions, and the time to send
the result back to the UE. More specifically, the overall latency experienced by
mobile device can be written as

Δf = Δt
f,1 + Δt

f,2 (1)
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Where Δt
f,1 is the time for the mobile device to transfer the input bits to its

fog server, Δt
f,2 is the time for the fog server to execute instructions.

Δt
f,1 =

D

R (ptr)
(2)

Δt
f,2 =

M

Sf
(3)

Where D is the size of the input bits, and M is the number of instructions,
which is necessary for the fog server to execute, and Sf is the computation
capacity of the fog server. R (ptr) is the wireless transmission rate.1

R (ptr) = log
(

1 +
ptrh

2

N0

)
(4)

Where h is the channel fading coefficient, and N0 denotes the noise power.

(2) Cloud Computing

The latency incorporates the time to transmit the input bits to the fog server
necessary to enable the execution transfer, the time necessary for the fog server
to transfer the input bits to the cloud server, and the time necessary for the
cloud server to execute the instructions, and the time necessary to send result
back to the UE. The overall latency experienced by the mobile device is

Δc = Δt
c,1 + Δt

c,2 + Δt
c,3 (5)

Where Δt
c,1 is the time necessary for the mobile device to transfer the input

bits to its fog server; Δt
c,2 is the time necessary for the fog server to transfer the

input bits to the cloud server; Δt
c,3 is the time for the cloud server to execute

the instructions.
Δt

c,1 =
D

R (ptr)
(6)

Δt
c,2 =

D

B
(7)

Δt
c,3 =

M

Sc
(8)

Where B denotes the bandwidth between fog and cloud server, and Sc is the
computation capacity of cloud server.

For many applications (e.g., face recognition), the size of the computation
outcome in general is much smaller than that of computation input data includ-
ing the mobile system settings, program codes and input parameters. We ignore
the time it needs to return the outcome to the mobile device.

1 All the log(·) functions are of base 2 by default.



296 X. Zhao et al.

2.2 Energy Consumption Analysis

(1) Fog Computing

Energy consumption of offloaded services is

Ef (ptr) = Ef,1 + Ef,2 (9)

Where Ef,1 is the idle energy consumption of mobile device when the fog
server executes the instructions, and Ef,2 is the energy consumption for the
mobile device necessary to transfer the input bits to the fog.

Ef,1 =
Mpi
Sf

(10)

Ef,2 =
Dptr

R (ptr)
(11)

Where pi and ptr are the idle power and the transmission power of the mobile
device, respectively. M denotes the size of instructions which are executed on
the fog server.

(2) Cloud Computing

Energy consumption of offloaded service is

Ec (ptr) = Ec,1 + Ec,2 + Ec,3 (12)

Where Ec,1 is the energy consumption for the mobile device transmitting the
input bits to the fog server, Ec,2 is the idle energy consumption of the mobile
device when the fog server transmit the input bits to the cloud server, and Ec,3

is the idle energy consumption during the cloud server executes the instructions.

Ec,1 =
Dptr

R (ptr)
(13)

Ec,2 =
Dpi
B

(14)

Ec,3 =
Mpi
Sc

(15)

3 Problem Formulation and Solution

3.1 Problem Formulation

In this paper, we aim at minimizing the energy consumption at the mobile device.
The delay tolerance constraints based on the ptr can be given by

Δ(·) ≤ T (16)
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Where T is the delay tolerance and Δ(·) denotes the overall time of fog com-
puting when (·) represents f . Δ(·) denotes the overall time of cloud computing
when (·) represents c.

The transmission power constraints based on Pmax can be given by

0 ≤ ptr ≤ pmax (17)

Combining (16) with (17), we have

pmin ≤ ptr ≤ pmax (18)

We formulate the optimization problem as minimizing the energy consump-
tion for the mobile device computation offloading while satisfying the transmis-
sion power of mobile device constraints as follows:

arg min
ptr

E (ptr)

s.t. (18)
(19)

3.2 Solution

To achieve the minimum energy consumption, we introduce the solution in fog
computing as an example.

min
ptr

Mpi

Sf
+ Dptr

log
(
1+

ptrh2
N0

)

s.t. pmin ≤ ptr ≤ pmax

(20)

Because Mpi

Sf
is a constant, the above optimization problem can be equiva-

lent to
min
ptr

Dptr

log
(
1+

ptrh2
N0

)

s.t. pmin ≤ ptr ≤ pmax

(21)

Due to Dptr

log
(
1+

ptrh2
N0

) is non-convex, the problem (21) is non-convex for ptr.

3.3 Algorithm

In this subsection, we provide an energy consumption oriented offloading algo-
rithm, as shown in Algorithm 1. We know that the optimization problem in (21)
is non-convex due to the fractional form of the objective function. We note that
there is no standard approach for solving non-convex optimization problems.
In order to solve the optimization problem above, we introduce a transforma-
tion to handle the objective function via nonlinear fractional programming [6].
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Algorithm 1. Optimal energy consumption algorithm design
Input: D, h2, N0

Output: Optimal energy consumption and transmission power of mobile device ptr

1: Initialize the maximum number of iteration Imax and the maximum tolerance Δ;
2: Set minimize energy efficiency q = 0 and iteration index n = 0;
3: Repeat Main Loop
4: Solve the loop problem in Dptr

log

(
1+

ptrh2
N0

) = q for a given ptr and obtain the energy

efficiency q∗;
5: ptr = pmin, q = 0;

6: if Dptr − q log
(
1 + ptrh

2

N0

)
< Δ then

7: Convergence=true;
8: Return p∗

tr = ptr and q∗ = Dptr

log

(
1+

ptrh2
N0

) .

9: Else
10: Set q = Dptr

log

(
1+

ptrh2
N0

) and n = n + 1;

11: Convergence=false;
12: Until convergence=true or n = Imax

13: End

Without loss of generality, we define the minimum energy consumption q∗ of the
considered system as

q∗ =
Dp∗

tr

log
(
1 + p∗

trh
2

N0

) = min
ptr

Dptr

log
(
1 + ptrh2

N0

) (22)

We are now ready to introduce the following Theorem 1 in [6].

Theorem 1: The maximum weighted energy efficiency q∗ is achieved if and
only if

min
ptr

Dptr − q∗ log
(

1 +
ptrh

2

N0

)
= Dp∗

tr − q∗ log
(

1 +
p∗
trh

2

N0

)
= 0 (23)

for Dptr ≥ 0 and log
(
1 + ptrh

2

N0

)
≥ 0.

The proposed algorithm is summarized in Algorithm 1. Its convergence to
the optimal energy consumption is guaranteed if we are able to solve the inner
problem (23) in each iteration.

4 Numerical Analysis

In this section, we evaluate the performance for the proposed energy consump-
tion oriented offloading algorithm. We have used Matlab in the simulation.
Throughout the simulations, some assumptions are made unless stated other-
wise. For simplicity, the system is made up of a fog server, a cloud server and a
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mobile device. Assume that the mobile device has a delay sensitive application to
be executed remotely. The basic parameters throughout the simulations unless
otherwise specified, are as follows. The power of the wireless channel noise is
N0 = 10−7 watt. We assume that the channel is ideal and the fading coefficient
is h2 = 1. The idle power and maximum transmission power of the mobile device
are pi = 0.3 W and pmax = 1.5 W [7], respectively. The delay tolerance of mobile
device is considered as T = 1 s. The bandwidth is assumed to be B = 500 MHz.
The size of the exchange data is D = 20. The capacity of the fog server is
F = 200. C denotes the capacity of the cloud server. The ratio between the
capacity of the cloud server and the fog server is S.
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Figure 1 shows the impact of the number of instructions on the energy con-
sumption of the cloud computing and the fog computing. From the figure, we
can see that the minimum energy consumption of the fog computing raises faster
than the other two methods with the increase of the size of instructions. Basi-
cally, the proposed algorithm can achieves the minimum energy consumption
with the consideration of the execution time. When the size of instructions is
smaller than 3.5, the proposed algorithm choose fog computing and vice versa.
The overall energy consumption is less than that of adopting fog computing or
cloud computing alone.

Figure 2 depicts the minimum energy cost versus the coefficient between the
capability of the cloud and fog computing. With the increase of S, the capacity
of the fog computing remains unchanged. Nevertheless, the capacity of the cloud
computing is increasing linearly. This leads to a reduction in the execution time
of the cloud computing which can significantly reduce the energy consumption
of mobile device.

Figure 3 shows the minimum energy consumption by the proposed algorithm.
The figure shows that the algorithm converges in ten times iterations which
demonstrates that the proposed algorithm can obtain the minimum energy con-
sumption in a finite number of iterations.
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Figure 4 shows the minimum energy cost versus the size of the exchange data
between the mobile device and the remote server. Both the energy of the fog
computing and cloud computing increase with the increase of the size of D. The
energy consumption of the proposed algorithm is better than that adopts cloud
computing alone obviously.

5 Conclusion

In this paper, we introduce fog computing in a simple three layer architecture
to minimize the energy consumption of mobile device. We propose an energy
consumption oriented offloading algorithm to minimize the energy consumption.
By adjust the transmitting power, the paper minimize the energy consumption of
the system. The numerical results show that the proposed algorithm can achieve
better performance. For simplicity, we introduces one user system model, but in
the future, we will study the multi-user model.
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Abstract. When mobile multimedia applications are considered in a femtocell
and macrocell coexisted heterogeneous network, a fast handoff mechanism to
select a target femtocell base station (FBS) for macrocell user equipment
(MUE) to maintain the QoS turns out to be a major design issue. To address this
problem, a fast Stochastic Election Process (SEP) is proposed to assign the
initial counter value of each candidate FBS based on the load of the candidate
FBS. Simulation results confirm that the proposed load-based handoff mecha-
nism reduces the handoff time greatly.

Keywords: Fast handoff � Auction � Femtocell � Load balance

1 Introduction

In a macro-femto coexisted heterogeneous network, as an macrocell user equipment
(MUE) moves from outdoor to indoor, due to the attenuation of the walls, the signal
strength is greatly attenuated and, thus, the transmission rate is reduced accordingly. To
address this issue, femtocells are developed to improve indoor signal quality. As depicted
in Fig. 1(a), a femtocell is composed of a femto base station (FBS) and theUEs connected
to this FBS. A FBS is a low-cost small-size base station [1] that is mainly designed to be
installed indoor to boost the signal quality and increase the throughput of the mobile
communication networks in indoor environment. Besides, in the macro-femto hetero-
geneous network, when FBSs can be accessed by any nearbyMUE, i.e. FBSs are operated
in the open subscriber group (OSG) access mode, they provide an important alternative to
offload the traffic of macrocell base station (MBS). In the conventional handoff mecha-
nisms, the signal quality, e.g., RSSI (received signal strength indicator), SINR (signal to
interference plus noise ratio), or SNR (signal to noise ratio) is the main index used to
select a new target base station to handoff. For example, to select a target FBS, the
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approaches proposed in [2, 3] are to maintain an optimal neighbor cell list (NCL). With
such list, instead of scanning all neighboring FBSs, UE only needs to scan those listed
FBSs when handoff is needed and, thus, conserves the limited battery power. The handoff
mechanism proposed in [4] consisted of two phases. In the first phase, FBSs that within a
predefined range were selected as the handoff candidate FBSs. In the second phase, a
handoff candidate FBS with higher SINR was assigned higher probability to be selected
as the target FBS for UE to handoff. Obviously, all the previous approaches selected the
target FBS mainly based on the signal quality. In other words, load of each FBS was not
considered. However, due to the increasing demand of mobile multimedia applications
from the UEs, if the selection of target FBS only considers the signal quality, load
unbalance may occur among FBSs.

To address this problem, we have developed an auction-based handoff mechanism
that jointly takes the signal quality and load balance into the selection of target FBS. It has
been proved that better load balance among FBS is achieved by the auction-based handoff
mechanism. However, in addition to selecting a light loaded FBS with satisfied signal
quality, it is also important for the time elapsed in the target FBS selection to be short so
that the QoS of the mobile multimedia applications can be maintained. Hence, the
objective of this paper is to refine the handoff mechanism [6] to speed up the handoff time.

The rest of this paper is organized as follows. Introduction to the Dutch auction and
descriptions of the system model are presented in Sect. 2. Section 3 summarizes the
operations of the auction-based handoff mechanism with load balance in [6]. Detail
descriptions of the refinements to speed up the handoff time are presented in Sect. 4.
The performance results of the proposed refinements are presented in Sect. 5. Section 6
concludes this paper.

2 Preliminaries

2.1 Dutch Auction

Auction [7] is a special way to exchange merchandizes in human society. The Dutch
auction [8] is named after the famous auctions of Dutch tulip bulbs in the 17th century.
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Fig. 1. (a) Illustration of femtocell [5] and (b) applying the MDA of the handoff mechanism.
(Color figure online)
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The farmers pooled their tulips in a central market, while experienced sellers undertook
their sale to traders from around the world. Sellers provided the starting price, the step
of the auction and the time interval at which the price was to be reduced. The rule was
simple: any time, any trader could buy any quantity of tulips in the auction at the
prevailing price at that particular time interval. However, if the traders did not pur-
chase, the price is reduced in the next time interval since the flowers would wither as
time passed by. But, when some trader purchased, the remaining traders were in danger
of being stuck without tulips. Thus, every trader was “waiting” or “competing” for the
appropriate price, at the right time interval. In other words, in the Dutch auction, each
bid is a winning bid, provided that there are still tulips (goods). When the flowers are
sold out, the auction ends. Since participants never know if and when someone else will
bid, they are under pressure, leading to prices and values that conform to market reality,
in a short time period. For this reason, the Dutch auctions have become very popular.
Thus, they are not limited to tulips. The Dutch auction, sometimes, is regarded as an
open-outcry descending-price auction or a clock auction.

2.2 System Model

This paper considers a macro-femto coexisted heterogeneous network. We assumed the
MUEs and FBSs are uniformly deployed inside the coverage area of an MBS. All FBSs
are assumed operated in the OSG access mode. Examples of the considered environ-
ment can be found in our daily life, e.g., shopping malls, exhibitions, department
stores, and offices. In practical, under the considered environment, FBSs are usually
fixed and their location information is also known to the owner of the network. Besides,
the location information of MUE can be provided by either the equipped GPS module
or indoor positioning techniques. While the handoff probe message sent from the MUE
is received by a nearby FBS, it calculates the received RSSI value based on the two
equations below

RSSI ¼ P� Pðpath lossÞ ð1Þ

Pðpath lossÞ ¼ 127þ 30 log10ðdÞþXr; ð2Þ

where P is the transmission power of the MUE in dBm, Xr is the lognormal shadowing
with zero mean and variance r2 in dB, d is the distance between MUE and FBS in Km
and P(path loss) is the path loss in dB [9] and, respectively. With (1), the SNR can be
calculated by SNR = RSSI/N where N is the thermal noise.

3 Summary of the Auction-Based Handoff Mechanism
with Load Balance

In [6], a two-stage auction-based handoff mechanism with load balance for macro-femto
heterogeneous networks was proposed. The fundamental ideas of [6] are as follows. To
find and identify the handoff candidate FBSs, a modified Dutch auction (MDA) is used
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in the first stage of the handoff mechanism in [6]. Next, a stochastic election process
(SEP) is used in the second stage to select a light-loaded FBS among the candidate FBSs
as the target FBS. Following, we summarize the operations of each stage.

3.1 Stage 1: Modified Dutch Auction (MDA)

Whenever a handoff is needed, MUE sends a handoff probe message that contains two
parameter values, Pul;req

RSSI and P0
RSSI . First, P

ul;req
RSSI is the minimal required uplink RSSI

value required to maintain the uplink QoS of the active mobile multimedia applications
in the MUE. In addition, it is also used to define an area called potential handoff area.
Then, the parameter P0

RSSI is used to partition the potential handoff area into two

priority zones. In the language of auction, Pul;req
RSSI is the upset price and P0

RSSI is a price to
partition all the bidding prices higher than the upset price into two groups. For
example, as shown in Fig. 1(b), the entire area inside the dashed black line is the
potential handoff area, while the region inside the red dashed line is named the high
priority zone and the region between black and red dashed lines is called low priority
zone. When receiving the handoff probe message, FBS calculates the uplink RSSI
value based on (1) and (2). To maintain the QoS of active mobile multimedia appli-
cations, FBSs whose calculated uplink RSSI values less than Pul;req

RSSI are screened out.
For example, in Fig. 1(b), the seven FBSs outside the potential handoff area (i.e.,
FBS-1, FBS-4, FBS-8, FBS-9, FBS-11, FBS-14, and FBS-15) are sifted out. In con-
trast, the rest of eight FBSs in the potential handoff area (i.e., FBS-2, FBS-3, FBS-5,
FBS-6, FBS-7, FBS-10, FBS-12, and FBS-13) are called qualified FBSs. In the lan-
guage of auction, this means that bidders with bidding prices higher than the upset
price win the first round of bidding and called qualified bidders.

After calculating the uplink RSSI value, each qualified FBS located within the high
priority zone (i.e., FBS-7 and FBS-13 in Fig. 1(b)) replies a handoff probe response
message to MUE. In the language of auction, this means qualified bidders that agree to
pay higher bidding prices are given higher priority to win the bid. After broadcasting
the handoff probe message, if MUE does not receive any handoff probe response
message, the same handoff probe message is broadcast again. This time, each qualified
FBS that receives the same handoff probe message twice and located within the low
priority zone replies a handoff probe response message to the MUE. However, if MUE
still receives nothing, MDA is ended. This is called as a handoff failure. However, if
more than one qualified FBSs located in the same priority zone, as shown in Fig. 1(b),
the handoff probe response messages sent by the qualified FBSs will collide to each
other. In this case, MUE cannot identify which qualified FBS has sent the handoff
probe response message. To this issue, after a collision is detected, MUE sends an
updated handoff probe message in which an updated uplink RSSI value, P1

RSSI , is
included to further partition the corresponding priority zone into two priority
sub-zones. For example, as shown by the green dashed line in Fig. 1(b), after detecting
collision occurred in the high priority zone, P1

RSSI is used to divide the high priority
zone into two sub-zones. In our simulations, the above procedure to resolve the col-
lision is ignored. In the language of auction, this means if some bidders offer similar
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bidding prices, in order to determine the winner, the auctioneer will separate them into
two sub-groups based on their bidding prices.

Whenever MUE successfully receives a handoff probe response message, it cal-
culates the received downlink SNR value. After all qualified FBSs in the selected
priority zone have successfully sent back to MUE, those FBSs whose downlink SNR
values greater than the required downlink SNR value SNRdl

req will be selected by the
MUE to maintain the downlink QoS of the active mobile multimedia applications as
the candidate FBSs. If there is only one candidate FBS, it is the target FBS and MUE
proceeds to handoff to it. However, if more than one candidate FBSs, a new handoff
probe message will be sent to notify them to proceed to the second stage of the
auction-based handoff mechanism. If no candidate FBS is found, MDA is ended and
the handoff is regarded as failure.

3.2 Stage 2: Stochastic Election Process (SEP)

As mentioned in previous sub-section, the second stage of the auction-based handoff
mechanism is executed only when more than one candidate FBSs are selected in the
MDA. Hence, the objective of SEP is to determine the light-loaded target FBS so that
the load among FBSs can be balanced. The operations of SEP are described below.

Like the Dutch auction, a down-counted Auction Clock is maintained in each of the
candidate FBSs and MUE. Initially, the Auction Clock is set to K. Besides, an
up-counted Counter with initial value 0 is maintained in each candidate FBS as shown
in Fig. 2(a). In each time unit of SEP, the values of Auction Clocks in candidate FBS-
k and MUE are decreased by one with probability 1. However, the Counter value in
each candidate FBS is unchanged with probability pk or increased by one with prob-
ability (1−pk). The probability pk is given by

pk ¼ lk þ q
Ck

; ð3Þ

where lk is the load of candidate FBS-k before handoff, q is the requested capacity of
the MUE, and Ck is the maximal capacity of candidate FBS-k. For simplicity, we

Fig. 2. The counter and auction clock of candidate FBS-k in the (a) SEP and (b) fast SEP.
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assume Ck = C for every candidate FBS-k. Whenever a candidate FBS-k whose values
of Auction Clock and Counter matched (e.g., their values are equal to mk as shown in
Fig. 2(a)), it will regard itself as the winner of the auction. Hence, it replies a handoff
probe response message to grant the handoff request proposed by the MUE. But, if
more than one candidate FBSs satisfy the above condition simultaneously, their
handoff probe response messages to MUE will collide. This results in the failure of the
first round of SEP. We define the failure of SEP due to the collision as “collision
failure.” When a collision failure occurs, the value of Auction Clock of MUE and the
values of Auction Clocks and Counters of the collided FBSs will be re-initialized and a
new round of SEP is started. Before MUE successfully receives a handoff probe
response message, the procedures will be repeated again and again. However, since the
counter value is increased randomly, it is possible that no match occurs. In this case,
MUE receives nothing from the candidate FBSs and the handoff will be regarded as
failed when the value of Auction Clock of MUE equals to zero (i.e., K = 0). This is
defined as “miss failure.” According to the calculation of pk in (3), it can be easily
found that a light-loaded candidate FBS-k, i.e. smaller lk, will have a smaller pk and,
consequently, its counter value will have a higher probability to be advanced by one. In
other words, a light-loaded candidate FBS is with higher probability to attain a match
and become the first FBS to send the handoff probe response message to MUE. Thus,
better load balance among FBSs can be obtained with the MDA and SEP.

4 Fast SEP

In the original design of SEP, named normal SEP in the following context, the initial
value of each Counter is set to zero. With this initial value, the minimum clock time
required for Counter and Auction Clock to match in each round of SEP will be K/2. In
other words, the time before K/2 is wasted. Hence, it will be a feasible solution to speed
up the handoff time if the SEP can be executed faster. Our improvement to speed up the
time required in the SEP is as follows. Instead of assigning initial counter value of each
candidate FBS to zero, it is assigned based on the load of candidate FBS. To do this,
the maximum possible load among the candidate FBSs in the ith round of SEP, Xi, is
divided into W regions. Let X1 = C Mbps and nk be the region number where candidate
FBS-k is allocated. In this way, if a candidate FBS-k whose load lk is 0 Mbps � lk �
Xi=Wd e Mbps, nk = W. Similarly, if a candidate FBS-k whose load lk is Xi=Wd e

Mbps < lk � 2 Xi=Wd e Mbps, nk = (W-1), so on and so forth. Based on the obtained
nk, the initial counter value of candidate FBS-k is

0 ; nk ¼ 1
Pnk

i¼2

K
2ði�1Þ ; nk [ 1:

8
<

: ð4Þ

Obviously, candidate FBS with light load will be allocated with a higher value of
nk, and thus, assigned with a higher initial counter value. In such a way, light loaded
candidate FBS will achieve a match faster than those heavy loaded ones. In addition,
the load balance is still maintained. For example, consider K = 16, W = 3, and C = 50
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Mbps. In the first round of fast SEP, X1 = 50 Mbps. As shown in Fig. 2(b), if the
considered candidate FBS-k whose load lk is 0 Mbps � lk � 17 Mbps, nk = 3 and,
based on (4), the initial counter value will be 12. On the contrary, if lk is 17 Mbps <
lk � 34 Mbps, nk = 2 and the initial counter value will be 8. Otherwise, if lk is 34
Mbps < lk � 50 Mbps, nk = 1 and the initial counter value will be 0. If collision
occurred in the first round of SEP, the value of X2 in the second round of SEP will be
50 Mbps, 34 Mbps, or 17 Mbps if the initial counter value of the collided candidate
FBSs is 0, 8, or 12, respectively. Since collided candidate FBSs are with the same
initial counter value, with the above approach to assign Xi i � 2, we are trying to
reallocate those collided candidate FBSs into different sub-regions so that they can be
assigned with different initial counter values in the next round of fast SEP. For
example, consider two candidate FBSs A and B with loads 20 Mbps and 30 Mbps and
same initial counter value 8 collided in the first round of fast SEP. In the second of fast
SEP, X2 = 34 Mbps and the initial counter value will be 12 if the load lk is 0 Mbps
� lk � 12 Mbps, 8 if lk is 12 Mbps < lk � 24 Mbps, and 0 if lk is 24 Mbps < lk �
34 Mbps. Hence, the initial values for candidate FBSs A and B in the second round of
fast SEP will be 8 and 0, respectively.

5 Simulation Results

The performance of the proposed load-based fast handoff mechanism for macro-femto
heterogeneous networks is evaluated by the MATLAB and all the parameter values
used in our simulations are in Table 1. In the simulations, 10, 20, 30, 40, and 50 FBSs
are uniformly deployed inside the considered area, respectively. The requested capacity
of the MUE, i.e., q, for each corresponding number of FBSs are 0.5, 1, 1.5, 2, and 2.5
Mbps, respectively. The initial load of each FBS is assumed uniformly between 0 and
50 Mbps. Besides, the procedures to resolve the collision as mentioned in Sect. 3 are
ignored. To investigate the performances of the proposed fast SEP, the percentages of
“successful handoff”, “collision failure”, and “miss failure” in each round of normal
SEP and fast SEP are collected and compared. They are defined as the ratios of the
number of candidate FBSs “that successfully send MUE the handoff probe response
message”, “whose handoff probe response messages are collided”, and “whose values
of Auction Clock and Counter are mis-matched” to the number of candidate FBSs in
that round, respectively.

Table 1. The parameter values used in simulation.

Parameter Value Parameter Value

Network side-length 70 m Min. req. uplink RSSI value (Pul;req
RSSI ) −56 dBm

FBS transmit power 23 dBm P0
RSSI −47 dBm

MUE transmit power 20 dBm Downlink threshold (SNRdl
req) 50 dB

Frequency band 2 GHz Capacity of candidate FBS (C) 50 Mbps
System bandwidth 10 MHz Shadowing standard deviation 4 dB
Thermal noise (N) −104 dBm Initial auction clock value (K) 16
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First, we show the percentages of successful handoff, collision failure, and miss
failure for the normal SEP in Fig. 3. Since the percentages of more than two candidate
FBSs observed in the first round of normal SEP are increased as the number of FBSs
increases, as shown in Fig. 3(a), more collision failures, fewer successful handoffs, and
fewer miss failure occur in the normal SEP as the number of FBSs increased. Next, the
simulation results for the second and third rounds of normal SEP show that more than
90% of the number of candidate FBSs is two. In addition, according to (3) and the
operations of normal SEP, we find collisions are most likely generated by candidate
FBSs with similar loads. Furthermore, based on our observations, if candidate FBSs
with similar load collided in the ith round of normal SEP, they are likely to collide again
in the (i + 1)th round of normal SEP. As a consequence, as shown in Fig. 3(b) and (c),
the percentage of successful handoff is reduced. However, different from Fig. 3(a), we
can see that the percentages of collision failure in Fig. 3(b) and Fig. 3(c) slightly
decrease as the number of FBSs increases. This is mainly because the percentage of
more than two candidate FBSs is slightly increased as the number of FBSs increases.
Hence, the differences between values of px are getting larger, which reduces the
possibility of collision. On the contrary, due to the decreases of collision failure, the
percentage of miss failure increases as the number of FBSs increases.

Next, we verify the handoff time improved by the fast SEP. Figure 4 shows the
CDF of the clock time elapsed for a successful handoff with fast SEP and normal SEP
when the number of FBS is 30. First, in Fig. 4(a), as we mentioned earlier, the min-
imum clock time required to have a successful handoff in the first round of normal SEP
is 8 (for K = 16). On the contrary, by assigning different initial counter values, the
minimum clock time required for fast SEP is reduced to 2. Similarly, the minimum
clock time required to have a successful handoff in the second and third rounds of
normal SEP are 16 and 24 in Fig. 4(b) and (c), respectively. However, as shown in
Fig. 4(b) and (c), they are 4 and 6 if fast SEP is applied. In addition, with the fast SEP,
we can also find that nearly 80% of successful handoff occurred before the first suc-
cessful handoff occurred in the normal SEP. In other words, the overall handoff time is
greatly improved by the proposed fast SEP.

Next, we need to verify if the fast SEP deteriorates the other performance of
handoff. Figure 5 shows the percentages of successful handoff, collision failure, and
miss failure in the different rounds of fast SEP. Comparing with the results shown in

(a) MDA+normal SEP                      (b) MDA+fast SEP 

Fig. 6. The percentages of successful handoff and failure handoff.
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Fig. 3, we find that fast SEP induces very limited negative effects on the performances
of the successful handoff, collision failure, and miss failure. Hence, we conclude that
the fast SEP greatly reduces the handoff time with limited side effect on the perfor-
mances of the normal SEP.

Finally, the overall percentages of successful handoff and failure handoff with
respect to normal SEP and fast SEP are shown in Fig. 6. As expected, since fast SEP is
mainly focus on speeding up the time to a successful handoff, it only slightly improves
the percentages of successful handoff and failure handoff obtained by normal SEP.

6 Conclusions

In the macro-femto heterogeneous networks, if the service from the serving MBS
deteriorates, an auction-based handoff mechanism with load balance is needed for
MUE to quickly select a light-loaded FBS to perform a handoff so that the load among
each FBS can be balanced. To achieve this goal, a modified Dutch auction (MDA) is
used to sift out candidate FBSs. After that, a normal stochastic election process (SEP) is
employed to decide the target FBS to perform handoff. However, it is found that
normal SEP is not quick enough since K/2 clock time is wasted in each round of normal
SEP. Thus, by assigning light-loaded candidate FBS with higher initial counter value,
simulation results confirms that the handoff time is greatly improved by proposed
load-based fast handoff mechanism.
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Abstract. With the skyrocketing amount of data communications, tra-
ditional Radio Access Networks (RANs) infrastructure suffers from high
capital and operating expenditures. Many countries and mobile network
operators, therefore, propose software-defined radio access networks for
centralized management, and further apply cloud computing technolo-
gies into cellular networks. Cloud Radio Access Network (Cloud-RAN)
is a new paradigm for the next generation mobile network which pro-
vides ultra-high density deployments, dynamic reconfiguration of com-
puting resources, as well as achieves high energy efficiency. To quantify
the performance of Cloud-RAN infrastructure deployment, we build up
real Software RAN testbeds based on an opensource LTE implementation
over the latest virtualization technologies. We evaluate the performance
of different testbed deployments by several test scenarios, in order to
show the overhead introduced by virtualization. In addition, our test-
bed setup and measurement methodology will stimulate more systems
research on the emerging Cloud-RAN infrastructure.

Keywords: OpenAirInterface · Virtualization · KVM · Docker ·
Container · RAN · Software RAN · Cloud RAN · Testbed

1 Introduction

The global mobile data traffic in 2015 was 55 % higher than 2014. Research
predicts that the amount will raise 9 times as against 2014 while in 2020, and
80 % of mobile data traffic will be from smartphones by that time [4]. With
the rapid developments of Machine-to-Machine (M2M) communications, large
amount of data traffics impacts the current Radio Access Networks (RANs). To
sustain tens of thousands of devices connected simultaneously, the next genera-
tion mobile network should achieve low latency and high throughput. However,
the traditional RAN uses dedicated hardware for baseband processing which
is lack of flexibility and scalability, and also leads to high Capital Expendi-
ture (CAPEX) and Operation Expenditure (OPEX). Therefore, many countries
and cellular network operators started to focus on Software RAN developments.
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Compared to specialized hardware systems, the programmability, extensibility,
and adaptability of commodity hardware turn Software RAN into one of the
most promising solutions.

To be energy- and cost-efficient, recent studies propose to deploy Software
RANs in cloud platforms [8,12], referred to as Cloud Radio Access Network
(Cloud-RAN). In Cloud-RAN, baseband processing is centralized in a virtu-
alized BaseBand Unit (BBU) pool. It allows the heterogeneous traffics to be
handled by a share resource pool, and is able to adapt to different types of
traffics. Moreover, researchers [19] propose Cloud RAN-as-a-Service concept, a
new way to manage mobile networks. It not only improves the network through-
put by centralized processing, but also takes advantages of cloud computing to
increase the flexibility of resource usages. However, the existing cloud platforms
are mostly developed for general purpose computing, and thus some concerns
such as the network Quality of Service (QoS) and time-sensitive resource man-
agement mechanisms may not be rigorously studied and designed yet.

In this paper, we aim to evaluate the performance of Cloud-RAN in a real-
istic setup. We build a Software RAN testbed on top of physical machines,
as well as in a container-based virtualization platform to discuss the possible
overhead introduced by centralization. In our experiments, we use commercial
User Equipments (UEs) to send different types of real network traffics. Through
the profiling of computing resource usage, and the measurement of end-to-end
network performance, we provide comprehensive evaluations over different plat-
forms to discuss the critical issues of Cloud-RAN deployment. The rest of the
paper is organized as follows. In Sect. 2, we introduce proposed Software RAN
approaches, as well as some prior studies on Cloud-RANs. Section 3 shows our
testbed architecture, including physical machines and containers. The perfor-
mance evaluations over our testbeds are given in Sect. 4. We conclude the paper
in Sect. 5.

2 Related Work

Many countries and cellular network operators have proposed Software RANs to
provide a centralize-controlled, flexible, and evolvable architecture. As we intro-
duced in our previous work [14], projects such as FluidNet [13,20], a Cloud-RAN
prototype with a BBU pool can be adopted in various logical front-haul configu-
rations. With FluidNet’s algorithms, the traffic sustainability can be maximized
to meet the real-time requirements, while simultaneously optimizing the system
resource usage of BBU pool. Gudipati et al. [10] proposed a software-defined
RAN with a centralized control plane. However, it only includes the control
algorithm to make decisions over handover and interface management, no cen-
tralized baseband processing is done in the cloud. OpenRAN [23] is a Software
RAN architecture that achieves the virtualization and programmability. With
Software-Defined Networking (SDN), it has the capability to dynamically opti-
mize the rules for each virtual access element. As for real-testbed that can be
actually deployed, OpenBTS [17] is an open source cellular infrastructure that
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allows users to deploy their own GSM network. However, it only supports 2G/3G
networks. The aforementioned studies do not capitalize the characteristics of the
cloud, nor quantify the performance of cloud-RAN over real 5G cellular network
testbeds deploy in the cloud.

To move from Software RAN to Cloud-RAN, the balance between perfor-
mance and expense is the most important issue, as well as to exhibit the charac-
teristics of cloud, such as scalability, elasticity, and reliability. Pompili et al. [18]
not only provided a comprehensive survey on Cloud-RAN, addressing its techni-
cal challenges and relevant open research issues, but also proposed resource pro-
visioning and allocation strategies of BBU pooling. They also built a real-time
testbed to compare the CPU and power consumption of a Cloud-RAN archi-
tecture against traditional approach to show the benefits of their solution [11].
To implement Cloud-RAN, the latency and real time issue should be carefully
considered. In [15], Navid discussed critical issues on the RAN cloudification.
Moreover, he proposed the splitting strategies of BBU and Remote Radio Head
(RRH). Form his simulation results, he considered different scenarios, which
affect the processing ability of BBU and model individual components of BBU
functions. Different from the aforementioned studies, the current paper presents
detailed performance evaluations using a real Cloud-RAN testbed.

3 The Considered Cloud RAN

3.1 Cloud System Architecture

Compared to conventional computing, cloud computing [7,9] makes more elastic
use of computing resources without paying a premium for infrastructure deploy-
ment. It implies a service-oriented architecture that has better flexibility, scala-
bility, and on-demand services. The Infrastructure-as-a-Service (IaaS) provider,
such as Amazon’s EC2 [1], provides the infrastructures for cloud consumers to
build, run, and deploy their own services or platforms. Virtualization is exten-
sively used in this case in order to abstract away and isolate the lower level
functionalities. Kernel-based Virtual Machine (KVM) [5] is a widely-used full
virtualization solution for Linux distributions. It turns the entire Linux kernel
into a hypervisor, and completely simulates the underlying hardware including
network card, disk, CPU, RAM, and etc. KVM is able to work with a great
variety of guest OSs, and provides high isolation among users. However, full
virtualization leads to longer launch time, and a complete network stack that
requires extra network acceleration technologies such as hypervisor bypass to
ensure high network performance.

The emerging container-based virtualization becomes more and more popu-
lar. Instead of running an entire kernel, containers only run as isolated processes
in user namespace. That is, containers have considerable performance advantages
in many aspects such as low network latency, near-native performance on mem-
ory, and almost identical computation speed [21,22]. Docker [2] is an opensource
project that automates service deployment in containers. With its own libcon-
tainer to access the virtualization features of Linux kernel, and the adoption of
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layered file system (AUFS), Docker has become the state-of-the-art approach in
lightweight virtualization technologies. Docker provides high-level APIs for users
to build, ship, and run applications in containers, as well as image registry for
developers. User can simply pull a pre-built image to launch an application in
short time, or even pack their own instances as services and push them back to
the repository.

3.2 From Soft-RAN to Cloud-RAN

In our previous work [14], we had deployed the OpenAirInterface (OAI) [16], an
opensource Software RAN implementation, on commodity PCs and conducted
several performance experiments in different virtualization environments. From
the previous experiment results, we observed that fine-tuned real-time kernel
significantly improves the network and computational latency regardless of vir-
tualization techniques. Both Docker and virtual machines under system loads
achieve 13.9 and 3.8 times improvement compared to generic kernel respectively.
According to the results, Docker containers outperform virtual machines in both
network and computational latencies.

We proposed using real-time kernel and container to virtualize the Software
RANs in the cloud. However, to further evolve from Software RAN to Cloud-
RAN, we study following research problems in this paper: (1) how to deploy Soft-
ware RAN in a virtualized environment, and (2) how to identify the performance
bottleneck of cloud architectures for Cloud-RAN implementation. Furthermore,
we use real mobile traffics to quantify the performance of our 5G cloud in the
current paper, while we used general benchmark utilities in our earlier work [14].

4 Performance Evaluations

4.1 Testbed Design

In this paper, we aim to deploy OAI testbed on bare-metal machines and in
containers for evaluating Cloud-RAN. Each physical machine comes with an
AMD A10-7850K APU at 3.7 GHz with 4 CPU cores and 6 GB RAM. The OAI
software is deployed on top of Ubuntu 14.04 with the low latency kernel 3.19.
We turned off the power management features and maximize the CPU frequency
for better performance and stability. We use National Instrument/Ettus USRP
B210 as the RF front end, and Hauwei E3372 LTE dongle with a configurable
SIM card as the UE, which connects to the Internet via the OAI software.

In order to focus on Evolved Node B (eNB) performance evaluations, we put
Evolved Packet Core (EPC) and Home Subscriber Server (HSS) on the same
entity (machine or container) to simplify the deployment. Figure 1(a) shows the
bare-metal environment. The eNB and EPC+HSS are connected via Ethernet.
eNB sends a connection setup request before attaching the UE to the eNB. After
UE completes the RRC connection setup with eNB, the authentication between
MME and HSS is accomplished, and the UE is able to access the Internet. On the
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(a) Bare-metal environment.

(b) Container environment.

Fig. 1. Architecture of our OAI testbed.

other hand, the container testbed is shown in Fig. 1(b). We use Docker version
1.9.1 to achieve fast deployment of containers for eNB and EPC+HSS. Each
container is able to utilize at most a CPU core, and at most 20% of memory by
default. We consolidate eNB containers in one machine, while EPC+HSS in the
other, connected by a Linux bridge.
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4.2 Test Scenarios

To evaluate the performance of our testbed, we generated 4 types of represen-
tative mobile traffics: (1) video streaming, (2) online gaming, (3) web browsing
(social networking), and (4) file transmission. This is done by recording actual
packets generated by each application using libpcap running on a 4G smart-
phone. Each packet record lasts for several minutes, and we rewind and replay
them in our experiments once reaching their ends.

4.3 Evaluation Results

Network Throughput. In bare-metal environment, we measure the required
bandwidth over four scenarios with a scale up to 2 eNBs. Figure 2(a) shows
the comparison of 1 and 2 eNBs concurrently served by one EPC on a physical
machine. Video-streaming requires about 761.726 KB/s throughput for users to
have good user experience while watching a 1080p high-definition video. Online-
gaming and Web-browsing use relatively low bandwidth at about 13.040 KB/s
and 176.123 KB/s respectively. File-transmission is in high demand in through-
put, we download a large tar file from the Internet and get an average throughput
at about 1183.404 KB/s. With two eNBs, we observe that the available band-
width is equally shared by the two eNBs.

For the container environment, Fig. 2(b) plots the comparison of 1 and 2
eNBs consolidated on one physical machine. Docker containers have comparable
results in video-streaming, online-gaming and Web-browsing. However, it can
only provide 553.706 KB/s on average for file-transmission. This can be partially
attributed to the bursty nature and large data amount of file transmission, which
impose higher consolidation burdens.

System Loading: CPU, Memory. We also profile the CPU and Memory
usage to study the resource utilization of Cloud-RAN. When no traffic is
incurred, as shown in Fig. 3(a), the idle Software RAN needs about 34.6% of CPU

(a) Bare-metal environment. (b) Container environment.

Fig. 2. Network throughput performance in KB/s.
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resources and 18.7% of memory. If we use a single EPC to serve 2 eNBs, each
eNB requires 37.5% of CPU, but does not consume more memory. Figure 3(b)
shows that using containers to deploy RAN service has slightly higher demand
on CPU resources at about 35.5% for single eNB deployment, and 40.5% for 2
eNB serving at the same time. In bare-metal environment, likewise, we consider
all four scenarios to study how different traffic types affect resource usage of eNB.
In Fig. 4, we find that the CPU usage is affected by the used bandwidth. File-
transmission scenario makes the highest utilization of CPU resources (50.2%),
when other scenarios use about 42.5%. Almost the same observations are made,
when we deploy 2 eNBs in our testbed, where the CPU usage is at most 1.3
times higher than that with a single eNB.

Figure 5 shows the performance results of the container environment, similar
as the bare-metal environment, high throughput leads to high CPU usage. Video-
streaming scenario, with the highest throughput of up to 631.326 KB/s, requires
CPU usage of up to 63.1%. While 2 eNBs are deployed, 65.6% of CPU on average
is used by each eNB. In summary, deploying Software RAN in container-based
virtualization introduces at most 1.4 times of CPU loading compared to bare-
metal deployment, and with little memory overhead.

(a) Bare-metal environment. (b) Container environment.

Fig. 3. System resource usage at the idle time.

(a) Single-eNB deployment. (b) 2-eNB deployment.

Fig. 4. System performance in the bare-metal environment.
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(a) Single-eNB deployment. (b) 2-eNB deployment.

Fig. 5. System performance in the container environment.

5 Conclusion and Future Work

To move Software RANs into the cloud, lightweight virtualization with high flexi-
bility is indispensable. We deployed each Software RAN component in containers
to mitigate the overhead introduced by virtualization. In the evaluation results,
deploying Software RAN in the container cloud only increases at most 1.4 times
of CPU loading compared to the bare-metal deployment and shows no negative
impact on memory usage. Our next step is to launch several eNB services in
containers to construct a resource pool of eNB services. We plan to use Kuber-
netes [6], an opensource cloud orchestration for the management of containerized
applications in clustered environments. When network congestion occurs, we can
easily deploy more eNB services to reduce the system loads. Moreover, the Repli-
cation Controller of Kubernetes can immediately recover from crashed services
for higher overall stability. Our eventual goal is to deploy a complete 5G solu-
tion on a real-time container cloud platform with flexible deployment, dynamic
resource allocation, and complete fault tolerance mechanism, which guarantee
the overall performance of 5G networks. We will also leverage several technolo-
gies, such as Data Plane Development Kit (DPDK) [3] and SDN, for optimizing
the 5G Cloud RAN solution.
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1 Introduction and Related Works

The evolving fourth-generation (4G) wireless technologies, such as long term evolution
(LTE) of Universal Mobile Telecommunications System (UMTS) and the future fifth
generation networks offer wider bandwidth for high data rates. These high data rates over
the access part of the network are achieved through the deployment of higher order mod-
ulation, such as 64-quadrature amplitude modulation (QAM), advanced coding tech-
niques, convolutional turbo codes combined with advanced antenna techniques, such as
multiple-inputmultiple-output (MIMO) [1], space-divisionmultiple access (SDMA), and
so on. Owing to the limitation of frequency spectrum, frequency reuse might be the most
promising technique to increase the total capacity of a cell. For the future 5G networks
[2–4], the technology of densely deployed cell plays an important role in the next gen-
eration network especially for the WLAN technologies. Moreover, once mobile devices
enter a building, the data rate of LTE will drop sharply due to the large path loss, espe-
cially if the building is made up of reinforced concrete walls. Indeed the path loss can be
up to 15–20 dB [5]. The mobile devices can even lose their connectivity to the Internet
due to this large path loss. The energy consumption of UE connecting to the macro cell
is also very high due to the long distance between UE and eNB in general. Further-
more, about 80% of connections are performed in indoor environments according to the
statistics [6]. This expedites the emergence and development of the new generation of
WLAN technology such as 802.11n, 802.11ac wireless LAN (WALN) and HeNB in
LTE and LTE-A networks. HeNB is also a technology to solve the problems of limited
frequency spectrum and high path loss in indoor environments. The access technology
is identical for the HeNB and macro cell (eNB) so that UE can easily perform hand-off
between macro cell and HeNB while maintaining continuous connection to the operator
network. Modern smart phones usually support both 802.11n (802.11ac) and LTE
connections, making the decision on which technology to employ for connecting to the
Internet a tough issue. In this paper, we try to construct a model to evaluate the
throughput in PHY and MAC layer on the WLAN technologies first. Next we analyze
the PHY throughput and spectral efficiency of 802.11n and HeNB in LTE in Sect. 2.
An analysis model to evaluate the throughput of 802.11n and HeNB in MAC is
addressed in Sect. 3. Discussions and conclusion are given in Sect. 4.

2 The Throughput of 802.11n and HeNB in PHY Layer

2.1 The PHY Data Rate Without Considering the Overheads

The throughput of 802.11n and HeNB in PHY layers can be evaluated by the same
model based on OFDM scheme if we ignore their PHY and MAC overheads. If we
consider the UE with MIMO capability no matter what category of the UE belongs to,
the throughput of the OFDM system in PHY layer can be modeled as

PHYðTCPÞ ¼ NSS � NBPSC � r � NSC

ðTCP þ TSYMÞ ð1Þ
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where NSS, NBPSC, r, NSC, TCP and TSYM denote the number of spatial streams, number
of bits per subcarrier, coding rate, number of data subcarriers, cyclic prefix (CP) and the
symbol time, respectively. In fact, the PHY of HeNB in LTE networks based on
Orthogonal Frequency Division Multiplexing Access (OFDMA) instead of OFDM
used in 802.11n; thus the total spectrum 20 MHz, i.e. 100 Physical Resource Blocks
(PRBs) in HeNB are not necessary assigned to the same user simultaneously. However,
in order to evaluate the capacity of HeNB in LTE networks, we assume the all PRBs
are assigned to one UE to simply this analysis. Furthermore, the CP for 802.11n can be
long or short depending on the Modulation Coding Scheme (MCS) selection. In this
article, the short CP, 400 ns on 802.11n and normal CP on HeNB of LTE are con-
sidered to evaluate the peak data rate of 802.11n and HeNB in PHY. Note that a slot
time of HeNB in LTE networks consists of 7 symbol time; the first symbol is with long
CP, 5.2 ls, but the CP of the remaining 6 symbols are as short as 4.7 ls. Hence, the
average PHY data rate of HeNB in LTE networks can be obtained by

PHY ¼ PHYðLCPÞþ ðNSymbol
Slot � 1ÞPHYðSCPÞ=NSymbol

Slot ð2Þ

where NSymbol
Slot , LCP and SCP denote the number of symbols per slot, long cyclic prefix

and short cyclic prefix, respectively. The parameters in (1) for 802.11n and HeNB in
LTE FDD networks and the throughput in PHY without considering the PHY over-
heads and their spectral efficiencies are listed in Table 1. Note that the UE of HeNB in
LTE networks is only with one antenna generally, so the data rate of uplink is only 93.3
Mbps (373.3/4 Mbps) and its spectral efficiency is also reduced to (18.65/4).

2.2 The PHY Data Rate with Overheads

In order to synchronize senders and receivers for SISO or MIMO, the reference signal
(RS) overheads in PHY are unavoidable for 802.11n and HeNB in LTE networks. For the

Table 1. The parameters, throughput and spectral efficiency of 802.11n and HeNB in LTE FDD
networks.

Parameters 802.11n HeNB in LTE networks

NSS 4 (4 � 4
MIMO)

4 (4 � 4 MIMO)

NBPSC 6 (64QAM) 6 (64QAM)
R 5/6

(MCS = 31)
948/1024 (CQI = 15)

NSC 114
(40 MHz)

1200 (20 MHz, 100 PRB)

TCP 0.4 ls 5.2 ls for the first symbol and 4.7 ls for the
remaining symbols

TSYM 3.2 ls 66.65 ls ((500−5.2−6�4.7)/7)

PHY 600 Mbps 373.3 Mbps

Spectral efficiency
(bits per second per Hz)

15 18.65
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LTE part, the percentage of these overheads is around (2/3)/14 � 4.7% [9] due to the fact
that the reference signals for SISO take 2 symbols per sub-frame for every three resource
elements. So the peak throughput for SISO is around 93.3� (100%−4.7%) � 88.8Mbps.
If 4 � 4 MIMO is used, the number of spatial streams is 4, but the overheads of RS are
higher compared to SISO. The percentage of these overheads is around (6/3)/
14 � 14.28% for each spatial stream. Each spatial stream must take 6 symbols per
sub-frame for every three resource elements to distinguish from each other. Thus, the
maximal throughput is around 373� (100−14.28)% = 319.95 Mbps.

The spectral efficiency of HeNB downlink in LTE networks is reduced to around
16. As to the uplink throughput of HeNB in LTE networks with RS overheads in PHY
are located on the middle symbol of a slot time, so the percentage of RS overheads in
the uplink is around 1/7 mixed with those in MAC layer; thus we do not consider it in
this subsection. The PHY overheads of 802.11n depend on the format of PLCP
(Physical Layer Convergence Protocol) Protocol Data Unit (PPDU) format of 802.11n
as shown in Fig. 1 [8]. Figure 1 shows that the PHY header overheads of High
Throughput (HT) formats such as HT mixed and HT greenfield are higher than those of
Non-HT PPDU, but the PPDU format of Non-HT cannot be with MIMO capability. In
this article we select the HT mixed format PPDU based on practical considerations due
to the fact that this format can be compatible with the legacy 802.11a/b/g. So far, this
HT mixed format has been selected as the standard format to make vendors easily to
follow in the 802.11ac. The percentage of overheads, O for the HT mixed format PPDU
can be obtained by

O ¼ H
SPPDU � 8=ðRbÞþH

ð3Þ

where H, SPPDU and Rb denote the PPDU header and reference signal (RS) for syn-
chronization in seconds, the size of PSDU in bytes and PHY data rate in bits per second
respectively and this overhead depends on the size of PPDU as shown in (3). The PLCP
Service Data Unit (PSDU) size can be up to 64 K bytes by applying the technique of
frame aggregation; thus the overheads can be minimal in this scenario. On the contrary,
if the size of PSDU is very small, the overheads will be very huge. The data rate, Rb also
impacts this overhead as shown in (3); higher data rate results in larger percentage of
overheads. Figure 1 shows that the overheads are around 40, 48, and 64 ls for the SISO,
2 � 2 MIMO and 4 � 4MIMO respectively; therefore the percentage of overheads is
around 6.8% for 4 � 4 MIMO when the size of PPDU is as high as 64 KB so the data
rate and the spectral efficiency of 802.11n reduce to 559 Mbps and 13.98, respectively. If
we combine (1), (2) and (3), the throughput with RS overheads and the overhead
percentages of HeNB, 802.11n for 1.5 KB PPDU transmission and 802.11n with 64 KB
PPDU transmission are shown in Fig. 2. Figure 2 shows that the percentage of RS
overheads of 802.11n with 64 KB PPDU, 6.8% is very low compared to that of HeNB,
14.3% for the 4 � 4 MIMO. However, if the size of PPDU reduces to 1.5 KB i.e. the
size of legacy Ethernet frame, the percentage of RS overheads can be up to 76.2%. The
throughput of 802.11n with 1.5 KB PPDU is with no sharp difference among the SISO,
2 � 2MIMO and 4 � 4MIMO. The percentage of RS overheads for the 4 � 4MIMO is
always the highest compared to those of SISO and 2 � 2 MIMO due to the fact that the
data rate of 4 � 4 MIMO is the highest among the three schemes.
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3 The Throughput of 802.11n and HeNB in PHY Layer

3.1 The Throughput of HeNB in LTE Networks in MAC

In terms of compatibility with LTE, there is no difference in the communications of a
UE with a HeNB or an eNB except the power consumption and the number of UEs
served. In general, the number of UEs served is smaller than 10 for a typical HeNB in a
4G LTE network. Hence, the evaluation of the throughput for a UE connected to a
HeNB should be similar to that for a UE connected to an eNB. The multiple access
technique used in LTE networks is based on OFDMA for downlink transmission which
is somewhat different from the OFDM used in 802.11n. OFDMA allows many UEs to
access the channel simultaneously using FDMA as in 3GPP LTE FDD networks. The
user data rate in the downlink is carried in the physical downlink shared channel
(PDSCH). The 1 ms resource allocation interval for downlink is the same as that for
uplink. Resource is allocated in units of 12 sub-carriers called a physical resource block
(PRB). The eNB carries out resource allocation based on the channel quality indicator
(CQI) reported from UEs. Similarly to the uplink, resources are allocated in both time
domain and frequency domain. The PDCCH is used to inform a device of the resource
blocks allocated for it. The data in physical downlink shared channel (PDSCH)
occupies from 3 to 6 symbols in each 0.5 ms slot depending on the allocation for
PDCCH and whether a normal or extended cyclic prefix is used. The cyclic prefix used
in LTE is the same as the guard interval used in 802.11n to avoid Inter-symbol
interference (ISI). Within a 1 ms sub-frame, only the first slot contains PDCCH while
the second slot is purely for data (PDSCH). For an extended cyclic prefix, 6 symbols
are accommodated in a 0.5 ms slot, while for a normal CP 7 symbols can be fitted.
Normal CP is selected for the channel in the HeNB due to the short distance between
UE and HeNB. The uplink throughput of a UE of category 5 is much lower than that of
the downlink. The uplink overheads, as reflected in PUCCH, include CQI, RS,
ACK/NAK, scheduling request and other control information. Thus the peak data rate
of the uplink is approximately one-fourth of downlink capacity because there is only
one antenna for UE in general. The downlink overheads, as reflected in PDCCH,
include traffic indication, grants on resource assignment, ACK/NAK and other control

Fig. 1. The PPDU formats proposed in
802.11n

14.3%

4.8%
9.5%

14.3%

1.1% 2.7%

6.8%

33.3%

54.5%

76.2%

80.0 
88.9 

168.9 

320.0 

100.0 136.4 
142.9 148.3 

292.0 

559.1 

0

100

200

300

400

500

600

0.0%

10.0%

20.0%

30.0%

40.0%

50.0%

60.0%

70.0%

80.0%

SISO 2x2MIMO 4x4MIMO

Th
ro

ug
hp

ut 
(M

bp
s)

Pe
rce

nt
ag

e o
f R

efe
ren

ce
 S

ig
na

l O
ve

rh
ea

ds
 

SISO & MIMO scheme

HeNB (Uplinkk)
HeNB (Downlink)
802.11n (64KB PPDU)
802.11n (1.5KB PPDU)
HeNB throughput (Uplink)
HeNB throughput (Downlink)
802.11n (1.5KB PPDU) throughput
802.11n (64KB PPDU) throughput

Fig. 2. Percentage of RS overheads and the
throughput with RS for the 802.11n and HeNB

326 K.-C. Ting et al.



information. The evaluation of MAC throughput in HeNB is much harder compared to
802.11n because its exact data rate is dependent on the implementation of resource
control. We model the downlink and uplink throughput of LTE in MAC by

MACD ¼ PHYD � ð1� NPDCCH þNo

NTotal
Þ ¼ PHYD � ð1� NPDCCH þNO

NRBNSub
SymbolN

Symbol
RB

Þ ð4Þ

and

MACU ¼ PHYU � ð1� NPUCCH

Ntotal
Þ ¼ PHYU � ð1� NPUCCH

NRBNSub
SymbolN

Symbol
RB

Þ ð5Þ

where PHYD and PHYU denote the data rate of HeNB in LTE networks in downlink and
uplink with PHY overheads, respectively. Note that NTotal, NPDCCH and NPUCCH denote
the number of total resource elements and the number of resource elements used to
transfer control information for the PDCCH and PUCCH, respectively. The number of
total resource elements Ntotal can be derived by the multiplication of number of resource
blocks NRB, number of subcarriers per symbol NSub

Symbol and the number of symbols per

RB, NSymbol
RB . Here, NO in (4) includes the elements used to send the information carried

by Physical Broadcast Channel (PBCH), Physical Control Format Indicator Channel
(PCFICH) and one group of Physical Hybrid Automatic Repeat Request Indicator
Channel (PHICH). These overheads are located on the outmost RB of the allocated
bandwidth for this UE; hence the overhead depends on the bandwidth ranging from
below 1% at 20 MHz to approximately 9% at 1.4 MHz [7]; the precise estimation is also
dependent on how often the control signal is transmitted. In this capacity estimation this
overhead is set to around 1%, where NPUCCH = 2 � 1/2 � NSub

SymbolN
Symbol
RB and NRB =

100. If the number of UEs using the same frame time increases, the number of allocated
RBs decreases resulting in larger overheads. Note that the overheads wasted in the
retransmissions of MAC HARQ and RLC ARQ are ignored in (4) and (5). If we take the
error ratio into consideration, the MAC throughput of downlink and uplink can be
obtained by

MACe
D ¼ PHYD � ð1� NPDCCH þNo

NRBNSub
SymbolN

Symbol
RB

Þð1=
XMe

i¼1

ðiÞ � ei�1ð1� eÞ

¼ PHYD � ð1� NPDCCH

NRBNSub
SymbolN

Symbol
RB

Þð 1� e
1� ðMþ 1�MeÞeMÞ

ð6Þ

and

MACe
U ¼ PHYU � ð1� NPUCCH
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respectively. Here Me denotes the maximal retransmission times. In fact, the error rate
e in (6) and (7) is closely related with the received SNR of a receiver and the overheads
of ACK/NAK are the function of this error rate. This relation will be discussed in the
latter section. If we set the error rate to 10%, the MAC throughputs of HeNB in the
downlink without error and with errors are shown in Figs. 3 and 4, respectively. Note
that the overheads of PUCCH are fixed to one symbol time per slot time if RS
overheads are considered. Moreover, the throughput evaluation is based on the
throughput in PHY given by (2). The gap between PHY and MAC in peak throughput
is around 50 Mbps for 4 � 4 MIMO in HeNB.

On the contrary, the gap of throughput between PHY and MAC in 802.11n can be
as large as 295 Mbps as shown in Fig. 2. It accounts for the fact that the distributed and
easy approaches deployed in the MAC of 802.11 pays for the penalty of huge per-
formance loss.

3.2 The Throughput of 802.1n in MAC

To evaluate the MAC throughput of 802.11n, the MAC layer protocol of 802.11, the
Distributed Coordination Function (DCF) is introduced in [11]. Then the behavior of
the MAC layer of 802.11 can be accurately analyzed using the Bianchi model [11].
After all, the MAC throughput of 802.11n, S can be obtained by

S ¼ PsPtr½P�
ð1� PtrÞrþPtrPsTs þPtrð1� PsÞTc ð8Þ

where TS is the average time of the channel being sensed busy because of a successful
transmission, and TC is the average time of the channel being sensed busy by each
station during a collision. r, d, PS and Ptr denote the overhead for each frame trans-
mission in PHY, the duration of an empty slot time, successful possibility to transmit a
PPDU and the possibility to transmit a PPDU, respectively. Hence, the performance of
new MAC layer features in 802.11n, such as block acknowledgment (BA) and
Aggregate MAC Protocol Data Unit (A-MPDU), designed to reduce MAC overhead in
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legacy DCF of 802.11 are applied; thus if we aggregate many MPDUs into one PLCP
service data unit (PSDU) which threshold size can be as large as 65535 bytes, instead
of the 4096-byte limit in traditional 802.11, the MAC throughput can increase
tremendously if BA is applied to acknowledge the transmissions of all the MPDUs in
this large PLCP Protocol Data Unit (PPDU). Here, the channel is assumed to be
perfect. If the error rate is considered, the throughput of 802.11n can be obtained by

S ¼ PSð1� eÞPtrE½P�
ð1� PtrÞrþPtrPSð1� eÞTS þPtrð1� PSÞTC þðPsTC

PMC

i¼1
ieiÞ

ð9Þ

where e and Mc denote the error rate and the maximal transmission times for one frame
transmission, respectively. If the evaluation parameters given in NCS 31 of 802.11n
and HT Mixed format are employed, the throughput in MAC layer and the variables
listed in (9) can be obtained as in Table 2 and Fig. 5 by varying the number of spatial
streams (1, 2 and 4) when the number of active stations ranges from 1 to 10 and the
mixed PPDU format of 802.11n is used.

When the number of active stations is greater than 1, the collision cost will increase
so the throughput should decrease. However, when the number of stations reaches 4,
the idle probability for one slot time (1−Ptr) in (9), 0.704 will decrease tremendously
compared to that, 0.882 of only one station; thus the peak capacity occurs when the
number of stations is 4 instead of 1. If we combine the results of Figs. 4 and 5, the
comparison between 802.11n and HeNB about the peak throughput is illustrated in
Fig. 6. Figure 6 shows that the throughput of HeNB can linearly increase with the
increasing number of spatial streams roughly, but the throughput of 802.11n cannot
increase linearly.

Table 2. The MAC performance of 802.11n (MCS = 31) with error rate = 10%

M S Ptr PS Throughput (Mbps)

PHY data rate = 150 Mbps
1 66.1% 0.118 100.0% 99.1
2 62.7% 0.198 94.5% 94.0
3 59.0% 0.255 90.4% 88.5
4 67.9% 0.296 87.3% 101.9
5 66.6% 0.327 84.8% 99.9
6 65.5% 0.352 82.8% 98.2
7 64.5% 0.372 81.2% 96.7
8 63.5% 0.389 79.8% 95.3
9 62.9% 0.404 78.6% 94.3
10 62.2% 0.417 77.5% 93.3
PHY data rate = 300 Mbps
1 52.2% 0.118 100.0% 156.6

(continued)
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Table 2. (continued)

M S Ptr PS Throughput (Mbps)

2 49.4% 0.198 94.5% 148.3
3 46.1% 0.255 90.4% 138.2
4 59.3% 0.296 87.3% 177.9
5 58.4% 0.327 84.8% 175.2
6 57.6% 0.352 82.8% 172.7
7 56.8% 0.372 81.2% 170.5
8 56.0% 0.389 79.8% 168.1
9 55.6% 0.404 78.6% 166.8
10 55.1% 0.417 77.5% 165.2
PHY data rate = 600 Mbps
1 37% 0.118 100.0% 205.7
2 35% 0.198 94.5% 192.9
3 32% 0.255 90.4% 177.2
4 48% 0.296 87.3% 263.7
5 47% 0.327 84.8% 261.5
6 47% 0.352 82.8% 259.2
7 46% 0.372 81.2% 256.9
8 46% 0.389 79.8% 253.5
9 45% 0.404 78.6% 252.8
10 45% 0.417 77.5% 251.0
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4 Discussion and Conclusion

In this article, based on the WLAN technologies, 802.11n and HeNB have been
extensively studied. Based on the results in the previous sections, it seems that HeNB
will prevail over 802.11n with the advantage in high spectral efficiency in PHY layer.
The data rate of HeNB is close to that of 802.11n in MAC despite the fact that the
power consumption of 802.11n is much higher than that of HeNB. In fact, in order to
attain the 600 Mbps in PHY, the bandwidth of 802.11n can be as high as 40 MHz
about twice that of HeNB in LTE network. If the power budget is limited, higher
bandwidth leads to lower power spectral density, resulting in lower SNR. Furthermore,
if the spectrum of 80211n is assumed to be 5.0 GHz, which is higher than the 2.0 GHz
used by HeNB defined in [1] will suffer more severe path loss. In practice, the fre-
quency bands allocated for LTE are diverse in many countries. Hence, spectrum
selection is also a critical factor in the performance of HeNB. Moreover, the access
mode of HeNB can be close, open or hybrid mode. If there is no nearby interference
from other HeNB networks, the HeNB can be set to be close mode. Under the cir-
cumstance the HeNB can use the entire spectrum as assumed in the previous sections.
If the HeNB is in open access mode, the available bandwidth for this HeNB network

Table 3. Performance comparison between 802.11n and HeNB in LTE

Item 802.11n HeNB in LTE
networks

Peak data rate in PHY (No PHY
overheads)

600 Mbps 373 Mbps

Percentage of
PHY overheads

SISO 33.3% (1.5 KB PSDU),
1.1% (64 KB PSDU)

4.8%

2 � 2MIMO 54.5.3% (1.5 KB PSDU),
2.7% (64 KB PSDU)

9.5%

4 � 4MIMO 76.2% (1.5 KB PSDU),
6.8% (64 KB PSDU)

14.3%

Licensed/Unlicensed band Unlicensed Licensed
Available bandwidth 40 MHz/channel (HT)

20 MHz/channel (non-HT)
20 MHz (100 RBs)

Maximal spectral efficiency 15 bps/Hz 16 bps/Hz
Peak uplink throughput in MAC
in a perfect channel without error

228 Mbps 75.6 Mbps

Peak downlink throughput in
MAC in a perfect channel without
error

270 Mbps (when the
number of active UEs is 4)

220 Mbps to 269.5
Mbps

Cost Low (small Fast Fourier
Transform size)

High (large Fast
Fourier Transform
size)

Distributed or centralized Distributed Centralized
Coding scheme LDPC & convolutional

code
Turbo code &
convolutional code
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will be limited to the spectrum owned by the operator which the UE registered. Hence
the available bandwidth may be only 10 MHz or 5 MHz instead of 20 MHz. The data
rate of UE in HeNB networks is proportional to the number of resource blocks; fewer
allocated resource blocks result in lower data rate in PHY and MAC. For 802.11n,
many channels can be assigned to nearby BSSs; thus the interference from other BSSs
is not serious if channel number is carefully assigned and employed not to be over-
lapped. However, the hidden terminal problem should be more serious for 802.11n than
for HeNB due to its distributed characteristic. We make a brief comparison between
802.11n and HeNB in Table 3. Our model can also be applied to the comparison of
802.11ac with the LTE-A and future 5G networks if SU-MIMO is considered only. In
the future works, the closely cooperative work between the two technologies should be
thoroughly studied to attain the targets set by the future 5G networks.

References

1. Molisch, A.: A generic model for MIMO wireless propagation channels in macro and
microcells. IEEE Trans. Sig. Process. 52(1), 61–71 (2004)

2. Ericsson: 5G Radio Access, Research and Vision. White paper (2013)
3. Metis: Scenarios, Requirements and KPIs for 5G Mobile and Wireless System. ICT-317669

METIS project, May 2013
4. Lähetkangas, E., et al.: Achieving low latency and energy consumption by 5G TDD mode

optimization. In: 2014 IEEE International Conference on Communications Workshops
(ICC). IEEE (2014)

5. Rappaport, T.S.: Wireless Communications: Principles and Practice. Prentice Hall, Upper
Saddle River (2002)

6. Chandrasekhar, V., Andrews, J.G., Muharemovic, T., Shen, Z., Gatherer, A.: Power control
in two-tier femtocell networks. IEEE Trans. Wirel. Commun. 8(8), 4316–4328 (2009)

7. Holma, H., Toskala, A.: LTE for UMTS - OFDMA and SC-FDMA Based Radio Access.
Wiley, Hoboken (2009)

8. IEEE P802.11n/D3.0: Draft Amendment to Standard: Wireless LAN Medium Access
Control (MAC) and Physical Layer (PHY) Specifications: Enhancements for Higher
Throughput (2007)

9. Sesia, S., Toufik, I., Baker, M.: LTE – The UMTS Long Term Evolution from Theory to
Practice. Wiley, Hoboken (2009)

10. GPP TR 25.951: Technical Specification Group Radio Access Network; FDD Base Station
Classification (Release 2000), V0.0.1 (2000-09)

11. Bianchi, G.: Performance analysis of the IEEE 802.11 distributed coordination function.
IEEE J. Sel. Areas Commun. 18(3), 535–547 (2000)

332 K.-C. Ting et al.



ENUM-Based Number Portability for 4G/5G
Mobile Communications

Whai-En Chen(&) and Yi-Lun Ciou

Yilan, Taiwan
wechen@niu.edu.tw

Abstract. With the evolution of the core network, providing multimedia ser-
vices is much easier in the all-IP packet-switched networks than that in the
circuit-switched networks. In the 4G/5G core network, the IP Multimedia
Subsystem (IMS) is widely deployed to provide multimedia services such as
Voice over LTE (VoLTE). To provide a fair-competition environment for the
mobile operators, the Number Portability (NP) service should be defined in the
4G/5G specifications. However, the up-to-date specifications only indicate that
the E.164 NUmber Mapping (ENUM) can be used for the NP service but do not
propose the detail message flows and the major parameters. Moreover, the NP
scenarios in the IMS networks are different from those in the Public Switched
Telephone Networks (PSTNs). To provide the NP service in 4G/5G, this paper
proposes an ENUM-based NP service where the message flows and the major
parameters are designed based on the IMS architecture.

Keywords: DNS � ENUM � IMS � Number portability � SIP � URI

1 Introduction

The Number Portability (NP) service enables cellular subscribers to keep their original
Mobile Station International Subscriber Directory Number (MSISDN) while changing
the mobile operators. The NP service benefits both the subscribers and the mobile
operators. The NP service enables the subscribers to have more choices and to select
the operators with lower price [1]. In addition, the NP service provides the fair com-
petitions to the mobile operators [2]. Typically, the NP service is implemented
according to various local regulations and a country’s dialing plan [3]. The NP sce-
narios produce different costs to the subscribers and the mobile operators. The design
and deployment of the NP service requires careful consideration and analysis. How-
ever, there is no clearly defined solution providing the NP service in the mobile
communications standards [4–6].

With the evolution of the core network, the circuit-switched networks are replaced
by the packet-switched networks, and the core network is migrated to an all-IP envi-
ronment. Providing multimedia services are easier in the packet-switched network than
that in the circuit-switched network. In 4G/5G all-IP networks, the IP Multimedia
Subsystem (IMS) architecture is adopted to provide the multimedia services such as
Voice over LTE (VoLTE). In order to achieve fair competitions among the mobile
operators, 4G/5G specifications should define the NP service based on the IMS
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architecture. With the NP service, the VoLTE subscribers can retain their original
MSISDN while changing their mobile operators. However, 3GPP TS 23.228 [6] only
points out that the E.164 NUmber Mapping (ENUM) can be used as the NP database
but does not specify the detail information such as the IMS and ENUM message flows
for the NP service.

ENUM is a system for telephone number mapping, which maps the MSISDN with
the Internet identifications (e.g., the Uniform Resource Identifiers; URIs) [7].
The ENUM utilizes the Domain Name System (DNS) [8] to store the mapping records
and resolves the MSISDN into the URIs [9, 10]. Specifically, the IMS (e.g., S-CSCF)
issues the ENUM queries with the MSISDN information to retrieve the URI from the
ENUM database.

In 3GPP specifications, the IMS adopts Session Initiation Protocol (SIP) [11] as the
signaling protocol. The SIP messages contain the Uniform Resource Identifier (URI) to
identify the MSISDN of the called party [6, 12]. IETF RFC 4769 [13] proposes the
type “pstn” and subtype “tel” to identify the tel URI for ENUM. In the tel URI, the NP
Database Dip Indicator (npdi) tag and Routing Number (rn) tag are also proposed in
[14, 15] for the NP service. The “npdi” tag indicates that an NP query has already been
performed for retrieving the tel URI. The SIP/IMS servers do not require performing
the NP query again when the tel URI contains an “npdi” tag. The “rn” tag carries the
routing number information. If the queried MSISDN is ported to another mobile
operator, the “npdi” and “rn” tags are added to the tel URI where the “rn” tag indicates
the route to the new mobile operator.

The previous articles [16, 17] presents the NP scenarios for 2G/3G mobile com-
munications. A Signaling Relay Function (SRF)-based solution and an Intelligent
Network (IN)-based solution are proposed to support the NP service. Both solutions
utilize the Number Portability DataBase (NPDB) to store the records of the ported
MSISDN. However, these articles do not include the redirect function which is one of
the major functions in SIP/IMS. The article [5] applies the NP scenarios designed for
the circuit-switched networks [18] to the packet-switched networks (e.g., IMS) and also
provides the SIP redirect function. However, this article does not describe the major
parameters used in the message flow and does not include the ENUM.

To provide the ENUM-based NP service based on the IMS architecture for 4G/5G,
we design four NP scenarios, including the redirect function and ENUM query
according to 3GPP TS 23.228 [6]. In this paper, the architecture and message flows
with the major parameters are elaborated and the ENUM/DNS usage is identified.
Finally, we show the analysis results of the NP scenarios in both quality and quantity.

The rest of this paper is organized as follows. Section 2 illustrates the NP archi-
tecture based on the IMS. Section 3 elaborates the proposed NP scenarios and the
message flow for each scenario. Section 4 analyzes and compares different NP sce-
narios. Finally, the conclusions are given in Sect. 5.
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2 ENUM-Based NP Service in the IMS Architecture

In this section, we present the ENUM-based NP service in the IMS architecture.
Figure 1 illustrates the proposed architecture where UE1 [Fig. 1(a)] is the calling party
and UE2 [Fig. 1(b)] is the called party. The MSISDNs of UE1 and UE2 are 990001
and 980002, respectively.

The originating network [Fig. 1(c)] is the network where the calling party (i.e.,
UE1) is subscribed and located. In this paper, the network prefix of the originating
network is 99, which means the number range of the originating network is 990000–
999999. The routing prefix of the originating network is 1401. The Number Range
Holder (NRH) network [Fig. 1(d)] is the network that the ported number (e.g., UE2’s
MSISDN 980002) has been allocated. The network prefix of the NRH network is 98,
the number range is 980000–989999 and routing prefix is 1402. The subscription
network [Fig. 1(e)] is a network which the called party (i.e., UE2) is ported to. The
network prefix of the subscription network is 97, and the routing prefix of the sub-
scription network is 1403. Assume that the called party (UE2) has a new contract with
the mobile operator of the subscription network. Each network contains a Home
Subscriber Server (HSS) and a NPDB. The HSS, which is the major database, contains
the subscription-related data, performs authentication and authorization of the sub-
scriber, and maintains the subscriber’s location. The NPDB provides the routing
information (i.e., the routing number or routing prefix) of the ported number. In this
architecture, the HSS-x and NPDB-x represent that the HSS and NPDB in different
networks, where x = 1, 2 and 3 means that these components are in the originating
network, the NRH network and the subscription network, respectively.

We use an example to demonstrate the ENUM query. Assume that UE1 sends an
INVITE message to UE2. The Request-URI (i.e., a tel URI) in this INVITE message is
“tel:980002”. When the IMS receives the INVITE message, it retrieves the MSISDN
980002 from the Request-URI and change the MSISDN to the E.164 format (i.e.,
+886980002). Then the IMS translates the E.164 number to an FQDN
2.0.0.0.8.9.6.8.8.e164.arpa and utilizes the FQDN to perform the ENUM query. Since
UE2 is ported to the subscription network, the ENUM-based NPDB replies the result
tel: +886980002 with the “npdi” tag and the “rn” tag (i.e., rn = 1403980002).
According to the result (i.e., the routing number), the IMS forwards the INVITE
message to the subscription network.

(a)UE1
(990001)

(b)UE2
(980002)

NPDB-1 NPDB-2HSS-1 HSS-2 HSS-3(f) (g) (h) (i) (j)

(c)Originating Network
(Network Prefix: 99)
(Routing Prefix:1401)

(d)Number Range Holder
(NRH) Network

(Network Prefix: 98)
(Routing Prefix:1402)

(e)Subscription Network
(Network Prefix: 97)
(Routing Prefix:1403)

Fig. 1. The IMS architecture for ENUM-based number portability
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3 The Proposed Number Portability Scenarios

Either the IMS in the originating network (i.e., the originating IMS) or the IMS in the
NRH network (i.e., the NRH IMS) can perform the queries to find the subscriber’s
location. In addition, the queries can be sent to the ENUM-based NPDB or the HSS
first. Based on the above conditions, 3GPP TS 23.006 specifies three scenarios:
Originating call Query on Digit analysis (OQoD), Terminating call Query on Digit
analysis (TQoD), Query on HSS Release (QoHR). Note that there is no OQoHR or
TQoHR because the originating network looks up the HSS if and only if the originating
network is the terminating network. Moreover, the article [5] proposes using the SIP
3xx responses [11] to perform the redirect scenario. Based on the above mention, we
design four ENUM-based NP scenarios for IMS. The message flows for these scenarios
are elaborated as follows.

A. Originating call Query on Digit analysis (OQoD)—The NP query is performed at
the originating IMS. By querying the NPDB, the originating IMS checks whether the
MSISDN of the called party is ported to another network. If yes, the originating IMS
forwards the INVITE to the subscription network. Otherwise, the originating IMS
forwards the INVITE to the NRH network. The detailed procedure illustrated in Fig. 2
is elaborated as follows.

Step A.1: When the calling party dials the MSISDN 980002. UE1 issues an
INVITE message to establish the multimedia sessions. The INVITE
message contains a Request-URI tel:9800002 that designates to the called
party, a from header field indicates the calling party (i.e., 990001), and a to
header field indicates the called party (i.e., 980002). To resolve the
MSISDN of the called party 980002 retrieved from the Request-URI, the
INVITE message is sent to the originating IMS, which UE1 is subscribed.

Step A.2: Upon receipt of the INVITE message, the IMS translates the MSISDN
980002 in the Request-URI to the E.164 format (i.e., +886980002) by
adding the country code +886, and translates the E.164-formatted number
to a Fully Qualified Domain Name (FQDN) 2.0.0.0.8.9.6.8.8.e164.arpa.
The originating IMS then sends an ENUM query with the FQDN
2.0.0.0.8.9.6.8.8.e164.arpa. and the NAPTR (Name Authority Pointer)
type to the NPDB.

Originating IMS
(Network Prefix: 99)
(Routing Prefix:1401)

Subscription IMS
(Network Prefix:97)

(Routing Prefix:1403)
4

2 3 5 6

1

UE1
(990001)

UE2
(980002)

INVITE
Request-URI:tel:980002
From: 990001
To:980002

INVITEINVITE
Request-URI:tel:+886-980002;
npdi;rn=1403980002

DNS query
(2.0.0.0.8.9.6.8.8.e164.arpa.)

DNS response
(tel:+886-980002;npdi;
rn=1403980002)

LIR LIA

7

HSSNPDB

Fig. 2. Originating call Query on Digit analysis (OQoD)
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Step A.3: Upon receipt of the ENUM query, the NPDB retrieves the routing number
of the called party (i.e.UE2) by using the FQDN. The NPDB replies the tel
URI tel: +886980002;npdi;rn = 1403980002 to the originating IMS.

Step A.4: The originating IMS replaces the Request-URI tel:9800002 by using the
result of the ENUM query tel: +886980002;npdi;rn = 1403980002, and
then forwards the INVITE message to the subscription IMS based on the
“rn” tag in the Request-URI.

Step A.5: Upon receipt of the INVITE message, the IMS detects that the Request-
URI is retrieved from the NPDB based on the “npdi” tag. The IMS
compares its routing prefix 1403 with the number 1403980002 in the “rn”
tag and detects that it’s the terminating IMS. Then, the subscription IMS
queries UE2’s location information by sending a Location-Info-Request
(LIR) message to the HSS.

Step A.6: The HSS replies a Location-Info-Answer (LIA) message with UE2’s
location to the subscription IMS.

Step A.7: Upon receipt of the LIA message, the subscription IMS forwards the
INVITE message to UE2.

Note that the subsequent SIP request messages are processed in the same way as the
INVITE message, and the SIP response messages (e.g., 200 OK) will be routed to
UE1 along the reverse path as the INVITE message according to the Via header field.

B. Terminating call Query on Digit analysis (TQoD)—The NP query is performed at
the NRH IMS. The NRH IMS queries the NPDN to check whether the called party’s
MSISDN is ported to another network. Assume that the called party (i.e. UE2) is ported
to the subscription network. The detailed procedure is illustrated in Fig. 3 and elabo-
rated as follows.

Step B.1: When the calling party dials the MSISDN 980002, the INVITE is
sent to the originating IMS. This step is the same as Step A.1.

Step B.2: Upon receipt of the INVITE message, the originating IMS looks
up its routing table by using the MSISDN 980002 in the Request-
URI and forwards the INVITE message to the NRH IMS (i.e., the
NRH’s network prefix is 98).

Originating IMS
(Network Prefix: 99)
(Routing Prefix:1401)

NRH IMS
(Network Prefix: 98)
(Routing Prefix:1402)

Subscription IMS
(Network Prefix: 97)
(Routing Prefix:1403)

2 5

3 4
1

UE1(990001)

UE2 (980002)

INVITE

LIA6 7
INVITE

INVITE
Request-URI:tel:+886-
980002;npdi;rn=1403980002

HSS
DNS query DNS response

(tel:+886-980002;npdi;
rn=1403980002)

LIR

NPDB

INVITE
Request-URI:tel:980002

8

Fig. 3. Terminating call Query on Digit analysis (TQoD)
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Step B.3: Upon receipt of the INVITE message, the IMS confirms that it’s
the NRH IMS because the MSISDN 980002 matches its network
prefix 98. Since the Request-URI does not contain the “npdi” tag.
The NRH IMS converts the MSISDN to the FQDN
2.0.0.0.8.9.6.8.8.e164.arpa. The NRH IMS then issues an ENUM
query with the FQDN and the NAPTR type to the NPDB.

Step B.4: Upon receipt of the ENUM query, the NPDB retrieves the routing
number of UE2 through the FQDN and replies the tel URI with
UE2’s routing number tel:+886980002;npdi;rn = 1403980002 to
the NRH IMS.

Step B.5: The NRH IMS replaces the Request-URI by the tel URI tel:
+886980002;npdi;rn = 1403980002, and then forwards the
INVITE message to the subscription IMS based on the value of
the “rn” tag.

Step B.6: Upon receipt of the INVITE message, the IMS detects the
Request-URI is retrieved from the NPDB by the “npdi” tag.
The IMS compares its routing prefix 1403 with the routing
number 1403980002 and detects that it’s the subscription IMS of
UE2. Then, the subscription IMS queries UE2’s location by
sending a LIR message to the HSS.

Steps B.7 and 8: The HSS replies a LIA message with UE2’s location to the
subscription IMS and the subscription IMS forwards the INVITE
message to UE2.

Note that if the called party’s MSISDN is not ported and in the NRH network, the
NPDB will reply a response at Step B.4 without the “rn” tag. Then, the NRH IMS
queries the HSS to find UE2’s location and forwards the INVITE message to UE2.

C. Query on HSS Release (QoHR)—Upon receipt of an incoming call, the NRH IMS
first queries the HSS to find the location of the called party. If the record is not found in
the HSS, the NRH IMS then queries the NPDB to check whether the called party’s
MSISDN is ported to other network. If yes, the NRH IMS forwards the call to the
subscription network. Otherwise, the NRH IMS notifies the user that the call cannot be
routed. The detailed procedure illustrated in Fig. 4 is elaborated as follows.

Originating IMS
(Network Prefix:99)

(Routing Prefix:1401)

NRH IMS
(Network Prefix:98)

(Routing Prefix:1402)

Subscription IMS
(Network Prefix:97)

(Routing Prefix:1403)
2 7

5 61

UE1 (990001)

UE2 (980002)

INVITE

LIA
( Unknown Subscriber )

8 9
INVITE

INVITE
Request-URI:tel:+886-
980002;npdi;rn=1403980002

HSS

DNS query DNS response
(tel:+886-980002;npdi;
rn=1403980002)

LIR LIA3 4

HSS

LIR

NPDB

INVITE
Request-URI:tel:980002

10

Fig. 4. Query on HSS Release (QoHR)
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Steps C.1 and 2: When the calling party dials the MSISDN 980002, the INVITE is
sent to the originating IMS. Then the originating IMS looks up its
routing table and forwards the INVITE message to the NRH IMS.
Those steps are the same as Steps B.1 and 2.

Step C.3: Upon receipt of the INVITE message, the IMS retrieves the
MSISDN from the Request-URI and confirms it’s the NRH IMS
by comparing the MSISDN and its network prefix 98. Then, the
NRH IMS issues a LIR message to the HSS to query UE2’s
location.

Step C.4: The HSS replies a LIA message with “Unknown Subscriber” to
the NRH IMS.

Step C.5: The NRH IMS checks whether the MSISDN of UE2 is ported to
other network by querying the NPDB. The IMS translates the
MSISDN in the Request-URI to an FQDN 2.0.0.0.8.9.6.8.8.e164.
arpa. The NRH IMS then sends an ENUM query with the FQDN
and the NAPTR type to the NPDB.

Step C.6: Upon receipt of the ENUM query, the NPDB utilizes the FQDN
to retrieve UE2’s routing number and replies the tel URI tel:
+886980002;npdi;rn = 1403980002 to the NRH IMS.

Steps C.7–10: The NRH IMS replaces the Request-URI by the tel URI, and then
forwards the INVITE message to the subscription IMS. Then, the
subscription IMS forwards the INVITE message to UE2 by
querying the HSS. Those steps are the same as Steps B.5–8.

Note that if the MSISDN of UE2 is in the NRH network, the HSS will reply a LIA
response at Step C.4 to indicate that UE2’s MSISDN is not ported to other network.
Then, the NRH IMS queries UE2’s location from the HSS and forwards the INVITE
message UE2.

D. Redirect—The NRH IMS acts as a SIP redirect server and utilizes the SIP 380
status code [11] to notify the originating IMS that the call may have another route.
Upon receipt of an incoming call, the NRH IMS queries the HSS to find the called
party’s location. If the location is found, the NRH IMS forwards the call to the called
party. Otherwise, the NRH IMS replies the originating IMS a SIP 380 response which
indicates that the call may have an alternative route or service. The detailed procedure
illustrated in Fig. 5 is elaborated as follows.

In Fig. 5, Steps 1–4 are the same as Steps C.1–4 in the QoHR scenario. Since
UE2’s MSISDN is ported to the subscription network, The NRH IMS notifies the
originating IMS by a SIP 380 response at Step 5. Upon receipt of the 380 response, the
originating IMS performs the ENUM query and receives UE2’s new URL i.e., tel:
+886980002;npdi;rn = 1403980002 at Steps 6–7. The originating IMS updates the
Request-URI, and then forwards the INVITE message to the subscription IMS at Step
8. The rest Steps 9–11 are the same as Steps C.8–10.

The previous work [5] proposes that the SIP 301 and 302 status codes can be used
in the redirect scenario. In [5], the NRH IMS performs the ENUM query to retrieve the
UE2’s routing number from the NPDB. Then the UE2’s routing number is embedded

ENUM-Based Number Portability for 4G/5G Mobile Communications 339



in the 301/302 response and sent to the originating IMS. Note that the “tel” URI
contains the “npdi” tag that notifies the “tel” URI is queried from NPDB. When the
originating IMS receives the URI with the “npdi” tag, it should not query the NPDB
again [15]. In such cases, the originating IMS should trust the NRH IMS and utilizes
the URI directly.

4 Analyses and Comparisons

This paper analyzes the proposed NP scenarios including OQoD, TQoD, QoHR and
redirect. Table 1 shows the comparison of different NP scenarios in terms of the
routing independence, the extra call setup cost and the voice transmission path.

Row 2 of Table 1 lists the degrees of independence of the call setup procedures. In
the OQoD scenario, the originating IMS performs the ENUM query and forwards the
call to the subscription IMS without passing through the NRH IMS. Therefore, the
degree of the OQoD scenario is highest. In the TQoD and QoHR scenarios, the call
setup signaling will be forwarded to the NRH IMS. Thus the degrees of these scenarios
are lowest. In the redirect scenario, only the first signaling is forwarded to the
NRH IMS, and thus the degree of the redirect scenario is medium.

Row 3 of Table 1 indicates the extra costs introduced by the NP service. Note that
the call setup flow for the NP service is compared to the reference [5]. The extra call

Table 1. Comparative analysis NP scenarios

Scenario OQoD TQoD QoHR Redirect

Routing independence High Low Low Medium
Extra call setup cost CN CN þ pCF pðCN þCF) pðCN þ 3CS)
Voice transmission path O ! S O ! N!S O ! N!S O ! S

O: Originating IMS. N: NRH IMS. S: Subscription IMS.

Originating IMS
(Network Prefix:99)

(Routing Prefix:1401)

NRH IMS
(Network Prefix:98)

(Routing Prefix:1402)

Subscription IMS
(Network Prefix:97)

(Routing Prefix:1403)

2

9 10

UE1 (990001)

UE2 (980002)

INVITE

Redirect 380INVITE

INVITE
Request-URI:tel:980002

INVITE
Request-URI:tel:+886-
980002;npdi;rn=1403980002

LIR LIA

3 4

HSS

HSS

1

11

8

5

6 7 DNS response
(tel:+886-980002;npdi;rn=1403980002)

DNS query

NPDB

LIA
( Unknown Subscriber )LIR

Fig. 5. Redirect for NP service
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setup cost is calculated by extra signaling for the call setup procedure in the NP
scenarios. Assume that CS is the average cost of sending a SIP signaling. The CN

indicates the cost of the NPDB query and response (i.e., CN ¼ 2CS). CF is the total cost
of call setup between two IMS networks (i.e., CF ¼ 9CS). Assume p is the percentage
of the ported MSISDNs.

In the OQoD scenario, the originating IMS queries the NPDB for all calls, and thus
the extra cost is CN. In the TQoD scenario, the NRH IMS queries the NPDB and
forwards only the ported MSISDNs to the subscription network. The extra cost for
TQoD scenario is CN þ pCF. In the QoHR scenario, the NRH IMS queries the HSS for
all calls. If the called party’s MSISDN is ported, the NRH IMS queries the NPDB and
forwards the call to the subscription IMS. Therefore, the extra cost for QoHR scenario
is pðCN þCFÞ. In the redirect scenario, the NRH IMS sends a 380 message to the
originating IMS if the called party’s MSISDN ported. The originating IMS queries the
NPDB and then establish the call with the subscription IMS. The extra cost for redirect
is pðCN þ 3CSÞ.

Figure 6 plots the extra costs for the NP scenarios. In Fig. 6, we observe that the
extra cost for QoHR scenario is less than that for TQoD scenario except p = 100%.
Based on the results, the NRH IMS should query the HSS first before querying the
NPDB. In addition, the redirect scenario has less extra call setup cost than the QoHR
scenario. That’s because the NRH IMS forwards all call setup signaling in the QoHR
scenario but only redirects the first signaling in the redirect scenario. In the OQoD
scenario, the originating IMS queries the NPDB for all calls, no matter the MSISDN is
ported or not. Thus, the extra cost of the OQoD scenario is more than that of the
redirect scenario if the p is less than a threshold (e.g., 40%). On the contrary, the
redirect scenario performs the redirect procedure that introduces the extra cost. Thus,
the extra cost of the OQoD scenario is less than that of the redirect scenario, if the p is
more than the threshold.

Row 4 of Table 1 lists the voice transmission paths for different NP scenarios. In
The OQoD and redirect scenarios, the voice can be transmitted between the originating

Fig. 6. Extra call setup cost
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and subscription IMS networks directly. In The TQoD and QoHR scenarios, the
originating IMS forwards voice packets to the subscription IMS through the NRH IMS
in the default cases. The Voice Transmission Cost with different p is shown in Fig. 7.
Note that to reduce the traffic loading, the NRH IMS can skip the voice traffic by
revising the Session Description Protocol (SDP) fields.

5 Conclusions

This paper proposes four ENUM-based NP scenarios (i.e., OQoD, TQoD, QoHR and
Redirect) based on the 3GPP IMS architecture. The paper then analyzes these scenarios
in terms of the routing independence, the extra call setup cost and the voice trans-
mission path. Among these NP scenarios, the OQoD scenario is the scenario with the
highest degree of independence. In the OQoD scenario, the originating network for-
wards the signaling messages to the subscription network without passing through the
NRH network. If the percentage of the ported MSISDNs is over the threshold (e.g.,
40%), the extra cost of the OQoD scenario is less than that of the other scenarios.
Otherwise, the redirect scenario has the lowest extra cost. The voice transmission paths
of OQoD and redirect scenarios are the same and the shortest.
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Abstract. As the advancements of communication technologies and the
demands for high-speed mobile data in indoor environments, deploying small-
cell is recognized as one of the feasible solutions to improve the indoor signal
quality and, hence, provide high-speed data transmission. However, uplink
co-tier interference between smallcells deteriorates the system performance. To
solve this problem, this paper adopts the Stackelberg game in which Leader and
Followers bargain the uplink transmit power by a two-way pricing mechanism
to meet the uplink co-tier interference constraints of Leader and Followers.
Simulation results show, by controlling the uplink co-tier interference, the
two-way pricing mechanism outperforms the one-way pricing mechanism not
only in the power conservation but also in the sum-capacity.

Keywords: Stackelberg game � Two-way pricing mechanism � Smallcell
networks � Uplink co-tier interference � LTE

1 Introduction

Due to the widely deployment of 4G LTE/LTE-A mobile communication networks,
aside from the mobile data services, more and more real-time multimedia applications
are requested by the mobile users. Although the original application scenarios for
wireless mobile communication were aimed for outdoor users, an interesting finding in
[1] indicates that nearly 70% of data transmissions and 50% of mobile voices are
originated from indoor users. In general, the penetration loss caused by outer wall and
inner wall are regarded as −20 dB and −5 dB, respectively [2]. As a consequence, it is
impossible to provide high data rate to support indoor real-time multimedia applica-
tions under such a poor radio signal quality environment.

Recently, due to the flexibility and convenience in deploying smallcell base station
(SBS), smallcell has been regarded as one of the feasible solutions to improve indoor
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radio signal quality and support high-speed data transmission. However, unlike the
WiFi APs that are operated in the unlicensed band, SBSs are operated in the licensed
based. Different SBSs can either operate in the same frequency band (i.e., co-channel
mode) or in un-overlapped sub-bands (i.e., dedicated channel mode). In addition, the
access mode of an SBS includes open subscribe group (OSG), close subscriber group
(CSG), and hybrid modes [3]. In the OSG mode, SBS can be accessed by any user
equipment (UE) that is within the coverage of the SBS. In the CSG mode, only
authorized UE that is within the coverage of the SBS can do so. In the hybrid mode, the
frequency band of an SBS is partitioned into two sub-bands, one of which is for OSG
mode and the other one is for CSG mode.

However, as SBSs are widely deployed and operated in the co-channel and CSG
modes, interference between them, i.e. co-tier interference, becomes a major problem to
deteriorate the system performance. As illustrated in Fig. 1, when UE-f1 is uplink
transmission to SBS-F1 (i.e., the red solid line in Fig. 1), the radio signal interferes SBS-
F2 in receiving the uplink transmission from UE-f2 (i.e., the red dashed line in Fig. 1).
We call this as the uplink co-tier interference. Similarly, when SBS-F2 is downlink
transmission to UE-f2 (i.e., the blue solid line in Fig. 1), the radio signal interferes UE-f1
in receiving the downlink transmission from SBS-F1 (i.e., the blue dashed line in
Fig. 1). This paper mainly focuses on controlling the uplink transmit power of UE in the
smallcell networks so that the uplink co-tier interference is mitigated.

The rest of this paper is organized as follows: The system model is introduced in
Sect. 2. In Sect. 3, the Stackelberg game with two-way pricing mechanism is proposed.
The simulated parameter values and simulation results are demonstrated in Sect. 4.
Section 5 concludes the paper.

2 System Model

In the past years, due to its inception, game theory has been applied to study problems
in wired and wireless communication networks [4–6]. To control the uplink co-tier
interference in the smallcell networks, this paper first employs the concepts of
Stackelberg game to classify all SBSs in the network into Leader and Followers. Then,
under the premise that the tolerable uplink co-tier interference constraints of Leader and
Followers are not violated, a bargaining procedure together with a two-way pricing
mechanism are proposed to find the uplink transmit power of Leader and Followers by

UE-f
UE-f2

1 SBS-F2

SBS-F1 

Fig. 1. Co-tier interference in the smallcell network. (Color figure online)
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adaptively adjusting pricing strategies of Leader and Followers. We consider (N + 1)
smallcells that are installed in an indoor environment, e.g., shopping mall or office.
Each smallcell consists of one SBS and one UE. All the SBSs are operated in the
co-channel and CSG modes. To fit the Stackelberg game, among the (N + 1) small-
cells, one is randomly selected as the Leader. The SBS and UE of the Leader smallcell
are represented as SBS-L and UE-l, respectively. The rest of N smallcells are regarded
as Followers. The SBS and UE of the ith Follower smallcell are represented as SBS-Fi

and UE-fi, respectively, where i = 1, 2, 3,…, N. In addition, among the Follower SBSs,
one is randomly selected as the delegate of the Followers and is represented as SBS-
F. The path loss from UE-x to SBS-Y, gx,Y is based on the model in [7] and is given as
follows:

gx;Y ¼ 10ðð38:46þ 20 log10 dx;Y þXrÞ=10Þ ð1Þ

where x can be l, f1, f2, …, fN, Y can be L, F1, F2, …, FN, dx,y is the distance between
UE-x and SBS-Y in meter, and Xr is the log normal shadowing with zero mean and
standard deviation r. The log normal shadowing Xr is assumed to be an independent
and identically distributed (i.i.d.) random variable. To focus our study on the uplink
co-tier interference, the interference between macrocell and smallcell, i.e., cross-tier
interference, is ignored.

Based on the above descriptions, the system model is depicted in Fig. 2. As
mentioned earlier, there are (N + 1) smallcells in this system model. One is selected as
Leader and the rests are Followers. Each smallcell contains one SBS and one UE. All
smallcells are connected by the backhaul network. In this figure, when a UE is uplink to
its corresponding SBS (i.e., the solid line), it also interferes the other SBSs simulta-
neously (i.e., the dash line).

g N

SBS-L

gf1,L gf2 ,L gfN ,L

gl ,L

Leader

g f1 ,F1

UE-f1 

g f1 ,FN

g f2 ,F1

UE-f2 

g f2 ,FN g fN ,F1 

UE-fN UE-l

gl , F1

g fN ,FN l ,F

Followers backhaul

SBS-F1 SBS-F2 SBS-FN

Fig. 2. The system model for a network with (N + 1) smallcells.
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3 Game-Based Uplink Co-tier Interference Control

3.1 Stackelberg Game with Two-Way Pricing Mechanism

Inspired by [8], Stackelberg game [9] is used to mitigate the uplink co-tier interference
in smallcell networks. Simply speaking, Stackelberg game is a strategy- based game. In
this game, utility functions for Leader and Followers are defined in advanced. Then,
both Leader and Followers propose a strategy that maximizes its own utility individ-
ually. In particularly, Leader has the priority to first propose a strategy that favors itself
to Follower. Based on the strategy proposed by Leader, each Follower updates its
strategy to maintain its maximal utility and response the updated strategy to Leader.
Next, Leader and Followers take turn to update their strategies until their utilities
cannot be further improved. When this condition is met, we say the Stackelberg game
achieves the Stackelberg Equilibrium (SE) point.

To incorporate the two-way pricing mechanism into the utility functions of Leader
and Followers, we first let QL and QF be the maximal tolerable co-tier interference of
Leader and each Follower, respectively. When Leader is interfered by Followers, it
proposes a pricing strategy b and charges the Followers based on this pricing strategy.
Similarly, when Follower SBS-Fi is interfered by Leader and other Followers, it pro-
poses a pricing strategy ai. Among the unit price ai, i = 1, 2, 3,…, N. the highest one is
selected as the pricing strategy of all Followers, represented as a, and is used to charge
the interferers. With this two-way pricing mechanism, as the total amount of co-tier
interference approach to QL (or QF), Leader (or Followers) increases the unit price b (or
a) to push the interferers to lower the uplink transmit power.

Let the total co-tier interference from Followers perceived at Leader be IL (in mW).
Based on Fig. 2, IL can be derived as follows:

IL ¼
XN
i¼1

pfi

gfi;L
�QL; ð2Þ

where pfi is the uplink transmit power of UE-fi. From Fig. 2, different from the SBS-L,
the interferers of SBS-Fi includes UE-l and all other UE-fj (j 6¼ i). Let the aggregated
co-tier interference be pfi (in mW) and is obtained by

IFi ¼
pli
gl;Fi

þ
XN

j¼1;j6¼i

pfj

gfj;Fi
�QF ; ð3Þ

where pli is the uplink transmit power of UE-l that SBS-Fi suggested. Next, the SINR
for SBS-L to receive signal from UE-l can be represented as

SINR Lðpl; pf Þ ¼ pl=gl;L

PN
i¼1

pfi
gfi ;L þ g

; ð4Þ
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where pl is the actual uplink transit power of UE-l, p f = [p f1, p f2,…, p fN] is a vector of
the uplink transmit power of all UEs, η is the power of thermal noise. Based on (4) and
the concept of two-way pricing, the utility function of SBS-L is defined as follows:

ULðpl; pf ; a; bÞ ¼ kB log2ð1þ SINR Lðpl; pf ÞÞþ
XN
i¼1

b
pfi

gfi;L
�
XN
i¼1

a
pl

gl;Fi
; ð5Þ

where k is a capacity transformation gain and is a system parameter, B is the system
bandwidth. The meanings of the three terms on the right-hand side of (5) are explained
in the follows. In the first term, the Shannon capacity of SBS-L is transferred into utility
by k. The second term is the reward obtained by charging all UE-fi. The third term is
the payoff paid to the FUEs. Again, based on Fig. 2, SINR for SBS-Fi to receive signal
from UE-fi can be expressed as follows:

SINR Fiðpl; pf Þ ¼ pfi=gfi;Fi

PN
j¼1;j6¼1

pfi

gfj ;Fi
þ pl

gl;Fi þ g

: ð6Þ

Hence, the utility function of SBS-Fi is obtained as follows:

UFiðpl; pf ; a; bÞ ¼ kB log2ð1þ SINR Fiðpl; pf ÞÞ � b
pfi

gfi;L
þ a

pl

gl;Fi
: ð7Þ

3.2 Finding the Stackelberg Equilibrium (SE) Point

By combining Stackelberg game and two-way pricing mechanism, our objective is to
find the pricing strategies a and b and the corresponding uplink transmit power pl and
pf that maximize utilities of Leader and Followers without violating the maximal
tolerable co-tier interference limits QL and QF. Hence, the whole problem is modelled
as the optimization problem below:

maxULðpl; pf ; a; bÞ andUFiðpl; pf ; a; bÞ
subject to

0� pl � 200; IL �QL; and 0� pfi � 200; IFi �QF ; i ¼ 1; 2; . . .;N:

ð8Þ

Our approach to solve the solution of (8) is to find the SE point of the Stackelberg
game with two-way pricing mechanism. First, to satisfy the Karush- Kuhn-Tucker
(KKT) condition, a Lagrange multiplier is introduced to (5). Then, taking the partial
derivative of (5) with respect to pfi and let the results to be zero, the optimal uplink
transmit power of UE-fi, pfi with respect to the pricing strategy b proposed by Leader is
derived as follows:
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pfi ¼ kB
b=gfi;L

�

PN
j¼1;j6¼1

p f
max

gfj ;Fi
þ pl

gl;Fi þ g

1=gfi;Fi

0
BBB@

1
CCCA

þ

; ð9Þ

where p f
max is the maximum uplink transmit power of Follower UE. Similarly, to find

the optimal transmit power of UE-l with respect to the pricing strategy proposed by
SBS-Fi, ai, a Lagrange multiplier is introduced to (7). Then, taking the partial
derivative of (7) with respect to pl and let the results to be zero, the optimal uplink
transmit power of UE-l with respect to the pricing strategy ai proposed by SBS-Fi, pli is
derived as follows:

pli ¼
kB

PN
i¼1

ai
gl;fi

�
PN
i¼1

pfi=gfi;L þ g

ð1=gl;LÞ

0
BBB@

1
CCCA

þ

: ð10Þ

3.3 Bargaining Procedure for Two-Way Pricing Mechanism

Following, a bargaining procedure is introduced for Leader and Followers in a dis-
tributed manner to find the pricing strategies a and b and the corresponding uplink
transmit power pl and pf without violating the maximal tolerable co-tier interference
limits QL and QF. All information required for the bargaining procedures are exchanged
through the backhaul network. The detail bargaining procedures are stated as below:

Step 0: The upper and lower bounds of the price strategy proposed by SBS-L are bH

and bL whose initial values are bH0 and bL0, respectively. The upper and lower
bounds of the price strategy proposed by SBS-Fi, ai, are aHi and aLi whose
initial values are aH0 and aL0 respectively. pl = 200 mW.

Step 1: bH ¼ bH0 and bL ¼ bL0.
Step 2: SBS-L sends b = (bH + bL)/2 and pl to each SBS-Fi.
Step 3: After receiving b and pl each SBS-Fi calculates pfi based on (9) and sends it to

SBS-L and all other follower SBSs.
Step 4: Based on the received pfi , SBS-L adjusts its pricing strategy b as follows:

If IL > QL + eL, b = b and go to Step 2.
If I < QL − eL, b

H = b and go to Step 2.
Step 5: aHi ¼ aH0 and aLi ¼ aL0.
Step 6: Each SBS-Fi sends its pricing strategy ai ¼ ðaHi þ aLi Þ=2 to SBS-L.
Step 7: With ai and pf, SBS-L calculates pli based on (10) and sends it back to SBS-Fi.
Step 8: Based on the updated follows: pli each SBS-Fi adjusts its pricing strategy ai as

follows:
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If IFi [QF þ eF , SBS-Fi checks if pli ¼ 0 mW. If true, send the updated
pfi ¼ pfi � 1 mW to SBS-L and go to Step 5. Otherwise, aLi ¼ ai and go to
Step 6.
If IFi\QF � eF ; aHi ¼ ai and go to Step 6. Otherwise, each SBS-Fi sends pli to
SBS-F.

Step 9: SBS-F sends pl
� ¼ min

i
pli and a ¼ max

i
ai to SBS-L. If pl

� � pl
�� ��[x, pl ¼ pl

�

and go to Step 1. Otherwise, pl ¼ pi
�
and stop the procedures.

In fact, if only Step 0–Step 4 are considered, it is regarded as the one-way pricing
mechanism. In other words, in the one-way pricing mechanism, the Leader power
cannot be dynamically adapted. In our simulation, the uplink transmit power pl is fixed
at 200 mW for the one-way pricing mechanism.

4 Simulation Results

The simulation is coded by Matlab. In our simulation, the (N + 1) SBSs are uniformly
distributed within square area with size 40 m � 40 m. For each SBS, a UE is randomly
deployed between the distance 0.2 m and 10 m to it. During the simulation, each SBS
takes turn to be the Leader. Based on the proposed bargaining procedure, Leader and
Followers update their pricing strategies b and a alternatively. Then, the corresponding
uplink transmit power pl and pf are updated accordingly. The simulation is executed
100 times and the detail simulation parameter values are listed in Table 1. The transmit
powers and capacities of Leader and Followers for two-way pricing mechanism are
collected, analyzed, and compared to that for one-way pricing mechanism as shown in
Figs. 3 and 4, respectively. In the one-way pricing mechanism, QF is assumed infinite.
However, QF is assumed to be −40 dBm for the two-way pricing mechanism. The
capacity is calculated based on the equation:

capacity ¼ minð90Mbps, B log2ð1þ SINRÞÞ; ð11Þ

where 90 Mbps is the maximum achievable capacity when the most aggressive MSC in
[10] is used together with the parameter values listed in Table 1. The SINR in (11) is
taken from either (4) or (6) if the calculated capacity is for Leader of Followers,
respectively. In Figs. 3 and 4, the red line represents the simulation results for Leader,
while the blue line represents the simulation results for Followers. The circle represents

Table 1. Simulated parameter values.

Parameter Value Parameter Value

p f
max 200 mW k 5 � 10−8 bps−1

r 4 eL, eF 10−8 mW
B 20 MHz aH0 ; b

H
0

1015 mW−1

η −101 dBm aL0 ; b
L
0

0 mW−1

N 3 QL −100, −95, …, 20 dBm
x 10−3 mW QF −40 dBm
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the simulation results for the two-way pricing mechanism, while the asterisk represents
the simulation results for the one-way pricing mechanism. In addition, the simulation
results demonstrated in Figs. 3 and 4 are obtained when the smallcell number 1 is
selected as the Leader.

First, when QL <−80 dBm, which means Leader can only tolerate very limited
uplink co-tier interference, Leader increases its pricing strategy b to restrain Followers
from uplink transmission regardless what pricing mechanism is employed. Hence, the
average uplink transmit power of Followers in Fig. 3 is zero. As a consequence, the
average capacity of Followers is also zero in Fig. 4. However, different from 200 mW,
the uplink transmit powers of UE-l in the one-way pricing mechanism, we can see the
uplink transmit powers of UE-l reduces to 170 mw for the two-way pricing mechanism
as shown in Fig. 3. The reason is, in the two-way pricing mechanism, the pricing
strategy a will be increased in order to satisfy (3). Consequently, the uplink transmit
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Fig. 3. Comparison of the capacities of Leader and Followers between two-way and one-way
pricing mechanisms. (Color figure online)
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power of UE-l is reduced. Therefore, when QL <−80 dBm, the two-way pricing
mechanism saves 15% of the uplink transmit power with compared to that in the
one-way pricing mechanism while the Leader capacity remains unchanged.

Next, when −80 dBm � QL <− 30 dBm, i.e., the tolerable uplink co-tier inter-
ference of Leader is gradually increased, Leader starts to reduce its pricing strategy b to
encourage Followers to increase their uplink transmit powers. Thus, we can see the
average transmit powers and capacity of Followers in Figs. 3 and 4 are increased as QL

increases. However, as the uplink transmit power of Follower increases, the co- tier
interference between Followers are increased accordingly. In the two-way pricing
mechanism, to satisfy (3), the pricing strategy a is increased to push Leader to reduce
its uplink transmit power. This also results in the reduction of SINR of Leader.
However, due to the increase of transmit power and the decrease of the co-tier inter-
ference from Leader, the SINR of Follower is improved. Hence, this is the reason why
the transmit power and capacity of Leader decreased, while that of Follower increased
in Figs. 3 and 4, respectively. On the contrary, due to the transmit power of Leader is
fixed at 200 mW for the one-way pricing mechanism, the SINR of Leader in the
one-way pricing mechanism is better than that in the two-way pricing mechanism. That
is the reason why the Leader capacity in the one-way pricing mechanism does not drop
so much compared to the one in the two-way pricing mechanism. Meanwhile, due to
the higher Leader transmit power in the one-way pricing mechanism, the SINR of
Follower is worse than that in the two-way pricing mechanism. Therefore, the capacity
of Follower in the one-way pricing mechanism is lower than that in the two-way
pricing mechanism.

Finally, when QL � −30 dBm, the transmit powers of all UEs cannot be increased
anymore as illustrated in Fig. 3. Consequently, we can see all the capacities in Fig. 4
remain unchanged. Under this circumstance, we can find transmit power of all UEs in
the one-way pricing mechanism are 200 mW. However, the transmit powers of Leader
and Follower in the two-way pricing mechanism are 9.4 mW and 105 mW, respec-
tively. In other words, the proposed two-way pricing mechanism conserves the transmit
powers of Leader and Follower by 95.3% and 47.5%, respectively.

As we mentioned earlier, the results demonstrated in Figs. 3 and 4 are obtained
when smallcell number 1 is selected as the Leader. It is hence important to know if
different results may be obtained if other smallcell is selected as Leader. In addition, it
is also important to compare the sum-capacity achieved by the one-way and two- way
pricing mechanisms. Figure 5 shows the obtained sum-capacities for one-way and
two-way pricing mechanisms when different smallcell is selected as Leader. According
to the discussions for Figs. 3 and 4 above, the sum-capacities in Fig. 5 are obtained for
the four values of QL, −80 dBm, −50 dBm, −40 dBm, and 0 dBm, respectively. When
QL = −80 dBm, since all Followers are forbidden to transmit, the sum-capacity for
one-way and two-way pricing mechanisms are the same. When QL = −50 dBm and
QL = −40 dBm, the capacities of Followers are quickly increasing. Besides, the
capacities of Followers for the two-way pricing mechanism are higher than that for the
one-way pricing mechanism. Hence, the sum-capacities of two-way pricing mecha-
nisms are higher than that of one-way pricing mechanism. Since the capacities of
Followers achieve the maximal and stable values when QL� − 30 dBm, the
sum-capacities for the two-way pricing mechanism at QL = 0 dBm remain higher than
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that for the one-way pricing mechanism. In addition, for the four different values of QL,
it is obviously that the selection of Leader impacts the sum-capacities very limited. In
other words, selecting Leader is not an issue when the smallcells are uniformly dis-
tributed over the considered area.

5 Conclusions

By partitioning the smallcells into Leader and Followers and bargaining the pricing
strategies between Leader and Followers, Stackelberg game with two-way pricing
mechanism provides a feasible approach to control the uplink co-tier interference and
achieves a higher sum-capacity that that achieved by using one-way pricing mecha-
nism. In addition, simulation results also show that two-way pricing mechanism per-
forms better power consumption. Specifically, up to 95.3% and 47.5% of the power
conservations for the transmit powers of Leader and Follower are achieved when
QL � −30 dBm.
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Abstract. It is still a difficult problem to allocate wireless resources for uplink
transmission in LTE system. The main goals of previous researches aim at
maximizing system throughput or fairness among UEs. However, the real
requirements of UEs are not considered. The result is that Resource Blocks
(RB) allocated by eNB are usually wasted and the requirements of UEs are not
satisfied. We presented an AAG-2 scheduling scheme, which can ensure the
QoS of GBR bearers, while at the same time efficiently distributes RBs to
non-GBR bearers so as to improve resource utilization. However, in order to
facilitate the management for many bearers, 3GPP suggested divide bearers into
four Logical Channel Groups (LCG), rather than only two kinds of bearers
mentioned above. So far, 3GPP has not specified how to map between LCG and
bearers of different QoS Class Identifiers (QCIs), but left it to the operator for
customization. As a result, it is an important issue about how to group bearers
and how to guarantee QoS, while make good use of free RB. In this paper, we
propose a new-version of AAG-2, named AAG-LCG, where bearers are clas-
sified into four LCGs with different priority levels. Especially, with the proposed
scheme, eNB can efficiently allocate RBs to meet the QoS requirements of
different LCG bearers, while also maintain sound overall system performance.

Keywords: AAG-LCG � Scheduling � Resource allocation

1 Introduction

For the LTE system, the importance of uplink resource allocation/scheduling in
ensuring the Quality of Service (QoS) of guaranteed bit rate (GBR) bearers has led to
the development of numerous resource allocation schemes. The criteria used in such
schemes include maximizing system throughput [1, 2] or fairness [3, 4], or minimizing
power consumption [5, 6]. However, the real requirements of UEs are neglected in
these schemes. The result is that Resource Blocks (RB) allocated by eNB are usually
wasted and the requirements of UEs are not satisfied. In our opinion, one of the most
important objectives of resource allocation work is to meet the data rate granted by
Radio Access Control (RAC), rather than maximizing system throughput or fairness. In
[7, 8], we presented a scheme, named AAG-2 (Allocate As Granted-2), and show that it
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always provides GBR bearers with sufficient throughput (which is granted by RAC)
and short delay, while at the same time achieves high resource utilization by efficiently
providing RBs to non-GBR bearers. However, 3GPP has suggested divide bearers into
four Logical Channel Groups (LCG) to alleviate signaling load induced by Buffer
Status Reports (BSR) [9]. It raises new topics concerning how to divide bearers of
different QCIs into four LCGs and how to allocate suitable resource to these LCGs.
Based on AAG-2, in this paper, we present a new-version, named AAG-LCG, where
eNB efficiently allocates RBs to meet the QoS requirements of different LCG bearers,
while also maintains overall system performance.

This paper is organized as follows. The AAG-2 is described in Sect. 2 and the new
version AAG-LCG is described in Sect. 3. The function of AAG-LCG is verified by
comparing the performance with that of AAG-2 in Sect. 4. Finally, the conclusion and
future works are drawn in Sect. 5.

2 Previous Work: AAG-2 Scheme

It could be quite normal for a UE to establish both GBR and non-GBR bearers at the
same time. Because the QoS of non-GBR bearers is not guaranteed, they can be
scheduled only if there are sufficient resources. The eNB may allocate RBs to all UEs
according to priority sequence, so as to meet the requirement of all GBR bearers, and
then allocate the rest of RBs to UEs which need to transmit non-GBR traffic. With this
approach, however, the RBs allocated to a UE could often be discontinuous, which is
not allowed for LTE uplink transmission.

To solve this problem, we proposed an AAG-2 scheme. It can allocate continuous
RBs to meet the requirements of GBR bearers, and efficiently allocate the remaining
RBs to transmit non-GBR traffic [7, 8]. The steps of AAG-2 are as follows:

(a) allocating RBs to meet the requirement of GBR and non-GBR traffic of high
priority UEs,

(b) allocating the remaining RBs to meet the requirement of GBR traffic for the other
UEs.

The scheme is briefly summarized as follows. Let’s consider an eNB serving
K UEs. For a UEm, the total granted bit rate of the admitted h GBR bearers is expressed
as Rgrant

m;GBR ¼ Ph
j¼1 R

grant
m;j;GBR. The R

grant
m;j;GBR is the granted data rate of the j-th GBR bearer.

Besides, we use Bgrant
m;MIX ¼ Bgrant

m;GBR þBgrant
m;AMBR to stand for the total data rate that is

requested by both GBR bearers and Aggregate Maximum Bit Rate (AMBR) bearers.
The Rgrant

m;AMBR is the AMBR of all non-GBR bearers of UEm. Then we convert data rates
to the number of bits to be sent in a Transmission Time Interval (TTI, 1 ms). That is to
say, Bgrant

m;GBR ¼ Rgrant
m;GBR � 10�3 and Bgrant

m;MIX ¼ Rgrant
m;MIX � 10�3 with unit bits/TTI.

Let �Bm nð Þ denote the average number of bits per TTI that has been sent. It is
defined based on Exponentially Weighted Moving Average (EWMA) as �Bm nð Þ
¼ 1� að Þ�Bm n� 1ð Þþ aBm nð Þ. For the n-th TTI, if the eNB intends to meet the
requirement of UEm, it should plan to allocate RBs for UEm to transmit the following
number of bits
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Bplan
m nð Þ ¼ min max

Bgrant
m � 1� að Þ�Bm n� 1ð Þ

a
; 0

� �
; Lm n� 1ð Þ

� �
: ð1Þ

The Lm n� 1ð Þ, which is obtained through BSRs, is the total queue length of UEm. This
term is used to prevent wasting RBs when there are not so much data waiting in the
buffer of UEm. Because a UE may not transmit BSR in every TTI, the eNB may predict
the value of BSR by subtracting the number of bits that has been scheduled for
transmission. Whenever the eNB receives a new BSR, the total queue length is then
updated. For the sake of ensuring the throughput of every UE, AAG allocates RBs to
UEs based on the descending order of

Pm nð Þ ¼ Bgrant
m � �Bm n� 1ð Þ

Bgrant
m

: ð2Þ

This term, named priority metric, also indicates the current shortage ratio corre-
sponding to the average data rate. UEs with higher priority metric is scheduled earlier.

The basic idea of AAG-2 is allocating RBs to firstly meet Bgrant
m;MIX for the UEs

ranked in the top x% high priority, and then allocating the remaining RBs to meet
Bgrant
m;GBR of the other UEs. The method for allocating RBs in each TTI is selecting free

RBs with higher channel quality just like the AAG scheme described in [7, 8]. It is not
easy to choose a fix value for x. If it is too small, more RBs are wasted by high priority
UEs, and less non-GBR traffic is transmitted. On the contrary, with too large x, some
high priority UEs may not get enough RBs to guarantee the quality of their GBR
bearers. To prevent this problem, AAG-2 adjusts the value of x dynamically. For the n-
th TTI we define the average satisfaction ratio associated with the GBR traffic as

SGBR nð Þ ¼ 1
K

XK
m¼1

sGBR;mðn� 1Þ: ð3Þ

The sGBR;mðn� 1Þ is set to 1 if the queue length of the corresponding GBR predicted by
eNB is 0, otherwise it is set to 0. At first, x is set to zero and then adjusted dynamically
as follows:

xðnÞ ¼ max 0;min 100; xðn� 1ÞþDxraiseð Þð Þ; if SGBR nð Þ� Sth
max 0;min 100; xðn� 1Þ � Dxfall

� �� �
; if SGBR nð Þ\Sth;

�
ð4Þ

where Sth is a threshold for the average satisfaction ratio, while Dxraise and Dxfall are the
step sizes for increasing and decreasing the value of x.

The performance of AAG-2 would be compared with the new version proposed in
this paper in Sect. 4.
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3 Proposed New Version: AAG-LCG Scheme

3.1 Motivation

As specified in 3GPP specification [9], a UE notifies eNB with “how many data is
pending for uplink transmission” through different kinds of BSR. 3GPP has defined
nine QoS Class Identifier (QCI) to classify bearers of different characteristics. A UE
could establish many bearers especially when it acts as a WiFi access point. If BSR
messages are sent in a per-bearer mode, these messages could be a heavy burden of
PUCCH (Physical Uplink Control Channel). As a result, in order to facilitate the
management for many bearers, 3GPP suggested divide bearers into four LCGs, LCG
0–LCG 3. Then, BSRs are reported per-LCG, rather than per-bearer. That means, for a
UE, the queue lengths of all bearers of the same LCG are added together and then
reported. So far, 3GPP only designates signaling channels to LCG 0, while hasn‘t
specified how to map the other QCI bearers to the other LCGs, but left it to the operator
for customization. As a result, it is an important issue about how to group bearers and
how to ensure the corresponding data rate so as to guarantee QoS.

3.2 The Operation of AAG-LCG

Because the QoS of non-GBR traffic is not guaranteed, in this paper, we suggest divide
GBR bearers into two groups, GBR1 and GBR2. As a result, bearers are mapped to
four LCGs as illustrated in Fig. 1, where the priority of GBR1 is higher than that of
GBR2. The operator can decide which QCIs are treated as LCG1 and which are
regarded as LCG2. For example, operator may treat the bears with QCI = 5, whose
typical service is non-conventional video, as LCG2.

In order to provide differential QoS to bearers of different LCGs, it is necessary to
design a new scheme which can deal with the four LCGs. As a result, in this paper, we
propose a new version AAG-LCG. For convenience, signaling traffic is excluded in the
following discussion because it has been classified as LCG 0 with highest priority.
Besides, in order to clearly express the corresponding characteristics of different LCGs,
we use GBR1, GBR2, and non-GBR to stand for LCG 1, LCG 2, and LCG 3,
respectively. The design principle is described as follows based on Fig. 1.

LCG 0 LCG 1 LCG 2 LCG 3

SRB
(Signaling

Radio 
Bearer)

Non-GBR
bearers

GBR1
bearers

GBR2
bearers

Fig. 1. The mapping between LCGs and bearers of different QCIs
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If the throughput of all GBR1 bearers reaches a threshold, eNB can allocate RBs for
GBR2 bearers. If both GBR1 and GBR2 reach their respective thresholds, eNB can
allocate RBs for non-GBR. As a result, we define two kinds of satisfactory degrees for
GBR1 and GBR2, respectively. For GBR1,

SGBR1 nð Þ ¼ 1
K

XK
m¼1

sGBR1;mðn� 1Þ; ð5Þ

where K is the number of UEs under service, while

sGBR1;mðn� 1Þ ¼ 0; if Lm;GBR1 6¼ 0
1; if Lm;GBR1 ¼ 0

�
ð6Þ

is the satisfactory degree corresponding to the UEm. And Lm;GBR1 is the predicted queue
length corresponding to the GBR1 of the UEm.

The satisfactory degree of GBR2 is also defined in the similar way as follows.

SGBR2 nð Þ ¼ 1
K

XK
m¼1

sGBR2;mðn� 1Þ ð7Þ

sGBR2;mðn� 1Þ ¼ 0; if Lm;GBR2 6¼ 0
1; if Lm;GBR2 ¼ 0

�
: ð8Þ

We should keep in mind that the RBs allocated to a UE must be contiguous. That
means, if the eNB want to allocate RBs for a UE to transmit its GBR1, GBR2, and
non-GBR traffic, these RBs should be contiguous and had better to be allocated at a
time. The same is for allocating the requirement for GBR1 and GBR2.

In order to keep the RBs allocated for a specific UE contiguous, we adopt an
approach illustrated in Fig. 2. The objective is to meet the requirements of GBR1 and
GBR2 traffic for the UEs with priority metric ranked in the top x1%, and also meet the
requirements of GBR1, GBR2, and non-GBR traffic for the x2% of them with higher
priority. It is not good to set fix values for x1% and x2%. With too small values, eNB
may waste too many RBs, and less low-priority traffic is served. On the contrary, if x1%
and x2% are too large, high-priority UEs may occupy too many resources, and the RBs
for the low-priority UEs would be insufficient. Thus, we dynamically adjust the value
of x as the following.

g: of K UEs 

GBR1 & GBR2
& Non-GBRGBR1 GBR1  & GBR2

K: number of all UEs

k: of K UEs 
groups of traffic that 
should be supported

PART III PART II PART I

Fig. 2. Illustration for how many UEs should be supported with different groups

Resource Allocation Scheme for LTE Uplink Transmission Based on LCG 359



x1 ¼ max 0;min 100; x1 þDxraiseð Þð Þ if SGBR1 nð Þ� Sth1
max 0;min 100; x1 � Dxfall

� �� �
if SGBR1 nð Þ \Sth1

�
ð9Þ

x2 ¼ max 0;min 100; x2 þDxraiseð Þð Þ if SGBR2 nð Þ� Sth2
max 0;min 100; x2 � Dxfall

� �� �
if SGBR2 nð Þ \Sth2

�
: ð10Þ

3.3 Flow Chart for Resource Allocation

The principle of AAG-LCG is described with the help of the flow chart shown in
Fig. 3. For the allocation work of each TTI, eNB updates the values of parameters and

Fig. 3. Flow chart of AAG-LCG

Table 1. Parameters of simulation environment

Number of users 10, 20, 30, 35, 40, 50
System bandwidth 20 MHz
Simulation duration 20 s
Channel quality MCS index = 28

(TBS index = 26)
for all RBs

a of EWMA 0.01
Threshold of average
satisfaction ratio Sth1

90%

Threshold of average
satisfaction ratio Sth2

90%

Dxraise 10
Dxfall 1
Bearers of each UE one GBR1 bearer;

one GBR2 bearer
one non-GBR bearer

Traffic pattern of
each bearer
(independent and
identically
distributed)

Near Real Time
Video (NRTV),
Truncated Pareto
distribution, average
data rate: 640 Kbps

Extra ratio 15%
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variables at first. Then the PART I of the flow chart shows the steps that try to allocate
RBs to the UEs which are entitled to transmit GBR1, GBR2 and non-GBR traffic.
These are the g UEs as shown in Fig. 2. Then, PART II tries to allocate for the next
(k-g) UEs. The last PART III deals with the rest UEs.

4 Perfermance Evaluation

4.1 Simulation Environment

We will compare the performance between AAG-2 and AAG-LCG based on the
simulation parameters listed in Table 1. In order to clearly observe the difference, we
set all RBs with the same channel quality. However, when we average the data rate of a
variable bit rate traffic patterns based on EWMA, the obtained values would vary over
time. For example, whenever a big burst appears, the EWMA value at that instant
would be higher than the long-term mean data rate of the pattern. The larger the burst
is, the larger the instant EWMA value is obtained. Thus, Bgrant

m in (1) and (2) should be
set a little bit higher than the long term mean data rate. In this paper, we set Bgrant

m ¼
(long term mean data rate) � (1 + extra ratio). The suitable value for the extra ratio
depends on how smooth the input traffic pattern is. With too small extra ratio, the
corresponding bearer would get insufficient RBs, and lots of the traffic would be
blocked. On the contrary, with too large extra ratio, the eNB would allocate too many
RBs for the bearer, thus less bearers can be accommodated. We set the extra ratio as
15% in this paper.

The parameters for AAG-2 are almost the same with that for AAG-LCG. For
AAG-2, however, there is only one threshold value Sth, which is set as 90%, the same
as the values of the two thresholds for AAG-LCG. Besides, the GBR traffic for AAG-2
is the combination of GBR1 and GBR2 traffic used for AAG-LCG because there is
only one group of GBR traffic for the AAG-2. For a UE, when the number of LCGs of
traffic (volumes/data rate) is changed, not only the Bgrant

m in (1) and (2) should be
changed, but also the �Bm n� 1ð Þ should be changed to the same as Bgrant

m at the same
time. Otherwise, the instantaneous transmission rate would be unstable.

4.2 Numerical Results

Let’s take a glance at Fig. 4. The utilization of RBs is 90% when the eNB is loaded
with 50 UEs. According to the slope of the curve, the utilization would exceed 100% if
there are 60 UEs. However, overloading is not allowed by the RAC. As a result, the
maximum number of UEs is set as 50 UEs for the simulation scenario.

Figure 5 shows the throughput comparison between the AAG-2 and AAG-LCG.
The throughput of GBR increases linearly to the load (the number of UEs). When there
are 50 UEs, the throughput of non-GBR approaches zero for both schemes. For the
AAG-LCG scheme, the throughput of GBR1 and GBR2 coincides and increases lin-
early with the number of UEs. That means the throughput of GBR1 and GBR2 traffic is
ensured with high priority.
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For the AAG-2 scheme, when there is no more than 20 UEs, the throughput of
non-GBR traffic keeps increasing linearly with the number of UEs. However, it
decreases dramatically when there are more than 30 UEs because almost all of the RBs
are allocated for GBR traffic.

For the AAG-LCG scheme, the throughput of non-GBR traffic is worse than that
with AAG-2 scheme; it always decreases linearly with the increase of the number of
UEs. So far, it seems that the AAG-LCG scheme does not differentiate the QoS of
GBR1 and GBR2 traffic. However, let’s observe the QoS in terms of packet delay
shown in Fig. 5. For the AAG-LCG scheme, the delay of high priority GBR1 is always
shorter than that of GBR2. While the delay of GBR bearer for AAG-2 is between them.
That means the AAG-LCG scheme does differentiate the QoS of GBR1 and GBR2
traffic in terms of delay.

As for the delay of non-GBR traffic with AAG-LCG scheme, even though it is as
short as 9 ms when the eNB is light loaded with 10 UEs, it diverges when the load
increases. As a result, it is not shown in the figure. The delay of non-GBR traffic with
AAG-2 scheme is better, it is as short as 30 ms when the eNB is light loaded with 20

Fig. 4. Comparing the utilization for different schemes.

Fig. 5. Comparing the throughput of different LCGs for different schemes
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UEs. However, when there are 30 UEs, because most of the RBs are occupied by GBR
traffic, the delay of non-GBR traffic diverse and is not shown in the figure.

Let’s return to Fig. 4, which illustrates the utilization of RBs. The two curves of
AAG-2 and AAG-LCG almost coincide except when there are 20 UEs. The reason is
that AAG-2 transmits more non-GBR traffic when there are 20 UEs as shown in Fig. 4.

The figures illustrated above reveal that the AAG-LCG scheme can divide the user
traffic into GBR1, GBR2, and non-GBR traffic with different QoS in terms of
throughput or delay. It meets the requirement that bears can be divided into four LCGs
and scheduled with different QoS (Fig. 6).

5 Conclusion and Future Works

The 3GPP has suggested divide bearers into four LCGs to alleviate the signaling load
of BSR. In this paper, based on the specification, we present an AAG-LCG scheme.
This scheme classifies user traffic bearers into different LCGs according to the speci-
fication. Simulation results reveal that AAG-LCG can provide bearers of different
LCGs with different QoS in terms of throughput and/or delay. Because there is always
tradeoff between the QoS of GBR (including GBR1 and GBR2) traffic and RB uti-
lization (and also the QoS of non-GBR traffic), the future work is investigating how to
adjust the parameters so as to balance these performance metrics.
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Abstract. Coordinated multipoint (CoMP) has been applied as a key
technology to enhance the coverage of cell and mitigate the intercell
interference (ICI) in LTE-A. Traditional fundamental research of cell
clustering for CoMP concentrates on both static and dynamic clustering.
However, in the high data demands and heavy ICI scenario, both the
static and dynamic clustering cannot ensure good Quality of Service
(QoS) for User Equipments (UEs). Hence, in this paper, we formulate
the problem to maximize cell-edge throughput and analysis the system
complexity, and the time detection based hybrid clustering strategy for
JP (Joint Processing)-CoMP is proposed to solve this problem. Based
on LTE system level platform, simulation results show that the proposed
scheme has better performance than static clustering even gets close to
dynamic clustering with less complexity.

Keywords: JP-CoMP · Hybrid clustering · Time detection · ICI ·
LTE-A

1 Introduction

Demands for mobile communications services and high data rates are increasing
rapidly, which require better performance of wireless mobile communication ser-
vice. Frequency reuse is an effective solution to meet the high data rate. The long-
term evolution-advanced (LTE-A) system adopts Orthogonal Frequency Division
Multiple Access (OFDMA), which can enhance the spectral efficiency as far as
possible. Meanwhile, OFDMA can better eliminate the intra-cell interference
with the cost of greater ICI. To mitigate the ICI, the 3rd Generation Partner-
ship Project (3GPP) proposed CoMP and Inter-Cell Interference Coordination
(ICIC) in LTE-A. Fundamental research has proved that CoMP is an advanced
wireless mechanism to mitigate ICI, enhance the spectral efficiency and cell edge
data rates [1].

The most basic principle of CoMP is to utilize multiple transmit and receive
antennas from several different Transport Points (TPs). By making use of co-
channel interference among different coordinated cells in coordinated downlink
transmission, CoMP can effectively improve the interference environment to
c© ICST Institute forComputer Sciences, Social Informatics andTelecommunicationsEngineering 2017
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enhance the signal quality as well as to improve spectrum efficiency and increase
the coverage area [2]. During the evaluation of CoMP, in Release 11, different
kind of CoMP schemes have been put forward under a tight backhaul between
eNBs, such as Coordinated Scheduling and Coordinated Beamforming (CS/CB)
and JP [3]. The latter promises larger throughput and spectral efficiency than
CS/CB by changing the interference signal into useful signal.

CoMP may require additional signal overhead on the air interface and back-
haul. Therefore, only a limited number of TPs can participate in cooperation to
meet the limited capacity backhaul demands. User selection should be done to
indicate which TPs should form cooperation clusters [4]. Multi-trans points form
a cluster which jointly serves a group of UEs in CoMP, the key of clustering for
JP-CoMP is designing proper scheduling scheme to suppress the ICI.

In general, clustering can be categorized into static and dynamic clustering.
Static clustering is designed based on geographical criteria as the position of TPs
and the surrounding of cells, and the cooperative TPs will keep constant over
time [4,5]. Therefore, it requires little signal overhead and less complexity. In
addition, there are many strengths of static cluster such as fairly simple cluster-
ing algorithms, low complexity and relatively stable system. However, due to the
irregular movement of UEs and the fast change of the interference environment,
it cannot provide best serving performance to each UE in actual application.
In the case of dynamic clustering, the system continuously adapts the cluster-
ing strategy to meet the fast change of UE locations and radio frequency (RF)
conditions [4–6]. Because of its stronger sensitivity and adaptability to chan-
nel changes, dynamic clustering can guarantee the system performance keeps
in the optimal state. But with the fast change of cluster structure, leading to
high information sharing and heavily backhaul delay among cooperative TPs
[7], meanwhile, the complexity of the system increased comparing to the static
clustering.

In this paper, we propose a time detection based hybrid clustering strategy,
for the purpose of maximizing the throughput of cell edge and minimizing the
system complexity. Basing on the LTE system level platform, the performance
gain is evaluated in terms of cell-edge and average throughput, system complex-
ity and spectral efficiency.

The rest of the paper is organized as follows. In Sect. 2, we state a centralized
cluster with JP-CoMP model for time detection based hybrid clustering, and the
detail description of proposed scheme is given in Sect. 3. The simulation results
and discussion are provided in Sect. 4 and followed by conclusions in Sect. 5.

2 System Model

To illustrate the system models for CoMP in downlink transmission, a centralized
cluster with JP-CoMP model [4,7] is considered in this paper, as show in Fig. 1. A
central unit (CU) performs all preprocessing for a cluster of cooperating cells. In
other words, the CU collects the UEs’ CSI firstly. Secondly the clustering strategy
and coordinated scheduling to optimize network performance in coordination
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area are processed. Finally, those signal will be quantized and transmitted to
each TP.

Fig. 1. System model

Each eNB serves three hexagonal cells through three high transmission power
Remote Radio Heads (RRHs) that each cover one cell area. Following 3GPP
standards, we considered the homogeneous network consisting of 7 eNBs that
each one has three sectors, thereby making a total number of 21 sectors. The
path loss between UEs and TPs is given by [5].

PL = 130.5 + 37.6 lg(
d

km
)[dB] (1)

The antenna loss is affected by many factors, such as the antenna azimuth
of TPs and UE, maximum attenuation. We consider the 20 dB as the maximum
attenuation, and the antenna model is:

AL(θ) = min(12| θ

65
|2, 20)[dB] (2)

Assume that there are M UEs and N cells. The signal to interference plus
noise ratio (SINR) of the mth UE in the Kth cluster [5] can be expressed as:

SINRK
m =

P · ∑

k∈K

λk
m

P · ∑

k∈{N\K}
λk
m + σ2

[dB] (3)

where λk
m represents the path gain of the UE m served from the coordinated cell

k. P is the transmission power of the RRH and σ2 is the noise power the UE m
has received.

The received power of UE mk is given by:

Prkm = P − PLk
m − AL(θkm)[dB] (4)
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In addition, the throughput of the mth UE in the Kth cluster can be
expressed as:

TPK
m = B · log(1 + SINRK

m)[bps] (5)

3 Time Detection Based Hybrid Clustering Strategy

As mentioned in previous sections, the mechanism of static clustering cannot
provide best serving performance for UEs. In the meanwhile, the dynamic clus-
tering may cause heavy backhaul delay and high complexity. Therefore, we aim
at maximizing the cell edge throughput and minimizing the system complex-
ity and the time detection based hybrid clustering strategy is proposed in this
paper.

3.1 Basic Idea

Time detection means in every major cycle, and for those base stations (BSs),
whose channel state have no significant change, and the coordinated cluster of
those BSs will not change obviously. In other words, their coordinated cluster
will appear repeatedly or with high probability in one period. Therefore in next
major cycle, those clusters appearing repeatedly or with high probability will use
static clustering, and dynamic clustering will be used to those variable structure
clusters. This is mentioned as hybrid clustering and specific introduction will be
given in the next section.

3.2 The Proposed Solution

We consider a major cycle L consists of nT (T represent one Transmit Time
Interval (TTI)), and set a experienced threshold value SINRth to distinguish
the edge and center UEs.

Fig. 2. Cluster structure instructions for time detection based hybrid clustering
strategy

Figure 2 is an example for the time detection based hybrid clustering, and
the proposed scheme works as following steps:
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– step1. Dividing the edge and center UEs:
• if SINRK

m < SINRth, the UE m is considered as cell edge user;
• else if SINRK

m ≥ SINRth, the UE m is considered as center user.
– step2. Dynamic clustering for cycle L1. And storage the clustering information

C1 = {C11, C12, C13, . . . , C1i} 1.
– step3. Divide cluster information C1 into three types2:

• fixed structure cluster F1 = {F11, F12, F13, . . . , F1i}
• high frequency cluster H1 = {H11,H12,H13, . . . , H1j}
• variable structure cluster V1 = {V11, V12, V13, . . . , V1k} .

– step4. Clustering in cycle L2.
• if F1 �= ∅ or H1 �= ∅, using hybrid clustering. Static clustering3 for those

cells of F1 and H1, dynamic clustering for the rest cells of V1.
• else if using dynamic clustering for all cells.

– step5. Loop step2 to get clustering information C2 and classified to get the
results of F2, H2 ,V2.

– step6. Simplified dynamic clustering of L3.
• the member cells of F2 and H2 give priority to the members of the same

cluster when doing dynamic clustering in cycle L3

– step7. End.

3.3 Analyzation and Discussion

First in each cycle Ln, each UE reports its CSI to the serving eNB in every TTI.
Then CU can make the best resource allocation scheme and optimizing cluster-
ing strategy for coordinated cells according to CSI. In addition, in step4, static
cluster is used to those cells belonging to Fi and Hj to reduce the cost of com-
putation, and dynamic clustering is used to adapt the fast changing of wireless
channel from BS to UEs. Moreover, the structure of Fi and Hj may have changed
through serval cycle because of the change of wireless channel environment due
to UEs random motion. So every few cycles one global dynamic clustering oper-
ation is necessary. In our scheme, the operation of dynamic clustering is used
every three cycles. Finally, the step6 can not only reduce the complexity for the
dynamic clustering in our architecture, but also balance the changes of wireless
environment.

Taking advantages of dynamic clustering and static clustering, the proposed
strategy makes clustering decision aiming at optimizing the system performance
and minimizing the system complexity based on channel conditions in the pre-
vious and current slots.
1 Such as clusters of (1,2,3), (4,5,10),. . . ,(7,11,12) constitute C1i in Fig. 2.
2 As shown in Fig. 2, the fixed structure such as cell 1, 2, 3 is integrated a cluster

(1,2,3) in each TTI of cycle L1. The cluster (4,5,10) which appears frequently in
most of TTI of cycle L1 represents the high frequency cluster. Moreover the clus-
ter structure changes obviously refers to variable structure cluster, such as clusters
(6,8,9), (7,11,12) and (6,7,11).

3 On the basis of the fixed structure of F1 and H1, (1,2,3) and (4,5,10) is processed as
static cluster, and the cells of V1 clustering in the mechanism of dynamic clustering
for cycle L2 in Fig. 2.
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4 Simulation Results

According to Release 11 [8], some simulation parameters are used in the LTE
system level simulator. First, we simulate 7 eNBs with 21 sectors using 2.14 GHz
as the LTE frequency and 20 MHz as the bandwidth, the inter site distance (ISD)
is considered as 500 m in the urban area. Besides, there are 20 UEs randomly
distributed in one cell, the total of UE is 420, and they irregularly moving with
the rate of 5 km/h. The full buffer traffic model is considered in our simulation.
Some simulation parameters are listed in Table 1. Figure 3 shows SINR and the
assignment of eNBs.

Table 1. Model parameters

Parameters Value

Cell layout 7 eNBs/21 sectors (cells)

UE number 20 UEs/cell, total 420 UEs

ISD 500m

Carrier frequency 2.14 GHz

Bandwidth 20MHz

UEs rate 5/3.6 m/s

Resource block 100 RBs/cell

Scheduler Round-robin

Traffic model Full buffer

Channel model ITU Pedestrian B channel

Simulation time 50 TTI

Fig. 3. SINR for different area, the assignment of eNBs and sectors

To verify the performance of the proposed scheme, we simulate Non-CoMP,
Static-cluster and Dynamic clustering with different optimization criteria for
comparison.
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Figure 4 shows the evaluation of UEs throughput, and the cumulative density
functions (CDF) is plotted in the Fig. 5. The corresponding simulation value of
mean throughput, cell-edge throughput and peak throughput for four schemes
are listed in Table 2. As shown in Fig. 4, the throughput of cell-edge UEs sharply
increase after taking the operation of JP-CoMP. In addition, the mean and peak
throughput also get improvement. What’s more, the cell-edge throughput of
hybrid clustering is better than static clustering and close to dynamic clustering.

Fig. 4. UEs throughput Fig. 5. UEs throughput CDF

Table 2. The UEs throughput (Mbit/s)

Throughput Non-CoMP Static Dynamic Hybrid

Edge 0.07(0) 0.12(↑71.4%) 0.23(↑228.6%) 0.21(↑200.0%)

Mean 0.54(0) 0.63(↑16.7%) 0.81(↑50.0%) 0.82(↑51.9%)

Peak 1.41(0) 1.24(↓12.1%) 1.68(↑19.1%) 1.69(↑19.9%)

In the previous introduction, we expect to reduce the complexity to cut the
system overhead. By recording the simulation runtime and normalized process-
ing, the evaluation of normalized complexity compared to dynamic cluster is
shown in the Fig. 6. We can easily know that the complexity of our scheme is
slightly higher than static clustering, but slightly lower than dynamic cluster-
ing. The algorithm complexity of hybrid clustering is between static clustering
and dynamic clustering. Hence, the proposed clustering algorithm can not only
enhance the cell-edge throughput but also reduce the complexity. It can be a
very practical scheme for limited overhead JP-CoMP system.

The Figs. 7 and 8 show the average coordinated cell throughput and the
average spectral efficiency of Non-CoMP, static clustering, dynamic clustering
and hybrid clustering. And the simulation values of cell throughput are 10.88,
12.61, 16.17, 16.38 (Mb/s), compared with Non-CoMP, increasing by 15.9%,
48.6% and 50.5%. In addition, the spectral efficiency are 0.67, 1.05, 1.13, 1.14



372 F. Song et al.

Fig. 6. Normalized complexity.

(bit/cu), and increasing by nearly 49.2%, 68.6% and 70.1% matching to Non-
CoMP, respectively. In short, it clearly shows that the proposed hybrid clustering
strategy performs as good as dynamic cluster in improving the throughput for
UEs.

Fig. 7. Cell average throughput Fig. 8. Average spectral efficiency

5 Conclusion

In this paper, we investigate the homogeneous network CoMP architecture, and
propose a time detection based hybrid clustering strategy for JP-CoMP. The
simulation results show that our scheme can not only enhance the cell-edge
throughput and spectral efficiency but also reduce the system complexity com-
pared to non-CoMP, static and dynamic clustering based on LTE system level
simulator. Hence, it can be more suitable to the limited overhead CoMP system.



Time Detection Based Hybrid Clustering Strategy for JP-CoMP in LTE-A 373

Acknowledgement. This work was supported in part by National Natural Science
Foundation of China (61372070), Natural Science Basic Research Plan in Shaanxi
Province of China (2015JM6324), Ningbo Natural Science Foundation (2015A610117),
National Science and Technology Major Project of the Ministry of Science and Tech-
nology of China (2015zx03002006-003), and the 111 Project (B08038).

References

1. Muqaibel, A.H., Jadallah, A.N.: Practical performance evaluation of coordinated
multi-point (CoMP) networks. In: Proceedings of the 8th IEEE GCC Conference
and Exhibition (GCCCE), Muscat, pp. 1–6. IEEE Press (2015)

2. Ali, M.S., Synthia, M.: Performance analysis of JT-CoMP transmission in heteroge-
neous network over unreliable backhaul. In: International Conference on Electrical
Engineering and Information Communication Technology (ICEEICT), Dhaka, pp.
1–5. IEEE Press (2015)

3. Cui, Q., Wang, H., Hu, P., Tao, X., Zhang, P., Hamalainen, J., Xia, L.: Evolution
of limited-feedback CoMP systems from 4G to 5G: CoMP features and limited-
feedback approaches. IEEE Veh. Technol. Mag. 9(3), 94–103 (2014). IEEE Press

4. Weber, R., Garavaglia, A., Schulist, M., Brueck, S., Dekorsy, A.: Self-organizing
adaptive clustering for cooperative multipoint transmission. In: 73rd Vehicular Tech-
nology Conference (VTC Spring), Yokohama, pp. 1–5. IEEE Press (2011)

5. Marsch, P., Fettweis, G.: Static clustering for cooperative multi-point (CoMP) in
mobile communications. In: 2011 IEEE International Conference on Communica-
tions (ICC), Kyoto, pp. 1–6. IEEE Press (2011)

6. Irmer, R., et al.: Coordinated multipoint: concepts, performance, and field trial
results. IEEE Commun. Mag. 49(2), 102–111 (2011)

7. Lee, H.J., Won, S.H., Kim, Y., Lee, J.: Centralized resource coordination scheme for
Inter-enB CoMP with non-ideal backhaul. In: Globecom Workshops (GC Wkshps),
Austin, TX, pp. 827–832. IEEE Press (2014)

8. 3GPP TR 36.819: Coordinated multi-point operation for LTE physical layer aspects
(2011)



SNCC 2016



A Cross-Layer Protocol with High Reliability
and Low Delay for Underwater Acoustic

Sensor Networks

Ning Sun1, Huizhu Shi1, Guangjie Han1(&), Yongxia Jin1,
and Lei Shu2

1 College of Internet of Things Engineering, Hohai University,
Changzhou, China

sunn2001@hotmail.com, graphite_123@126.com,

hanguangjie@gmail.com, jinyx@hhu.edu.cn
2 Guangdong University of Petrochemical Technology, Maoming, China

lei.shu@ieee.org

Abstract. A cross-layer protocol is proposed to deal with the problems of high
latency, low bandwidth and high bit-error-rate (BER) in underwater acoustic
sensor networks (UASNs). Nodes are organized as clusters based on depth and
the nodes with same depth belong to same cluster and cluster head (CH) is
chosen by the CH in high-level depth. At network layer, nodes in different
depths send packet to their CH hop by hop and CH transmits the aggregated data
to the one-depth higher CH till the data arrives at sink node in surface; At MAC
layer, a CSMA/CA-based MAC protocol is used in each cluster while CHs use a
pre-defined schedule to allocate the channel; At physical layer, nodes change the
transmission power and frequency to decrease channel collision and energy
consumption in a self-adaptive way. According to the simulation results, it
brings benefits in improving transmission reliability and decreasing transmission
delay.

Keywords: Underwater acoustic sensor networks � UASN � Cross-layer �
Reliability � Low delay

1 Introduction

Underwater wireless sensor networks (UWSNs) [1] refers to the network in which the
underwater sensor nodes with low energy consumption and shorter communication
distance are deployed to the underwater area and the network are established in a
self-organizing way. UWSNs often subject to the following challenges:
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(1) Acoustic communication is generally adopted in UWSNs due to its physical
characteristics. However, bandwidth achievable in underwater acoustic signals is
strictly limited;

(2) Underwater channel attenuation is serious and the attenuation is variable;
(3) Due to the flow of water currents, drift may cause the sensor node’s communi-

cation connection not reliable, and high BERs and temporary communication
interruptions may occur;

(4) Node battery energy is limited and it is difficult to replaced [2].

Traditional wireless sensor network protocol uses a layered architecture, therefore
when designing the network, each layer is designed to be independent of each other.
Although the method of layered protocol makes the design simple, but it cannot guar-
antee the optimal design of the entire network. By using adaptive cross-layer protocol in
sensor networks and considering the network protocol stack as a whole, levels that do
not adjacent to each other can logically achieve more balanced performance [3].

In this paper, a novel cross-layer protocol is proposed to deal with the problems of
high BER and high latency in UASNs. Based on depth in water, the nodes are orga-
nized as different clusters. The nodes in same depth organizes a cluster. The first-depth
CH is chosen by sink node in water surface and then it designates the second-depth CH
and CHs are chosen by this way in turn. At network layer, nodes in different depths
send packet to their CH hop by hop and CH transmits the aggregated data to the
one-depth higher CH till the data arrives at sink node in surface; At MAC layer, a
CSMA/CA-based MAC protocol is conducted in each cluster while CHs use a
pre-defined schedule to allocate the channel; At physical layer, nodes change the
transmission power and frequency to decrease channel collision and energy con-
sumption in a self-adaptive way. The proposed cross-layer protocol integrating the
physical layer, MAC layer and network layer optimizes network performance in terms
of reliability and latency.

The paper is organized as followings: In Sect. 2, we discuss several related works.
In Sect. 3, we present the proposed cross-layer protocol in details. In Sect. 4, some
simulations are conducted and the results are discussed. In the end, we draw the
conclusion in Sect. 5.

2 Related Works

In recent years, cross-layer protocols for UASNs continue to be presented [4–7]. [5]
proposes an underwater cross-layer protocol, assessing different power and frequency
allocation scheme with the minimal energy consumption. The method uses DACAP
protocol in MAC layer, and the functions of MAC layer and physical layer are closely
coupled. And it uses FBR protocols in routing layer, which determines the routing
protocols used in different standards, and then uses different power levels. But it needs
to send RTS, CTS packet to exchange information in FBR protocol, that easily lead to
excessive delays in underwater wireless sensor networks. At the same time, when the
network is sparse, it has to repeatedly expand the size of the arc to find the next hop
nodes [6].
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[7] proposes a centralized cross-layer scheduling protocol for underwater wireless
sensor networks, analyzing the relationship between transmission power and distance
and frequency in underwater single link. Cluster heads collect and estimate the delay
and distance information of each node by broadcasting beacon form. In the MAC layer,
scheduling each link to reduce conflicts, by considering the characteristics of the delay
of underwater link; In the physical layer, sensor nodes reduce energy consumption by
adaptively changing the transmission frequency and transmission power. However, this
method is only applicable to a centralized network, and when the network nodes is
more, further consideration of energy-saving strategies is needed.

3 The Cross-Layer Protocol for UASNs

3.1 Network Model

Supposing that sensor nodes are deployed in a small-scale marine area, the marine areas
can be represented by a cube model. With base station deployed in the middle of the
horizontal plane, nodes underwater are deployed at different levels. In addition, dif-
ferent levels of sensor nodes carry different depth information. And we only analyze
three-layer model, which is shown in Fig. 1. The nodes with the same depth of
information can be divided into a cluster.

3.2 Algorithm for Cluster Head Election

Sink node transmits a beacon message to elect the header of cluster in which the depth
equals one (depth = 1). After receiving the beacon, the corresponding sensor nodes
send an ACK message to the sink node in a competition period T1, using CSMA
mechanism. Sink node records the ACK information received from the first record, and
selects the head node of cluster in which the depth equals one (depth = 1). At the end
of the competition period T1, the appointment message will be sent to the

Single sink

cube

Acous c link

Sensor node

Depth=1

Depth=2

Depth=3

Cluster head node

Fig. 1. Network model
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corresponding cluster head node and the election of cluster head in the first cluster is
completed.

(1) The beacon sent by sink node includes message that the value of depth
(Depth = 1), the position of the sink node, and the time permitted for ACK.

(2) Normal sensor nodes sends an ACK message to the sink node in a competition
period T1, using CSMA mechanism. If some nodes failed to send ACK on time,
they will abandon sending ACK. So it can avoid conflict with the appointment
message from sink node.

(3) Once receive appointment messages, CH whose depth value equals one will
broadcast the message that itself has been the cluster head node, with the maxi-
mum level of power. Other normal nodes in the cluster will record the ID and
position of CH once they receive the message from the CH. Then, the CH con-
tinues to transmit a beacon message to elect the CH in which the depth equals two
(depth = 2). And so on, CH of each depth and the propagation route between CHs
have been formed.

(4) As is shown in Fig. 2, The formula of the relationship between the propagation
loss and the distance in UASNs is:

TL ¼ n � 10 lg rþ ar ð1Þ

It can be calculated that the node in the middle position can receive beacon earlier
and then send ACK earlier. Assume that the movement of ocean currents cause
the absolute position of the nodes to changes, but the relative position is sub-
stantially unchanged. As a result, frequent re-election of cluster node is not a
must.

(5) Taking the energy of cluster into consideration, sink node can send reset massage
after a long time. Waiting for all nodes have stopped transmission, the next round
of initialization will be launched.

(6) Take underwater model of three-layer depth as an example, sink grasps the deep
information of sensor networks in advance. Transmission slots of each cluster
head are ruled in beacon messages while the route between clusters is formed as
soon as the cluster head is elected. When the information collection in the cluster

Sink

Sink node

Normal node

Fig. 2. Beacon transmission
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is ended, CH in the bottom of the slot allocation will send information it has
collected to the CH which is in superior depth, uploading the data to another after
the data fusion.

3.3 The Cross-Layer Mechanism

3.3.1 Initialization
The goal of initialization is to realize the partition of clusters, the election of cluster
head nodes, and the formation of routing path from nodes to sink node.

(1) Divided clusters
First, we need to establish the marine cube model. The base station is deployed in
the middle of level, and assuming that the movement of ocean currents cause the
absolute position of the nodes to changes, but the relative position substantially
unchanged.
Sink node transmits a beacon (beacon) message to elect the header of cluster in
which the depth equals one (depth = 1). After receiving the beacon, the corre-
sponding sensor nodes sends an ACK message to the sink node in a competition
cycle T1, using CSMA mechanism. Sink node records the ACK information
received from the first record, and selects the head node of cluster in which the
depth equals one (depth = 1). At the end of the competition period T1, the
appointment message will be sent to the corresponding cluster head node and the
election of cluster head node in the first cluster is completed.
The cluster head node who receives appointment messages will broadcast the
message that itself has been the cluster head node, with the maximum level of
power. Other normal nodes in the cluster will record the ID and position of the
cluster head node once they received the message from the cluster head node.
Then, the cluster head node whose depth equals one will transmit a beacon
message to elect the header node of cluster in which the depth equals two
(depth = 2). And so on, the cluster head node of each depth and the propagation
route between cluster head nodes has been formed.
Normal nodes in the cluster who received the broadcast message from the cluster
head node can obtain transmission power level Pr based on received signal
strength (RSSI) and then can calculate the path loss according the formula:

Ploss ¼ PAP� sent� Pr : ð2Þ

Also, they can estimate the distance between themselves and cluster head node
according to the formula:

d = g(Ploss, f): ð3Þ

If the d < donedrop, the node is determined within the range of own-hop of head
node in a cluster, and it then transmits ACK message to the cluster head node.
A star topology has been formed around the cluster head node and is shown in
Fig. 3.

A Cross-Layer Protocol with High Reliability and Low Delay for UASNs 381



(2) Distance estimation in the star topology
Once received the broadcast message from the cluster head node, Normal nodes in
the cluster can obtain transmission power level Pr based on received signal
strength (RSSI) and then can calculate the path loss according the formula 2.
Also, they can estimate the distance between themselves and cluster head node
according to the formula 3.
And preparing for power control, they can estimate both distance and optimal
communication threshold Rthreshold witch can determine the optimum power to
neighboring nodes successful communication.

(3) Delay estimation in the star topology
According to the agreement of [7], in star topology, sensor nodes in the one hop
range of the cluster head node using CSMA mechanism to send ACK information
to CH. Once CH receives ACK, it can estimate value of the propagation delay tp
according to the propagation time difference [8]. The propagation time difference
is shown in Fig. 4.

Sink node

Normal node
 in the star 
topology

Fig. 3. Star topology

Time 

Time 

tp tpNode A

Broadcast ACK

Header node

Fig. 4. Delay estimation
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3.3.2 Communication Phase

(1) Collision Avoidance between clusters
As shown in Figs. 5 and 6, different clusters will be divided into different com-
munication slots in the election when chose the cluster head node. First, sink node
transmit time schedule by beacon transmission, and the time schedule will be
transmitted to other normal nodes in the cluster and the cluster head node whose
depth value is bigger than one by broadcast. In T1 slot, the sensor node whose
depth equals one (depth = 1) will send an ACK message to the sink node. The T3
slot is for cluster internal information collection.

Take the underwater model with three depths for example, in Ta slot, CH3 will
send the fusion date to CH2 with maximum level of power. in the slot Tb, CH2
fuses date, and then sends the date to CH 1. in Tc slot, CH1 will send the fusion
date to the sink node with maximum level of power.`

(2) Collision Avoidance within clusters
As shown in Fig. 5, in T3 slot, data is transmitted within the cluster. As shown in
Fig. 7, the nodes in the hop range of cluster head nodes only receive data and do
not transmit data in the period T3-1; the nodes in the hop range of cluster head
nodes communicate with the cluster head node in the period T3-2; and in the
period Ta/Tb/Tc, other normal nodes in the cluster go to sleep, the cluster head
node sends date to the sink node in assigned time period.

Beacon
T1

(ACK slot)
T2

Initial 

T3
Data collection

within the cluster
Tc Tb Ta

Fig. 5. Room graph slot

Single sink

cube

Acous c link

Sensor node

Depth=1

Depth=2

Depth=3

Cluster head node

Fig. 6. Routing process
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As shown in Fig. 8, normal nodes in the cluster send RTS to node A, and nodes
around reply CTS that contains location information and residual energy. Then
node A chooses node B who has short distance. Therefore, conflict within the
cluster can be effectively avoided. Then node A sends data that contains the ID of
node B to node B.

(3) Collision Avoidance in a star topology
According to the agreement of the [7], space-time factors affect the transmission
power between the two nodes. And node adjust the power based on spatial factors,
adjust the delay according to the time factor (spatial factors include the distance
between nodes, time factors including the delays caused by changes in the
external environment). Each link can use fopt(d) and Popt(d) to control of their
head to the cluster channel power and frequency, based on the distance and delay
estimates obtained in the initialization phase, so that the link can achieve optimal
energy consumption, the total energy consumption of the system is minimized.

In underwater environment, the link propagation delay from point to point is
longer, so the delay from each cluster to head node is not the same. Therefore, in order
to avoid conflicts, it can make full use of system resources in time. through reasonable
scheduling. As is shown in Fig. 9, when the cluster head node broadcasts a scheduling
package, the delay of the package arrives at the node A and node A is Ta and Tb. If
2tB > 2tA + TdataA, although the nodes A and B send signals to the cluster head in the
same time, signals will arrive cluster head without conflict. The data transfer time Tdata
can be calculated according to the transmission data packet length Ddata:

Tdata = Ddata/Rate: ð4Þ

and Rate is the transmission rate.

T3-1
Data collection
within cluster

Ta/Tb/Tc

Fig. 7. Cluster head timeslot

A B

Fig. 8. Normal nodes send CTSs.
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4 Performance Evaluation

In this part, we simulate this protocol in MATLAB to evaluate the performances in
terms of transmission reliability and delay. Simulation scenario is similar to the
topology shown in Fig. 1. The underwater acoustic sensor network is deployed on the
bottom of a shallow water volume of 100*100*600 m3. Sink node is fixed at the center
of a horizontal plane. The generation of data follows the Poisson distribution, and wave
frequency is set to 5–25 kHz, the control packet length is set to 30bits, the packet
length is set to 1024bits, and the threshold level is set to SNR = 20 dB.

When the depth of the network topology is 1, 2, 3, 4, 5, the success rate of
transmission and propagation delays are calculated. Simulation results are shown in
Figs. 10 and 11.

Fig. 9. MAC schedule.
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Fig. 10. The relationship between delay and layers
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5 Conclusion

A new method of cross-layer communication is proposed to deal with the high-latency,
low-bandwidth and high-BER in UASNs, using cluster-based routing protocol.
At MAC layer, it solves the collision between clusters and within cluster. At physical
layer, nodes self-adaptively change transmission power and transmitting frequency to
decrease energy. According to the simulation results, the proposed protocol achieves
benefits in optimizing network performance.
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Abstract. In the application scenario of smart city, there exist many portable
mobile devices that communicate in Wi-Fi technique, so communication con-
flicts among them are unavoidable and lead to low network performance and
high energy consumption. To address this problem, this paper studies the
optimization method of spatial reuse based on dynamic control of transmit
power. Considering the metric of spatial reuse factor, this paper explores how to
select the proper transmission radius and power to decrease the adverse effects
from the hidden terminals and the exposed terminals. By setting the frame
control field in the MAC layer frame according to the received signal strength,
the method can adaptively adjust the transmission power of the communication
nodes pair to maintain the reception power in the appropriate range. Through the
simulation experiment in NS-2, the feasibility and effect of the optimization
method for spatial reuse and energy saving are verified.

Keywords: Smart city � Power control � Communication conflict � Spatial
reuse

1 Introduction

In the wireless network for smart city environment, many Wi-Fi based smart devices
share a common wireless channel and operate independently; thus, communication
collisions among them may happen frequently, these will affect effective utilization of
precious resource of space and time [1]. Moreover, as these devices have limited
energy supply, unnecessary energy consumption will shorten the effective network
lifetime [2]. To address these problems, a optimization method for spatial-reuse based
on adaptive power control is proposed. This method can achieve the dynamic adjust-
ment of transmit power and communication radius based on the received signal
strength. Thus, wireless nodes in the network can avoid the problems such as the low
ratio of spatial utilization caused by the exposed terminals and communication collision
caused by the hidden terminals, and yield improved network availability and less
energy consumption.

The rest of this paper is organized as follows. Section 2 analyzes the effect of
power control and the influence of propagation radius on spatial reuse. Section 3
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proposes the method for implement spatial reuse based on power control. Section 4
conducts the simulation evaluation for the proposed method. Last, Sect. 5 gives the
conclusions.

2 The Analysis on Optimal Spatial Reuse

2.1 The Effect of Power Control

Generally the two-ray ground reflection model [3] is applied to describe the charac-
teristics of channel fading in the smart city environments. In this model, the total
received signal strength is the superposition of the direct signal strength and the
reflected signal strength. Thus, the reception power of this model is

Pr ¼ PtGtGr
h2t h

2
r

d4
ð1Þ

In (1), Pt and Pr are the transmission power and reception power respectively, Gt and
Gr are the gains of transmitting antenna and receiving antenna respectively, ht and hr
are the heights of transmitting antenna and receiving antenna respectively, and d is the
propagation distance.

As can be seen from (1), when Pr is constant, Pt is directly proportional to d4,
indicating that even minor increase of distance between the communication nodes can
result in the significant increase of Pt. If the constant Pt is used, it will be impossible for
the communication to get adapted to the influence of change in propagation distance.
Thus, the multi-level power adjustment technique can reduce the energy consumption
and improve the network performance:

(1) when the communication distance is shortened, both communication sides can
reduce Pt to save energy consumption and reduce interference against other nodes.

(2) when the communication distance is lengthened, both communication sides can
increase Pt to keep the communication connection stable, and avoid such pro-
cesses as route reselection and reconnection as a result of the excessively low
signal strength.

2.2 The Influence of Propagation Radius on Spatial Reuse

The RTS/CTS mechanism in IEEE 802.11 [4] can overcome the hidden and exposed
terminal problems to a certain extent, but the mechanism is not effective and cannot
guarantee QoS when nodes can move freely. When a connection is established between
a pair of nodes through the RTS/CTS interaction, the DATA/ACK packet communi-
cation can be carried out. Other nodes newly entering the communication range may be
ignorant of the RTS/CTS interaction happened just now and send their own data, thus,
giving rise to communication collision. This is known as the invading terminal prob-
lem, which essentially refers to the hidden and exposed terminal problems occurring
randomly during the dynamic movement of nodes. According to (1), for a certain Pt, Pr

388 C. Ran et al.



is set to be equal to the minimum power required for correctly receiving packets, which
is labeled as RXThresh with default value of 3.652 � 10−10W. The corresponding
communication radius Rt represents the maximum communication radius needed for
correctly receiving packets in the absence of interference.

We assume that the interference exists in the channel, the communication is going on
between nodes A and B, the transmission power of the interfering node C is Pti, the Pi is
the interfering signal power received by node A from node C, the gains and heights of all
antennas are identical, the SNR threshold is label as SNR_THRESH, the distance
between nodes A and C is r, and that between nodes A and B is d. It can be derived that,
to correctly receive packets between nodes A and B, the SNR must satisfy (2).

SNR ¼ Pr=Pi ¼ Ptr
4�Ptid

4 � SNR THRESH ð2Þ

If Pti = Pt, r�
ffiffiffi
4

p
SNR THRESH � d can be derived, so rth ¼

ffiffiffi
4

p
SNR THRESH � d is

set as the critical radius of the interfering signal, and other nodes beyond this radius
will not interfere against A. If the relative distance d between nodes is given, rth can
also be determined. If different values of Pt are used for the nodes, there will be
different values of Rt accordingly [5]. According to the correlation between r and Rt,
two conditions as shown in Fig. 1 are concluded as follows.

(1) Figure 1(a) corresponds to the hidden terminal problem [6]. When the commu-
nication radius is smaller than the interference range, i.e., Rt1 < rth, the nodes
inside the two dashed circles and outside the two solid circles may affect the
normal communication between nodes A and B.

(2) Figure 1(b) corresponds to the exposed terminal problem. When the communi-
cation radius is larger than the interference range, i.e., Rt2 > rth, the nodes inside
the two solid circles and outside the two dashed circles are covered by commu-
nication signals, but in fact these nodes will not affect the normal communication
between nodes A and B.

For the sake of simplicity, only the case of single-hop links is considered, and the
Spatial Reuse factor (SRI) is defined as the ratio of the total area that may generate

BA 
Rt1

rth

(a)  rth>Rt1 (b) rth<Rt2

B
A 

Rt2

rth

Fig. 1. Interference coverage under different conditions
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interference against communication to the total area covered by the signals of both
communication sides, i.e., the ratio of the total area of the two dashed circles to the total
area of the two solid circles in Fig. 1. It represents the efficiency of spatial reuse. When
d/Rt is set as a variable and SNR_THRESH = 10, the expression of SRI can be
written as

SRI ¼ 13:4247ðd=RtÞ2

6:28þðd=RtÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðd=RtÞ2=4

q
� 2 arccos½ðd=RtÞ=2�

ð3Þ

The curve of SRI [7] is drawn in Fig. 2. As can be seen from Fig. 2, to achieve the best
level of spatial reuse (i.e., the point on the curve where SRI is 1), d = 0.56Rt is required.
At this point, both the hidden and exposed terminal problems do not exist, and the
optimal reception power is Prop = 10*RXThresh. The curve where SRI > 1 corre-
sponds to the hidden terminal problem, and that where SRI < 1 corresponds to the
exposed terminal problem. The communication radius can be changed to achieve the
optimum state by adaptive power control, thus to make the optimal utilization of the
wireless channel and avoid channel collision.

3 The Implementation of the Optimal Spatial Reuse

3.1 The Interference-Aware Setting of Reception Power Range

Given that small-scale fading effect exists in the wireless channel and the Pr of each
packet changes randomly, it is difficult to accurately control Pt in reality. Considering
that we try to achieve Pr = Prop, and generally Pti 6¼ Pt in actual situations, the value of
Prop depends on the specific situations.

3.0
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0.5

d/Rt

SNR
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Fig. 2. SRI change with d/Rt
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(1) When Pti < Pt, strong communication signals between nodes lead to the exposed
terminal problem, and the channel may not be fully utilized, but the communi-
cation without interference can be realized as no hidden terminal problem exists.

(2) When Pti > Pt, there are stronger interference signals; at this moment, the exposed
terminal problem disappears while the hidden terminal problem exists, and the
communication interference may be generated.

One feasible solution is to limit Pr within a proper range to generate less inter-
ference to other communications and achieve the optimal spatial reuse. According to
(2), when Pti = kPt (0 < k < 5), we assume the interference is tolerable, and the optimal
reception power is Prop = 10 k*RXThresh. Thus, the desired reception power range is
set as (4).

Pr 2 ½10k � RXThresh; 10RXThresh� 0\k� 1
½10RXThresh; 10k � RXThresh� 1\k\5

�
ð4Þ

When Pti is very strong (corresponding to k � 5), it is impossible and unnecessary to
adjust transmission power for continuing communication. In such case, the
“Wait-to-Restore” mechanism can be employed, and the relevant steps include:

(1) suspend the communication and saving the communication state;
(2) set the timer according to the NAV field from the received interfering packet;
(3) enter the sleep state and wait until the communication of interference nodes

finishes;
(4) after the waking up of relevant nodes, complete the paused transmission and

reception of the remaining packets.

3.2 The Interaction Mechanism Between Nodes

Power control is realized by the feedback mechanism. Based on the IEEE 802.11
protocol, the corresponding “power adjustment information piggyback” function is
added to the MAC layer, and Pt is modified synchronously at both communication
sides. The specific conditions are as follows:

(1) When the sender transmits DATA packet to the receiver, the receiver judges if it is
necessary to adjust Pt according to the Pr from the obtained packets. The receiver
sets the instruction requiring the sender to carry out power control in the frame
control field of ACK packets, and sends the ACK packets with the modified Pt.

(2) When the receiver replies to the sender with an ACK packet, the sender acts as the
feedback provider who will judge whether it is necessary to adjust Pt according to
the Pr of the received ACK packet. It sets the instruction requiring the receiver to
carry out power control in the frame control field of the next DATA packet, and
sends the DATA packet with the modified Pt.
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3.3 The Trigger Mode of Power Control

Since the signal strength of packets can objectively reflect the communication links’
quality, it can be used as a reference for power control. As the actual Pr may be
different from the theoretical value derived from (1) due to the small-scale fading effect,
it is necessary to consider the macroscopic statistical characteristics of small-scale
fading and use the statistical average of the recently received packets to represent the
effective Pr value. Therefore, the feedback provider maintains a queue of PrRec[N],
stores the Pr values of N recently received packets [8]. Further the feedback provider
designates two counters, i.e., LoCnt and HiCnt, to represent the number of packets
when Pr is below the lower limit (10*RXThresh) and above the upper limit
(50*RXThresh) respectively. Besides, two dynamic count ranges for LoCnt and HiCnt,
i.e., RL and RH, are initialized with N respectively.

When a packet is received, the range that this packet’s Pr falls into is judged, and the
corresponding counter is updated if necessary. The relevant rules to be observed are:

(1) When the counter value exceeds the threshold (0.5*RL or 0.5*RH), the new
transmission power and the frame control field of feedback packet are set.

(2) When the counter value is between the threshold and 0.2 N, the binary expo-
nential back-off process is used to reduce the length of the count range to reflect
new states.

(3) When the counter value is below 0.2 N, the length of the count range is increased
linearly until the range restores to N.

Figure 3 shows the detailed process on how a newly received packet is processed.
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Fig. 3. The packet processing process
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3.4 The Calculation of New Transmission Power

For setting the frame control field, we take Pr of the latest M packets from RrRec
[N] and the previous transmit power Pt0 as the reference for calculating new trans-
mission power. Considering d / ffiffiffi

4
p

Pt=Pr, we define the equivalent distance de for this
M packets as

de / 1
M

XM
s¼1

ffiffiffiffiffiffiffiffiffiffi
Pt0

ðPrÞs
4

s
ð5Þ

According to (1), we obtain the new optimal transmit power Ptn in (6).

Ptn ¼ 10RXThreshð ffiffiffiffiffiffi
Pt0

4
p 1

M

XM
s¼1

1ffiffiffiffiffiffi
Prs

4
p Þ4 ð6Þ

4 Numerical Evaluation

4.1 The Settings of Simulation

The network performance is analyzed among three schemes with the simulation
experiment in NS-2 [9], the schemes include: the scheme that transmits by default
transmission power of 0.2818 W without power control (NoPC), the scheme using the
10 preset power levels for multi-level power control (SimPC) [10], and our proposed
scheme using the adaptive power control for spatial reuse optimization (AdpPC).

The nodes movement scenario is set as follows: 36 nodes move randomly at the
speed of 5 m/s in a 1200 m*1200 m area. There are five traffic scenarios of different
traffic volumes, i.e., 3, 6, 9, 12 and 15 traffic flows respectively for each scenario. Each
flow uses the constant bit rate (CBR) sources and the transmitting rate is 1000 packets
per second. The duration of each flow is 25 s and the total simulation time lasts for
100 s. For different schemes, the following four performance indexes are calculated:
(1) AvePt – the average transmit power; (2) RtOh – the routing overhead, i.e., the ratio
of the number of total routing packets to the number of total received packets;
(3) PDR – the packet arrival ratio; (4) ThrPt – the network throughput measured in
Mega Byte.

4.2 Simulation Results and Analysis

The results of simulation are shown in Fig. 4. As can be seen from Fig. 4(a), SimPC
achieves the best energy-saving effect as it can use extremely low Pt when the com-
munication distance is short. The energy-saving effect achieved by AdpPC is also
obvious, although slightly inferior to SimPC, for this scheme can restrict the increase of
Pt by confining Pr of the packets below the upper limit. According to Figs. 4(b) and (c),
AdpPC achieves the lowest RtOh, the highest PDR, and the least collision arising from
hidden terminals. Following it is SimPC which can also control Pt to a certain degree to
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reduce communication interference. As the communication traffic volume increases,
there is more severe communication collision, which will increase RtOh and reduce
PDR. From Fig. 4(d), it can be seen that AdpPC prevails over other schemes. It
achieves the optimal network performance by appropriately adjusting the communi-
cation radius to eliminate collision and making the best use of the limited space.

5 Conclusion

In the proposed method, the channel condition is obtained based on the signal strength
of the received packets, so the data sender can get accurate guidance to use appropriate
power for communication and effectively utilize space and energy. The topic to be
explored in future include the following. In-depth analytical work needs to be con-
ducted on spatial reuse in the case of complex topology structures. Besides, the pro-
posed method can also be used in conjunction with other optimization techniques for
spatial reuse, such as dual-channel, directional antennas and cognitive access.

Acknowledgement. Supported by the Scientific Research Foundation for Returned Overseas
Chinese Scholars of State Education Ministry (the 50th, 2015).

(a) Average transmit power                 (b) Routing overhead 

(c) Packet arrival rate                  (d) Network throughput 

0
0.05

0.1
0.15

0.2
0.25

0.3

3 6 9 12 15

Av
eP

t/w

Communication connections

NoPC SimPC AdpPC

0

10

20

30

3 6 9 12 15
Rt

Oh
/%

Communication connections

NoPC SimPC AdpPC

40
50
60
70
80
90

100

3 6 9 12 15

PD
R/

%

Communication connections

NoPC SimPC AdpPC

0

100

200

300

400

3 6 9 12 15

Th
rP

t/M
By

te

Communication connections

NoPC SimPC AdpPC

Fig. 4. Simulation results

394 C. Ran et al.



References

1. Zhu, C., Leung, V.C.M., Shu, L., Ngai, E.C.-H.: Green internet of things for smart world.
IEEE Access. 3, 2151–2162 (2015)

2. Zhu, C., Yang, L.T., Shu, L., Leung, V.C.M., Hara, T., Nishio, S.: Insights of top-k query in
duty-cycled wireless sensor networks. IEEE Trans. Ind. Electron. 62(2), 1317–1328 (2015)

3. Zhu, C.-S., Shu, L., Hara, T., Wang, L., Nishio, S., Yang, L.T.: A survey on communication
and data management issues in mobile sensor networks. Wirel. Commun. Mob. Comput. 14
(1), 19–36 (2014)

4. Mattbew, S.: Gast: 802.11 Wireless Networks – The Definitive Guide. O’Reilly, Sebastopol
(2005)

5. Zhu, C., Yang, L.T., Shu, L., Leung, V.C.M., Rodrigues, J.J.P.C., Wang, L.: Sleep
scheduling for geographic routing in duty-cycled mobile sensor networks. IEEE Trans. Ind.
Electron. 61(11), 6346–6355 (2014)

6. Santi, P.: Topology Control in Wireless Ad Hoc and Sensor Networks. Wiley, Hoboken
(2005)

7. Ye, F.J., Yi, S., Sikdar, B.: Improving spatial reuse of IEEE 802.11 based Ad hoc networks.
In: IEEE GLOBECOM, pp. 1013–1017. IEEE (2003)

8. Klemm, F., Ye, Z., Krishnamurthy, S.: Improving TCP performance in ad hoc networks
using signal strength based link management. Ad Hoc Netw. J. 4(3), 123–129 (2004)

9. The CMU Monarch Project Group. The CMU Monarch Project’s Wireless and Mobility
Extension for ns [EB/OL] (2012-01-12) [2012-08-06]

10. Agarwal, S.: Distributed power control in ad hoc wireless networks. In: Personal, Indoor and
Mobile Radio Communications, vol. 2, no. 6, pp. 59–66 (2001)

An Optimization Technique of Spatial Reuse for Communication 395



Efficient Beacon Collision Avoidance
Mechanism Using Neighbor Tables at MAC

Layer

Ke Wang, Wei Chen(&), Junna Zhou, and Yang Zhang

School of Computer Science and Technology,
China University of Mining and Technology, Xuzhou, China

chenw@cumt.edu.cn

Abstract. NLC-BOP algorithm is proposed for the beacon collision problem in
IEEE802.15.4. Beacon collision is divided into direct conflict and indirect
conflict and NLC-BOP algorithm is used to solve these two kinds of beacon
collision problems. NLC-BOP algorithm based on BOP uses neighbor tables to
solve beacon collision. The coordinator establishes 1 hop and 2 hop neighbor
tables at MAC layer and allocates the beacon transmitting order for other
coordinators at the same time. Finally, the size of the BOPL can be estimated
and we make assumption and processing for the coordinator of death and iso-
lation. The simulation results indicate that new algorithm compared with the
original algorithm greatly reduces energy consumption, packet loss rate. In the
case of guaranteeing delay, it improves the throughput.

Keywords: IEEE802.15.4 � MAC � Beacon collision � Neighbor tables

1 Introduction

There are beacon mode and non-beacon mode of MAC layer in IEEE802.15.4. In the
non-beacon mode, nodes are always active in the network. However, in the beacon
mode, coordinators periodically transmit beacon frame and make nodes synchroniza-
tion. A personal area network (PAN) is composed of multiple nodes and the coordi-
nator transmits a packet to another coordinator through direct links or multiple hops. If
the node is not succeed to access the channel, the node will discard the packet and then
a new packet is generated in the next superframe [1]. Beacon collision will be caused
when multiple devices almost join piconet at the same time. Each device selects its own
beacon slot in order to avoid collision. Choosing improper beacon slot leads to repeated
collision and then increases time overhead achieving devices synchronism. When the
device is not able to avoid repeated collision, it is difficult for the device to join piconet,
even in deadlocks [2].

In IEEE802.11, using RTS (request to send) and CTS (clear to send) avoids beacon
collision. There are no RTS/CTS in IEEE802.15.4. In order to overcome the problem,
TG4b groups provide two beacon scheduling techniques: superframe duration
scheduling (SDS) and beacon only period (BOP). [3, 4] allows the network to
dynamically modify the BOP length for better adapting the dynamic network. The

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
J.-H. Lee and S. Pack (Eds.): QShine 2016, LNICST 199, pp. 396–405, 2017.
DOI: 10.1007/978-3-319-60717-7_39



results also show the throughput ratio of the dynamic BOPL is better than BOP. There
is much technology to solve the beacon collision through multiple channels. [5] pre-
sents a fixed channel management mechanism which divides network into several sub
network. Each sub network occupies a channel and using BOP beacon scheduling
technique in the internal of sub network. [6] proposes a receiver tracking contention
(RTC) scheme, which achieves high throughput by allowing the receivers to assist for
channel contention. In RTC, link is the basic unit for channel access contention.
Specifically, transmitter is used to contend for the channel and receiver is used to
announce the potential collision. [7] presents VFA, namely virtual frame aggregation,
to achieve high coordination efficiency by amortizing the overhead over multiple
transmissions. [8] aims at mitigating the so-called Funneling Effect for S-MAC, par-
ticularly by improving the throughput and fairness of S-MAC.

There never will be beacon collision in a single star topology of the IEEE802.15.4.
But there is more or less beacon conflict in mesh network [9]. In multihop mesh
network, each node periodically transmits its beacon and then monitors whether there
are others or their activities by checking beacon. As a result, losing beacon message
cause low efficiency and high cost [10, 11]. When multiple nodes send a beacon to the
same place at almost the same time, there will be continuous collision which blocks the
normal operation of the network. Nodes can not join the piconet. When the beacon
information contains key information, such as network and time parameters, the
topology of the network will be destroyed [12].

Researchers have proposed a variety of methods to solve the beacon collision
problem. An adaptive beacon scheduling with power control in cluster-tree network is
presented [13]. The scheduling mechanism assumes that LR-WPANS (low-rate wire-
less personal networks area technology) technology can support environmental mon-
itoring applications in IEEE 802.15.4 standard. Node clustering is a very effective
method to manage topology in wireless sensor networks, which can reduce the beacon
collision and improve the network lifetime [14]. The author improve the above method
by allocating the accurate beacon sequence values and superframe values for coordi-
nator cluster, coordinators PAN and device nodes and determining the exact time of the
PAN and coordinator nodes beacon transmission. Game theoretical models are used in
the wireless medium access control [15]. To avoid the beacon collision, every coor-
dinator decides its time to send beacon frame according its transmission probability and
power level. A new beacon slot technique (TBoPS) is presented in cluster tree topology
[16]. In order to avoid the beacon collision in the large-scale IEEE 802.15.4 cluster tree
Zig Bee network, a beacon scheduling using utilization-aware hybrid is presented [17].
This method can improve the scheduling performance of the target network by better
using the transmission medium and avoid the inter-clusters collision. Simple time
conversion scheme is presented based on IEEE 802.15.4 [18, 19]. SDS and BOP basic
beacon scheduling mechanisms are analyzed [20].

In the article, NLC-BOP algorithm is proposed to avoid beacon collision without
using multichannel. Analyzing nature of the direct and indirect conflict, NLC-BOP tries
its best to use neighbor tables to avoid occurrence of beacon collision. The remaining
part of the paper is organized as follows. The details of our algorithm are described in
Sect. 2, where we propose a beacon collision improvement method. The simulation
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results of experiments and performance evaluation are presented in Sect. 3. We con-
clude our algorithm in the last section.

2 NLC-BOP Algorithm

In view of the two kinds of conflict, this paper puts forward the NLC-BOP (Neighbor
List Control–Beacon Only Period) algorithm which adopts coordinator neighbor table
to solve beacon conflict based on the BOP. NLC - BOP algorithm includes three parts.
The first part is set up the coordinator neighbor list and beacon order allocation and the
second part chooses BOPL length. The third part processes the dead or isolated
coordinators.

2.1 Neighbor Table Establishment and Order Allocation

To simplify the narrative language, we set the following variables. 1 hop coordinator
neighbor table, 2 hops coordinator neighbor table, beacon order which a coordinator
sends in BOP.

Steps:

(1) PAN coordinator establishes the main network and the order is 1.
(2) After a new coordinator joins the network, the first broadcast around the hello

beacon. Once A coordinator receives the hello beacon, the address of the new
coordinator joins one, and then putting one in beacon A to broadcast.

(3) If the new coordinator continues receiving the beacon frames from around B, it
first looks at whether address of the beacon B in their two. If in two, the address is
removed from the two and added to one. If not in the two, it adds the address to
the one directly. At the same time processing the one of beacon B one, it adds the
address which does not exist in one to two.

(4) If there will be other coordinators around the new coordinator, it will perform step
3 repeatedly. The new coordinator argues that it has received all beacon frames
which sent by other coordinators after t seconds.

(5) New coordinators view their own one and two and choose a minimum order that
has not yet appeared as the value of the order.

(6) The new coordinator sends beacon frames with its beacon order; around 1 hop
coordinator perfects its own one after receiving beacon frames and transmits the
information to the peripheral coordinators at the same time in order to make some
coordinators perfect the two of themselves.

(7) Network building repeats steps 2 to 6 until the entire network is steady.

Now analyzing t value of the above 4 steps. We assume that there is no beacon
conflict or missing during building tables. Communication range of nodes is r, the
density of nodes deploy is q and receiving a beacon frame average every h seconds.

So the number of node is num as (1) within the scope of the new communication
coordinator.
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num ¼ qpr2 ð1Þ

The minimum value of t is tmin, such as (2) formula (2).

tmin ¼ num � h ð2Þ

Due to the assumptions, there is no beacon conflict and missing during building tables,
so the actual value of t is much larger than tmin. According to the (1) and (2), we get
t / q and t / r2. So deployment and power control of the nappropriate nodes will lead
t increasing sharply and it is harmful for the establishment of the neighbor tables.

2.2 BOPL Length Estimation

How to estimate the BOPL approximation and as far as possible to expand the length of
the CAP are an important purpose of NLC-BOP. In Fig. 4, this article assumes that
beacon length is the fixed symbols k, the time slot between the beacons is the SIFS and
12 symbols are default. So sending a beacon frame need to consume 12 + k symbols in
BOP phase.

Running after a period of time on the Internet, NLC-BOP will assign a beacon order
for each coordinator, so there is a maximum of order in this network. Assuming the
value is µ.

According to the assumption of values, we can get the minimum value BOPLmin of
BOPL that network requires, as shown in the (3).

BOPLmin ¼ l � 12þ kð Þ ð3Þ

And the size of a time slot cycle is SlotLength, as shown in the (4).

SlotLength ¼ aBaseSlotDuration � 2SO ð4Þ

Assuming that the SO of network is a, the default value of aBaseSlotDuration is 60.
So we rewrite the (4) and get the (5).

SlotLength ¼ 60 � 2a ð5Þ

According to the (3) and (5), we obtain n time slots at least which meet the needs of
the BOPL.

n ¼ BOPLmin

SlotLength

� �
ð6Þ

Through the (6) we infer that the network may occur the following two situations.
The first situation: After allocating BOPL, the rest number of symbols is
aNumSuperframeSlots - nð Þ � 2SO ¼ ð16� nÞ � 2a, it still meet the minimum aMin-
CAPLength of CAP and the default value is 440 which indicates that the network is
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normal and do not need to adjust. The second situation: If excessive nodes are deployed
densely or at the PHY layer use improper RF power, it will lead to the nodes increase
sharply in the neighbor table which needs more beacon order. By (3), BOPL will
increase sharply. So after the assignment BOPL, the rest of the activity time slot can’t
meet the minimum of CAP. At this time we can take measures to increase the value of
the SO to expand the network activity time, adjust the duty ratio, control the RF power
and reduce the communication range. These measures are not in consideration of this
paper, the concreteness can reference literature [3, 5], etc.

According to the Fig. 1 and (6), NLC-BOP selects BOPL whose unit is time slot.
So the starting point of CAP should be placed at the beginning of a time slot rather than
in the middle. As shown in Fig. 1, the starting of CAP is the point between the end of
the second time slot and the start of third time slot. The purpose of NLC-BOP is to
make it easier to coordinate each coordinator data transmission. At the same time set
aside some time in preparation for later adding new coordinator at any time.

According to Fig. 1 and combing the (4) with (6), we conclude how to calculate the
values of the BOP, as shown in (7). We assume the node sending beacon order is order.

postBeaconDelay ¼ N � SlotLength�
½order � kþðorder � 1Þ � 12� ð7Þ

2.3 Coordinator Death or Isolation

NLC-BOP adds the neighbor tables based on IEEE802.15.4 and modifies the beacon
frames. Def_macCAPStarting and def_macSendingBeaconOrder are added to the
MAC_PIB, def_phyEnergyMultiple is added to PHY_PIB.

The data structure of the neighbor tables of 1 hop and 2 hop as shown in Table 1.
NLC-BOP algorithm process is made the 1 hop neighbor table be loaded to Bea-
conPayload of beacon frames and is sent out with beacon frames.

Fig. 1. Starting CAP based on NLC-BOP
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A Flag is added to the beacon frames. But in the Flag, the previous two used to
distinguish the hello beacon and beacon of death respectively, after six record beacon
order of detail drawing 6 in Fig. 4. Specific is shown in Table 2.

According to Ho - j [3], we know that it is enough to use that distribute 16 orders
for the network with 40 nodes. SendingBeaconOrder accounts for a total of 6 bits, 64
orders can be allocated which can meet the network that is not serious dense.
According to IsHelloand and IsDeath of Table 2, we distinguish these frames: normal
beacon frames, hello beacon frames, death beacon frames and beacon frames with
sequence. Details as shown in Table 3.

3 Simulation Experiment and Analysis

The whole network simulation parameters are shown in Table 4. There are three
graphs, respectively, the conflict rate chart, the average energy consumption graph, as
well as three cases of effective throughput rate chart. Among them, the simulation

Table 1. Neighbour list

Address of nodes SendingBeaconOrder

Table 2. Structure of flag

Bit:0 l 1 2–7

IsHello IsDeath SendingBeaconOrder

Table 3. Four kind of beacon frame

IsHello l IsDeath Type of frame

0 0 Normal beacon frames
1 0 Hello beacon frames
0 g 1 Death beacon frames
1 1 Beacon frames with sequence

Table 4. Parameter of simulation experiment

Simulation parameters Parameter values

Network size (m2) 500 � 500
Simulation time (s) 1000
Number of nodes 100
Topological structure Reticular
Routing protocol AODV
Packet size (B) 70
Queue length 30
Sending power (mW) 300
Receiving power (mW) 300
Initial energy (J) 1000
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analysis of the effective throughput graph can obtain the relationship between the time
interval T and BO, SO at the case of that SO was 3 and BO were 3, 4, and 5.

3.1 Conflict Rate Analysis

From Fig. 2, the network in about 100 s, the original algorithm beacon collision
immediately increased significantly, while the new algorithm has also increased with
slow speed. In 200 s, the highest point which the collision rate of the new algorithm
reached only is the half of the conflict rate of the original algorithm. After 200 s to
250 s, the new algorithm has been assigned to the network to send a beacon sequence,
resulting in a conflict rate of 300 s after the decline has been reduced, until the max-
imum simulation time of 1000 s, almost down to 1 points or less. And the original
algorithm is still maintained a high rate of conflict, until the end of the simulation is
also in a high position. Although the conflict rate of the original algorithm is not more
than 20%, but the ratio of the conflict rate, that is, the ratio of the rate of conflict equals
that original algorithm conflict rate divides conflict rate of the new algorithm. The
result is that the conflict rate ratio was 100%, and finally up to more than 1600%. It can
be concluded that the new algorithm can effectively reduce the beacon collision.

3.2 Energy Consumption Analysis

The average energy consumption of the original algorithm in the whole simulation for
1000 s is always stable, and it is in a linear trend. In the first 250 s of simulation, the
new algorithm is faster than the original algorithm because of the need to establish the
neighbor table and the allocation order. However, between 250 s to 400 s, the speed of
energy consumption has eased. In 400 s time, the energy consumption of the algorithm
has reached a balance, after the conflict rate of the new algorithm is much smaller than
the original algorithm, so the energy consumption continues to decline, as shown in
Fig. 3 in 400 s, the trend to maintain a slow rise.

Fig. 2. Probability of collision

402 K. Wang et al.



3.3 Goodput

Figure 4 shows the relationship between the different BO, SO and the sending data
packet interval time with new algorithm. The effective throughput rate is directly
related to the transmission data packet rate of the whole network simulation node. If the
packet is sent too short or too fast at a time, it will cause the buffer queue of the node to
be filled quickly, and then the packet will be discarded.

4 Conclusion

The paper proposes NLC-BOP algorithm based on IEEE802.15.4 protocol to solve the
beacon collision which leads the performance of entire network to drop in the mesh
network. At the beginning of the establishment of the network, the coordinators in the
MAC layer build 1 hop and 2 hop neighbor tables and allocate the beacon order for the
coordinators to avoid the emergence of beacon collision. Then, it estimates the size of

Fig. 3. Average of energy consumption

Fig. 4. Relationship among t, BO and SO
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BOPL and deal with dead and isolated coordinators. Simulation results show that the
NLC-BOP algorithm can solve the beacon collision problem and make the collision
rate of the entire network significantly decrease, while the network life cycle is greatly
extended.
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Abstract. As a traditional routing protocol, the Ad hoc On-demand Distance
Vector routing (AODV) protocol has been applied in many Industrial fields.
Meanwhile, researches on AODV have very in-depth, whether in improving
performance, or enhancing security. Unfortunately, there are few researches on
joint energy efficiency and security. In this article, we propose an Energy-
efficient Secure AODV Protocol (E-SAODV) in Industrial Wireless Sensor
Network (IWSN). In E-SAODV, the low complexity verification and the
Delayed Transmitting Mechanism (DTM) is proposed and applied. The mech-
anism involve two parts: the polynomial of the Cyclic Redundancy Check 4
(CRC-4) that substitutes the shortest key of RSA digital signature in SAODV
guarantees the integrity of data verification, and reduces storage space, com-
putation and energy consumption. DTM is implemented to separate the check
code and valid data, and to achieves tamper-proof. The simulation results show
that comprehensive performance of proposed E-SAODV is a trade-off the
energy efficiency and security, and better than AODV and SAODV, and could
meet the requirement of the throughput in the industrial scene.

Keywords: Industrial Wireless Sensor Network � Security � AODV � Energy
efficiency

1 Introduction

As the emergence and development of Wireless Sensor Network (WSN) [1], Cloud
Computing [2], Big Data [3] and intelligent terminal, Industrial Wireless Sensor Net-
work (IWSN) [4] has become networking technologies to lead the trends in technology

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2017
J.-H. Lee and S. Pack (Eds.): QShine 2016, LNICST 199, pp. 406–415, 2017.
DOI: 10.1007/978-3-319-60717-7_40



development. IWSN is an interdisciplinary research, which involves automation,
computer and communications. The requirements of IWSN mainly focused on the
following fields: Localization [5], Optimization of Production Process [6], Equipment
Monitoring and Maintenance [7] and so on.

Unfortunately, the particularity of the industrial environment makes application of
IWSN have to consider some adverse factors: wireless signal multipath caused by
reflection and scattering of large-scale equipment and metal pipes, interference to
wireless communications caused by electromagnetic noise, which generated by the
motor and equipment operation. Especially, in industrial production process, the key
point of IWSN application is secure transmission of production process parameters.
This is due to that network information security is facing a growing challenge. The
possibility that control systems of industrial facilities are damaged by network intrusion
does exist. Perhaps, this loss of risk may be too large to measure.

The promotion of open network technologies improve industrial data rate of
transmission, and reduce the integration of information technology on the one hand. It
also makes network security become more challenging. The information security in
IWSN mainly involves information sensing security and network transmission security.
Meanwhile, the low-power technology has been one of the hot topics [8]. In this paper,
an Energy-efficient Secure AODV protocol is proposed to meet these requirements of
defense attack and low-power in IWSN. The rest of this paper is organized as follows:
in Sect. 2 a brief review of AODV and its evolution are given. The preliminary
knowledge and analysis are represented in Sect. 3. The E-SAODV protocol is pro-
posed, and simulation results and analyses of the proposed protocol are presented in
Sect. 4. Finally, some concluding remarks are provided in Sect. 5.

2 Related Works

As a traditional routing protocol, AODV protocol has been a hot topic. At presented,
research on AODV is divided into two categories: one is focus on enhancing its
security; the other is improving its performances, such as reliability, transmission
performance under dynamic topology, and so on.

2.1 Security Enhancement

As we all know, the design of AODV protocol does not take account for security. To
meet different application requirements, various security schemes have been resear-
ched. These schemes mainly detect, defense or mitigate some specific attacks. In recent
years, the studies have focused primarily on sinkhole attack, blackhole attack and Sybil
attack.

Gandhewar and Patel proposed a mechanism for detection and prevention of
Sinkhole Attack on the context of AODV protocol [9]. This mechanism of detection &
prevention considered the behavior of sinkhole attack and AODV working, which
mainly consist of four phases as Initialization Phase, Storage Phase, Investigation
Phase, and Resumption Phase. The mechanism could improve the performance of
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AODV under sinkhole attack. Tomar and Chaurasia put forward the mechanism of
detection and isolation of sinkhole attack [10]. The key point of this mechanism is that
a threshold value of sequence number was assumed based on average sequence number
of packet to successfully received/transmitted by the destination and source node.
Xiong et al. adopted the FP-Growth (Frequent Pattern Garwth) according to the AODV
route table information, gave s rank sequence method for detecting black hole attack in
ad hoc network [11].

As above mention, almost all of secure schemes and secure protocols in AODV
only detected and defended/mitigated against the special attack. Unfortunately, these
secure techniques seemed seldom to consider energy consumption.

2.2 Performance Improvement

AODV is a distance vector routing protocol [12]. It supports intermediate nodes reply,
make source node quickly obtain routing, and effectively reducing the number of
broadcast. Since nodes only store on-demand routing, the scheme reduces the memory
requirements and unnecessary duplication. However, because of periodically broadcast
packets, a certain energy consumption and network bandwidth have to be considered.
Due to the existing of stale routing, AODV requires a relatively long latency to
establish routes. Currently, performance improvements of AODV mainly involve in the
following areas: Energy efficiency, improving throughput, load balancing and so on,
especially, in the industrial scene.

Jain and Suryavanshi proposed a new maximum energy Local Route Repair
(LRR) approach with multicast AODV routing protocol [13]. These schemes included
two processes: establishing path and forwarding packets from source node to desti-
nation node. Joshi and Kaur aimed at improving the Infrastructure based AODV
(I-AODV) routing by considering V2V (Vehicle to Vehicle) and V2I (Vehicle to
Infrastructure) communication. I-AODV facilitated communication among vehicles
through RSUs (Road-Side Units) and broadcasted in nature. They discussed prediction
based multicasting which aided in reducing delay and improves other performance
metrics, and applied multicasting to solve the purpose of proper utilization of resources
as well as prediction technique helped in improving localization overhead [14].

From above analysis, enhancing security and improving performance have been
research in AODV. Unfortunately, the joint works of above two aspects are seldom
researched. Therefore, we will propose an Energy-Efficient Secure AODV Protocol
(E-SAODV) in the following sections.

3 Preliminary Knowledge and Analysis

3.1 AODV

AODV is a source driven routing protocol [12], it could realize dynamic, bootable and
multiple hops routing between mobile nodes, which are useful to establish and maintain
the Ad hoc network. Because of the similarity between the Ad Hoc network and the
wireless sensor network, the AODV protocol could also be used in the wireless sensor
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network. AODV protocol allows the mobile nodes to get the routing quickly and
respond to link disruption and the network topology changes regularly. AODV pro-
tocol is non-cyclic, which avoid the Bellman-Ford “infinite computing” problem and
could converge rapidly when the network topology changes. AODV will notify the
affected nodes to avoid using the broken links when the link is destroyed. The AODV
protocol involves two phases: route discovery and route maintenance.

3.2 Secure AODV

SAODV (Secure AODV) is an extension of the AODV routing protocol, used to protect
routing discovery and provide security features, such as integrity, authentication and
non-repudiation. SAODVassumes that each node has got the signing secret key pair from
the asymmetric encryption algorithm. Moreover, every node could verify the relations
between address and public key of the other nodes. SAODV needs key management
mechanism and there are two mechanisms used to ensure the safety of AODVmessages:

• Digital signatures: make sure that the message has not been tampered with.
• Hash chain: ensure the safety of variable hop in the message.

Authentication could be performed in the form of point to point for the immutable
information, but that is not available for the variable information. It really doesn’t
matter which node initiate or forward routing error message, but instead adjacent nodes
notifying the other nodes that could not be routed to a destination. Therefore, any node
(initiate and forward routing error message) sign for RERR packet with a digital sig-
nature, any adjacent nodes received RERR packet verify the signature.

1. SAODV Hash chain
Hash chain is used to detect the integrity of RREQ and RREP messages hop. By
running the one-way Hash function to form the Hash chain. Every time one node
initializes a RREQ or RREP messages, it performs the following operations:
(1) Generate a random number (seed).
(2) Set the maximum hop count Max_Hop_Count as the survival time TTL.
(3) Set Hash as the seed value.
(4) Set up the Hash function to be used
(5) Calculate Top_Hash through the seed and Max_Hop_Count

In which, H is a Hash function. hi (x) is the result running function h i times based
on parameter x. Whenever a node receives message of RREQ or RREP, it performs the
following operations to verify the hop. Hash function h is used to calculate Hash value
Max_Hop_Count minus the value after Hash operations Hop_Count times, verifying
whether the result is equal to the top of the Hash value.

The node calculates new Hash value using Hash function before broadcasting
RREQ or forwarding RREP again.

2. SAODV Digital Signature
SAODV used asymmetric encryption, such as RSA for digital signature certifica-
tion. The node used the only private key signature information first, and then uses
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the public key that all nodes have to decrypt while the node receives encrypted
signature. The demonstration is given below to illustrate RSA digital signature
process.
(1) Choose two large prime numbers first, such as p = 13, q = 11;
(2) Calculate n = p * q = 143, z = (p − 1) * (q − 1) = 120;
(3) Choose a random private key d = 19 that co-prime of z;
(4) Assume e as the public key, require e * d mod z = 1, choose e = 139.

3.3 Performance Analysis

As there is no security mechanism, AODV may be attacked by malicious nodes,
compromised nodes and selfish nodes.

1. Message tampering attacks
An attacker could change the content of the routing messages, for instance, while
forwarding RREQ, an attacker could reduce the hop count to increase the proba-
bility chosen for routing, so that it could analyze the communication between
source node and destination node. One aim of this attack is to increase the desti-
nation sequence number to make the other nodes believe that the routing is the
latest. The simulation results show that, in some scenarios, an attacker could discard
75% of packets by manipulating the destination sequence number.

2. Message discarding attacks
The attacker and selfish nodes could selectively discard (or all) the routing and data
information. Because all mobile nodes could be used as terminal nodes or routing
nodes, so this attack will lead the network paralyzed completely with the increase in
the number of discarded messages.

3. Message replay (wormhole) attacks
The attacker could make a retransmission of the eavesdropped message in different
positions. One of the replay attacks is a wormhole attack. Wormhole attacker could
uses private channel to transfer RREQ directly to the destination node. Because
wormholes attackers may not increase jump number, which will prevent other
routing from being found. Wormhole attack could be combined with information
discarding attack to prevent destination nodes to receive packets.

SAODV ensures the safety of AODV by adding encryption arithmetic (Hash chain
and digital signature).

4 Energy-Efficient Secure AODV Protocol

The use of RSA digital signature in SAODV is to guarantee the data is not tampered,
and the use of Cyclic Redundancy Check (CRC) could also achieve this goal. CRC is a
kind of error detection code, which usually used for detecting the unexpectedly data
change in storage devices or Internet. Data uses CRC algorithm to get a check code,
this code attached at the back of the original data is transferred with the original data,
then the receiver reuses the same CRC algorithm to check whether the data been
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tampered with. Popular representation is that appends a piece of data behind the
original data and make sure that could be divided exactly by specific values.

The shortest key of RSA digital signature is for 1024 - bit, the polynomial of
CRC-4 is 5 bit; In addition, the computational complexity of CRC is much lower than
that of RSA digital signature. So, we propose an Energy-efficient secure AODV pro-
tocol, which could effectively reduce the storage space and energy consumption of
SAODV protocol, increase energy efficiency by using CRC instead of RSA digital
signature to test whether the data has been changed.

4.1 Theoretical Derivation

1. Principal Algorithm
Any binary strings could be written as a polynomial with coefficients of 0 or 1, for
example: code ‘1101’ could be written as polynomial ‘x3 + x2 + x0’. Accordingly,
polynomial ‘x4 + x1 + x0’ could be written as code ‘10011’.

The length of raw data is K, the polynomial of original data is set to m (x), the
length of check code for R, then the polynomial g (x) is generated with R + 1 bits:

The division of formula (6) is die second division, that is, the highest power of the
divisor and dividend is aligned, doing exclusive or calculation; In which, move m (x)
left to R places to getM (x) times xR, so as to empty out CRC check code for R places; r
(x) is the remainder that is CRC check code.

Attach the gotten CRC check code at the back of the next original data and then
make a transmission together, the receiver divide the data by g (x), and it represents the
data has not been tampered with when there is no remainder.

2. CRC Tamper-proof Mechanisms
Generally, the error caused by natural factors such as interference or harass could
use the CRC mechanism detect the data which has been altered effectively, though
if data is artificially manipulated and the CRC is changed at the same time by
malicious nodes, it could not be detected whether the data has been tampered with
the mechanism of CRC.

In order to defend the tamper attack, we would like to generate pseudorandom
polynomials. Usually the polynomial generated by CRC is a kind of fixed form, so that
malicious nodes could tampered with the data and CRC easily at the same time, while if
we use pseudorandom polynomials, it could reduce the possibility of tampering with
the data and CRC. The transmitter and the receiver only need to make an appointment
about the sequence of the using of the polynomial generate by pseudorandom in
advance. In addition, we could use broadcast authentication protocol lTESLA to
release the secret key later, the transmitting of CRC latency once, and let the data and
the corresponding CRC transmit separately, reduce the possibility of malicious nodes
tampering with the data and CRC at the same time. The transmitter uses the generated
polynomial G xð Þi to calculate R xð Þi when it transmits data M xð Þi, and transmit the last
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calculated R xð Þi�1. The receiver could receive the R xð Þi and check the authenticity of
the data using the generated polynomial G xð Þi on a single latency.

3. Low Complexity Verification and Delayed Transmitting Mechanism
In a sense, the entire points of using RSA digital signature and CRC are both to
guarantee the data not to be tampered. Although CRC is sample, and its security
strength is not as RAS, Compared with RAS digital signature (1024 bytes), CRC
(4 bytes) has certain advantages in computation and transmitted energy consump-
tion, especially for resource-constrained nodes. Then, how to guarantee the integrity
of CRC becomes critical issue. In this sub-section, we give the low complexity
verification and delayed transmitting mechanism to solve above problem, and use
checksum for CRC code to guarantee its integrity to a certain extent.

4.2 Simulation and Analysis

Simulation analysis is performed using Network Simulator (NS-2), which most known
tool for simulation of network scenarios and topologies. We simulated AODV,
SAODV and E-SAODV agreement, made a comparison in terms of energy con-
sumption, throughput and BPUE (Bits Per-Unit of Energy). BPUE is a multi-parameter
joint evaluation metrics based on the transmission distance and modulation level [15].
The simulation parameters are shown in Table 1:

The energy consumption of the three kinds of agreement is compared in Fig. 1. It
could be seen from the diagram that the AODV protocol has the largest energy con-
sumption, the network energy consumption tends to be constant at about 700 s, which
means that most of the nodes are energy depletion, network stops working; SAODV
agreement has the minimum energy consumption, SAODV and E-SAODV deal is still
in a rising state in the 800 s, which means that the nodes have residual energy, the
network could continue working.

The throughput of the three kinds of agreement is compared in Fig. 2. It could be
seen from the diagram that the throughput of AODV protocol is biggest at about 700 s,
and the throughput is no longer up due to stopping working of network; The
throughput of SAODV agreement is the minimum.

Table 1. Simulation parameters

Parameter Value

Number of nodes 50
Initial energy of nodes (J) 2
Simulation area (m2) 1000 * 1000
Node movement speed (m/s) 0
Simulation time (s) 800
Transmission range (m) 250
Antenna type Omni antenna
Mobility model Random way point
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As AODV protocol has no security mechanism, the operating speed is the fastest
and the energy consumption and throughput of it is the largest; Instead, SAODV
agreement joins the security mechanism, more complicated than the E-SAODV
agreement, therefore it has the minimum energy consumption and throughput. The
energy consumption and throughput of E-SAODV agreement is between AODV and
SAODV protocol. It could be concluded from the Figs. 1 and 2: E-SAODV agreement
is to reduce energy consumption by average of 35% in terms of SAODV when they
have the same throughput.

Fig. 1. Energy consumption of AODV, SAODV and E-SAODV protocols

Fig. 2. Throughput of AODV, SAODV and E-SAODV protocols
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5 Conclusions

Industrial WSN is a special field of Wireless Sensor Network, with the internal
architecture continuously extending in different directions based on instrumentation
and private network as basic components, its own technology therefore may be dif-
ferent from the general of the Wireless Sensor Network. Industrial WSN also gives a
higher request to safety in addition to the technical features of highly heterogeneous,
huge amounts of data. This is the industrial application domain of the Wireless Sensor
Network, usually has higher technical requirements, operational risk and financial
return, these characteristics determine that the Industrial WSN has higher requirements
on security than traditional Wireless Sensor Network, that is, Industrial WSN has a
higher standard than traditional Wireless Sensor Network in the security architecture,
network security technology, the potential risk of intelligent equipment, privacy pro-
tection, safety management and guarantee measures. In this paper, E-SAODV protocol
is proposed combining with Industrial WSN application scenarios based on SAODV
agreement. Use cyclic redundancy check instead of digital signature to reduce the
complexity of agreement and improve the energy efficiency of the agreement, the
tamper-proof of information is guaranteed by latency strategy of CRC in information
domain. The simulation results show that the energy consumption is about 35% lower
and BPUE index is about 60% higher in E-SAODV protocol than SAODV agreement.
At the same time, the mechanisms of increasing energy efficiency and information
tamper-proof could be used in the improvement of other AODV protocols. Finally, the
better throughput could meet the requirement of the application in the industrial scene.
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Abstract. Designed an evaluation function with parameters, and used genetic
algorithm to optimize the parameters. This paper considers the objective func-
tion’s variation trends in searching point and the information is added to the
fitness function to guide the searching. Simultaneously adaptive genetic algo-
rithm enables crossover probability and mutation probability automatically
resized according to the individual’s fitness. These measures have greatly
improved the convergence rate of the algorithm. Sparring algorithm is intro-
duced to guide the training, using gradient training programs to save training
time. Experiments show skills in playing Dots-and-Boxes are greatly improved
after its evaluation function parameters are optimized.

Keywords: Adaptive genetic algorithm � Evaluation function � Game

1 Introduction

Machine game is an important branch of artificial intelligence research and has been
hailed as drosophila in the field. Computer Game System can be divided into four parts:
situation represents, action set, the evaluation function and game tree search. Search
algorithm is the basic method to solve the problems in artificial intelligence. Minimax
theorem proposed by Von Neumann and Boerl in the 1920s is the mathematical basis
for searching algorithm. Alpha-beta pruning algorithm which began in the 1950s is a
big step forward in the search efficiency. PVS (Principal Variation Search, also known
as NegaScout) search algorithm in 1980 has higher search efficiency than alpha-beta
search algorithm when the game tree is strong orderly [1]. MTD(f) algorithm appeared
in 1994, always with an empty window detection approaching true value, complete
search with the help of “Transposition Table”, is slightly better than the PVS search.
Both are the current mainstream method. Most game trees are so large that unable to
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complete the search. Conventional measure is to search for a certain depth, then the leaf
node is approximately evaluated by evaluation function. The quality of the evaluation
function directly affects the development of the situation [2]. If search engine is the
game system’s eyes, the evaluation function would be the system’s brain. Evaluation
function generally must contain elements of five aspects, that is fixed pawn value, pawn
position value, pawn flexibility value, threats and protect value, dynamic adjustment
value, and the value of each aspect is composed of a number of parameters. Combi-
nation of the above parameters in the evaluation function is often dependent on the
programmer’s own knowledge and experience which makes it difficult to achieve the
optimal. Some scholars have introduced genetic algorithm into the evaluation function,
trying to learn the dynamic relation between the pieces, but the effect is not very
satisfactory. In this paper we take the dots-and-boxes as example, design an evaluation
function, use adaptive genetic algorithm [3] to optimize evaluation function parameters.
In order to enhance the local searching ability of genetic algorithms, knowledge of
problem domain is added to the fitness function [4]. Our study has been organized as
followings: Sect. 2 specify the challenges for genetic algorithm to be applied to opti-
mization of evaluate function parameters and gives the scheme of genetic algorithm
that we used in this paper and describes the adaptive genetic algorithm; Sect. 3
describes the experimental strategies and presents the experimental results; Sect. 4 is
the conclusion of this paper.

2 Solutions of Genetic Algorithm Applied to Optimization
of Evaluate Function Parameters

2.1 Challenges for Genetic Algorithm to Use in Game

The genetic algorithm was proposed by professor Holland at the University of
Michigan in American in 1969 and formed a type of simulated evolutionary algorithm
after summarized by Dejong, Goldberg et al. In recent years, Genetic Algorithm as an
important part of the intelligent computing (neural networks, fuzzy processing and
evolutionary computation), has been a focus of research and made very good results in
the field of application such as more extreme value function optimization problems,
combinatorial optimization problems, scheduling problems and so on.

Traditional hill-climbing algorithm finds the optimal solution by comparing with
neighboring nodes, and is restricted by ranges of initial samples and single direction
searching, and is easy to fall into local optimum [5].

Simulated annealing is a stochastic optimization algorithm based on theMonte-Carlo
iterative solution strategies. It attempts to simulate the high temperature object annealing
process to find the global optimal solution or the approximate global optimal solution. It
can avoid local minima, but the fatal flaw is too slow, running too long [6].

Ant colony algorithm (ACO) converges on the optimization path through pher-
omone accumulation and renewal. It has the ability of parallel processing and global
searching and the characteristic of positive feedback. But the convergence speed of
ACO is lower at the beginning for there is only little pheromone difference on the path
at that time.
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Genetic Algorithm has a high degree of parallel, weak dependence on initial value
and the quick global searching ability. Its robustness is also significantly better than the
previous two algorithms. But it has such disadvantages as premature convergence, low
convergence speed and so on. To used in game, these disadvantages will be amplified
in particular as the fitness of the generation depends on the game result. With the
increase of the degree of evolution, it will take more rounds to fight it out. In view of its
weakness, in this paper, the first-order differential information of adjacent two gener-
ations of the objective function was added into the fitness function to strengthen the
search ability and prevent premature. The adoption of the adaptive genetic algorithm
greatly improved the convergence speed. So it is most likely to succeed in
Dots-and-Boxes.

2.2 Parameter Selection and Coding Scheme of the Evaluation Function

Dots-and-Boxes starting with an empty grid of dots, players take turns, adding a single
vertical or horizontal line between two adjacent dots. A player who completes the
fourth side of a 1 � 1 box earns one point and takes another turn. The game ends when
no more lines can be placed. The winner of the game is the player with the most points.

The design of evaluation function of Dots-and-Boxes typically rely on several
theorems [7], introduced as following.

Theorem 1. Regardless of the initial size of the board, there is always the following
equation holds:

Dots þ Doublecrosses ¼ Turns

where Dots is the number of point of the initial board, Doublecrosses is the number of
doublecross in the whole play and Turns is the total number of rounds to go through in
the whole play.

Theorem 2. If total number of the board nodes is odd, then the Upper Hand side must
form an odd number of Long Chain in order to win, and the After Hand side must form
an even number Long Chain for win, and vice versa.

Theorem 2 is known as Long-Chain Theorem, and it is an important basis for the
design of the evaluation function. Take 4 � 4 chessboard as example, according to
Long-Chain Theorem, the Upper Hand side must form an odd number of Long Chain
in order to win. Suppose that after the Upper Hand moves, it forms the situation (there
are two Long-Chains marked as a, b) as shown in Fig. 1(a). So, no matter what strategy
the After Hand to take, the final chain will be captured by the Upper Hand who is in a
dominant position. However, relying solely on the Long-Chain theorem can not
guarantee the accuracy of evaluation function. For example, suppose after the Upper
Hand moves, it forms the situation as shown in Fig. 1(b) where there are also two long
chains (marked as a, b), but the opponent simply select the edge numbered 1 in the
Fig. 1(b), then the situation reverses, and the Upper Hand are in absolute disadvantage.
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The above analysis shows that the valuation depends on the combination of a variety
of board elements and is sensitive to the parity of the number of board elements. So, we
design the following evaluation function.

v r1; r2; r3. . .rnð Þ ¼
XN

i¼1
Ari

i1A
j1�rij
i2 ð1Þ

where ri ¼ ni mod 2; ni represents the number of the i-th type of board elements in the
current chess game; Ai1;Ai2 is the parameter of the i-th type of chess-type; N is the
number of types of different board elements. In this article, we select some main board
elements as Long-Chain, Short-Chain, DoubleCross, boxes with Freedom Degree of 3
and 4, so N equals 5.

Encode each parameter Aij with 6 bit binary code, a total of 60 bits constitute a set of
chromosomes string.

2.3 Calculation of the Fitness Function and Population Selection

Fitness is a main indicator that describes the individual performance and genetic
algorithm select the fittest individuals based on it. Selection of the fitness function
determines the algorithm optimization orientation and has a great impact on the con-
vergence of the algorithm and the convergence rate.

We use the following method to design objective function. Let each individual play
with an existing game algorithm (sparring algorithm), then determine the value of the
objective function according to the number of rounds per game takes. If we win, the
fewer the number of rounds is, the greater the function of the value should be; if the
other side wins, then the more the number of rounds is, the greater the value of the
function should be. Therefore, the objective function is designed as follows.

fðxÞ ¼
60þ ð60� xÞ2

k we wins
x the other side wins
60 draw

8<
: ð2Þ

where x is the number of rounds of a game, k is adjustable coefficient that represents
the importance of the number of rounds to fitness when we wins. Here take k = 6. The
fitness function is mapped directly from the objective function, namely:

(a) (b) 

Fig. 1. An even number of Long-Chain case
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fit xð Þ ¼ fðxÞ ð3Þ

In order to fully considering the trend of the objective function, preventing the pre-
ferred chromosome hovering only in a relatively flat area in genetic process which
would cause “premature”, and we put the first difference of the objective function of
adjacent generations to join in, using the following new fitness function [4]:

fitðxÞ0 ¼ e � fit xð Þ � fitmin

fitmax � fitmin
þð1� eÞ � rf xð Þ � rfmin

rfmax �rfmin
ð4Þ

where weights e 2 ½0; 1� called the control factor, to reflect the importance of values of
the fitness function and the rate of change of the function in solving this problem. fitðxÞ
is the original fitness function. fitmin and fitmax denote respectively the minimum and
maximum value of individual fitness in the current generation of the population.rfitmin

and rfitmax are defined as:

rfðxÞ ¼ f xpð Þ � fðxcÞ ð5Þ

rfmin ¼ minff vp1
� �� f vc1

� �
; . . .; f vpn

� �� fðvcnÞg ð6Þ

rfmax ¼ maxff vp1
� �� f vc1

� �
; . . .; f vpn

� �� fðvcnÞg ð7Þ

where xp, xc denote the parent and offspring chromosomes respectively, n represents
the size of the population.

2.4 Crossover and Mutation Operation

There are many crossover methods, single-point crossover, multi-point cross, sequence
cross, cycle cross, etc. For convenience, we use single-point crossover, randomly select
one of the binary bits in the chromosome as a cross point, then cross the two parameters of
the parent individuals to form the sub’s parameters [8]. Each parameter’s cross rate is pc.

Each parameter is mutated at variation rate pm. Because of the use of the binary
string representation, here just flip 0–1 for the gene according to the gene mutation rate.
Mutation is a local random search, in conjunction with the selection/crossover to ensure
the effectiveness of the genetic algorithm and maintain the diversity of the population at
the same time, to prevent the emergence of non-mature convergence.

Here choosing to operate each parameter in the chromosome is due to that a
chromosome contains many parameters. If directly operate the entire chromosome,
some parameters may not get enough crossover and mutation which makes the con-
vergence time become longer and the effect is not ideal.

2.5 Adaptive Genetic Algorithm

The convergence of the genetic algorithm is affected by crossover rate pc and mutation
rate pm. The larger the cross rate, the faster the rate of new individuals to produce. But
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if the crossover rate is too large, it is not conducive to the protection of chromosome
structure of the current high fitness individuals. But if the crossover rate is too low, the
individual evolution is too slow and the search process is stalled. For the mutation rate,
if it is too low, it’s not conducive to generate new individuals and easy to fall into local
optimum search; If it is too high, the genetic algorithm can easily degenerate into a
random search algorithm. Since there is no fixed way to determine pc and pm, the
optimization can only be optimized through continuous experiment and this process is
very fussy. To this end, we introduce adaptive genetic algorithm which can automat-
ically adjust with individual fitness [9, 10]. Here are the formulas of pc and pm:

pc ¼ pc1 � pc1�pc2ð Þðf 0�favgÞ
fmax�favg

f 0 � favg
pc1 f 0\favg

(
ð8Þ

pm ¼ pm1 � pm1�pm2ð Þðfmax�fÞ
fmax�favg

f� favg
pm1 f\favg

(
ð9Þ

where pc1 = 0.9, pc2 = 0.6, pm1 = 0.1, pm2 = 0.001. fmax is the group’s largest fitness
value. favg is the average fitness value of each generation of the population. f′ is the
greater fitness value of the two individuals to cross. f is the fitness value to the mutation
individual. Expression analysis shows that when it is closer to the maximum fitness
value, the value of pc and pm is smaller, and this reduces the possibility of good genes
being destroyed and ensure the convergence of the algorithm.

3 Experimental Testing and Results

3.1 Experimental Strategies

Adaptive genetic algorithm requires a lot of training to get a better race result, time is
the key factor that must be considered. In this paper, we take gradient training method
to achieve the purpose that takes less time to achieve better results. It specifically
includes three aspects, gradually increase the search depth of the game algorithm;
gradually increase the intensity of sparring algorithm and choosing an efficient game
tree search algorithm.

Search depth has an enormous influence on the time, in the beginning, due to
evaluation function parameters have not been effectively optimized, even if searching a
great depth the estimates are still not accurate. Therefore, the time cost is too high.
However, when the function parameters are effectively optimized, if the search depth is
still not corresponding increase, chess will not be able to better enhanced, genetic
algorithms will think this is because of the current individual’s gene is not good, so it
continue evolution and then convergence time will increase.

Sparring algorithm will also affect the accuracy of the training results and time. If
sparring algorithm is too strong in the beginning, choice to the genetic algorithm tend
to be simplify. If sparring algorithm is always weak, it’s not conducive to choose the
best individual. If always use the same kind of sparring algorithm, it’s easy to fall into
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local optimum. In this paper, the different stages of the training use different intensity of
sparring algorithm and in the training process, the evaluation function is interspersed
with random parameters to prevent the search into the local optimum.

The strength of sparring algorithm is reflected in two aspects - the accuracy of the
evaluation function and the depth of the search. At the start of training, we use the
evaluation function designed according to our own experience. After the training
reaches a certain stage, we use the evaluation that is consistent with the sparring
algorithm, and at this time, we use the depth of search to distinguish the skill in playing
chess. In the early, middle, late stage of the training, take 2, 5, 7 as the search depth of
the genetic algorithm, and 2, 8, 10 as the sparring algorithm’s. Now, we need choosing
an efficient search algorithm.

In 1978, Stockman proposed SSS* algorithm and proved that it is a correct min-
imax algorithm and that it never explores a node that alpha-beta ignore. Moreover, for
practical distributions of tip value assignments SSS* will explore strictly fewer game
tree nodes than Alpha-Beta. However, SSS* algorithm has disadvantages of big storage
requirement and the need to maintain the OPEN table [11, 12].

Paper [13] proposed that by reformulating the algorithm, SSS* can be expressed
simply and intuitively as a series of calls to Alpha-Beta, yielding a new algorithm
called AB-SSS*. AB-SSS* visits the same interior and leaf nodes in the same order as
SSS* and resolves the problems mentioned above with SSS*. AB-SSS* has been
implemented in high-performance game-playing programs for checkers, Othello and
chess. In this paper, we using AB-SSS* as the searching algorithm.

3.2 The Experimental Results

Train the evaluation function optimized by adaptive genetic algorithm that has an
improved fitness function with gradient training experiment. Champions of 50th gen-
eration, 100th generation, 150th generation, 200th generation, 250th generation, 300th
generation formed a group to carry out round robin of successively hand. One is
awarded 3 points for a win, 1 for a draw and 0 for a lose. Finally, the case is shown in
Fig. 2.

It can be found by the line chart that for the evaluation function optimized by
improved genetic algorithm and gradient training, the more generations to train, the

Fig. 2. Training standings
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stronger the chess is and more obvious the effect is. However the differences between
evaluation functions optimized by ordinary genetic algorithm gradient training and
improved genetic algorithm non-graded training respectively is relatively small
between generations. This shows that the improved genetic algorithm has faster con-
vergence rate.

It was found that after the program is iterated to 300 generations, the optimized
parameters are substantially no longer change. The parameter values at this time are
shown in Table 1.

Experiment results show that game algorithm with evaluation function using the
above parameter combination has greater possibilities to win compared with sparring
algorithm.

In order to verify the gradient training method we proposed can reduce the training
time and ensure the accuracy, our experiment take 8 as the search depth of both genetic
algorithm and training algorithm in the training in different stages and using the same
evaluation function. Due to the time cost is too high, we only train 50 generation. The
results are shown in Table 2 and Fig. 3.

Table 1. Training results.

Parameter A11 A12 A21 A22 A31 A32 A41 A42 A51 A52

Value 53 7 27 19 12 15 11 9 5 8

Table 2. Trainning time.

Generation Time consumption (min)
Gradient training Non-gradient training

10–20 10 50
20–30 23 66
30–40 21 80
40–50 25 103

Fig. 3. Running time ratio
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In the Table 2 and the Fig. 3 we find that the time gap of two is obvious. Then we
used the same evaluation function of the same generation of both gradient training and
non-gradient training to play with each other for 50 rounds. Winning statistics are
shown in Table 3.

In the Table 3 we find that increment of the search depth dose not bring obvious
advantages. It validates our strategy to a certain extent.

4 Conclusion

There are precocious and other defects for classical genetic algorithm. In this paper, we
introduced a new method of calculating the fitness function that considers the objective
function’s trends in search point, and the trend information is added to the fitness
function to guide search. Simultaneously adaptive genetic algorithm enables crossover
probability pc and mutation probability pm automatically resized according to the
individual’s fitness. These measures have greatly improved the speed of convergence
of the algorithm. The genetic algorithm is introduced to optimize the evaluate function
parameters which avoids manually adjust parameters in the traditional way and ensures
the accuracy and objectivity of the parameters. Experiments show skill in playing
Dots-and-Boxes greatly improved after its evaluation function parameters optimized.
This also provides a new way of thinking for development of high-level game
algorithm.

References

1. Hongkun, Q., Peng, Z., Yajie, W., et al.: Analysis of search algorithm in computer game of
Amazons. In: 26th Chinese Control and Decision Conference, pp. 3947–3950. IEEE Press,
New York (2014)

2. Duan, Z.: An improved evaluation function for Connect6. In: 24th Chinese Control and
Decision Conference, pp. 1685–1690. IEEE Press, New York (2012)

3. Wei, X.-K., Shao, W., Zhang, C., et al.: Improved self-adaptive genetic algorithm with
quantum scheme for electromagnetic optimization. IET Microw. Antennas Propag. 8,
965–972 (2014)

Table 3. Winning statistics.

Generation Win (rounds)
Gradient training Non-gradient training

10–20 27 23
20–30 24 26
30–40 25 25
40–50 23 27

424 F. Bi et al.



4. He, X., Liang, J.: The objective function using genetic algorithms gradient. J. Softw. 12,
981–985 (2001). (in Chinese)

5. Luo, B., Zheng, J., Yang, P.: GA-based directional climbing. Comput. Eng. Appl. 44, 92–95
(2008). (in Chinese)

6. Qi, J.-Y.: Application of improved simulated annealing algorithm in facility layout design.
In: 29th Chinese Control Conference, pp. 5224–5227. IEEE Press, New York (2010)

7. Li, S., Li, D., Yuan, X.: Research and implementation of dots-and-boxes. J. Softw. 7, 256–
262 (2012)

8. Deng, X.: Application of adaptive genetic algorithm in inversion analysis of permeability
coefficients. In: Second International Conference on Genetic and Evolutionary Computing,
WGEC 2008, pp. 61–65. IEEE Press, New York (2014)

9. Huang, Y.-P., Chang, Y.-T., Sandnes, F.-E.: Using fuzzy adaptive genetic algorithm for
function optimization. In: Annual Meeting of the North American on Fuzzy Information
Processing Society, NAFIPS 2006, pp. 484–489. IEEE Press, New York (2006)

10. Yanhong, P.: Wind power fitness function calculation based on niche genetic algorithm. In:
International Conference on Sustainable Power Generation and Supply, pp. 1–5. IEEE Press,
New York (2012)

11. Stockman, G.C.: A minimax algorithm better than alpha-beta? Artif. Intell. 12, 179–196
(1978)

12. Ibaraki, T.: Generalization of alpha-beta and SSS* search procedures. Artif. Intell. 29,
73–117 (1986)

13. Plaat, A., Schaeffer, J., Pijls, W., de Bruin, A.: SSS* = alphabet + TT. Technical report
TR-CS_94-17, Department of Computing Science, University of Alberta, Edmonton, AB,
Canada (1994)

Adaptive Genetic Algorithm to Optimize the Parameters 425



A Design of the Event Trigger for Android
Application

Ting Hu, Zhuo Ning, and Zhixin Sun(&)

Key Laboratory of Broadband Wireless Communication and Sensor Network
Technology, Nanjing University of Posts and Telecommunications,

Nanjing, China
sunzx@njupt.edu.cn

Abstract. The exploding of Android malware makes security analysis more
important and urgently calls for automation in its analysis. Often automation
analysis includes static and dynamic methods. And an important work of the
dynamic analysis is gathering accurate behavior information of Android apps.
However, traditional methods, which are used to inject random events to
exercise the user interface, can not capture the behavior triggered by the event.
To overcome the above shortcomings, this paper designs a framework of the
Android malware detection based on cloud and focuses on how to design an
Event Trigger to trigger more behaviors. This method can enlarge the dynamic
analysis scope to find more information of malicious behaviors.

Keywords: Android malware � Dynamic analysis � Event Trigger

1 Introduction

In recent years, smart phone sales have grown tremendously. Until the first quarter of
2015, according to the report from Gartner, worldwide sales of smart phones to end
users have reached 336 million [1]. Among various platforms, Google’s smart phone
platform, Android, has captured more than 75% of the total market-share. In another
word, it is the most popular operating system at present. Unfortunately this explosive
growth also has drawn the attention of cyber criminals who try to trick the user into
installing malicious software on the device.

Android terminal stores a lot of personal information, such as contacts, messages,
social network access, browsing history and banking credentials, so it has become a
prime target for malicious attacks. Android malwares such as premium rate SMS
Trojans, spyware, botnet, aggressive adware and privilege escalation attack have
reported exponential rise from the Google Play store and well known third-party
market places. According to the statistics from Kasper sky, the number of malicious
Android applications topped the 10 million mark in January 2014 [2]. These malicious
applications pose a great security risk to mobile phone owners and solving the security
issue of Android has become a hot topic in the field of information security.

Given the enormous growth of Android malware, security researchers and vendors
must analyze more and more applications (apps) in a given period of time to understand
the purpose of the software and to develop countermeasures accordingly. Through the
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efforts of researchers, Android security has made much progress both in static and
dynamic analysis [3]. The classical approach to automated analysis of suspicious
applications is static analysis. Static analysis investigates software properties that can
only be investigated by inspecting the downloaded app and its source code [4].
A typical example of it is signature based detection similar to the common approach of
antivirus [5]. However, malware usually uses obfuscation techniques to puzzle static
analysis [6, 7]. Thus dynamic analysis does not inspect the source code, but rather
executes it within a controlled environment, often called sandbox to get a more
accurate result. By monitoring and logging every relevant operation of the execution
(such as sending SMS messages, reading data from storage, and connecting to remote
servers), an analysis report is automatically generated. Dynamic analysis can combat
obfuscation techniques rather well, but it is thwarted by runtime detection methods.
Therefore, combing the static and the dynamic usually makes sense in practice.

A big problem of dynamic analysis is how to trigger malicious behaviors as many
as it can, especially for those one which could not be triggered just by installing the
application. And some behaviors can not be triggered except for particular interaction.
Generally, for each Activity, Monkey [8] is used to inject random UI events to exercise
the user interface. Furthermore, some behaviors of Android apps are triggered by
events, such as the arrival of new SMS and location change, which sometimes could
not be triggered by random event streams. Our Event Trigger can inject in-time fake
events at the most appropriate execution time, which can enlarge the scope for ana-
lyzing Android apps and make the report more accurate.

Last but not least, static analysis, dynamic analysis and other processes of our
research require a large amount of computing resource. Therefore, we deploy the core
solution on the cloud to provide the parallel service for a large number of smart phones.

2 Background

In order to automatically install the application and simulate the user operation in the
actual equipment or simulator, most of the detection schemes used automatic control
scripts. For instance, TaintDroid [9], DroidBox [10], AppPlayground [11], Pup-
petDroid [12], Andrubis [13] and Mobile-Sandbox [14] used the MonkeyRunner
provided by Android SDK, which could generate enough random User Interface
(UI) events to ensure a large number of interactive behaviors are triggered. However,
the event frequency of different applications varies considerably, and the random UI
events can not target the application’s vulnerability. DroidTrace solved the problem in
a different way. It triggered different dynamic loading behaviors by physical modifi-
cation. Firstly, it found the function which loaded other functions dynamically; then
inserted the trigger code into these functions to generate forward execution path; finally
packaged this app as a new application [15]. In this way, DroidTrace can trigger
targeted behaviors, but it was not a real-time solution. Both of the above two methods
can not trigger behaviors which can only be triggered by particular events. For
example, if the user moved to a new place, the location will be changed, and such
location change event cannot be achieved by both DroidTrace and automatic control
script. Another example of the event trigger is receiving short messages and calls. All
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these events could trigger some malicious behaviors of application, such as leaking the
location change or the received new SMS.

To overcome the above shortcomings, an event trigger is explored. It injects
recurrent fake events, including the arrival of new SMS, calls and location changing, to
trigger the malicious behaviors as many as possible during the execution. Compared
with the ordinary, it can perform in-time event injection at the most appropriate time,
for not only callbacks listed in the Manifest but also API callbacks that invoked at
runtime. At the same time, it provides more behavior analysis information for the
developers or users to promote the accuracy.

Currently, there is a tendency to malware detection service from the host terminal to
the cloud. Cloud computing is the development product of distributed computing,
parallel computing and utility computing. It congregates large numbers of computation
resources and provides on-demand IT services to the remote Internet users. Wang et al.
[16] provided a new android multimedia framework based on Gstreamer. It can greatly
improve the multimedia processing ability in terms of efficiency, compatibility, fea-
sibility and universality. Cloud resources and their loads possess dynamic character-
istics. Zuo et al. [17] proposed a scheduling method called interlacing peak which can
balance loads and improve the effects of resource allocation and utilization effectively.
Meanwhile they proposed a Self adaptive threshold based Dynamically Weighted load
evaluation Method (termed SDWM) [18]. It evaluates the load state of the resource
through a dynamically weighted evaluation method. For task-scheduling problems in
cloud computing, a multi-objective optimization method is also proposed [19]. In this
paper, we deploy the core solution on the cloud to provide the parallel service.

The paper is organized as the following. The second section discusses the imple-
ment of it in details, including the process design, the communication architecture and
the function module. In the third section a security detection architecture based on
cloud is designed accordingly.

3 Event Trigger Implementation

3.1 Process of the Event Trigger

The Event Trigger runs in the sandbox when faking events, while its specific process is
shown in Fig. 1.

Step 1: Firstly, the application manifest file (AndroidManifest.xml) will be analyzed
to extract API list of registered callback functions, which are predefined event
functions;
Step 2: Running an application in the sandbox and notifying the Event Trigger to
inject related events when a callback function is registered through the API;
Step 3: The Event Trigger injects related fake events, and then the hardware device
will detect the occurrence of the event and notify the application to update the latest
information.
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3.2 Communication Architecture of the Event Trigger

The class that implements the service in the Android framework layer is Man-
agerService. ServiceManager is another class dedicated to the management of system
services. And it is responsible for the registration and management of all system
services. Both of them communicate via the Binder protocol. When the application
calls for a system service, it needs to invoke the service through the service agent and
then sends a request to the system server process via the inter process communication,
then the process is responsible to return the results. The entire communication archi-
tecture is shown in Fig. 2. For example, the Event Trigger will automatically inject fake
location change events when the corresponding callbacks are registered through the
LocationManager._requestLocationUpdates() API. Then the location change monitor-
ing request is delegated to LocationManagerService via the Binder protocol, which will
notify LocationManagerService immediately to fake a location change event. Finally,
the hardware will detect an event occurred and notice the application to update the

Application Running 

Registering Callbacks 

Injecting Fake Events 

Updating Information 

Uploading app 

Analyzing AndroidManifest.xml 

Creating API Lists 

Fig. 1. Process of the Event Trigger
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latest information. Thus, the registered callback could be triggered for execution to
enlarge the dynamic analysis scope to find more information of malicious behavior.

3.3 Function Module of the Event Trigger

The Event Trigger includes a manifest parsing module, an event pre-triggering module,
an event faking module, and an event triggering module, as shown in Fig. 3.

Sandbox 

app

Event Trigger 

Android Framework

Location 

Manager 

Service 

Other 

Manager 

Service 

Binder IPC 

Fig. 2. Framework of the Event Trigger in Android

Manifest Parsing Module 

Event Pre-triggering Module 

Event Faking Module 

Event Triggering Module 
Application 
 Running 

Fig. 3. Function module diagram of the Event Trigger
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Manifest Parsing Module, which parses the application manifest file
(AndroidManifest.xml) to extract API list of registered callback functions, namely the
predefined some event functions.

Event Pre-triggering Module, which will send a request to the Event Faking
Module to inject corresponding false events when an application wants to use a system
service, the callbacks of which will be registered through the API, that is, some of the
predefined event functions will soon be called.

Event Faking Module, which could perform in-time event injection when received
the request information for fake events. The fake events include not only callbacks
listed in the Manifest but also API callbacks that invoked at runtime.

Event Triggering Module, which could trigger fake events and the hardware will
sniff an event occurred and notice the application to update the latest information. Thus,
the registered callback could be triggered for execution to enlarge the dynamic analysis
scope to find more information of malicious behavior.

The fake events include location change, the arrival of new SMS, receiving calls,
etc. in the Event Faking Module. Take the location change injection as an example, the
whole process of which is running in the process of the sandbox. The Event Faking
Module could firstly fake current geographic coordinates (Android simulator in
sandbox cannot automatically position coordinates) when received the request infor-
mation for location injection from the Event Pre-triggering Module. Secondly, a series
of location information initialization: location initialization, interface initialization,
search module initialization, data initialization and so on, are prepared for the location
change. Then run the thread to set the coordinate information of the location change.
Finally, destroy the geographic coordinate information after the location change event
is triggered and wait for the next trigger.

4 The Security Detection Architecture for Android
Application

In this paper, we intend to develop an Android malware detection system, which
includes the client and the server with a synergy framework based on cloud.

The Client. Prototype system installs itself as the Android app on the user’s smart
phone to detect the specific software. Users can upload the Android APK file to the
cloud manually.

The Cloud. The static analysis and the dynamic analysis of our research require a large
amount of computing resource. Therefore, we deploy the core solution on the cloud to
provide the parallel service for a large number of smart phones. We suggest that each
end host run a lightweight process to acquire executables entering a system, send them
into the network for analysis, and then run or quarantine them based on a threat report
returned by the network service. The system monitors the dangerous functions. When
sufficient evidences are found, the request/response manager will upload the suspicious
applications. The cloud server is responsible to detect the vulnerability and mali-
ciousness of the uploaded app. After the completion of detection, it will return back the
evaluation information. Finally, the App manager will determine the next steps to be
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taken. The Event Trigger runs in the sandbox when faking events. The architecture of
the synergy framework is shown in Fig. 4.

This paper uses open source cloud computing platform Eucalyptus established by
Santa Barbara universities to achieve specific architecture [20]. And we use virtual
machine nodes in the cloud to implement parallel distributed detection with dynamic
and static analysis. Meanwhile, the enclosed environment in virtual machine nodes is
used to construct the corresponding event triggers to monitor dynamic behavior in the
sandbox. The distributed Propagation of Information with Feedback (PIF) protocol
algorithm is used to formally describe the procedure of dynamic analysis and analysis
report return.

Our experiment results show that in many cases we can: detect the existence of
trigger-based behavior, find the conditions that trigger such hidden behavior, and find
inputs that satisfy those conditions and advance its performance.

Internet

Third-party market Google Play

Smartphone

Sandbox

Event TriggerCloud Server

reports

app

Fig. 4. Deployment of the security synergy detection framework.
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5 Conclusion

In this paper, we propose an Event Trigger which can automatically trigger the
application event behaviors. Compared with existing event injection techniques, our
technique could perform in-time event injection at the most appropriate time, for not
only callbacks listed in the Manifest but also API callbacks that invoked at runtime.
With the help of runtime injected events, the scope of the dynamic analysis is enlarged,
and the accuracy is also promoted.

Though many techniques are introduced to drive the application execution, it is
worth noting that our Event Trigger could not guarantee a complete coverage over all
possible behaviors. Generally it is a difficult problem for all dynamic analysis work.
This paper tries to design a better behavior approximation for analyzing Android apps,
and leaves the coverage problem as our future work.
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Abstract. In this paper, on the basis of the analysis of common mar-
ket model and some economic theories in the cloud computing resource
management process, we propose a cloud resource management model
based on combinatorial double auction. In order to solve the winner
determination problem (WDP) in the combinatorial double auction, a
cloud resource combinatorial double auction algorithm based on genetic
algorithm and simulated annealing algorithm is proposed. Simulation
results reveal that the algorithm combines genetic algorithm with sim-
ulated annealing algorithm (SAGA) outperforms genetic algorithm on
fitness value and stability, and as the number of bidders increase, the
solution have higher fitness value can be obtained.

Keywords: Cloud computing resource · Combinatorial double auction ·
Genetic algorithm (GA) · Simulated annealing (SA)

1 Introduction

Cloud computing is the mainstream way to provide web services. Based on the
internet platform, it is primarily using virtualization technology to provide cus-
tomers with a flexible, dynamic web services. Many researchers predicted that
“the core competition of cloud computing in the future is in cloud datacenter”
[1]. Cloud datacenter is a concentration place used for containing the computing
equipment resources, and provides energy and maintenance for the computing
equipment. It can be constructed separately, located within other buildings or
distributed in multiple systems that in different geographical locations. Cloud
resources together to serve multiple customers through a multi-tenant pattern.
Although the resources exist in distributed sharing way in the physical, it is
presented to users in the form of a single overall in the logical eventually [2].
The resource scheduling technology for cloud datacenter is the core of the cloud
computing applications, and the key technology for cloud computing to realize
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large-scale applications, improve system performance and reduce energy con-
sumption.

Cloud computing can conveniently on-demand access to a common set of con-
figurable computing resource (such as, network, servers, storage device, applica-
tion program and service). These resources can be quickly provided and released,
while minimizing management cost or the interference of service provider. For
the users, the management of computing resources is transparent. Users obtain
the service they needed by paying to the resource providers without purchasing,
maintaining and managing the infrastructure. Consequently, it is crucial to select
appropriate providers based on the users requirement to complete the allocation
of resource.

The researches of grid computing and distribution computing are worth cloud
resource scheduling algorithm using for reference. According to the scheduling
characteristics of cloud computing, many different scheduling strategies have
been proposed. Resource scheduling problem is a NP-hard problem. A number
of heuristic algorithms have been proposed to achieve a linear optimal. With an
aim towards the biodiversity of resources and tasks in cloud computing, Zuo et
al. propose a resource cost model and an improved ant colony optimization algo-
rithm to solve the multi-objective optimization-scheduling problem [3]. Based
on the diversity of tasks and the dynamic factors of resources, a multiqueue
interlacing peak scheduling method is proposed to balance loads and improve
the effects of resource allocation and utilization effectively in [4]. In order to
accurately reflect the resource states, a self-adaptive threshold based dynami-
cally weighted load evaluation method, which is evaluates the load state of the
resource through a dynamically weighted evaluation method, is presented in [5].
However, since cloud computing services have many QoS constraints, practical
scheduling scheme of cloud computing system is very few.

According to the economic characteristics of cloud computing, a cloud
resource management model based on the economics is designed in [6]. And
auction model is widely used in the cloud computing environment, because it
is easy to realize and the required price information is smaller. Auctions can
be categorized into single-side auctions, double-side auctions and combinator-
ial auctions according to the number of providers and users and the amount of
resources. Combinatorial double auction is a combination of combinatorial auc-
tion and double auction. In the combinatorial double auction, both sides submit
bids for multiple items. Compared with other auction mechanism, combinatorial
double auctions solve the problem that bidder and auctioneer have unequal sta-
tus, at the same time, reduce the auction times and improve the trade efficiency
[7].

The key problem in combinatorial double auction is the winner determination
problem (WDP). The process for solving combinatorial double problem not only
involve the process of two-player game, but also result in large number of feasible
solutions since the uncertainty of combination. If we simply adopt the method of
exhaustion, the efficiency is very low. Moreover, it has been proved that the com-
binatorial double problem is a NP-hard problem. Xia et al. [8] reduce a general
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combinatorial double auction to a combinatorial single-sided auction, which is a
multi-dimensional knapsack problem. Hsieh and Liao [9] take advantages of the
surplus of combinatorial double auctions to reward winners based on the surplus
of auctions, and proposed a computationally efficient approximate algorithm to
tackle the complexity issue in combinatorial double auctions. In this paper, we
propose a combinatorial double auction model based on genetic algorithm and
simulated annealing algorithm, combined with the advantages of the two algo-
rithms to solve the cloud resources allocation problem based on combinatorial
double auction.

The organization of this paper is as follows. A cloud resource management
model based on combinatorial double auction is proposed in Sect. 2. In Sect. 3,
the algorithm of combinatorial double auction for cloud resources based on
SAGA is elaborated. Section 4 presents the simulation results. Finally, conclu-
sions are presented in Sect. 5.

2 Cloud Resource Management Model Based
on Combinatorial Double Auction

The cloud resource management model based on combinatorial double auction
is described in Fig. 1. This model is consisted of cloud resource consumer, cloud
resource service agent, auctioneer, and cloud resource provider. Cloud Resource
Provider (CRP) and Cloud Resource Consumer (CRC) are two main members
in the market-oriented cloud resource management. Generally, CRC regards the
Cloud Resource Agent (CRA) as its representative to complete all the work.
Auctioneer formulates auction rules, CRC and CRP use different strategies to
achieve their respective purposes under the precondition of abiding by the rules.

Fig. 1. Cloud resource management model based on combinatorial double auction.
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The main auction steps in the cloud resource management are as follows.

(1) CRP provides price for the auctioneer.
(2) CRA submits a bid to the auctioneer.
(3) Auctioneer decides allocation policy according to the corresponding strate-

gies.
(4) The CRP and the CRA who complete the assignment can coordinate with

the requests related to the performance via Service Level Agreements (SLA).
(5) If coordination is successful, the auction is over, else, the auctioneer will

choose other CRP, until there is no CRP can complete or a CRP is selected
to complete a secondary assignment of CRA.

3 Cloud Resource Combinatorial Double Auction
Algorithm Based on SAGA

3.1 Problem Description

In the process of the auction, buyers and sellers provide their own combinatorial
bid document for the auctioneer, the bid document contains the number of the
goods that they need and the price or the bid price of the goods. The auctioneer
integrates the bid document, under the premise of ensuring that the number of
each goods that buyer needs is not exceeding the number that seller provides,
selecting an appropriate allocation scheme to maximize the social surplus.

Assuming that in the process of the auction there are m bidders and k types
of different cloud resources (including CPU, memory, hard disk, bandwidth and
so on) are auctioned by n auctioneers. Then the total number of participants in
the auction is N , N = m + n.

Definition 1. a is the resource combinatorial bundle provided by the resource
providers and users, resource bundle of the j-th participant denote as aj =
(a1j , · · · , aij , · · · , akj). aij is the resource quantity of i submitted by the par-
ticipant j, if aij > 0, it denotes that participant j is a buyer and the number of
the i-th resource that j requested is aij; if aij < 0, it denotes that participant j
is the resource provider and the number of the i-th resource provided by j is aij.

Definition 2. pj is the amount the bidder is willing to pay for bundle j, if
pj > 0, it is regarded as a buy bid; if pj < 0, it is regarded as a sell bid.

Definition 3. The set of participant auction items is B = (B1, B2, · · · ,
Bi, · · · , Bn), bid document of the j-th participant Bj can be represented as
Bj = (aj , pj).

Therefore, the auctioneer can describe the problem in the following form:

max
N∑

j=1

pjxj (1)
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s.t.

N∑

i=1

aijxj ≤ 0, ∀i ∈ I (2)

X = [x1, · · · , xn], xi ∈ {0, 1}, ∀j ∈ {1, · · · , N} (3)

where xj stands for the results of allocation, if xj = 1, it denotes that the j-th
bids win the bid; if xj = 0, it denotes that the j-th bids lose the bid. Formula
(1) is the objective function, formula (2) is the constraint function, and formula
(3) simplifies the problem into 0-1 programming problem. The objective of the
model is to maximize social surplus while satisfying the constraint that the
resource number of the winning buyer does not exceed the number supplied by
the winning seller, i.e. supply is greater than demand. So the problem is the 0-1
programming problem, but also a NP-hard problem.

3.2 Algorithm Description

Currently, genetic algorithm (GA) is still one of the best methods to solve the
winner determination problem (WDP). GA has good performance in global
search, it can find out all the solutions in the solution space in a short time,
while without falling into a rapid decline snare of local optimal solution, and
distributed computing can be carried out conveniently to speed up the solution
by using its intrinsic parallelism. Simulated annealing algorithm (SA) is a sto-
chastic searching optimization algorithm based on Mente Carlo iterative solution
strategy. Its starting point is the similarity between the annealing process of solid
material and the general combinatorial optimization problem. Starting from an
initial temperature, with the decreasing of temperature, the optimal solution is
searched in solution space combined with the probabilistic jumping property,
i.e. the local optimal solution can jump out probabilistically and tend to global
optimal eventually.

GA converge to the optimal solution of the problem with probability 1. How-
ever, in practical application, the poor ability of searching the local optimal and
prematurity phenomenon will be came out in GA. SA is a stochastic algorithm,
which can avoid the problem falling into a local optimal solution. But its control
ability to the whole search domain is rather poor so that the global optimal
solution is not always found out. Hence, a combination of genetic algorithm and
simulated annealing algorithm is proposed in this paper. Take advantages of the
strong global search capability of genetic algorithm and strong local search capa-
bility of simulated annealing algorithm, during each genetic process, simulated
annealing method is used for each individual.

Firstly, the algorithm obtains an initial population randomly, and then
searches the global optimal solution via an improved genetic algorithm, if a more
optimal solution is not found through genetic algorithm, local optimal search is
performed by simulated annealing algorithm. When the initial temperature of
the simulated annealing algorithm reduced to zero, genetic algorithm is used for
global search again. Iterate this process until satisfy the end condition.
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Algorithm 1. Cloud resources combinatorial double auction algorithm based
on SAGA
1: Initialize the variables of GA and SA
2: create an initial population randomly
3: for i from 1 to generation number
4: for j from 1 to population size
5: select parents
6: create new solutions with applying crossover and mutation on parents
7: Δt = fitness( parents) - fitness( new solutions)
8: if Δt < 0
9: new solutions accept to new generation

10: else
11: if exp(Δt/T ) > rand(0 ∼ 1)
12: new solutions accept to new generation
13: else
14: parents go to new generation
15: end if
16: end if
17: end for
18: decrease T
19: if the stop conditions are satisfied stop the algorithm
20: end for

First of all, the specific content of the genetic algorithm and simulated anneal-
ing algorithm is defined.

(1) Chromosome coding
Assuming that the number of people participated the auction is N and the

chromosome X to be solved is represented by a binary string with length N ,
where X = [x1, · · · , xn], xi ∈ {0, 1}, ∀j ∈ {1, · · · , N}, xj represents the alloca-
tion results, if xj = 1, it denotes that the j-th bids win the bid; if xj = 0, it
denotes that the j-th bids lose the bid. For example, assume X = 10110110...01,
it means participants 1, 3, 4 and so on win the bid, others lose the bid.

(2) Fitness function
Fitness function is the only standard for judging the quality of the solution.

In this paper, the value of the objective function serves as the fitness function, i.e.

f(X) =
N∑

j=1

pjxj , xj ∈ {0, 1} represents the size of the obtained social surplus

when the current chromosome is X = [x1, · · · , xn], xi ∈ {0, 1}. The greater the
value of f(X) is, the closer the X get to the optimal solution.

(3) Parents selection
In this paper, parents selection is selected by calculating the proportion of

fitness value of each individual in the total fitness value of all the individuals.
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Fig. 2. Flow chart for cloud resources combinatorial double auction algorithm based
on SAGA.

The larger the proportion is, the greater possibility of the individual is selected.
So, the probability that the current group P = [X1, · · · ,XN ] is selected can be
expressed as

p(Xj) =
Xj

N∑
i=1

Xi

(4)

(4) Crossover
Nonuniform arithmetic crossover is adopted in crossover operation. Suppose

that the individuals who are going to cross are Xs
1 and Xs

2 respectively, then
two new individuals are generated via a crossover.

{
Xs+1

1 = αXs
2 + (1 − α)Xs

1

Xs+1
2 = αXs

1 + (1 − α)Xs
2

(5)

α = e(−α0S/s) (6)

where α0 is the crossover coefficient, S represents the maximum iteration number
of genetic algorithm, s represents the number of the current iteration.
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(5) Mutation operation

This paper adopts the method of the mutation position invert, that is, change
the original gene 1 to 0 in a probabilistic manner, and the original gene 0 is
mutated into 1.

(6) Simulated annealing algorithm
After the crossover and mutation operation, simulated annealing algorithm

is performed.

(7) End condition
When the fitness value of the optimal individual reached the optimal solution

or the number of iterations reached the maximum iteration number, output the
optimal solution, and the iteration is over.

The specific algorithm is described in Algorithm 1.
Flow chart for cloud resources combinatorial double auction algorithm based

on SAGA is shown in Fig. 2.

4 Simulations and Results Analysis

Since CloudSim was the most advanced simulator among the simulation envi-
ronments, and it had great properties such as scaling well and having a low sim-
ulation overhead [10], in this paper, the CloudSim toolkits was selected as the
experimental simulation tool. Before the test, the parameters involved in SAGA
need to be set. Table 1 lists the parameters value needed in the algorithm.

Table 1. Main parameters of algorithm

Parameter name Parameter value

Population size 200

Chromosome number 16

Crossover probability 0.5

Mutation probability 0.05

Population genetic number 20

Changes on temperature T T = T * 0.9

Suppose there are three kinds of resources A, B and C in the auction. Each
buyer and seller offer their bid documents, which including the resource number
and price, to the auctioneer. Combinatorial resource bundles for buyer and seller
are listed in Table 2. The total number of participants is 16, the number of users
is 6, and the remaining is providers.
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Table 2. The sample of combinatorial resource bundle

Number 1 2 3 Price Number 1 2 3 Price

1 0 3 3 104 2 4 3 3 136

3 3 3 4 144 4 2 0 1 33

5 4 3 2 124 6 1 5 1 93

9 −2 −3 −1 −80 10 −1 −3 0 −36

11 −2 −2 0 −38 12 0 −1 −3 −70

13 −3 −3 −1 −93 14 −2 0 −3 −71

15 0 −3 −3 −76 16 −3 −1 −1 −54
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Fig. 3. The convergence of fitness value of the optimal solution for the SAGA and GA.

In order to judge the performance of SAGA algorithm, SAGA algorithm
and general GA was compared to observe their convergence. Suppose there are
400 bidders in the simulation experiments. After 10 mutations, Fig. 3 shows
the convergence of fitness value of the optimal solution for the genetic algorithm
(GA) and genetic algorithm mixed with simulated annealing algorithm (SAGA).
We can observe that SAGA has higher fitness value than GA, and the difference
among every fitness values of SAGA is smaller than that of GA. Hence SAGA
has better stability.

Then optimization results and computing time are compared between SAGA
and GA under different number of participants. 10 groups of test samples with
different number of bid documents are selected in the test process. Their fitness
value and computing time is presented in Figs. 4 and 5 respectively. Although
the computing time of SAGA is longer than that of GA with the number of
bidders increase, SAGA can obtain the solution with a higher fitness value.
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Fig. 4. Fitness value under different number of participants.
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Fig. 5. Computing time under different number of participants.

5 Conclusion

The purpose of cloud computing is to realize collaborative work and resource
sharing, while the heterogeneity and dynamic of various resources in the cloud
computing and diversity of user requirements make the resource management
abnormal complexity under the environment of cloud computing. However, due
to the economic characteristics of cloud computing itself, the allocation algorithm
based on economic model become a research hotspot in the cloud computing
resource allocation. In this paper, we propose a cloud market model based on
combinatorial double auction, and in order to solve the winner determination
problem in the combinatorial double auction, a cloud resource combinatorial
double auction algorithm based on SAGA is presented. The simulation results
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clearly illustrated that the proposed method has higher fitness value and stability
than that of GA, and the proposed method can obtain the solution with a higher
fitness value as the bidders increase.
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Abstract. ELM is an efficient neural network which has extremely fast learning
capacity andgoodgeneralization capability.However, ELMfails tomeasure up the
taskof time series classificationbecause it hard to extract the features andcharacters
of time series data. Especially, many time series has trend features which cannot be
abstracted by ELM thus lead to accuracy decreasing. Although through selection
good features can improve the interpretability and accuracy of ELM, canonical
methods either fails to select the most representative and interpretative features, or
determine the number of features parameterized. In this paper, we propose a novel
method by selection diversified top-k shapelets to improve the interpretability and
accuracy of ELM. There are three contributions of this paper: First, we put forward
a trend feature symbolizationmethod to extract the trend information of time series;
Second, the trend feature symbolic expressions are mapped into a shapelet can-
didates set and a diversified top-k shapelets selection method, named as Div-
TopkShapelets, are proposed to find the most k distinguish shapelets; Last, we
proposed an iterate ELM method, named as DivShapELM, automatically deter-
mining the best shapelets number and getting the optimum ELM classifier. The
experimental results show that our proposed methods significantly improves the
effectiveness and interpretability of ELM.

Keywords: Extreme Learning Machine � Time series classification �
Shapelets � Diversified query

1 Introduction

Extreme Learning Machine (ELM for short), based on single-hidden layer feedforward
neural networks (SLFNs), was proposed for addressing the slow speed of traditional
neural networks. ELM has the extremely fast learning capability and good general-
ization capability through assign the weights connecting inputs to hidden nodes ran-
domly. The weights between hidden nodes and outputs are learned in a single step,
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which essentially amounts to learning a linear model. In terms of these superiorities, a
plethora of methods on ELM optimizing and applying have been designed [1–3].

In spite of so many advantages, there still are some shortcomings of ELM. As we
all known, the black-box character of neural networks prevent ELM measuring up to
time series data classification by itself. The characters of noisy and high-dimensional
increase the complexity and decrease the performance of canonical ELM classifiers.
Meanwhile, many time series data has the trend characters, and the problem of trend
analysis in time series has attracted significant recently. However, ELM classifiers
cannot focus on the trend character, whereas lead to performance decreasing. A pos-
sible solution to resolve this issue is to improve the interpretability of ELM by feature
selection. A set of good features not only can remove the noises and reduce the
dimension of time series, but also can express trend character better.

In this paper, we tackle these issues by a diversified representative and interpre-
tative feature selection–based framework, and the selected feature named shapelets.
Shapelet was introduced by Ye and Keogh [4] as a primitive for time series data
mining, which is supervised segments of time series that are highly descriptive of the
target variable [5]. As a popular data analysis technique, shapelets-transformation
classification methods have achieved a high momentum in terms of research focus [6–
8] and widely applied in Landcover Classification [9], lung cancer predicting [10], and
sensor-based human activity recognition [11].

There are two challenges in applying shapelets extraction method in ELM. First, the
original shapelets candidates set are so huge and there are many redundant shapelets
which decreasing the accuracy and efficiency of classification. Second, current pro-
posed shapelets selection schemes all fail to extract trend behavior from time series. In
order to address these two issues, in this paper, we propose a novel shapelets selection
method to adapting ELM to time series data classification. First, a trend feature sym-
bolization method is proposed to extract the trend features in time series. Second,
combined with trend symbol expressions, we calculate all the shapelet candidates and
get rid of all the similar and redundant shapelets in candidates based on diversity graph.
Third, we use the shapelets transformed data to iteratively training ELM and get the
optimal classifier. The experimental results show that the proposed approach signifi-
cantly improves the effectiveness and efficiency of ELM and most time series
classifiers.

The rest of this paper is organized as follows. Section 2 brief introduce the con-
ceptions of ELM and shapelets. Section 3 elaborate the proposed method. Experi-
mental analysis is reported in Sect. 4. Finally, Sect. 5 concludes this paper.

2 Related Works

In this section, we will introduce some basic conceptions about ELM and shapelets
which are used in this paper.
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2.1 ELM

Extreme Learning Machine (ELM) is a generalized single hidden-layer feedforward
network. In ELM, the hidden layer node parameter is mathematically calculated instead
of being iteratively tuned; thus, it provides good generalization performance at thou-
sands of times faster speed than traditional popular learning algorithms for feedforward
neural networks.

Suppose there are N arbitrary distinct training instances ðxi; tiÞ 2 RN � RM , where xi
is one N � 1 input vector and ti is one M � 1 input vector. If a SLFNs with L hidden
nodes can approximate these N samples with zero error, it then implies that there exist
bi, ai and bi, such that:

fLðxjÞ ¼
XL

i¼1

biGðai; bi; xjÞ ¼ tj; j ¼ 1. . .. . .N ð1Þ

Where ai ¼ ai1; ai2; . . .; ain½ �T and bi ¼ bi1; bi2; . . .; bin½ �T denote the weight and bias
of the ith hidden layer node, bi ¼ ½bi1; bi2; . . .; bim�T is the weight vector connecting the
ith hidden node to the output nodes. Then Eq. (1) can be written compactly as:

Hb ¼ T ð2Þ

Where

Hða1; . . .. . .aL; b1; . . .. . .bL; x1; . . .. . .:xNÞ

¼
Gða1; b1; x1Þ . . . GðaL; bL; x1Þ

..

. . .
. ..

.

Gða1; b1; xNÞ � � � GðaL; bL; xNÞ

0
BB@

1
CCA

b ¼

bT1
. . .

. . .

bTL

2

66664

3

77775

L�M

and T ¼

tT1
. . .

. . .

tTN

2

66664

3

77775

N�m

Here, Gðai; bi; xjÞ denotes the activation function which is used to calculate the
output of the ith hidden node for the jth training instance. In ELM, many nonlinear
activation functions can be used, including sigmoid, sine, hardlimit and radial basis
functions. H is called hidden layer output matrix of the network, where with respect to
inputs x1; x2. . .xN and its jth row represents the output vector of the hidden layer with
respect to input xj.

ELM assigned values to parameters ai and bi randomly according to any continuous
samplings distribution. Equation (2) then becomes a linear system and the output
weight b are estimates as:
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b
_ ¼ HyT; ð3Þ

where Hy is the Moore-Penrose generalized inverse of the hidden layer output matrix

H. Hy ¼ ðHTHÞ�1HT if HTH is nonsingular or Hy ¼ ðHTHÞ�1 if HHT is nonsingular.

Here, b
_

is the minimum-norm least squares solution of Eq. (2).

2.2 Shapelets

Shapelets are discriminative patterns in time series that best predict the target variable
when their distances to the respective time series are used as features for a classifier.
The original shapelets-based classifier embeds the shapelets discovery algorithm in a
decision tree method, and information gain is adopted to assess the quality of candidate
shapelets [4]. Shapelets transformed classification method was proposed to separate the
processing of shapelets selection and classification [8]. In this category, distances of
time series to shapelets can be viewed as new classification predictors. It has been
shown by various researchers that shapelets-derived predictors boost the classification
accuracy [6]. In addition, shapelets also provide interpretive features that help domain
experts to understand the differences between the target classes.

Research challenges of the shapelets technology include that shapelets candidates
selection is time consuming and large quantities of redundant shapelets decreases the
accuracy of classification. Some works tried to relieve this issue by introducing clus-
tering [7] or pruning method [12, 13] to reduce the redundancy. But the research issue
is still an open question.

3 Proposed Method

In this section, we give the similar shapelets conception, diversified top-k shapelets
conception and using diversity graph based on the similar shapelets to get the diver-
sified top-k shapelets results. We detailed four parts of our work (1) a trend feature
symbolization algorithm, (2) a mapping algorithm transform the trend symbolic
expression to shapelets candidates, (3) a method of extraction diversified top-k sha-
pelets, and (4) transforming the data based on diversified top-k shapelets and classi-
fication using ELM. The following contents will discuss above three contribution
separately.

3.1 Trend Feature Symbolization

In this section, we proposed a trend feature symbolization method, which express the
subsequence as a tuple list, named as TFSAList, and each tuple contains two elements:
the gradient k and the feature symbol u. The detailed algorithm of find TFSAList is
shown in Algorithm 1.
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3.2 Map Trend Symbolic Expression to Shapelets

In this section, we map the trend symbolic expressions (TFSAList) generated in
Algorithm 1 to shapelet candidates. The detailed procedure is shown in Algorithm 2.
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3.3 Extraction Diversified Top-k Shapelets

Diversified query aims to find the objects which are relevant to query according to
scores, however, are not similar to others. Considerable works have focused on the
diversify top-k query, but they almost applied on a typical circumstance. In our work,
we hope to find a general method to find diversified top-k shapelets, so we got the idea
from [11] and acquire diversified top-k shapelets based on diversity graph. In algorithm
3, the diversified top-k shapelets selection method, named as DivTopkShapelets is
elaborated.
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3.4 Diversified Top-k Shapelets Based ELM Classification

After getting diversified top-k shapelets, we can use these optimal shapelets to trans-
form testing datasets. Actually, each shapelet equal to a special feature, every time
series T can be transformed an instance have k number of features by calculating the
distance between time series T and every shapelet. Meanwhile, in order to get the best
classification accuracy and also to get rid of the independence on the parameter k, we
set k in an interval [1,j] which means the iterate times to model ELM classifier. Then
we use the ELM to learning the transformed dataset and evaluate every diversified
top-k shapelets candidate. The typical k value with the largest prediction accuracy is
selected. In this paper, we refer to the proposed ELM classification method as Div-
ShapELM. DivShapELM is a general method to improve the ELM learning accuracy
by select diversified and trend features of time series.

4 Experiments

In this section, we study the performance of DivTopkShapelets and DivShapELM by
evaluating its efficiency and effectiveness. The algorithms are coded in C++. All
experiments are conducted on a 2.0-GHz HP PC with 1G memory running Window XP
and using Weka framework with Java. The UCR time series datasets [15] were used in
our experiments.

4.1 Accuracy Comparison

In this section, we verified the accuracy improvement for DivTopkShapelets and
DivShapELM separately. Firstly, in Sect. 4.1.1, we select two similar works: Clus-
terShapelet and ShapeletSelection, to compare with DivTopkShapelets. We hope to
find whether DivTopkShapelets can select more representative and representative
shapelets than compared methods. Secondly, in Sect. 4.1.2, we compared the accuracy
of DivShapELM with state-of-the-art ELM to clarify if our proposed method can
improve the effectiveness of ELM.

4.1.1 Accuracy Comparison with ClusterShapelet and ShapeletSelection
In Table 1, we compared the relative accuracy of DivTopkShapelets between Clus-
terShapelet on six different classifier and on fifteen datasets. The ‘average’ column
means average relative accuracy on six different classifier on one typical dataset. From
Table 1 we can draw the conclusion that DivTopkShapelets can enhance the accuracy
on all these six classifiers and the most is 10.80% accuracy improved on Naïve Bayes.
Especially, DivTopkShapelets overhead ClusterShapelet 30.87% on ECGFiveDays
dataset.

In Table 2, we compared the relative accuracy between DivTopkShapelets and
ShapeletSelection. We can see that compared with ShapeletSelection, DivTopk-
Shapelets can enhance the accuracy on all these six classifiers and improved the
average accuracy on ten datasets. On Adiac dataset, DivTopkShapelets has the best
improvement, the accuracy improved 20.80%. For classifiers, DivTopkShapelets
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enhance the average accuracy most on 1NN classifier, the value improve 6.06% and on
the Robot Surface dataset, the DivTopkShapelets enhance 1NN classifier 32.61% on
accuracy.

4.1.2 Accuracy Comparison Between DivShapELM and ELM
As shown in Table 3, DivShapELM has obvious advantages than state-of-art ELM on
12 out of 15 datasets. Especially, On ECGFiveDays Dataset, DivShapELM has the
accuracy of 90.57%, better then ELM 32.7%. So by introduction the conception of
diversified top-k shapelets, we can get the most representative attributes of dataset and
also can get rid of the redundant, which can obviously improve the accuracy of ELM
and also can enhance the explainable of selected features.

4.2 Time Cost Comparison

DivShapELM has three extra pre-procedures: shapelets candidate selection, diversified
shapelets selection time and data transform time. Once the transformed data got, the
rest procedure is a usual classification process. Table 4 give the extra time and clas-
sification time of DivShapELM and ELM. The time cost of diversified shapelets
selection are varied with dataset, but which can be conducted in an offline manner.
Apparently, DivShapELM has the less classification time than ELM apparently on 13
out of 15 datasets.

Table 1. Relative accuracy between DivTopkShapelets algorithm and ClusterShapelet
algorithm

Data C4.5 1NN Naïve
Bayes

Bayesian
network

Random
forest

Rotation
forest

Average

Adiac 14.07 17.90 17.90 11.76 21.48 21.48 17.43
Beef −3.33 −3.33 13.33 −16.67 3.33 −3.33 −1.67
ChlorineConcentra −1.02 −2.84 −8.46 −1.74 −3.67 −2.06 −3.30
Coffee 10.71 0.00 0.00 3.57 3.57 3.57 3.57%
DiatomSizeReducti 0.98 6.86 −3.59 0.33 −4.58 −6.86 −1.14
ECG200 18.00 4.00 9.00 3.00 12.00 7.00 8.83%
ECGFiveDays 48.43 28.11 25.0 24.62 29.85 29.15 30.87
FaceFour 2.93 27.60 29.04 12.20 14.33 18.08 17.36
Gun_Point 2.67 9.33 6.67 8.00 6.00 6.67 6.56
MedicalImages 2.63 1.58 −0.26 −4.74 5.00 1.45 0.94
MoteStrain 3.19 19.49 31.79 9.35 6.79 11.42 13.67
RobotSurface 25.62 37.44 26.96 30.12 20.13 25.12 27.57
SyntheticControl 4.67 5.00 18.33 20.00 7.33 5.67 10.17
Trace 7.00 −2.00 −5.00 0.00 4.00 −2.00 0.33
TwoLeadECG 18.00 8.96 1.23 5.36 10.89 −2.46 6.99
Average improved 10.30 10.54 10.80 7.01 9.10 7.53 10.00
Data sets improved 13 12 11 12 13 10 12
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Table 2. Relative accuracy between DivTopkShapelets and ShapeletSelection

Data C4.5 1NN Naïve
Bayes

Bayesian
network

Random
forest

Rotation
forest

Average

Adiac 16.62 21.23 17.14 16.37 26.09 23.02 20.08
Beef −3.33 3.33 16.67 0.00 3.33 10.00 5.00
ChlorineConcentration 0.10 14.24 −10.70 −0.65 13.54 0.78 2.89
Coffee −3.57 7.14 0.00 0.00 −7.14 7.14 0.59
DiatomSizeReduc 5.56 9.15 −6.86 −4.90 −16.34 −5.89 −3.21
ECG200 4.00 −6.00 2.00 3.00 5.00 0.00 1.33
ECGFiveDays −0.46 −0.23 −1.28 −0.58 −0.35 0.70 −0.37
FaceFour 3.41 0.00 1.13 −7.95 −1.13 9.09 0.76
Gun_Point 0.67 −2.00 −1.34 −0.67 −3.33 −0.67 −1.22
MedicalImages 1.84 8.55 0.53 −4.08 15.00 5.92 4.63
MoteStrain −4.63 1.77 −5.11 −5.59 −6.15 −1.03 −3.46
RobotSurface 16.97 32.61 5.99 8.49 12.64 11.32 14.67
SyntheticControl 3.00 1.67 −0.67 0.67 −1.00 0.00 0.61
Trace 6.00 0.00 −4.00 2.00 0.00 −2.00 0.33
TwoLeadECG −3.07 −0.52 0.88 −0.35 −6.05 −2.46 −1.93
Average improved 2.87 6.06 0.96 0.38 2.27 3.73 2.71
Data sets improved 10 11 8 7 7 10 10

Table 3. Accuracy comparison between DivShapELM and ELM

Data DivShapELM ELM

Adiac 58.70 41.05
Beef 67.88 55.42
ChlorineConcentration 50.30 59.77
Coffee 95.44 90.60
DiatomSizeReduction 82.76 88.95
ECG200 90.12 67.15
ECGFiveDays 90.57 57.87
FaceFour 87.34 80.12
Gun_Point 95.43 88.65
MedicalImages 51.23 62.00
MoteStrain 84.70 66.19
SonyAIBORobotSurface 94.16 74.55
SyntheticControl 97.63 85.40
Trace 93.17 90.77
TwoLeadECG 94.23 78.12

454 Q. Sun et al.



5 Conclusion

In order to improve the interpretable and representable of ELM, we proposed a novel
method to select distinct and optimal features through selecting k number shapelets of
time series dataset, meanwhile, the selected shapelets can express the trend information
as well. We verified the effectiveness and efficiency of ELM and other 6 classifies on
15 datasets. The experiments results that DivTopkShapelets can improve the effec-
tiveness and efficiency on almost all of the classifiers on almost datasets. The Div-
ShapELM method also has outstanding accuracy than state-of-the-art ELM method.
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Abstract. With its low power consumption characteristics, a new type network
named wireless sensor image networks (WISN) combined the traditional wire-
less sensor networks (WSN) and the latest image sensing technology have been
attracting attention. This paper presents a kind of wireless image sensor net-
works energy optimization methodology which was based on the routing nodes
buffer state schedule. According to the running mechanism of routing nodes in
wireless sensor networks, when a sensor node transfers data to another node, the
energy consumption will happen mainly during transit between the routing
nodes, each routing node will analysis and storage the state transition in its
buffer, this state transition was usually caused by sending and receiving oper-
ation. Also, the node can dynamically adjust their energy consumption count
and service values compared to the other nodes, also these nodes can determine
itself whether to be a critical path node or not. During the data transmission in
the network, the nodes can be scheduled to be used as the routing node with
regarding of each energy level, and finally the network can sustain longest.

Keywords: Wireless Image Sensor Networks � Low Power Consumption �
Energy control strategy � Reliability � Performance analysis

1 Introduction

The low-power consumption WISN (Wireless Image Sensor networks) is a kind of
particular WSN (Wireless Sensor networks), which consists of sensor nodes equipped
with an image sensor or sensors [1, 2], using traditional low-power wireless sensor
networks such as IEEE 802.15.4 protocol to communicate between nodes inside.
Because the image sensor nodes usually need to be set up in remote areas or the harsh
environment with lack of power supply, the energy consumption control method
becomes particular serious to the WISN with high energy consumption image sensors.
In addition to reduce the energy consumption of the every sensor node itself, it is more
important to control that of the whole network, and the consumption during transit from
the sensor node to sink node will be the key point [3].
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However, to the best of our knowledge, the theoretical analysis and research works
regarding the problem of energy consumption in WISN are relatively lacking, Some
research using the traditional WSN energy control strategy to improve the network life
cycle in WISN always ignore the following observations:

1. Because of the high energy consumption of image sensor, so there exists function
difference between the routing nodes in WISN and the same nodes in traditional
WSN.

2. With the traditional energy consumption control method, when a large number of
data packet from the same sensor node need to be transmitted, it will be easier to
make effective path failure because the cluster head died for battery drain.

3. There may be exists data dependence between packet arrived in the sink node one
after the other, the multiple packets from the same sensor node can be restored to
the original image.

By self-configuration between the mobile routing nodes, [4–6] proposed a very
clever sleep scheduling method based on mobile cloud computing to solve the energy
balance problem inside cloud. However, the deployment of mobile nodes is limited and
restricted by the environment in many cases.

Because of bandwidth limitations in WISN, an image data need to be divided into
appropriate package which can be sent by consequent time slots, and the all or essential
parts of divided data can be regrouped and restored to the original image in the sink
node. Under the condition of a fixed image size and wireless transmission rate, the
nodes will transmit the image packets as quickly as possible to reduce the energy
consumption. When a packet from an image sensor node has arrived in a cluster or
cloud, which was composed of routing nodes, the energy consumption mostly hap-
pened the transmission consumption between routing nodes. In WSN, the routing
nodes can be configured into buffer mode and non-buffer mode [7]. According to one
hop transmission, the buffer mode can hold more packet waiting to send, on the
contrary, the non-buffer mode is easier to set up an end to end immediate transmission.

Even in the non-buffer mode, the source sensor nodes and sink nodes still need to
work with buffer used to storage temp data. Because the buffer is so small that the
intermediate routing node need to send the data to the next hop before the new image
data arrive in [8], benefit from transmitting only small amounts of data packets, this
kind of non-buffer structure is very effective in the traditional small data quantity,
low-energy consumption, low latency WSN [9], however, there exist large number of
correlative image packets in WISN, once interference in the link lead to the trans-
mission failed, too much energy will be consumed in the data retransmission process,
and it will be large number of packet data were congested or lost in one or some routing
nodes, so, to the end, the sink node can only obtain parts of image data, and the final
image from sensor node will not be assembled.

In the buffer mode, all nodes have to maintain their buffer, although the existence of
the buffer unit increases the energy consumption of the single nodes, as far as higher
energy consumption in data transmission is concerned, it is tolerable to set up some
efficient buffer unit for holding packets to forward. At the same time, more forwarding
data are transferred into the node buffer to queue, the block loss probability in the nodes
is reduced, less retransmission improve the life cycle of the whole network.
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As to routing nodes, the state change of buffer unit is responding to the process of
data transmission. After validation, data into the node’s buffer means some kind of
packet from a sensor node or the other routing node has been received, on the other
hand, data out from the node’s buffer means a packet has been delivered successfully,
in order to reduce the energy consumption in network transmission, we present a
method base on buffer state change in the routing nodes with queue theory.

The remaining parts of the paper are organized as follows. The WISN network
model base on routing cloud architecture and the definition of the state space are
described in Sect. 2, according to the model discussed in Sects. 2 and 3 analyzes the
energy optimization policy based on three buffer allocation ways and presents the
energy formulation and constraint. Evaluation about energy consumption in these three
buffer allocation ways are shown in Sects. 4 and 5 concludes this paper.

2 Network Model and State Space

For the sake of argument, we consider a single layer or multilayer area as a sensor
routing cloud or cluster which is made up of large number routing nodes with buffer
units, as shown in Fig. 1, generally, we could always separate this kind small cloud or
cluster structure from a larger and more complex WISN. When an image packet from
an image sensor node has been broadcasting into the sensor routing cloud, the trans-
mission energy consumption is the key point to the whole cloud energy consumption
[10], that is to say, the change in buffer state reflects its energy consumption in a single
routing node inside the cloud, the whole changes in buffer state of all nodes reflect the
energy consumption trend of the cloud.

2.1 Network Model

Because of the higher energy consumption of image sensor, slightly different from
homogeneous nodes in traditional WSN, there exist the function difference between the

Fig. 1. A WISN system model based on sensor routing cloud
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sensor nodes and routing nodes in WISN, when a node in WISN work as a routing
node, we are just to say it act as a routing node, obviously, it may also work as a sensor
node when it is equipped with image sensor. To discuss the state transition process, we
present an abstract routing nodes cloud mode, at the same time, we consider a wireless
image sensor networks consisting of m image sensor nodes, n routing nodes, and q sink
nodes, as shown in Fig. 1, so we define some sets as: m image sensor nodes repre-
sented by set CN with CN = {cn1,cn2,…,cnm}, n routing nodes represented by set
RN = {rn1,rn2,…,rnn}, and q sink nodes represented by set SI = {si1,si2,…,siq}.

After acquiring image data, CN split the image data into a series of packets, then
push them one by one to the routing cloud RN from the side near to them, then the
packets is transferred to SI in the other side. When all the packets from an image sensor
node have been delivered to the sink node, the image data can be recombined.

When there are many packets from different image sensor nodes reach the same
routing node, they have to queue in the buffer of the current routing node, and be delivered
to the next hop according to their arrived order and priority. To achieve buffer occupancy
for temporary data storage at the routing nodes, we develop a semi-Markov decision
process (SMDP) based buffer allocation policy [11]. We have made the following
assumptions base on SMDP theory, first of all, the process to deliver packet between
routing nodes is independent, and follows Poisson distribution with mean arrival rate k,
with mean forwarding rate µ. Secondly, the time duration for all buffer state is identically
distributed [12]. Thirdly, themean holding time at different buffer states is small compared
to data arrival time. The last the buffer is finite, and error sending and receiving com-
munication protocol data do not cause the state transition in the buffer.

Without losing its generality, we define a set Lwith L = {lc1, lc2,…, lcm}, for the size
of image data in CN, moreover, we consider CN work in periodic wake, and their buffer
work as a FIFO (First In and First Out) with v segments, to each segment, there exist
two states: full or empty, when a packet have been received successfully and pushed into
the buffer, we can say a state changed, on the other hand, when a packet has been pulled
out from the buffer and sent to the next node, the other state change occurs.

If we define a transition from a segment to a neighboring segment as a change, then
the buffer size can be represent by a set B with B = {Br1, Br2,…, Brn}, the state space
can be represent by a set S with S = {Sr1, Sr2,…, Srn}. Take the ith (i 2 {1,2,…,n})
node, for example, its buffer size can be defined a set Bri with Bri = {bi,1, bi,2,…, bi,v},
and its state space can be defined a set Sri with Sri = {si,1, si,2,…, si,v}.

Among above: si,1 means the ith routing node buffer is empty, or the effective
length of the packet is less than that of a segment, si,v means the ith routing node buffer
is full, at the moment, one more packet next received will be discarded or jump the
queue on priority principle.

2.2 State Space

Definition: A transition from state sj to state sj+1 (j < v−1) occurs with probability
pi;sj!sjþ 1 , when the data is stored into the buffer of rni node, while a state transition
from state sj to state sk (k < j and j, k < v) occurs with probability pi;sj!sk , when the
data is delivered to a next routing node in RN or a sink node in SI.
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So whether data from a routing node is stored into the buffer or is loaded from the
buffer for sending may be consider as two actions in an action space.

According to this, let A with A = {A1, A2,…, An} as an action set, and Ai with
Ai = {0,1,…,m}(i 2 {0,1,…,n}) is used to represent all possible transition states set in
the buffer of the ith routing node.

Then an action ai 2 Ai(sj) � Ai � A can have following values:

ai ¼ j ð9 packet has been stored into the buffer of cni from cni j 2 0; 1; . . .;mf gÞ ð1Þ

When the ith node has not received any data from any sensor node, we can describe
the action with ai = 0(ai 2 Ai), however, if we have assumed half duplex communi-
cation between the nodes, an action ai = 0 does not imply that the same buffer state is
maintained due to equal number of data arrivals and departures.

Based on the assumptions above, the state transition probabiilities along with
si;sjðaiÞ which is the expected time in current state sj when action ai is taken in routing
node ri, describe the dynamics character of the system. The state transition probability
can be given by:

pi;sj!sk ðaiÞ ¼

1� 1
k � 1

l
j ¼ k; ai ¼ 0; i 2 f1; 2; . . .; ng;
j 2 f1; . . .; v� 1g

1
k

k ¼ jþ 1; ai 2 f1; 2; . . .;mg;
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1
l
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l 1� 1

k � 1
l . . . 0

. . . . . . . . . . . .

. . . . . . . . . . . .

0

BB@

1

CCA: ð2Þ

3 Energy Formulation and Constraints

RN working in the dormant state has extreme low energy consumption, so the key
point to the energy consumption is data receiving, data holding and data sending,
which can be showed by the state change in the buffer. When an action ai (ai 2 Ai) is
taken, incurs a mean consumption �Ei;sjðaiÞ to the ith routing node changing its buffer
state from state sj to the other state.
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�Ei;sj aið Þ ¼ EHold aið Þþ �ETrans aið ÞþD�ETrans aið Þ: ð3Þ

In (3), EHold is the fixed energy consumption to hold the buffer state in the ith node,
and �ETrans is the energy consumption of buffer state change caused by data sending or
data receiving, and D�ETrans is the energy consumption because of retransmission.

According to the Semi-Markov decision framework, so �Ei;sj aið Þ can be obtained as:

�Ei;sjðaiÞ ¼
X

sk

pi;sj!sk ðaiÞð�EsjðaiÞþ ð1þ dÞ�esj!sk ðaiÞsi;sjðaiÞÞÞ: ð4Þ

In (4), d is the retransmission factor, �esj!sk is the energy consumption from state sj
to state sk for action ai in the ith routing node.

If ei;sjðaiÞ is marked as the nonnegative decision variable, the optimal energy
consumption problem in the whole RN networks is a NP problem, which can be
formulated as the following linear program.

Minimize:

X

i

X

sj2S

X

ai2AðsjÞ
�Ei;sjðaiÞei;sjðaiÞ: ð5Þ

Subject to:

ð6Þ

X

ai2AðsjÞ
ei;sjðaiÞ �

X

sj2S

X

ai2AðsjÞ
pi;sj!sk ðaiÞei;sjðaiÞ ¼ 0 ð8i; sk 2 S): ð7Þ

X

x

bi;x �maxðLÞ� n�
X

x

bi;x ð8i; 9ax; x 2 0; 1; . . .;mf gÞ: ð8Þ

The first constrain in (5) represents the balance equations, the second constrain in
(6) is given to guarantees that the sum of the steady state probabilities is one. The last in
(7) ensures that the individual contribution of a routing sensor in a buffer is limited by
between maximum and minimum value of segment.

4 Performance Evaluation and Result

A. Parameter and Environment
Referenced the specifications given in [2, 13] about the node composition and network
topology in a typical WISN, we built a test environment base on IEEE 802.15.4 with 3
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image sensor nodes, 6 routing nodes and 1 sink node. We can get images and their
arrival time from 3 image nodes in the sink node per several minutes.

To test the difference in energy consumption under the condition of different packet
workload, we set two kinds of typical node parameters in the image sensor nodes to
compare, One is 320 � 240 resolution, JPEG image format, 3 KB image size, 80 Byte
packet length, and 36 segments, the other is 640 � 480 resolution, JPEG image format,
17 KB image size, 80 Byte packet length, and 216 segments.

B. Result and Analysis
To transmit an image with same size, the energy consumption in the nodes of RN

under the condition of using optimal energy optimization policy, non-buffered policy,
and buffered node policy, respectively will shows difference.

In Fig. 2, the mean energy consumption of the routing nodes with three different
node structure has been compared with different arrival rate k and transmission rate l,
we can see clearly that the routing nodes with buffer policy presented in the paper
shows the lowest energy consumption, which mean there will be a longer network
lifetime to the RN when the energy optimal control method is considered, in addition,
when data forwarding rate is lower than the data arrival rate, the energy consumption
was increased to some extent.

A. The mean energy consumption comparison when µ=λ

B. The mean energy consumption comparison when µ=λ/2 

Fig. 2. Comparison of energy consumption with three different buffer policies in routing nodes
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Especially, if some interference lead to the decrease of channel transmission per-
formance, the energy consumption of the routing nodes is increased, it will play a
positive role in reduced the energy consumption of RN to improve the ability to receive
data of the sink node.

5 Conclusion

With increasing service rate, more image packet are pushed into the routing cloud or
cluster made up of sensor routing nodes in the unit time, compare to the traditional
WISN without buffer or non-optimized buffer in the sensor nodes, it has better energy
saving effect to increase the network life cycle by using the energy consumption control
policy base on node buffer allocation. The paper is supported by the nature science of
foundation of Liaoning province (L2013433).
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Efficient Authentication for Tiered Internet
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Abstract. Tiered Internet of Things (IoT) and Wireless Sensor Networks
(WSN) are popular for efficient resource management. In order to reduce the
communication overhead for unnecessary sensed data and avoid obtaining a
false result, we propose to use aggregate signature to deal with the authenti-
cation problem.

Keywords: Authentication � Internet of Things � Wireless Sensor Network

1 Introduction

The flat structure of networks is usually difficult for resource management. Thus, a
middle tier as shown in the Fig. 1 is introduced to ease the management difficulty.
Moreover, the sensors are cheap and therefore resource-limited [1]. It is impossible for
sensors to keep all the sensed data in their local memory. They need to offload their
sensed data for saving memory space. However, not all the sensed data are required by
the network owner. Therefore, the simple solution that sensors simply send back to the
network owner all the sensed data for each time period is also impractical. A middle tier
for temporarily storing the sensed data collected from sensors is becoming necessary.

Network Owner

Storage Node

Sensor Node

Middle Tier

Lower Tier

Fig. 1. Tiered Internet of Things (IoT) and Wireless Sensor Networks (WSN).
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One can know from the above description that the only necessary requirement for the
middle tier is the large storage space. Therefore, such a middle tier is also called storage
node. The benefits of placing storage nodes in the network have been proven in [5].

The introduction of the storage node also redefines how the network owner acquires
the sensed data. In particular, with the storage node, the network owner issues queries
to the storage node to retrieve the part of sensed data it wants. The storage reports to the
network owner the queried data. From the above statement, one can know that the
benefit implied by the storage node is that the communication overhead for unneces-
sary sensed data between the storage node and network owner can be saved.

1.1 Security Risk

The placement of storage node also incurs new security challenge. Because sensors could
be compromised, their compromises imply a large security risk, which means that all the
sensed data and all the query results will be maliciously manipulated. In this paper, our
concern is the authenticity of the query result. For example, in the presence of compro-
mised sensors, the network owner issues a range query and then will obtain a false result.

A straightforward method to this problem is to attach a cryptographic hash to each
individual sensed data. However, it also incurs a downside, which is that the com-
munication overhead is also doubled. As the communication overhead is the main
concern of the design of a network protocol, such method is unacceptable.

The existing methods conduct different approach to solve this problem. An
encoding approach is used in [4]. Crosscheck is used in [6, 8]. Both these two also
simply use conventional hash operation. In [3], a neighborhood chain, which is the
hash of the consecutive sensed data, is used to guarantee the authenticity but still with
the drawback of overwhelming communication burden. In [7], an aggregation tree is
constructed before the network is deployed in order to aggregate the individual hashes.
However, the method in [7] assumes too much information about the network
topology.

1.2 Contribution

We propose to use aggregate signature [2] to deal with the authentication problem in
tiered IoT and WSN. Though the use of aggregate signature involves complicated finite
field arithmetic operations, the communication saving can be significant. Since the
energy consumed by the communications is several orders larger than the energy
consumed by the computation, we believe that our scheme can save a significant
portion of energy and prolong the network lifetime.

2 Proposed Scheme

The aggregate signature involves a method for aggregating the traditional signatures. In
particular, the use of traditional signature is to attach a signature to each individual
data. However, in the bilinear setting, the aggregate signature is that each sensor also
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generates a signature for each individual data. However, to aggregate the signatures
into one, each sensor performs multiplication operation on their generated signatures
and the signatures sent from the neighboring sensors. Specifically, when a sensor has a
tuple a;rah i, where a denotes the sensed data and ra is the corresponding signature, if
it also receives a tuple b; rbh i from the neighboring, then it generally sends out the
message a; b; ra � rbh i. The storage node in possession of the public keys and the
claimed sensed data is therefore able to verify the legitimacy of the received signature
ra � rb by the method in [2].

Despite the simplicity of the proposed scheme, it actually suggests the role change
of which entity being needed to verify the legitimacy of the signature. In particular, in
the traditional use of the signature, the storage node acts as only a relay that forwards
the message from sensors to the network owner. However, in our proposed scheme,
since the network owner no longer has the entire sensed data, it is unable to generate
the corresponding hash so as to make sure whether the sensed data is authentic. It turns
out that the storage node needs to check the legitimacy of received signatures regularly.

Thus, the whole picture of the proposed scheme is that, from ordinary sensor point
of view, it generates and aggregates the signatures as mentioned above. From the
storage node point of view, for each time period, it verifies the legitimacy of the
received signature. Once at the end of the time period, the storage node does not report
to the network owner that the signature is problematic, it implicitly implies that the
received data is authentic. This gives an additional overhead on the storage node.
However, as mentioned above, one can save more energy in our scheme than in
existing schemes.

3 Performance Evaluation

The primary evaluation metric used in this paper is the communication overhead due to
its important role in affecting the network lifetime. It is obvious that the communication
overhead OT

comm of the traditional method, which generates signatures for each indi-
vidual data, can be computed as

OT
comm ¼

XN

i¼1
L ‘dnd þ ‘snsð Þ; ð1Þ

where L is the average number of hops between sensors and storage node, N is the total
number of sensors, ‘d is the number of bits for representing sensed data, nd is the
number of sensed data of each sensor, ‘s is the number of bits for representing sig-
nature, and ns is the number of signature. The corresponding computation overhead
OT

comp is therefore:

OT
comp ¼ ‘sOts; ð2Þ

where Ots is the number of operations used in generating traditional signature.
On the other hand, the communication overhead OA

comm of our proposed aggregate
signature scheme, which generates and aggregates signatures, can be computed as
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OA
comm ¼

XN

i¼1
L ‘dnd þ ‘sð Þ; ð3Þ

where N is the total number of sensors, ‘d is the number of bits for representing sensed
data, nd is the number of sensed data of each sensor, and ‘s is the number of bits for
representing signature. We particularly note that the ns is equal to 1 in OA

comm because
all of the signatures is aggregated into one for each sensor. The corresponding com-
putation overhead OA

comp is therefore:

OA
comp ¼ ‘sOas; ð4Þ

where Oas is the number of operations used in generating aggregate signature. In
essence, Oas can be approximately computed as

Oas ¼ Ots þOm; ð5Þ

where Om is the energy consumed by the multiplication operation.

4 Conclusion

In this paper, we utilize aggregate signature to reduce the authentication overhead in
tiered IoT and WSN. We also provide a simple performance evaluation for our pro-
posed approach. Though the use of aggregate signature involves a slightly computation
overhead, the communication overhead can be reduced to prolong the network lifetime.
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Abstract. Cloud-based vision service provide a opportunity of intelli-
gence and programming support to meet different needs of embedded
applications. To reduce the complexity of cloud-based computation, we
proposed a method can be by performing Hamming distance. This app-
roach relates in general to a method for feature description, in which
a feature patch is described by using a binary string. Our method can
achieve near-optimal precision and reduce the bandwidth and computa-
tion time.

Keywords: Cloud service · Image recognition · Feature descriptor

1 Cloud-Based Vision Service

The emergence of widespread mobile devices has created vast new opportunities
for intelligent applications. When consider the on-device recognition process, for
example, the mobile device has the ability to recognize 1,000 images without
connecting to the Internet. However, there are applications that need to recog-
nize more than million images. The solution for this is the cloud-based image
recognition service [1,2]. All the recognitions will be done in the cloud. Cloud
recognition service allows mobile device to work with million of target images
stored in the cloud, and provides for a high accuracy recognition rate and very
quick response characteristics. This make it very usable to build a conveniently
interactive application. Therefore, cloud-based vision can accomplish this with a
small memory, near-real time, and low power consumption embedded device [3].

Intelligent vision has been widely used in various application fields of image
processing. In general, these applications include a basic process, that is, to
extract the features of each image and further compares the extracted feature
with a reference feature of the database to locate the best matching target [4].
However, when a large quantity of features is extracted from the images, the
required comparison time will be greatly increased. Besides, if the features carry
a large volume of data, more bandwidth will be required for transmitting rele-
vant feature description. Therefore, it has become one of the prominent tasks for
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the industries to provide a method for feature description and a feature descrip-
tor using the same capable of expediting feature comparison and reducing the
required data volume.

Our key contribution is proposing a descriptor that transforms the input
feature space into binary signature such that Hamming distance in the resulting
space is closely with similarity measures.

2 Similarity-Preserve Transformation

For clarity, we use SIFT feature as our example, however, our method is applica-
ble to a variety feature descriptor [5,6]. When a keypoint has been detected, we
then need describe it by a patch that collecting the nearby pixels. For example,
the SIFT algorithm includes (1) take a 16× 16 window around detected interest
point, (2) divide into a 4× 4 grid of cells (3) compute 8 bins angle histogram
in each cell. Thus, a SIFT descriptor form a 128 dimension histogram, each bin
has 8 bits, and is of 1024 bits size.

Fig. 1. Flow chart

SIFT need compute the cosine similarity of two histograms to decide a pair
of descriptor is similar or not. Our main idea is two similar signatures will pre-
serve similar pairwise relations, thus any descriptor can be represented by binary
string of pairwise comparison. From this viewpoint, the original similarity can be
approximated by Hamming distance. The key problem is how to choice an appro-
priate set of pairwise relations. For SIFT, there are

(
128
2

)
pairwise relations, and

this information obviously too large. We propose a random projection method,
that is, randomly project the original feature space ([0, 1]d) to a k-dimension
{0, 1}k space, and we expect k < d, see Fig. 1. Now, the question remains how
to determine the value of k to approximately preserve the similarity.
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2.1 The Comparative Reason

We shall first consider the question of the probability that random k-projection
can preserve similarity. Note that original space, for SIFT, is of size 21024 �(
128
2

)
, but the feature point is generally sparse, that is, far small than

(
128
2

)
key

points(image are typically describe by thousands of keypoints). Thus, we can
reasonably assume the pairwise relations can fully distinct two different patches.
First, we analysis the probability that similarity is unchanged of a random k-
projection method. Denote by S the event fo two descriptors successful matching,
and δH(x, y) the Hamming distance. We match a pair of descriptors (x, y) if their
hamming distance ≤ h with signature size n.

Let k the number of bits select uniformly and randomly from n pairwise
relations.

Pr(S) = 1 − Pr(δH(x, y) > h)

= 1 −
((

n−h
k−h

)

(
n
k

)

)2

≥ 1 −
((

n−h
k

)
(
n
k

)

)2

, (1)

using h = cn, c < 1/2, and
(
n
k

) ≤ (
en
k

)k, the probability Pr(S) is given by

Pr(S) ≥ 1 −
(

1 − h

n

)2k

≥ 1 − e− 2hk
n

= 1 − 1
n

→ 1, if k =
1
c

log n2. (2)

Equation 2 tell us that we need select larger k, i.e., more bits, as h is deceasing.
Since the event S is a tail event, the probability admit a threshold phenomenon,
see [7] for more detail. To be more precisely, the behavior of k can be obtained
by estimating Pr(δH(x, y) = h), and we can derive additional information of k
around the threshold.

We know

Pr(δH(x, y) = h) = 0 for h > n − k, (3)

and

Pr(δH(x, y) = h) = Pr(δH(x, y) > h) − Pr(δH(x, y) > h + 1)

=

((
n−h
k

)
(
n
k

)

)2

−
((

n−h−1
k

)
(
n
k

)

)2

=

(
n−h
k

)
(
n
k

) ·
(

1 +
k

n − h

)
·
(
n−h
k

)
(
n
k

) ·
(

1 − k

n − h

)
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=

(
n−h
k

)
(
n
k

) ·
(

1 − k2

(n − h)2

)

=
(

1 − k2

(n − h)2

) k−1∏

i=0

(
1 − h

n − i

)
. (4)

This function tell us about the influence of k in the distribution around the
threshold.

Table 1. Precision of the random projection method.

# of bits Precision

128 100%

64 100%

32 93%

16 86%

14 50%

13 30%

12 21%

8 14%

For SIFT 128-bins histogram, choose k = 1
c · log

(
128
2

)2 ≈ 32 for carefully
selected c. In practice, k = 32 is enough to tackle the recognition problems.
In Table 1 we choose 1000 images and run SIFT description process. Then we
randomly select difference k compared bits of the 128 bins of SIFT histogram.

Our method is faster than original descriptor. The random projection method
only need to perform 32-bits XOR, and is suitable for hardware design. In the
case of SIFT, our method is bandwidth-efficient than original descriptor, and we
can reduce original SIFT bandwidth to 1/32.

3 Conclusions

The main contribution of our paper is a similarity-preserve transform that trans-
forms the input feature space into binary signature. This paper is directed to a
method for cloud-based feature matching service and a feature descriptor using
a binary string to describe a feature patch obtained by a feature extraction algo-
rithm. The generated binary string may be used to expedite feature comparison
to a near-real time cloud manner. Moreover, since the binary string only requires
a small amount of data volume, the required bandwidth may be greatly reduced.

We have shown that (1) our method is similarity-preserve (2)the bandwidth
performs comparably to the original SIFT descriptors, (3) computing power
degrades gracefully as the number of patch is increased. Moreover, our approach
is applicable to a variety of feature description methods.
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Abstract. Cloud computing and SDN technologies have potential to bring
advanced capabilities to data centers and inter-connecting networks by maxi-
mizing resources utilization. However, SDN/Cloud composition also brings
monitoring and visibility challenges, for operators to diagnose p+vResources
(server, network and storage), flows and cloud based applications for end-to-end
performance management, because legacy tools lack adequate visibility support
for such kind of dynamic environments. In this paper, by developing and
integrating open source tools, we present a unified visibility solution to
inter-correlate Resource-/Flow-level visibility over OF@TEIN to assist
cloud-based APM (Application Performance Management). Furthermore, a
verification environment has been setup, to show the feasibility of our
inter-correlation approach.

Keywords: SDN � Cloud � Visibility � Visualization � DevOps automation

1 Introduction

Unlike traditional network-focused testbeds, Future Internet testbeds should provide
experimental networking facility without the limitations of number of simultaneous
users with varying resources requirements, number of supported services, types of
applications and most importantly in the deployed network topology. Thanks, to the
open and programmable nature of emerging SDN (Software-Defined Networking)
paradigm that encouraged the construction and operation of SDN-enabled testbeds over
international Research & Education networks. In 2012, we launched OF@TEIN project
[1], aligned with Future Internet testbed projects like GENI and FIRE to build an
SDN-enabled Multi-site Cloud testbed over TEIN (Trans-Eurasia Information Net-
work). As of now, OF@TEIN connects 10 international sites spread across 9 countries
(i.e. Korea, Malaysia, Thailand, Indonesia, India, Vietnam, Pakistan, Taiwan and
Philippines) as shown in Fig. 1.

This SDN/Cloud integration over multiple international sites with diverse networks,
and heterogeneous hardware/software compositions at OF@TEIN provides diverse
resource combinations for developers. However, SDN/Cloud integrated environment at
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OF@TEIN also brings new challenges for operators like operational complexity and
lack of visibility. Furthermore, OF@TEIN developer’s also face APM issues; but they
don’t really know, where exactly problem is happening (i.e. application, p+vBox
(physical/virtual), overlay/underlay network). As a result, it becomes quite challenging
to provide a highly available and sustainable environment to OF@TEIN developers.

So, in order to deal with visibility challenges associated with cloud-based APM, we
need further troubleshooting in multiple-levels of visibility (e.g. Resource-/Flow-/
Service-level), to enable the operators with minimum efforts, to identify root cause of
application performance degradation. Thus, to address the visibility challenges, in this
paper, we focus on the inter-level correlation of Resource-level [2] and Flow-level [3]
visibility, to provide adequate actionable information for APM to ease the job of
operators. Furthermore, in our initial prototype, we verified the usability of operational
data captured from multiple systems and identified missing data elements which can
help to further optimize overall performance of OF@TEIN playground.

The rest of the paper is organized as follows. In Sect. 2, we discuss Multi-level
Visibility requirements and related visibility solutions. In Sect. 3, we present our initial
design and implementation details of Inter-level Correlator. In Sect. 4, we discuss
verification environment. In Sect. 5, we conclude the paper.

2 Multi-level Visibility and Related Work

2.1 Multi-level Visibility Requirements and Support Tools

2.1.1 Multi-level Visibility Requirements
The OF@TEIN Multi-level Visibility framework should provide an innovative solution
that should bridge Cloud, SDN and physical/virtual infrastructure for end-to-end vis-
ibility for automated troubleshooting. Furthermore, this, Multi-level visibility with
centralized access must assure integration of independent and isolated operation data,
captured from multiple visibility levels, from multiple sources. Thus, in this paper, we

Fig. 1. OF@TEIN SDN-enabled multi-site cloud physical infrastructure
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focused on leveraging multiple visibility solutions that have an integrated and syn-
chronized awareness of Resource-/Flow-level visibility to assist APM.

2.1.2 Resource-/Flow-Level Visibility Tools
In order to fulfill Multi-level visibility requirements, we are developing SmartX Vis-
ibility Center as component solution of SmartX DevOpsTower as shown in Fig. 2.
SmartX DevOpsTower is a centralized location for operators to fully monitor and
control the operation of OF@TEIN playground. As an initial step towards Multi-level
visibility we developed standalone Resource-level [2] and Flow-level [3] visibility
tools to assist both Operators and Developers. OF@TEIN Resource-level visibility
tools provide detailed information of p+vBox and status of inter-connecting
links/paths. OF@TEIN flow-centric visibility solution covers flow monitoring,
inspection and visualization capabilities by redirecting specific packets from
OpenFlow-enabled switches to SmartX Visibility Server for further analysis.

2.2 Related Work

There are few, unified visibility solutions available that uses different approaches to
collect, transform and inter-correlate visibility data. Gigamon Visibility Fabric [4] and
ThousandEyes [5] are well-known visibility solutions that can process, inspect and
filter data packets from internal and external networks by correlating metrics to opti-
mize performance. Unfortunately, both Gigamon Visibility Fabric and ThousandEyes
are commercial products and require dedicated hardware and specific software licenses
which makes the Multi-level visibility solution too expensive to be implemented in
open networking environment. ONUG (Open Networking User Group) [6] also

Fig. 2. SmartX DevOpsTower for enabling multi-level visibility support for OF@TEIN
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focused its effort on what is needed to deliver an open network state collection, cor-
relation and analytics service to the enterprise market without providing any details to
how to achieve this task. Furthermore, most studies related to multi source data cor-
relation, mainly focuses on security related aspects [7–9], typically for anomalies
detection problem, instead of multi-level visibility aspect of the system.

3 Inter-level Correlation: Design and Implementation

3.1 Inter-level Correlation: Design

By leveraging available visibility tools, we are designing Inter-level Correlator for
OF@TEIN to integrate resource and flow information at one place. The initial design of
Inter-level Correlator is shown in Fig. 3. In the initial design, we focused on opera-
tional data verification, and defining keys for inter-level correlation. We defined five
tuple (source/destination instance ip, source/destination TCP/UDP ports and protocol
type), timestamp and OpenDaylight Controller IP as correlation-key. Based on
correlation-key, Inter-level Correlator filters and extracts flows information from Data
Lake and calculates critical flow stats. Then, Inter-level Correlator extracts Open-
DayLight Configurations from Data Lake for finding associated Operation/Developer
Flows, SDN topology information and related performance statistics. Followed by,
instance configurations and performance data filtering based on UUID (Universally
Unique Identifier) search-key from Data Lake. After that, Inter-level Correlator
determines pBox where instance is deployed and extracts CPU, Memory and Disk
performance data from Data Lake. Finally, this unified Resource-/Flow-level data is
stored in Inter-level Data Lake and visualized.

3.2 Implementation of Inter-level Correlation

In this paper we focused on inter-level correlation of Resource-/Flow-level visibility for
two hyper-convergent SmartX Boxes.

Fig. 3. Initial design of Inter-level correlator for OF@TEIN
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Inter-level Correlator: We implemented Inter-level Correlator by using Java. We
also, extensively used OpenDayLight REST API’s for extracting SDN
Topology/Configurations information and OpenStack Nova REST API’s for extracting
instance configurations.

Inter-level Data Storage: For storing Inter-level Correlation data generated by
Inter-level Correlator we used Elasticsearch [10] which is distributed, scalable and
real-time search engine using index-based approach for data storage and retrieval.

Inter-level Data Visualization: Finally, this unified Inter-level Visibility data is
visualized by using Kibana [10] Visualization Engine (by creating relevant visualiza-
tions and searches) over SAGE-enabled [2] NetWall.

4 Inter-level Correlation: Verification

To verify our unified visibility approach, we created verification environment with two
OpenStack instances in two regions (GIST and ID). Followed by, assigning specific
Operator and Developer Controller’s to manage the SDN topology. Our simplified,
verification environment is shown in Fig. 4.

We performed video streaming service tests by selecting instance in GIST site as
streaming server and instance in ID site as streaming client. During the execution of
video streaming service, we observed low video quality problem. Application perfor-
mance statistics showed that 105 frames were lost. So, after the execution of video
streaming tests, we executed Inter-level Correlator by providing correlation-key for
inter-correlating captured data, to figure out root cause of problem.

Inter-level Correlator, linked and filtered flows data, from multi sites.
Inter-Correlator output shows, that numbers of packets were dropped in tunnel (e.g.
number of packets captured from operator bridge brcap in GIST site was 1,999 but
numbers of packets received in ID site operator bridge brcap were only 1,356). Then,
Inter-level Correlator analyzed SDN topology over the period of time, but there were

Fig. 4. Inter-level correlation verification environment for video streaming application

482 M. Usman et al.



no changes, also no changes were recorded in Operation/Developer flows. Further,
Inter-level Correlator filtered vBox configurations without any changes and pBox per-
formance stats were also satisfactory. So, the problem found to be in tunnel network. In
Fig. 5, some of simplified visualizations generated by Inter-level Correlator execution
are shown. Similarly we also performed streaming tests by setting wrong configurations
in brdev (Developer Bridge) in client site. Again Inter-level Correlator was able to
identify that packets received up to brcap but cannot reach to OpenStack instance and
there were some changes in brdev configurations over the period of time. Further,
Inter-level Correlator has capabilities to figure out application problems due to
p+vBox performance issues.

5 Conclusion and Future Work

In this paper, we have shown an early effort for inter-correlating Resource-/Flow-level
visibility to assist cloud-based APM. In, the future, we are planning to extend our work
towards multi-level visibility.

Acknowledgment. This work was supported in part by Institute for Information & communi-
cations Technology Promotion (IITP) grant funded by the Korea government (MSIP)
(No. R7117-16-0218, Development of Automated SaaS Compatibility Techniques over
Hybrid/Multisite Clouds). This work was also supported in part by Institute for Information &
communications Technology Promotion (IITP) grant funded by the Korea government (MSIP)
(No. B190-15-2012, Global SDN/NFV Open-Source Software Core Module/Function
Development).

References

1. Risdianto, A.C., Kim, J.: Prototyping media distribution experiments over OF@TEIN
SDN-enabled testbed. APANNRW 38, 12–18 (2014). Nantou

2. Usman, M., Risdianto, A.C., Kim, J.: Resource monitoring and visualization for OF@TEIN
SDN-enabled multi-site cloud. In: ICOIN, Kota Kinablu, pp. 427–429 (2016)

Fig. 5. Results of inter-level correlator execution

Inter-correlation of Resource-/Flow-Level Visibility for APM 483



3. Risdianto, A.C., Kim, J.: Flow-centric visibility tools for OF@TEIN OpenFlow-based SDN
testbed. In: CFI, Seoul, pp. 46–50 (2015)

4. Gigamon unified visibility fabric. https://www.gigamon.com/best-practices
5. ThousandEyes. https://www.thousandeyes.com/
6. Network State Collection, Correlation and Analytics Product/RFI Requirements. White

paper, Open Networking User Group (2015)
7. Pierazzi, F., Casolari, S., Colajanni, M., Marchetti, M.: Exploratory security analytics for

anomaly detection. J. Comput. Secur. 56, 28–49 (2015)
8. Jagadeesan, L., Bride, A.M., Gurbani, V.K., Yang, J.: Cognitive security: security analytics

and autonomics for virtualized networks. In: IPTComm, Chicago, pp. 43–50 (2015)
9. Cao, P., Badger, E.C., Kalbarczyk, Z.T., Iyer, R.K., Withers, A., Slagell, A,J.: Towards an

unified security testbed and security analytics framework. In: HostSoS, Illinois, pp. 24–25
(2015)

10. ELK Stack. https://www.elastic.co/webinars/introduction-elk-stack

484 M. Usman et al.

https://www.gigamon.com/best-practices
https://www.thousandeyes.com/
https://www.elastic.co/webinars/introduction-elk-stack


A Novel DMM Architecture Based on NDN

Zhiwei Yan1,2(&), Jong-Hyouk Lee3, Guanggang Geng1,2,
Xiaodong Lee1,2, and Yong-Jin Park4

1 China Internet Network Information Center, Beijing, China
{yan,gengguanggang,xl}@cnnic.cn

2 National Engineering Laboratory for Naming and Addressing,
Beijing 100190, People’s Republic of China

3 Department of Computer Software Engineering, Sangmyung University,
Seoul 110-743, Republic of Korea

jonghyouk@smu.ac.kr
4 Department of Communications and Computer Engineering,

School of Fundamental Science, Waseda University, Tokyo 169-8555, Japan
yjp@ieee.org

Abstract. The unprecedented expansion of mobile Internet traffic has resulted
in the development of distributed mobility management architecture. In this
paper, based on Named Data Networking (NDN), traditional mobility support
services are distributed among multiple anchor points in the IPv6 core network,
to overcome some of the major limitations of centralized IP mobility manage-
ment solutions.

Keywords: MIPv6 � PMIPv6 � DMM � NDN

1 Introduction

Mobility management which provides wireless devices with connectivity service to
Internet becomes major marketable goods as mobile computing is frequent and pop-
ularized. The Mobile IPv6 (MIPv6) proposed by IETF allows Mobile Nodes (MNs) to
be reachable, regardless of its current location [1]. When the MN moves to other
subnet, it acquires address in the new location and performs home registration with its
Home Agent (HA), which enables the MN to keep its active communications. In order
to cut down the signaling overhead by network-based mobility management manner
and avoid the host-based mobility stack in the MN, the Network-based Local Mobility
Management (NetLMM) functional architecture is defined in RFC 4831 [2]. According
to this architecture, the Proxy Mobile IPv6 (PMIPv6) [3] was developed. Being dif-
ferent from MIPv6, PMIPv6 introduces two important entities, Local Mobility Anchor
(LMA) and Mobility Access Gateway (MAG), which manage all mobility related
signaling so that the MN is freed from the mobility management task.

In the future mobile Internet, MIP/PMIP will be the basic protocols to support the
mobility management. However, how to effectively address the scalability issue caused
by the large-scale mobile terminals and traffic is vital to promote the all-IP based
mobile Internet. According to the current protocol specifications, the single serving
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point (HA or LMA) is deployed to manage all the binding states and transmit the traffic
for the MN. Then the key point to guarantee the scalability of MIP/PMIP is to distribute
the HA/LMA function to multiple equal entities. In order to address architectural
limitations of the centralized mobility management, the IETF has established the
Distributed Mobility Management (DMM) working group aiming at distributing
mobile Internet traffic in an optimal way while not relying on centrally deployed
mobility anchors [4]. Although there are many studies about the distributed extensions
of the MIPv6 and PMIPv6, most of them remedy or optimize the MIPv6 and PMIPv6
based on the extensions of the basic protocols and cannot satisfy the farsighted
requirements of MIPv6 and PMIPv6 in the distributed mobile Internet. In this paper, we
use the idea of Name Data Networking (NDN) to support the distributed extensions of
both MIPv6 and PMIPv6.

2 Proposed Architecture

2.1 Why Can NDN Help?

In order to effectively solve the problems of the current Internet caused by the
location-based communication model and make the Internet more suitable for the future
applications, the concept of Information-Centric Networking (ICN) [5] was proposed
and the Named Data Networking (NDN) [6] is one of the most important represen-
tatives among the ICN proposals. In NDN, the communication is consumer- initiated
and a consumer retrieves an individual content object by sending an Interest packet
which specifies the name of the desired content object. The NDN changes the com-
munication model in the TCP/IP network and it is shown in Fig. 1.

Requests (Interest packets) for some content are forwarded toward a publisher
location. A NDN router maintains a Pending Interest Table (PIT) for forwarded
requests, which enables request aggregation; that is, a NDN router would normally not
forward a second request for a specific content when it has recently sent a request for

Fig. 1. NDN communication model
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that particular content. The PIT maintains state for all Interest packets and maps them
to the network interfaces from which the corresponding requests have been received.
Data packet is then routed back on the reverse path using this state. NDN supports
in-network caching: contents received by a NDN router (in response to requests) can be
cached in the Content Store (CS) so that subsequent received requests for the same
object can be answered from that cache. If the Interest packet cannot be consumed by
the CS and has no match entry in the PIT, the router will send it out according to the
Forwarding Information Base (FIB), which is maintained as the IP routing table.

NDN adopts the distributed routing algorithm to retrieve the named data, and pays
no attention to its location. This kind of scheme can always fetch the data from the most
optimized location and be suited in the dynamic environment. Although NDN is well
designed for the content-centric Internet, its large deployment will be a long way. Then
we can make use of its advantages if it can be overlapped with the IP protocols. In
which, the NDN is used as a signaling layer to manage the binding states dynamically
to support the distributed MIPv6 and PMIPv6.

2.2 Basic Architecture

Multiple HA/LMA entities are deployed in the core network as shown in Fig. 2.

They share a common name, which is stored in the Domain Name System (DNS) or
policy store as basic information of the MIP/PMIP service [7, 8]. For the deployment
flexibility, we also design the mobility management protocols with both network-based
manner and host-based manner, which are described in the following subsections.

Fig. 2. Distributed mobility management architecture
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2.3 Host-Based Case

(A) Binding Update

When the MN receives the new Router Advertisement (RA) message from the new
access network, it will configure a new Care-of Address (CoA) and initiate the binding
update. MN sends out the Interest packet with the name as

=ISP=HomeAgent

The routers will route this signaling message to the domain of the identified Internet
Service Provider (ISP) and then the routers in the ISP’s domain will find the FIB to
match the HomeAgent label. Then the nearest (or the best) HA will receive the Interest
packet finally. In order to make this work, the Interest packet has to be extended to
identify that this packet is used as a binding update message and then the HA can parse
it accordingly. Of course, the necessary information in MIPv6 has to be included, for
example, CoA and Home address (HoA) are the mandatory information.
Besides, all the HAs in the same HA service set (or cloud) have to announce their
existence as the NDN content publisher does. Then the routers can maintain the FIB
entry corresponding to the optimized HA according to the actual location and network
condition. Because our solution is overlapped on the IP protocol, the HA also has an
available IPv6 address to transmit IP traffic to and from the MN. Then the HA which
received the Interest packet will response with a Data packet to acknowledge the
location update.

(B) State Synchronization

For the multiple HAs in the same HA service set, they should function equally in a
distributed manner. In this way, they have to synchronize the binding state if the new
binding is established or the old binding is refreshed. We also use the NDN routing
scheme herein because the name-based routing can support the multicast in nature. For
example, when the HA received the Interest packet from the MN and established the
binding state, it will send a new Interest packet out with the content name as

=ISP=HomeAgent

In this Interest packet, the multicast routing requirement should be flagged. Then
the router will send this message to all the possible HA entities according to all the
recorded FIB entries. In this Interest packet, the HoA and CoA are also mandatory
information. More sophisticated scheme such as the ChronoSync [9] can be well used
here for the state synchronization.

(C) Packet Transmission

For the packet sent from MN to the Corresponding Node (CN), it can be directly
transmitted to the CN with the HoA and CN’s address as the source and destination
addresses, respectively. All the HAs have to announce the same IPv6 prefix containing
the served HoA set to attract the packets for the related MN. In this way, the packet sent
from CN to the MN will arrive at the nearest HA due to the routing protocol of the
bypassed routers. Then the HA entity will check its binding update table to locate the
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entry of the related HoA. If there is positive match, the HA will replace the destination
address with the related CoA and attach the HoA for example in the Type 2 routing
header [1]. In this way, the packet can arrive at the MN finally. If there is no positive
match, the HA will send an Interest packet with the flagged multicast requirement,
which contains the HoA of the MN. The other HAs will recognize that this Interest is
used to fetch the corresponded CoA. And then the first HA who knows the CoA will
response with a Data packet including the CoA. If the HA cannot learn the CoA within
a reasonable period, the packet will be discarded because it will conclude that the MN
has not established the available binding.

2.4 Network-Based Case

(A) Binding Update

When the MN attaches to the new access network, the MAG will trigger the location
update. It sends out the Interest packet with the name as

=ISP=LocalMobilityAnchor

The routers will route this signaling message to the domain of the identified ISP and
then the routers in the ISP’s domain will find the FIB to match the LocalMobil-
ityAnchor label. Then the nearest (or the best) LMA will receive the Interest finally. In
order to make this work, the Interest packet has to be extended to identify that this
Interest is used as a proxy binding update message and then the LMA can parse it
accordingly. Of course, the necessary information in PMIPv6 has to be included, for
example, MN’s identification and the address of MAG are the mandatory information.

Besides, all the LMAs in the same LMA service set (or cloud) have to announce their
existence as the NDN content publisher does. Then the routers canmaintain the FIB entry
corresponding to the optimized LMA according to the actual location and network
condition. Because our solution is overlapped on the IP protocol, the LMA also has an
available IPv6 address to transmit IP traffic to and from theMN. Besides, the LMAs have
to maintain a common IPv6 prefix (which is shorter than 64bits). Then the LMA which
received the Interest packet will response with a Data packet to acknowledge the location
update. In the Data packet, the allocated Home Network Prefix (HNP) is contained.

(B) State Synchronization

For the multiple LMAs in the same LMA service set, they should function equally in a
distributed manner. In this way, they have to synchronize the binding state if the new
binding is established or the old binding is refreshed. We also use the NDN routing
scheme herein because the name-based routing can support the multicast in nature. For
example, when the LMA received the Interest from the MAG and established the
binding state, it will send a new Interest packet out with the content name as

=ISP=LocalMobilityAnchor
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In this Interest packet, the multicast routing requirement should be flagged. Then
the router will send this message to all the possible LMA entities according to all the
recorded FIB entries. In this Interest packet, the MN’s HNP and the current serving
MAG’s address are also mandatory information. More sophisticated scheme such as the
ChronoSync [9] can be well used here for the state synchronization.

(C) Packet Transmission

For the packet sent from MN to the CN, it can be directly transmitted to the CN with
the HoA (configured by the HNP) and CN’ address as the source and destination
addresses, respectively. All the LMAs have to announce same IPv6 prefix containing
the served HNP set to attract the packets to the related MN. In this way, the packet sent
from CN to the MN will arrive at the nearest LMA due to the routing protocol of the
bypassed routers. Then the LMA entity will check its binding update table to locate the
entity of the related HNP. If there is positive match, the LMA will replace the desti-
nation address with the related MAG’s address and attach the original destination
address for example in the Type 2 routing header [1]. In this way, the packet can arrive
at the MN finally. If there is no positive match, the LMA will send an Interest packet
with the flagged multicast requirement, which contains the source address of the MN.
Then the other LMA will recognize that this Interest is used to fetch the corresponded
MAG’s address. And then the first LMA who knows the MAG’s address will response
with a Data packet including the MAG’s address. If the LMA cannot learn the MAG’s
address within a reasonable period, the packet will be discarded because it will con-
clude that the MN has not established the available binding.

2.5 Conclusions

This paper proposes the DMM architecture in all-IP mobile network with the NDN-
based control plane. Accordingly, the name-based routing solution in NDN facilitates
the DMM requirements to distribute the anchor point and optimize the packet trans-
mission path in the mobile environments. As our future work, the performance of the
proposed architecture will be studied and evaluated.

Acknowledgments. This paper was supported by the National Natural Science Foundation of
China under Grant No. 61303242. The work of Yong-Jin Park was supported by the
JSPS KAKENHI under Grant No. 26330119.

References

1. Perkins, C., Johnson, D., Arkko, J.: Mobility support in IPv6. IETF RFC 6275, July 2011
2. Kempf, J.: Goals for network-based localized mobility management (netlmm). IETF RFC

4831, April 2007
3. Gundavelli, S., Leung, K., Devarapalli, V., Chowdhury, K., Patil, B.: Proxy mobile IPv6.

IETF RFC 5213, August 2008

490 Z. Yan et al.



4. Chan, H. (ed.): Requirements of distributed mobility management. IETF RFC 7333, August
2014

5. Ahlgren, B., Dannewitz, C., Imbrenda, C., Kutscher, D., Ohlman, B.: A Survey of
information-centric networking (Draft). In: Proceedings of Dagstuhl Seminar, February 2011

6. Jacobson, V., et al.: Networking named content. In: Proceedings of ACM CoNEXT, Rome,
Italy, December 2009

7. Giaretta, G., Kempf, J., Devarapalli, V.: Mobile IPv6 bootstrapping in split scenario. IETF
RFC5026, October 2007

8. Korhonen, J., Devarapalli, V.: Local mobility anchor (LMA) discovery for proxy mobile
IPv6. IETF RFC 6097, February 2011

9. Zhu, Z., Afanasyev, A.: Let’s ChronoSync: decentralized dataset state synchronization in
named data networking. In: Proceedings of IEEE ICNP, Göttingen, Germany, October 2013

A Novel DMM Architecture Based on NDN 491



Pulse-Coupled Oscillator Desynchronization
(PCO-D) Based Resource Allocation

for Multi-hop Networks

Ji-Young Jung and Jung-Ryun Lee(&)

School of the Electrical Engineering, Chung-Ang University,
Seoul 156-756, Republic of Korea

{jiyoung,jrlee}@cau.ac.kr

Abstract. In recent years, because of the increasing number of network nodes
and the rapidly changing network environment, several studies have attempted
to extend biologically inspired algorithms to distributed resource-allocation
schemes. In this paper, we present an algorithm representative of the class of
bio-inspired resource allocation algorithm and propose a new distributed
resource-allocation algorithm for fair sharing in multi-hop networks. Through
simulation, we show that the proposed algorithm works well in a multi-hop
network environment, with all nodes in the multi-hop network evenly sharing
resources with their two-hop neighbors in a non-overlapping way.

Keywords: Bio-inspired � Multi-hop network � Pulse-coupled oscillator
desynchronization � Distributed � Resource allocation

1 Introduction

In multi-hop network environments, nodes are needed to access the communication
medium in a distributed way for stable, fair and efficient resource allocation. A number
of studies have been conducted with the goal of applying biologically-inspired
(bio-inspired) algorithms to a various resource allocation problems. Bio-inspired
algorithms are modeled on the simple and distributed heuristic behavior of organisms
on Earth without the aid of a central coordinator. Previous researches attempt at
developing bio-inspired algorithms have shown that these algorithms have excellent
characteristics such as convergence, scalability, adaptability, and stability [1]. A re-
source allocation algorithm based on bio-inspired algorithms can therefore be expected
to be able to cope with multi-hop networks.

The PCO based desynchronization algorithm (PCO-D), that is proposed by Pagliari
et al. in 2010 [2], is a representative of the class of bio-inspired resource allocation
algorithms. PCO-D comprises elements that, when interconnected, pulse in sequential
order, with constant intervals between each other; the interconnected oscillators are
thus evenly spaced around a phase ring. Let us assume that, in a set of N nodes, each
node pulses with period of T . Let /i tð Þ 2 ½0; 1� denote the phase of node i at time t,
where phases 0 and 1 are identical and 0� i�N � 1. Upon reaching /i tð Þ ¼ 1, node i
“pulses” to indicate the termination of its cycle to the other nodes. Upon pulsing, the
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node resets its phase to /i t
þð Þ ¼ 0. In the PCO-D, as show in Fig. 1(a), when node i

pulses, node j whose phase is located within the range moves towards its desired phase
position 1� 1=N as follows:

/j t
þ
i

� � ¼ 1� að Þ/j tið Þþ a 1� 1
N

� �
ð1Þ

where a 2 ½0; 1� is a scaling parameter that determines how much the phase of node j
moves from its current value toward 1� 1=N.

All the nodes observe their neighbor’s pulsing phases, and use this information to
change their phase according to (1). Therefore, all the oscillators are evenly spaced
around the phase ring, as shown in Fig. 1(b). Node i occupies the time division
multiple access (TDMA) slots beginning at its pulsing phase, and ending at its
next-phase neighbor j pulsing phase. In this way, all the nodes occupy non-overlapping
time slots, covering T evenly.

2 Design of a Multi-hop Pulse-Coupled Oscillator Based
Desynchronization (MH-PCO-D)

We propose the MH-PCO-D algorithm to allocate resources fairly between two-hop
neighbors contending for medium access. Let N j

2 be the number of two-hop neighbors
of node j. In the proposed MH-PCO-D, and as shown in Fig. 2, when node i pulses,
node j, the node with the highest phase among its two-hop neighbor nodes, moves
toward its desired phase position, as follows:

/j t
þ
i

� � ¼ 1� að Þ/j tið Þþ a 1� 1

N j
2

 !
ð2Þ

where a 2 ½0; 1� is a scaling parameter that determines how much the phase of node j
moves from its current value toward 1� 1=N j

2.
Node j occupies the TDMA slots beginning at the pulsing phase of its

previous-phase neighbor i, and ending at its own pulsing phase.

Fig. 1. Concept of PCO-Desynchronization.
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3 Simulation Results

To evaluate the performance of the proposed MH-PCO-D algorithm in multi-hop
networks, a linear topology is used, as shown in Fig. 3. The period T is set to 1, and the
scale parameter a is set to 0.5. We assume that all nodes observe their two-hop
neighbor’s pulsing phase, and use this information to change its phase forwards or
backwards, according to (2).

Simulation results show that in this multi-hop environment there are two different
desynchronized configurations, reachable from the various initial pulsing phase con-
figurations, as shown in Fig. 4(a), (b). We define “node pair” as being a set of two
nodes separated by more than two hops. In a multi-hop environment, two nodes
forming a node pair (e.g., (1, 4) in our case) are not affected by the pulsing phases of
each other. Thus, if the initial pulsing phases of two nodes are adjacent, the two pulsing
phases will be coupled as in an oscillator, as shown in Fig. 4(b).

Figure 4(a) and (b) shows the pulsing phase of each node as the round progresses,
when no node pair (a node pair) exist. Because the amount of requested resources
exceeds (no exceeds) the amount of resources occupied by the nodes, when node i
pulses, the phase of node j moves away from (toward to) the phase of node i according
to (3), for all nodes i and j. As a result, the pulsing phase of each node does not
converge. All the nodes will therefore occupy non-overlapping time slots that cover T ,
but not evenly at every round.

Fig. 2. Concept of MH-PCO-Desynchronization.

Fig. 3. A linear topology
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4 Conclusions

In this paper, we proposed the MH-PCO-D algorithm capable of solving the allocation
problem in multi-hop networks, without collisions. Through simulation, we confirmed
that, with this algorithm, all the nodes in a linear topology will occupy non-overlapping
TDMA slots, even though not evenly. The results of our study will contribute to
motivate research on distributed fair resource allocation algorithm in multi-hop net-
work environments.
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