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Preface

The book constitutes the proceedings of KKA 2017—The 19th Polish Control
Conference (Krajowa Konferencja Automatyki, in Polish) organized by the
Department of Automatics and Biomedical Engineering, Faculty of Electrical
Engineering, Automatics, Computer Science and Biomedical Engineering, AGH
University of Science and Technology in Krakéw, Poland, on June 18-21, 2017,
under the auspices of the Committee on Automatic Control and Robotics of the
Polish Academy of Sciences, and the Commission for Engineering Sciences of the
Polish Academy of Arts and Sciences.

The KKA is a triennial conference with a very long tradition spanning over a
couple of decades which has always gathered the Polish control theory, automatic
control, industrial automation, robotics, and other related communities. At all the
KKA conferences, and this concerns KKA 2017 too, there have always participated
many prominent control theorists and practitioners, not only from the neighboring
Eastern and Central European countries but also from Western Europe, the USA,
and many other countries from all over the world. The tradition of inviting well
known foreign researchers and scholars has existed since the very beginning, and
the present KKA 2017 is no exception to this important rule. We have also man-
aged to gather the best people from the community who have submitted great
contributions. An exceptionally wide participation of the young generation of
control theoreticians and practitioners has been noteworthy.

The present volume includes a collection of selected papers which have been
accepted after a careful peer review process to continue maintaining the high quality
standards that have always been synonymous with the KKA conferences since the
first edition. The volume is divided into 12 parts intended to cover the main topics
of the Conference, both theoretical and practical. Such large number of parts is
clearly a result of the fact that automatic control, control theory, automation,
robotics and related topics are considered to be relevant to many areas of science
and technology.

The introductory Part I deals with more general and foundational issue and
describes a number of control methods and algorithms. It starts with the plenary talk
of Irena Lasiecka. She presents how to eliminate flutter in flow structure
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interactions. Other particular problems discussed here can be summarized as fol-
lows. Mateusz Pietrala, Marek Jaskuta, Piotr Le$niewski and Andrzej Bartoszewicz
discuss the sliding mode control of discrete time dynamical systems with state
constraints. Leszek Trybus and Zbigniew Swider propose a novel method for the
root-locus design of a PID controller for an unstable plant. Pawel Dworak, Michat
Brasel amd Sandip Ghosh give a comparison of different dynamic decoupling
methods for a nonlinear MIMO plant. Piotr Tatjewski proposes a new approach to
the offset-free nonlinear model predictive control. Maciej Cigzkowski explains and
clarifies some issues related to the problem of damping of the pendulum during a
dynamic stabilization in arbitrary angle position. Piotr Bania gives a simple
example of a dual control problem with almost analytical a solution. Jakub
Mozaryn, Andrzej Jezierski and Damian Suski make a comparison of the LQR and
MPC control algorithms of an inverted pendulum. And, finally, Agata Cellmer,
Bartosz Banach and Robert Piotrowski present a new approach to the design of
modified PID controllers for the 3D crane control.

Part II is intended to present recent results in optimization, estimation and
prediction which are relevant from the control point of view. Notably, the following
problems are covered. Jozef Duda considers an approach based on the Lyapunov
matrices for the parametric optimization of a time delay system with the PID
controller. Adam Kowalewski, Zbigniew Emirsajtow, Jan Sokotowski and Anna
Krakowiak present issues and solutions for the sensitivity analysis of optimal
control parabolic systems with retardations. Wojciech Rafajlowicz elaborates upon
the optimality conditions for control problems described by integral equations.
Kamil Borawski discusses the state vector estimation in descriptor electrical circuits
using the shuffle algorithm. Pawel Domanski and Piotr Marusak present some new
results on the estimation of control improvement benefit with the o-stable distri-
bution and, finally, Andrzej Tutaj and Wojciech Grega consider problems of packet
buffering, dead time identification and state prediction for the control quality
improvement in a networked control system.

Part III deals with an issue that has attracted much interest in the recent time,
namely the autonomous vehicles. It starts with the plenary talk of Pawet Skruch
who discusses control systems in a semi and fully automated car. Then, Pawet
Skruch, Marek Dhlugosz and Wojciech Mitkowski discuss issues in the stability
analysis of a series of cars driving in an adaptive cruise control mode. Pawetl
Skruch, Marek Dhugosz, Pawet Markiewicz and Michat Szulc propose a formal
approach to the verification of control systems in autonomous driving applications.
Krzysztof Kogut, Krzysztof Kotek, Maciej Ros6t and Andrzej Turnau develop a
new current based slip controller for the ABS. Zdzistaw Kowalczuk and Sylwester
Fraczek present some relevant problem from the railroad engineering, namely a
system for tracking multiple trains on a test railway track. Jerzy Kasprzyk, Piotr
Krauze and Janusz Wyrwat discuss the clipped LQ control oriented on driving
safety of a half-car model with magnetorheological dampers and, finally, Pawet
Markiewicz, Marek Diugosz and Pawel Skruch present a review of tracking and
object detection systems for advanced driver assistance and autonomous driving
applications with a focus on the sensing of vulnerable road users.
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Part IV is concerned with a very wide spectrum of applications. It covers both
hardware and software of digital control systems, embedded systems, image pro-
cessing, industrial networks, just to mention a few. In particular, the following
problems are discussed. Pawet Sokolski, Tomasz A. Rutkowski and Kazimierz
Duzinkiewicz consider the QDMC model predictive controller for a steam turbine
in a nuclear power plant. Krzysztof Lakomy and Maciej Michalek compare the
feedforward control design methods for nonminimum-phase LTI SISO systems
with an application to the double-drum coiling machine. Ewaryst Rafajtowicz and
Wojciech Rafajlowicz discuss the use of cameras in the control loop, from the point
of view of problems, methods and selected industrial applications. Przemystaw
Szewczyk describes an approach to the real-time control of an active stereo vision
system. Pawet Majdzik and Ralf Stetter discuss a receding-horizon approach to the
state estimation of a battery assembly system. Stanislaw Wrona, Krzysztof Mazur
and Marek Pawelczyk present a problem of defining the optimal number of actu-
ators for active device noise reduction applications.

Part V presents various issues related to computer methods in control engi-
neering. Dariusz Rzonca, Jan Sadolewski, Andrzej Stec, Zbigniew Swider, Bartosz
Trybus and Leszek Trybus consider the use of the CPDev engineering environment
for control programming. Patryk Chaber and Maciej Lawryfnczuk discuss the
automatic code generation of the MIMO model predictive control algorithms using
Transcompiler. Pawet Rotter and Maciej Klemiato consider a prototype
vision-based system for the supervision of a glass melting process. Andrzej
Wojtulewicz considers the implementation of a dynamic matrix control algorithm
using the field programmable gate array. Sebastian Plamowski discusses some
problems concerning the implementation of the DMC algorithm in an embedded
controller with an emphasis on resources, memory and numerical modifications.
Dymitr Juszczuk, Jarostaw Tarnawski, Tomasz Karla and Kazimierz Duzinkiewicz
discuss some relevant problems in the real-time simulation of a nuclear reactor
using the client-server network architecture with a Web browser as the user
interface. Marcin Kowalczyk and Tomasz Kryjak present a new approach to object
tracking with the use of a moving camera implemented in the heterogeneous Zynq
System on Chip. Mieczystaw Wodecki, Wojciech Bozejko and Mariusz Uchronski
analyze the k-opt algorithm in the flexible job shop scheduling environment. Patryk
Chaber and Maciej Lawrynczuk propose an implementation of an analytical gen-
eralized predictive controller for very fast applications using microcontrollers.
Finally, Marcin Jastrzgbski and Jacek Kabzinski discuss the robustness of the
adaptive motion control against a fuzzy approximation of the LuGre multi-source
friction model.

Part VI is dedicated to the use of the fractional order calculus in the modeling
and control of dynamic systems which has attracted much interest in the scientific
community. Tadeusz Kaczorek explains the relationship between the reachability of
positive standard and fractional discrete-time and continuous-time linear systems.
Ewa Pawluszewicz considers the descriptor fractional-order systems with the [-
memory and their stability in the Lyapunov sense. Krzysztof Oprzedkiewicz and
Edyta Gawin present an approach to the modeling of a heat transfer process with the
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use of non-integer order, discrete, transfer function models. Artur Babiarz and
Adrian Legowski consider the fractional dynamics of the human arm. Stefan
Domek deals with the approximation and stability analysis of some kind of swit-
ched fractional linear systems. Jerzy Klamka explains the relationship between the
controllability of standard and fractional linear systems, and—finally—Wojciech
Mitkowski provides some deep remarks and views about the stability of fractional
systems.

A little bit shorter but equally interesting is Part VII which is focused on con-
cepts from the area of advanced robotics. Tomasz Gawron and Maciej Marcin
Michalek discuss the problem of the G’-continuous paths planning for
state-constrained mobile robots with a bounded curvature of motion. Maciej Hojda
considers the problem of task allocation for multi-robot teams in dynamic envi-
ronments. Cezary Zielinski, Tomasz Winiarski and Tomasz Kornuta present
agent-based structures of robot systems. Piotr Bazydlo, Janusz Kacprzyk and
Krzysztof Lasota propose the use of a novel evolutionary algorithm for the global
path planning of a specialized autonomous robot for intrusion detection in the
wireless sensor networks (WSNs). Anna Witkowska, Roman Smierzchalski and
Przemystaw Wilczynski discuss the problem of trajectory planning for a service
ship in the STS operation by using an evolutionary algorithm.

Part VIII deals with problems of modeling and identification. Zygmunt
Hasiewicz, Pawel Wachel, Grzegorz Mzyk and Bartlomiej Kozdra§ discuss the
multistage identification of a Wiener-Hammerstein system. Witold Byrski proposes
a new method for the indentification of multi-inertial systems using the Strejc
model. Jan Maciej Koscielny, Anna Sztyber and Michat Syfert present a graph
description of a process and its applications. Wojciech Kreft discusses the dynamics
of a straw combustion process in a biomass boiler. Marcin Drzewiecki presents
problems of modelling, simulation and optimization of the wavemaker in a towing
tank. Ewa Skubalska-Rafajlowicz proposes a new method for the modeling of
dynamic systems using neural networks and random linear projections. Mateusz
Jablonski explains the design of a process model of steam superheating in a power
boiler and the adaptive control system for controlling this process. Finally, Kamil
Czerwinski and Maciej Lawrynczuk consider the identification of a discrete model
of an active magnetic levitation system.

Part IX is concerned with crucial problems of security, fault detection and
diagnostics of devices and industrial processes. Marek Amanowicz and Jacek
Jarmakiewicz propose a new approach to the decision support for cyber security in
industrial control systems. Damian Kowaléw and Maciej Patan discuss the dis-
tributed design of a sensor network for the detection of an abnormal state in
distributed parameter systems. Karol Kulkowski, Michat Grochowski, Anna
Kobylarz and Kazimierz Duzinkiewicz consider the application of data driven
methods in the diagnostics of selected process faults of a steam turbine in a nuclear
power plant. Lukasz Kuczkowski and Roman Smierzchalski present a new algo-
rithm for path planning for the ship collision avoidance in an environment with a
changing strategy of dynamic obstacles. Marcin Pazera and Marcin Witczak con-
sider the robust sensor fault-tolerant control for a non-linear aero-dynamical MIMO
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system. Krzysztof Jaroszewski presents the workspace of an industrial manipulator
in the case of a fault of a drive. Emilian Piesik and Marcin Sliwinski discuss the
determination and verification of the safety integrity level with security aspects.
Finally, Anna Bryniarska proposes a data granulation model for discovering
knowledge about diagnosed objects.

Part X deals with relations between the automatic control and broadly meant
intelligent systems, mainly fuzzy logic, neural networks, data mining, computer
networks and the Internet of Things. It starts with the plenary lecture of Dmitry A.
Novikov on Cybernetics 2.0, and its related modern challenges and perspectives.
Wojciech Bozejko, Lukasz Gniewkowski and Mieczyslaw Wodecki discuss blocks
for the flow shop scheduling problem with uncertain parameters. Tomasz Zabinski,
Tomasz Maczka and Jacek Kluska propose an industrial platform for rapid proto-
typing of intelligent diagnostic systems. Zdzistaw Kowalczuk, Marek Tatara and
Adam Bak present a novel evolutionary music composition system with statistically
modeled criteria. Btazej Cichy, Petr Augusta, Krzysztof Gatkowski and Eric Rogers
explain issues in the iterative learning control for a class of spatially interconnected
systems. Bartlomiej Sulikowski, Krzysztof Gatkowski and Eric Rogers consider the
iterative learning control of a class of spatially interconnected systems modeled in
the form of two-dimensional (2D) systems. Marcin Boski, Wojciech Paszke and
Eric Rogers present the learning filter design for the intelligent learning control
schemes using the FIR approximation over a finite frequency range. Krzysztof
Wiktorowicz shows an example of the adaptive fuzzy control design with the use of
frequency-domain methods. Piotr Kulczycki and Damian Kruszewski consider the
detection of atypical elements with fuzzy and intuitionistic fuzzy evaluations.
Tomasz Talaska, Rafat Dtugosz and Pawet Skruch propose a new efficient transistor
level implementation of some selected fuzzy logic operators used in control sys-
tems. Finally, Marcin Jastrzebski and Jacek Kabzinski discuss the robustness of the
adaptive motion control against a fuzzy approximation of the LuGre multi-source
friction model.

Part XI presents some applications of methods and models stemming from the
automatic control that can be effectively and efficiently applied in biomedical
engineering. Helmut Maurer and Andrzej Swierniak propose a method for the
optimization of a combined anticancer treatment using models with multiple control
delays. Jerzy Baranowski, Piotr Bania, Waldemar Bauer, Jedrzej Chilinski and
Pawet Piatek discuss a hybrid Newton observer in the analysis of a glucose regu-
lation system for the intensive care unit (ICU) patients. Agnieszka Mikotajczyk,
Arkadiusz Kwasigroch and Michal Grochowski are concerned with an intelligent
system for supporting the diagnosis of the malignant melanoma. Konrad Ciecierski
and Tomasz Mandat consider the application of decision support systems in the
functional neurosurgery. Arkadiusz Kwasigroch, Agnieszka Mikotajczyk and
Michal Grochowski deal with the application of deep convolutional neural net-
works as a decision support tool in medical problems concentrating on the case
of the malignant melanoma.

Part XII, the final one, deals with very relevant issues related to engineering
education and teaching in the area of broadly perceived automatic control and



X Preface

robotics. Teresa Zielinska discusses in her plenary talk the experience in the edu-
cation of foreign students in a robotic program. Pawel Skruch, Marek Diugosz and
Wojciech Mitkowski propose how to improve the success rate of student software
projects through developing some novel effort estimation practices.

We wish to express our dep gratitude to all the authors for their excellent
contributions. Special thanks are due to anonymous peer referees whose deep
analyses, and constructive remarks and suggestions have greatly helped improve the
contributions. Waldemar Bauer, M.Sc. and Marek Dhugosz, Ph.D., deserve our
thanks for their editorial help. We wish to fully acknowledge a constant and
multifaceted help and support of the Committee on Automatic Control and Robotics
of the Polish Academy of Sciences, and the Commission for Engineering Sciences
of the Polish Academy of Arts and Sciences.

And last but not least, we wish to thank Dr. Tom Ditzinger, Dr. Leontina di
Cecco and Mr. Holger Schaepe from the Engineering Editorial, SpringerNature for
their dedication and help to implement and finish this large publication project on
time maintaining the highest publication standards.

Warszawa, Poland Janusz Kacprzyk
Krakéw, Poland Wojciech Mitkowski
Krakow, Poland Krzysztof Oprzedkiewicz
Krakéw, Poland Pawet Skruch

March 2017
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How to eliminate flutter in flow structure
interactions

Irena Lasiecka

University of Memphis
Email:lasiecka@memphis.edu.pl

An appearance of utter in oscillating structures is an endemic phenomenon.
Most common causes are vibrations induced by the moving flow of a gas which
is interacting with the structure. Typical examples include: turbulent jets, vi-
brating bridges, oscillating facial palate in the onset of apnea. In the case of an
aircraft it may compromise its safety. The intensity of the flutter depends heav-
ily on the speed of the flow (subsonic, transonic or supersonic regimes). Thus,
reduction or attenuation of flutter is one of the key problems in aeroelasticity
with application to a variety of fields including aerospace engineering, struc-
tural engineering, medicine and life sciences. Mathematical models describing
this phenomenon involve coupled systems of artial differential equations (Euler
Equation and nonlinear plate equation) with interaction at the interface - which
is the boundary surface of the structure. The aim of this talk is to present a
theory describing: (1) qualitative properties of the resulting dynamical systems
(existence, uniqueness and robustness of finite energy solutions), (2) asymptotic
stability and associated long time behavior that includes the study of global at-
tractors, (3) feedback control strategies aiming at the elimination or attenuation
of the flutter. As a consequence one concludes that the flow alone (without any
dissipation added to the elastic structure) provides some stabilizing effect on the
plate by reducing asymptotically its dynamics to a finite dimensional structure.
However, the resulting "dynamical system" may be exhibiting a chaotic behav-
ior. In the subsonic case, one also shows that the flutter can be eliminated by
adding structural damping to the plate.
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Sliding Mode Control of Discrete Time
Dynamical Systems with State Constraints

Mateusz Pietrala, Marek Jaskula, Piotr Le$niewski, Andrzej Bartoszewicz

Institute of Automatic Control, Lodz University of Technology,
18/22 Stefanowskiego St., 90-924 Lodz, Poland

Abstract. In this paper, we study the problem of state and control
signal constraints in discrete-time sliding mode control. We introduce
a sufficient condition for finite time convergence of the representative
point to the sliding hyperplane, while respecting imposed restrictions.
We propose a new control strategy based on the reaching law approach.

1 Introduction

Sliding mode control is one of the most effective regulation methods used for a
wide range of uncertain systems. The major benefits of this technique are ro-
bustness and computational efficiency. Therefore, it became a popular area of
research. At first, the continuous-time systems have been considered by Utkin
[21] and Emelyanov [12] and then the discrete-time systems have been intro-
duced [18], [22], [14]. The main idea of the sliding mode control is to drive the
representative point (state vector) to the sliding hyperplane and maintain its
evolution on it. In the first place the hyperplane should be designed in order
to ensure the desired dynamic behavior of the system. Afterwards, the control
signal is computed and implemented into the system. It can be obtained using
the reaching law technique, which is applied in this paper. This method was
first used for continuous-time systems by Gao and Hung in [15]. Subsequently,
Gao, Wang and Homaifa [16] presented similar results for discrete-time systems.
In the following years, other forms of reaching law were presented [1]-[6], [10],
[11], [13], [17], [19], [20], [23], [24], [25]. The basic reaching law strategy [16] may
cause large values of state variables or control signal. To solve this problem, in
this paper, we introduce the new reaching law. It is designed in order to satisfy
state and control signal constraints [7], [8], [9].

This paper is organized as follows. Section 2 presents the design of the sliding
mode controller based on a simple reaching law. Both state and control signal
constraints are analyzed in Sect. 3. Moreover, in the same section the new reach-
ing law is introduced. The main result, i.e. monotonic convergence of the rep-
resentative point to the sliding hyperplane in finite time, while satisfying given
constraints, is obtained in Sect. 4. Section 5 comprises a simulation example,
and Sect. 6 presents the conclusions of this paper.

© Springer International Publishing AG 2017 4
W. Mitkowski et al. (Eds ), Trends in Advanced Intelligent Control, Optimization and Automation,
Advances in Intelligent Systems and Computing 577, DOI 10.1007/978-3-319-60699-6_2
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2 Sliding Mode Controller Design

Let us consider a discrete-time system described by the following equation
z(k+1)=Ax (k) + bu(k), (1)

where z (k) = [xl(k),...,xn(k)]T is the state vector, A is the state matrix
(dim (A) = n x n), b is the input distribution vector (dim (b) = n x 1) and u (k)
is a scalar input. We design the discrete-time sliding mode controller in order to
obtain the following properties of system (1):

1. The system representative point starting from any initial position x (0) con-
verges monotonically to the sliding hyperplane

s(k)=c'z (k) =0, (2)
where ¢” = [c1,...,¢c,_1,1]. We select vector ¢ so that ¢T'b # 0.
2. The system representative point reaches the sliding hyperplane in finite time.

In this paper we define the quasi-sliding mode similarly as in [1], [2], i.e. we
do not require the representative point to cross the sliding hyperplane in each
consecutive step. Nevertheless, we demand that the above point remains in a
neighborhood of the sliding hyperplane. Let us consider the following reaching
law

s(k+1)=s(k)— Ksgn(s(k)), (3)

where K is a real number and the function sgn (z) is given as follows

1, when x>0
sgn(z)=¢ 0, when x=0 . (4)
—1, when x<0

Reaching law (3) guarantees satisfying the two properties specified above. Fur-
thermore, if the representative point arrives precisely on the sliding hyperplane
at the time ko, i.e. s(ko) = 0, then for every k > ko we obtain s(k+1) =
0 — Ksgn (0). We can observe, that when the representative point arrives pre-
cisely on the sliding hyperplane, it remains on it. Using (1), (2) and (3) we obtain
the following form of the control signal

u (k) = (ch)_1 [—c" Az (k) + "z (k) — Ksgn (¢"z (k)] . (5)

3 State and Control Signal Constraints

In this section state constraints will be considered first, and then we will focus
our attention on the problem of input signal limitation.
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3.1 State Constraints

Control signal (5) does not guarantee that the state constraints are satisfied.
Therefore, we modify parameter K. Our goal is to limit each state variable
x; (k),i€{1,...,n} for any k € IN. We assume that the absolute value of state
variable z; (0) is limited by r; for any ¢ € {1,...,n}. We will find parameter K
so that if the absolute value of state variable z; (k) is limited by r;, then the
absolute value of state variable x; (k + 1) is also limited by r;, i.e.

—r; <ax; (k+1) <r. (6)

We use (5) to rewrite (1) as follows

z(k+1)= Az (k) - b(c"b) " " Az (k)

+b (ch)_1 clTz(k)—b (ch)_1 Ksgn (c"z (k). (7)

In order to simplify the notation let
G=A+b(c"b) " (—c"A+c"). ®)

Then (7) is of the following form

z(k+1)=Gx(k)— K (ch)71 bsgn (c"z (k)) . (9)

Denote by e; (dim (e;) = 1 x n) versor of the i—th axis of a Cartesian coordinate
system, i.e. the i—th element of vector e; is equal to one, while the remaining
elements of this vector are equal to zero. We use (9) to rewrite (6) as follows

—r; < e; [G:c (k) — K (ch)f1 bsgn (¢’ (k))} <ri, (10)

where i € {1,...,n}. Our goal is to determine the time-varying K, so that (10)
is satisfied. We select the largest K to obtain the fastest convergence to the
sliding hyperplane, while respecting the state constraints. Transforming (10) in
order to determine K we get

gx(k)—r, <K ((:Tb)_1 e;bsgn (cT:c (k)) < g,z (k)+r; (11)

where g, = e; G. Note that if e;b = 0 for some i € {1,...,n}, then K has no
influence on the z; state variable evolution. In this situation if

—r; < gz (k) <, (12)

then (11) is satisfied for any value of K. Otherwise, the constraint of the x;
variable cannot be satisfied. From now on, we assume that e;b # 0. Note that

if (ch)_1 e;bsgn (c¢Tx (k)) > 0, then (11) is of the following form

K>cTbh(e;b “Lsen (eTx (k
{ 2 eTb(e) o (T2 () (o "

K < cTb(e;b) 'sgn (c
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. . —1
Otherwise, if (¢7b) ~ e;bsgn (c"x (k)) < 0, then

{K§ cTb(e;b) ' sgn (e X T
(k) (g2 (k) + i)

T
K >cTb(e;b) 'sgn (T

When sgn (cTw (k)) = 0, the parameter K does not affect the dynamics of the
system. For each ¢ € {1,...,n} the parameter K must satisfy (13) or (14). Let
us denote by K; the largest K for which the i—th state variable constraint is
satisfied. Then we obtain

K; =c"b(e;b) "sgn (c"z (k) g,z (k)
+¢Tb (e;b) ' sgn (c"z (k) sgn (ch (e;b) " sgn (c"z (k))) r;. (15)

Let us observe that K; is equal to the upper limit specified by either (13) or
(14). We can rewrite (15) in the alternative form

K; =c"b(e;b) "sgn (c"z (k) g,z (k) + ’ch (e;b)™"

?

Theorem 1. Assume that K; > 0 is defined by (16) and i € {1,...,n}. Then
the state variable x; satisfies its constraint for any K € (0; K] .

Proof. Let
K.=c"b(e;b) 'sgn (c"z (k) g;= (k) + ‘ch (e:b) | (ri —e). (17)

In order to obtain K. > 0 we select ¢ € (0;7;) . Let us observe that K. < K;.
From (9) and (17) we have

z(k+1)= Gz (k) — (e;b) " bg,z (k)

—sgn (e"b) sgn (¢’ z (k) (eib)fll b(r;i—e). (18)
Multiplying (18) by e; we get
i (k+1) = —sgn (c”b)sgn (c"z (k) sgn (e;b) (r; —¢). (19)

Noting that —sgn (¢”'b) sgn (¢’ (k)) sgn (e;b) can take a value of —1,0 or 1
we obtain
—ri+€§xi(k‘+1)§ri—8. (20)

Hence, using K., the constraint of the state variable z; is also satisfied. This
ends the proof. O

We want to satisfy all of the state constraints and select the value of K as large
as possible. Therefore,
K =min{Ky,...,K,}. (21)
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3.2 Control Signal Constraint

Since in practice large values of the control signal are undesirable, further in this
section we will impose an additional constraint on the parameter K. We assume
that the absolute value of control signal v (k) is limited by r, € R4, i.e.

—ry < u(k) <1y (22)
We use (5) to rewrite (22) as follows
< (ch)_l [—c"Az (k) + "z (k) — Ksgn (¢"z (k)] < ru. (23)
In order to simplify the notation we introduce symbol
g, = — (ch)_1 cTA+ (ch)_1 cT. (24)
Then (23) is of the following form
—ry < g,z (k) — (ch)71 Ksgn (¢"z (k) < ru. (25)
Transforming (25) in order to determine K we get
g, x (k) —ry < (ch)_1 Ksgn (cTa: (k) < gy (k) + ry. (26)

Note that if (ch)f1 sgn (¢’ (k)) > 0, then (26) is of the form

K > c"bsgn (c"z (k) (g, (k) — ) (27)
K < cTbsgn (cTac (k)) (gux (k) +1y)

Otherwise, if (ch)71 sgn (c¢Tz (k)) < 0 then
K< chsgn (cT:B (k)) (gux (k) —1y) (28)
K > c"bsgn (c"z (k)) (9,2 (k) + 1)

Similarly as in the previous section if sgn (cTw (k)) = 0, then the parameter K
does not affect the dynamics of the system. Let us denote by K, the largest K
for which the control signal constraint is satisfied. Then

K, = c"bsgn (c"z (k) g, @ (k) + | b| ru. (29)

Theorem 2. Assume that K, > 0 is defined by (29). Then the control signal
satisfies its constraint for any K € (0; K,].

Proof. Let

K5 = c"bsgn (c"z (k) g,z (k) + ‘ch’ (ry —0). (30)
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In order to ensure K5 > 0 we select 6 € (0;7,). Let us observe that K5 < K,
and use (24) and (30) to rewrite (5) as follows

u (k) = —sgn (c"b)sgn (c"z (k) (r, — 9). (31)
Noting that sgn (¢”b) sgn (¢’ (k)) can take a value of -1, 0 or 1 we have
—ry+ 0 <u(k) <r,—0. (32)

Hence, using parameter Ky, the constraint of the control signal is also satisfied.
This ends the proof. O

Let us observe that if 6 = 0, then K5 = K. In this case using K, given by (29)
we obtain the value of control signal equal to —r,,0 or r,,.

3.3 State and Control Signal Constraints

In this subsection the above considerations are both taken into account. We
select K in order to satisfy state and control signal constraints simultaneously.
For this purpose, if K; is described by (16) and K,, by (29), then

K =min{Ky,...,Kn, K,}. (33)

Selecting K according to (33) in each consecutive step, results in satisfying both
state and control signal constraints.

3.4 Modified Reaching Law

Reaching law (3) does not guarantee that the representative point arrives pre-
cisely on the sliding hyperplane. In this case the band width of the quasi-sliding
mode is equal to 2K. This value varies with time, so we cannot determine its spe-
cific value. To eliminate the above problem we introduce the following reaching
law

s (k4 1) = s (k) — min{K (k). |s (k) [}sen (s (k). (34)

where K (k) is defined as K in (33) in the k—th step.

4 Sufficient condition

We begin this section with formulating and proving the theorem which specifies
the sufficient condition for K (k) > 0 for any k € INU {0}.

Theorem 3. Denote by g;; the expression in the i—th row and j—th column of
matriz G and by gy, the i—th element of vector g,,. In order to obtain K (k) > 0
in each consecutive step it is sufficient that inequalities

lgitlr1 + - 4 |gin| 0 <74 (35)

gur| 71+ -+ |Gun| ™0 < T4 (36)
are satisfied for any i € {1,...,n}.



10 Mateusz Pietrala et al.

Proof. From (16) we observe that if |g,z (k)| < r;, then K; > 0. Hence, our goal
is to satisfy inequalities

lg;z (k)| < i, (37)
for any i € {1,...,n}. Let us estimate the greatest possible value of the left-hand
side of (37)

max |g;x (k)| = |giisgn (gi1) r1 + -+ - + ginsgN (Gin) Tn |
=lgitlr1+ -+ |ginl Tn- (38)

Using (37) and (38) we obtain that if (35) is true, then K; > 0. Thus, we want
to satisfy (35) for any ¢ € {1,...,n}. Similarly, our goal is to find the sufficient
condition for K, > 0. We obtain that if (36) is satisfied, then K, > 0. Hence,
(35) and (36) are sufficient conditions for K; > 0 and K, > 0. This ends the
proof. a

Further in this section, we formulate and prove the theorem showing that one
can find € > 0 such that K (k) > € > 0 in each consecutive step. That results
in a convergence of the representative point to the sliding hyperplane in finite
time.

Theorem 4. Assume that (35) and (36) are satisfied. Then K (k) > e > 0 in
each consecutive step. Parameter

e = min{ ‘ch(elb)fl‘él,..., ch(enb)f1 Ons ch‘ (5u}, (39)
where
8 =ri — (|gir|ri + -+ |gin| Tn) (40)
forie{l,...,n} and
5u:Tu*(‘guﬂrl+"'+|gun|rn)- (41)

Proof. Note that if g,z (k) = sgn (ch (eib)_l) sgn (¢’z (k) (r; — &;) , where
d; € (0;7;), then (16) has the following form

K;, = ’ch( 1‘ ‘CTb(eib)il T

_ ’ch( 1’ (2r; — 6;) (42)
Otherwise, if g,z (k) = —sgn (ch (eib)fl) sgn (cTz (k)) (r; — &;), then

Ky = |c"b ()| (ri = 6,) + |e"b (ed) |

_ ’ch (e;b)”!

5. (43)

We conclude that if |g,z (k)| < r; — ;, then K; > ‘ch (eib)_l‘ (2r; — 6;) or
Ki > ‘CTb (eib)_l
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hyperplane in finite time. Let us notice that if (35) is satisfied for x; variable,
then there exists §; > 0 such that

lgit| 1 4 - 4 |gin| T = 15 — b5 (44)

If (35) is satisfied for each ¢ € {1,...,n}, then in the whole subset of state-
space determined by constraints the condition K; > |¢Tb (eib)f1 6; > 01is also

satisfied. Similarly, if equality
|gu1|r1+"'+‘gun|rn:ru_6ua (45)

where §,, € (0;7,), is true, then in the whole subset of the state-space determined
by constraints the condition K, > ‘ch| 0, > 0 is also satisfied. Hence, the
parameter ¢ is of the form (39). This ends the proof. O

5 Simulation Example

Let us consider the system described by (1), where

A:|:00.9912:|’ bzm, " =[130]. (46)

Our goal is to constraint both state variables in this system. After transforma-
tions, matrix G is of the following form
0.9903 3.871
G = [0.0003 0.871] ’ (47)

The maximum admissible absolute values of the first and the second state vari-

able are r; = 100 and 75 = 0.25, respectively. The initial state z (0) = [95 0]” .

Rewriting (35) for i =1 and i = 2 we get
|911|7‘1+|912|’I“2:99.9978<100:T1 (48)
|921| r1 + |922| ro = 0.2478 < 0.25 =1y

Inequalities (48) demonstrate that both state variable constraints are satisfied.
Evolutions of the first and the second state variable are shown in Fig. 1 and
Fig. 2. It can be seen from Fig. 1 that the first state variable is always smaller
than 100. Figure 2 shows that the second state variable is equal to its minimum
admissible value for a certain period of time. From Fig. 3 we conclude that the
finite time convergence to the sliding line is obtained. Analyzing Fig. 4 we notice,
that the representative point moves towards the sliding domain along the line
representing the second state constraint.
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6 Conclusions

In this paper, the issue of state and input constraints in discrete-time sliding
mode control has been considered. In order to obtain the fastest convergence
of the representative point to the sliding hyperplane, without violating the re-
strictions, the new reaching law was designed. Sufficient condition for finite time
convergence in the presence of constraints was stated and formally proved. Com-
puter simulations verified theoretical considerations. Our future work will focus
on weakening the sufficient condition introduced in this paper.
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Abstract. Unstable plant considered in the paper consists of an integrator and
1st order component with positive pole. PID controller is used, so the feedback
system becomes of 3rd order. Root-locus design method is applied which for
such system gives analytic expressions for controller settings. If weak control
action is required, the design provides better responses than conventional one.
Unstable ships, particularly oil tankers, require weak control.

Keywords: PID controller, root-locus method, design of PID settings, unstable
plant.

1 Introduction

Bounded-input bounded-output (BIBO) unstable plant under consideration here is
described by the following integrating transfer function

L, with K <0, T<0, (1)
s(Ts+1)

so one of the poles 0, —1/7T lies strictly in right-half plane. Unstable ship, where
rudder angle is the input and course angle the output, may be modeled by (1) [1, 2].
Such ship for small rudder angle turns in opposite direction than expected. Only for
medium and large rudder angles it turns as stable ship, i.e. with positive K and 7. The
instability is caused by nonlinear characteristic of the rudder, usually described by a
3rd order polynomial.

Unstable ships are rare, with oil tankers as typical examples. Autopilots of such
ships involve two basic control modes, course-keeping and turning. In the first mode
the ship is kept on constant course despite wind and sea current by applying small
rudder motions to prevent displacements of liquid shipload. Then the model (1) is
appropriate. However, this requires the controller to be "weak", i.e. with low value of
the overall gain. Turning mode handles major changes of the course, so nonlinear
characteristic of the rudder must be taken into account.
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Typical course-keeping autopilot involves PID controller. Conventional tuning
rules for the settings K »o T,, T, are given in [1], covering both stable and unstable

ships. Closed-loop natural frequency is basic design parameter. However, 7; in those

rules is selected by a "rule-of-thumb" what may rise some questions. Therefore here
we propose a rigorous, root-locus based method [3] of PID controller tuning for un-
stable ship. Responses for weak control action are shown in examples.

Among relevant literature, analytic expressions for PID settings obtained from
ITAE criterion are also given in [4]. PD controller taking into account rudder nonlin-
earity is considered in [5]. Optimal tracking control of an ESSO tanker is described in
[6]. Earlier papers on nonlinear ships applied adaptive control, as e.g. [7]. Recent
literature focuses on applications of fuzzy, neural, genetic, and ant colony algorithms.

2 Conventional Design

Conventional design of PID controller for course-keeping involves two steps. First a
PD controller K ,(1+7;s) is designed, so as the denominator 5%+ 2;w,s + a),% of the

closed-loop transfer function would have some natural frequency @, and damping
ratio £ [0.8,1]. This yields

:%7 T _10 )

Tw? o,

n

T,

Then T; of PID controller K,(1+1/(T;s)+T;s) is selected by "rule-of-thumb" at
10/ @, , as shown above.
In case of unstable ship, the rules may be written as
28T, +1 10

K :ﬂa}f, T,=—""—"—, T,=— 3)
"Ik Ty o,

Controller properties are determined by the ratio

T, 107w,
it B L 4)
T, 2w, +1
Suppose &=1.1If |T|a)n =2, then T,/T; =4 what means that PID controller has
double zero at —1/(27,) (or at —2/T;). For |T|a)n <2 the zeroes are complex, and for
|T|a)n >2, real distinct. So selection of @), affects relative locations of the closed-

loop poles.
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3 Root-locus Design

To keep relative locations of poles independent of @, the ratio 7;/7, should be con-

stant. Recall that Ziegler-Nichols tuning rules where

Lig s)
Td

are well-established in process control. Then the PID transfer function has the double
zero, so can be written as

(s+51)?
PID: K,T, f’ (6)
Introduce normalized Laplace operator s = |T|s . For the plant (1) and controller

(6), the open-loop transfer function becomes

rL\2
Gopen (s)= k%, s = |T|S (7a)
where
k=K, |K|T,, z=2|i| (7b)
d

z may be called a normalized zero. Note that unlike in the conventional design, here
we deal with 3rd order system.
Root-locus plot of G,,,.(s") with respect to k is shown in Fig.1.

open

Alm s’

Fig. 1. Root-locus plotof Gy, (s)

As k increases, two roots move from the right-half plane to the left and meet at the
breakpoint si,. The third root s3 comes out of the origin and tends towards —z

along real axis.
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Assume that we want to place the two roots at the breakpoint s; , . It can be found

from the condition dG,,,, (s")/ds =0 what yields

open
. 3244977 +82

S1 = 5 (8a)
Gain k corresponding to sy, is calculated as
7”2 ’
p=-2 6D (8)
(S + Z) S, — Siz
From (7b) we get
k
K =—— 8c
» =K (8¢)

The plot of the function k(z) given by (8a,b) is shown in Fig.2a for
z€[0.01,1.0]. Such range corresponds to |T|a)n from 0.16 up to 4.45, so from very

weak controller up to reasonably strong. Naturally, small rudder changes for unstable
ship are provided by weak controller.

a) b) - . N
k P P s, P ' P
BRI i P ' P

8 P 7 0.6 - x : //
6 LR R S AL P ' P
R 2 A 0.4 - ii | ’./ii

4 A 1T P ' // H
] e R Rty AT T
Pbri P P ...H—-/ P

1L 1 1111 1 1 O L L 1 1 L1

102 10" Z 1 102 10" zZ 1

Fig. 2.  Design supporting functions: a) gain k(z) , b) dominant root |S;(Z)|

Assume that settling time is a basic design parameter. It is determined by the
dominant third root sj in Fig.1, so

il
[xettle =4 ’ (9)
53

Note that besides Matlab, s3 can be obtained manually by dividing the polynomi-
als
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72, 7 ’ 2
_1 ’ ’
s(s ,)+,k(s2+z) — -, (10a)
(s"=s10)

(Bézout rule) what yields
53(2) =1-k(z)=2s{ ,(2) (10b)

with k(z) and s{’z(z) from (8a,b). Explicit expression for s;(z) , as fairly long, is not

given here. The plot of

sg(z)| is shown in Fig.2b.
For design purposes we assume that the functions k(z) and |s; (z)| are available,

practically in the form of look-up tables.

4 Comparison of the Designs

In [1] (p.261) a test example of conventional design is presented for K =—0.1 and
T =-10. For natural frequency @, =0.05 and damping ratio £ =0.8 the rules (2)

yield K,=025, T,=72 and T7;,=200. Controller zeroes are complex,
—0.0069% j0.0046. Two of the closed-loop poles are also complex,
—0.037+ j0.0262, and the third one S§,, the dominant, lies at —0.0061. So the set-

tling time becomes f,,;, = 4/|s3| =656 . Note that it is 65 times larger than the time

settle
parameter |T| of the plant, so it represents a weak controller. Unit-step load-

disturbance output and control responses are shown in Fig.3a,b (disturbance suppres-
sion is the task of course-keeping autopilot).

a) 4 b) »
y |~ conventional u L— conventional
1\/ Y root-locus root-locus
3 ’ 15
2 |y DA —-_

----------------------------- . RS
1 \ 05

0 0
0 200 400 600 800 t 0 200 400 600 800 t

Fig. 3. Load-disturbance responses for test data: a) output y, b) control u

Now suppose we want to get the same ¢ for root-locus design, so the same

settle

dominant pole s;. Since |T| =10, the normalized pole s, =|T|s3 is —0.061. From

|s§(z)| characteristic (Fig.2b) for |[s5|=0.061 one gets the normalized zero
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2=0.102. Now from (7b) we obtain T, =|T|/(2z) =49 and T; =4T, =196. k(z)
characteristic ~ (Fig.2a) yields k=232 for z=0.102. So (finally
K,= 4/(|k|Td) =0.469 . Load-disturbance output and control responses for such set-
tings are also in Fig.3a,b. Close-loop poles are at —0.0619=+ j0.0105, —0.0061 (small

imaginary part caused by roundings).
As a second example we take data of an oil tanker [1] (p.174), whose more accu-
rate description has the form

K(Tys+1)

—————, with k=-0.019, T,=-1241 T,=163, T;=46 (11)
s(Tis+D)(T,s +1)

Such transfer function, but without the integral, is called 2nd order Nomoto model,
whereas (1) represents 1st order Nomoto. The model (11) will be used for simulation.
1st order Nomoto model needed for PID design has the same K and T calculated as
T, +T,-T;.So T =-153.7 here.

This time we will proceed the other way, i.e. assuming certain ¢ the root-locus

settle
tunings will be calculated as above. They will give some dominant pole s; = |T|s§ of
the closed-loop system. Then by trial-and-error such natural frequency @, will be
found, so as the conventional tunings would provide the same dominant pole s;.

Let ¢ =7200 seconds (2 hours) to get a controller with weak control action.
seute =0.0854, z2=0.14 from
Fig.2a for such |s3|, T, =|T|/(22) =549, T, =4T, =2196, k =2.64 from Fig.2a for
z=0.14, K, =k/(K|T,)=0.469 .

After a few trials one can find that for @, =0.00485 conventional tunings
K,=0.19, T,=2062, T,=606 provide closed-loop dominant pole at

53 =|T|s5 =-0.00055 . Note that [T|@, =0.745 here, so t,,,, =7200 is 47 times lar-

settle

Following the root locus design we calculate |s;| = 4|T|/ t

settle
ger than |T| =153.7. Load-disturbance responses for the two designs are shown in
Fig.4a,b.

a) ¢ b) » :
ions L~ conventional !
y sl-n conventional u i
| _— root-locus i
root-locus 15 i 1
4 | |
2 i i
0.5 ! :
1 ‘\ i |
0 0 i H 1 |
0 2000 4000 6000 8000 t 0 2000 4000 6000 8000 1t

Fig. 4. Load-disturbance responses for the oil tanker: a) output y, b) control u
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The two examples indicate that root-locus design may be beneficial under the
condition of weak control action. The benefit is seen for |T|a)n <1.0. For larger |T|a)n

responses resulting from conventional design begin to look better. For instance, if
|T|a)n =2 the maximum of load-disturbance output response for conventional design

is lower by 13% than that for root-locus, and if |T|a)n =4, by over 30%.

5 Conclusions

Root-locus method has been applied to develop PID controller tuning rules for in-
tegrating transfer function with additional positive pole. Assuming that the controller
has double zero, as in the Ziegler-Nichols tunings, we have been able to find analytic
expressions for the rules. If weak control action is required, the root-locus design
exhibits some advantages over conventional approach. Autopilots of unstable ships,
particularly oil tankers, provide weak control.
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Abstract. In the paper two different control systems for nonlinear multi-
input multi-output MIMO plants are compared and discussed. Their
main objective is to reduce the influence of the plant inputs and outputs.
A multi-controller control structure, which contains a set of a dynamic
decoupling controllers is compared with a synthetized online nonlinear
model predictive controller. Pros and cons of both methods are discussed
and presented in series of simulations of control of a selected nonlinear
MIMO plant. Te paper ends with some final remarks on a practical im-
plementation of decoupling methods for a nonlinear MIMO plants.

Keywords: dynamic decoupling, nonlinear plants, MIMO, MPC, TS
fuzzy controllers

1 Introduction

Control of multi-input multi-output MIMO dynamic systems enjoys a continuous
attention. New methods are proposed e.g. for plants identification, autotuning of
PID controllers, its robust optimization or adaptive control of MIMO T-S Fuzzy
system. The same applies to the dynamic decoupling problem. However despite
it has been investigated for many years and has been solved for LTI plants it is
still an object of interest [5,15,24,27] particularly for nonlinear ones where it
may be treaten like an open question.

A full dynamic decoupling of a nonlinear plant needs a global linearization
[20, 21]. [19] gives necessary and sufficient conditions for the srong input-output
decoupling problem with the use of static measurement feedback for a some type
of nonlinear square contorl plants. But such methods has its limits and e.g. the
results obtained may be not robust to the plant perturbations.

As the full decoupling of the nonlinear plant is extremely difficult to obtain
practical realizations in such cases boil down to minimization of the coupling
interactions only instead of full decoupling. Authors of [22,23] consider prob-
lems of robust decoupling of linear systems with nonlinear uncertain structure
with the use of output and state feedback. Robust decoupling controllers for
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uncertain MIMO systems are also proposed in [18] where a parametric uncer-
tainty model is used to describe the system behavior and the controller design
is expressed as a min-max non-convex optimization problem with taking into
account the desired performance and uncertainties. In [31, 32] for a discrete-time
nonlinear MIMO system, a multiple models fuzzy and neural network decou-
pling controllers were proposed. In these proposals the system is expanded into
a linear and nonlinear term at each equilibrium point. Then at each instant,
the best model is chosen as the system model according to the switching index.
To design the controller accordingly, the nonlinear term and the interactions of
the best model are viewed as measurable disturbances and eliminated by the
use of the feedforward strategy. Switching multivariable controllers are also used
in [12-14] where the nonlinear plant is linearized at each working point and a
switching, fuzzy and neural decoupling controllers are constructed. A survey on
a decoupling control based on multiple models is presented in [25].

At the same time many reaserchers tried to find methods of decoupling which
do not require synthesis of the complicated multivariable controller. One of the
natural way seems to be a predictive control [1, 16,17, 26, 29, 30, 34, 35]. However
as we see in these works the MIMO predictive controller does not automatically
enhance decoupling. Additionaly these methods may often be either unsolvable
or computationally unrealizable when used on-line. Thus most of them are con-
structed and tested for specific 2 by 2 (TITO) nonlinear plants [1,26, 30, 34,
35].

[26] proposes a multivariable fuzzy predictive functional control where the
control law is given in an analytical form. In works [1, 30, 34, 35] predictive control
is supported by some additional techniques to obtain dynamic decoupling effects.
They are: deceleration of the reference signals change in order to make the control
slower and error weighting factors in the cost function changing. Of course, the
adoption of the weighting factors has to be synchronized to the reference signal
change. In this paper we are going to show that all of the above methods are
necessary to obtain the dynamic decoupling effect and that nonlinear predictive
control does not decouple plants automatically and its implementation and its
implementation and on-line using may be problematic.

In the paper we compare two different control systems whose main goal is
a dynamic decoupling of a nonlinear multi-input multi-output MIMO plant. A
multi-controller control structure, which contains a set of a dynamic decoupling
controllers is presented and compared with a synthetized online nonlinear model
predictive controller. To do that the paper is organized as follows. In Section II a
dynamic decoupling problem is defined. Then we present shortly two compared
control methods. In Section IIT a multivariable switching controller and adopted
method of synthesis of the dynamic decoupling controller for a LTT MIMO plants,
in Section IV a model predictive controll idea. Pros and cons of both methods are
discussed and presented in series of simulations of control of a selected nonlinear
MIMO plant in Section 5. Te paper ends with some final remarks on a practical
implementation of decoupling methods for a nonlinear MIMO plants.
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2 Problem statement

Let us assume the plant described by the nonlinear state space and output
equations

(1) = £(x(t), u(t))
y(t) = g(x(1)) S

where x(t) € R", u(t) € R™ and y(t) € R are the state, input and output
vectors respectively. The goal of dynamic (block or diagonal) decoupling is to
separate the control system into ¢ = 1,2, ..., k independent control loops with its
outputs and reference signals grouping according to the partitions

yi(t) yoi(?)
yi(t) yor(t)
k
where y;(t) € Rl | yo;(t) € R%, > 1; = | Then each part (loop) i = 1,2,....k
i=1

of a system is defined by pairs of signals y,;(s), y;(s) which could be controlled
independently of other parts j # i.

We also assume that each part of the system should be designed with indi-
vidually supposed dynamic properties.

3 Concept of the decoupling multivariable switching
controllers

3.1 Multivariable switching controller

As we see e.g. in [2,11-13] the control system for the nonlinear MIMO plant
may consists of an adaptive controller designed on the basis of set of modal
or dynamic decoupling controllers. These linear controllers are synthetizied for
possibly all operating points of the plant - all controllable and observable LTI
MIMO models defined by the state and output equations

%(t) = Alx(t) — xo] + Blu(t) — u] (3)
yv(t) — yo = C[x(t) — 0]

obtained by linearization of the model (1) at all working points (x,, u,). Such
a control system can be realized with a single adaptive controller with stepwise
tuned parameter values [2,11-13] (Fig. 1).

This adaptive controller may be realized by a fuzzy controller [11, 13] where a
group of linear controllers, appropriate to a given operation conditions is chosen
and used to calculate, by employing Takagi-Sugeno (T-S) fuzzy rules, control
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> u(t) »(0)

u(t)

A

Aadapfive
gain-scfieduling|
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Xuul ) /

Fig. 1. General scheme of the switching control system.

signals. Such an adaptive controller (stepwise) varies its parameters depending
on the current plant operating point.

An example given in [13] shows that such constructed T-S controller alows
one to obtained a significant reduction of interactions between plants inputs
and outputs. It was also pointed out that the proposed solution allows one to
soften stability conditions during synthesis of linear controllers used in a T-S
fuzzy controller. Local controllers do not have to be stable by themselves, which
considerably softens synthesis constraints. It is also easy to check system stability
and very simple fuzzy rules adopted make the control system easy to implement
in any programmable controller.

3.2 Dynamic decoupling controller

To synthetize a linear decoupling controller used in a multivariable switching
controller described in the previous subsection one can use a decoupling algo-
rithm presented in detail in [8, 10]. This decoupling concept uses the state vector
feedback together with a feedforward compensator and apart of dynamic decou-
pling simultaneously ensures an arbitrary closed-loop dynamics - independent
for each decoupled part, zero steady-state regulations errors and reconstruction
of the plants state vector. The algorithm may be used for plants described by
rectangular proper rational full rank transfer matrix, plants which could be un-
stable, non-minimum phase or both. The control system contains a feedforward
compensator together with a state feedback matrix F and a controller. Structure
of this decoupled closed-loop system for a plant with accessible state vector x(t)
is presented in Fig. 2.

Yot l e q u
Controller H Feedforward H Plant
compensator

y-
f X

Fig. 2. General scheme of the dynamically decoupled control system.
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Results obtained with the use of this algorithm for the linear plant (3) are:
a state feedback matrix F, a dynamic feedforward compensator and a diago-
nal controller. Describing the feedforward compensator by the state and output
equations
X (t) = ApXey(t) + Byuy, (1) @)
u(t) = CuXy(t) + Dyuy(t)

t .
where llw(t) = |:F(‘l)£(2>:| and B, = [Bwp me]v D, = [pr Dwm] with

By, € R™*l Bym € RMwXm, Dy, € R™¥! Dym € R™*™ and the controller

in the form
%, () = A,x,.(t) + Bre(t) (5)
q(t) = Crx,(t)

with e = y,(t) — y(t) we obtain a linear decoupling controller

. _ | A 0 B, 0
er(t) - Arwxrw (t) + Brwuz (t) - |:Bwpcr Aw:| Xrw (t) + |: 0 meF:| u, (t)
V() = CrypXpw(t) + Dy (t) = [Cpy DypChr | X (t) + [0 Dy Flu,(2)

(6)
where u.(t) = [eT(t) xT(¢)]" and x,(t) = [x7(t) xZ(t)]".
Such synthetized linear controllers dynamically decouple the nonlinear plant
model at its operating points. Thus an adaptive controller may vary its param-
eters depending on the current plant operating point.

4 Dynamic decoupling with the model predictive control

Another method which allows to solve the posed problem may be the use of
predictive controller which optimizes the relevant quality control criterion. Such
a criterion is usually formulated in the form of the sum of the square norms
of the difference in predicted output signals and corresponding reference signals
and predicted control signals increments specified in the relevant time horizons:
prediction N, and controlN,. The cost function may be written in the form

J(t) = [y2(t) — y"(0)] " My2(t) — y*(1)] + [Au(1)]" A[Au”(1)] (7)
or in a norm form

J() = Iy () = y* (D) lng + 1 Au? (1) 3 (®)

with the weighting matrices

M = diag[ps), i =1,...,p

A =diag[\;], j=1,...m

where

yP describes a vector of the predicted reference signals,
y? is a vector of the predicted output,
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AuP predicted control signal increments,
1; control error weighting factor for the i-th output,
A; control increments weighting factor for the j-th output.

As typically for the predictive controllers the actual control signals are used
only and the computation is repeated in the next control step. Solving the crite-
rion (7) needs to find a constrained minimum of a function of several variables
which is the main cause of problems with the implementation and use of these
controllers on-line.

5 Example

5.1 The plant model

The comparison of the disscused control methods will be exemplified by a posi-
tioning control system for the MIMO nonlinear dynamic model of the drillship
“Wimpey Sealab* [33]. Thise 3DOF nonlinear model of ship’s slow-varying mo-
tions has been used in our previous works [3,9,11,12,14], thus may be used
as a refference model for current considerations. It is described in the form of
nonlinear state space and output equations

I1 = T4c08x3 — T5sinzxs + V. cos¥,,

To = x48inx3 + xr5cosxs + V. sin ¥,

T3 = g,

iy = 0.08822 — 0.13224V; + 0.958w526 + 0.958u4, 9)
Ts = —1.4x5V, — 0978.’13%/‘/5 — 0.543x4x6 + 0.037x¢ ‘l‘ﬁ' + 0.544us,

Te = (0258.135‘/; —0.764x4x5 — 0.162x¢ ‘1‘6‘ + u3)/a,

Y1 = T1,Y2 = T2,Y3 = I3,

where state variables x1,...,z3 represent ship position and course angle over
the drilling point and x4, ..., z¢ her longitudinal, transversal and angular ve-
locities, Vi = \/x3(t) + z2(t) is the ship’s velocity measured with respect to
water. Coefficient a = k2, + 0.0431 describes the ship’s inertia moment, k2, is
the square of the relative inertia radius referenced to the ship’s lenght L,,. V.
and ¥, denote the sea current velocity and direction, respectively (in Fig. 3).
All the signals appearing in the equations (9) are dimensionless, i.e. related to
the ship’s dimensions and displacement together with the dimensionless time

t =t,/\/Lpp/g ~ 0.32t,.

5.2 Multivariable and predictive controllers in a positioning control
system of a ship

To compare the described above control systems we have caried out a series
of simulations in Matlab/Simulink environment. The contorl goal was to keep
the drilling setpoint (course angle ys, and the both ship’s position coordinates
y2(t) and ys(t)) which in order to show the dynamic decoupling abilities of both
controllers has been changed several times.
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N

Fig. 3. Ship’s co-ordinate systems.

The multivariable controller presented in Section III has been constructed
exactly as in [13]. It is a Takagi-Sugueno fuzzy controller whose parameter val-
ues are changed on the basis of auxiliary variables measured. These are the
ship’s current transitional velocity V(¢) measured with respect to water and
the systematically calculated difference between the sea current angle and the
ship’s course angle ¥, — x3(t). It allows us to synthetize the control system with
a group of linear controllers calculated for velocities Vi € [—4.9 + 4.9] knots
with the resolution of 0.2 knot and round angle ¥, — 30 € [0 < 360°] with the
resolution of 5° (about 0.0873 rad), which results in a set of 3650 decoupling
controllers. Results of simulation for this controller are presented in figure (4).
It may bee seen that the controller significantly reduces interactions between
plants inputs and outputs. All this with the acceptable control signal values and
way of changing.

o

i i
S00 1000 500 2000 2500

Fig. 4. Ships position and yaw angle and control signals for a T-S fuzzy dynamic
decoupling controller.

Figure (5) presents results of simulation of a model predictive control system
with solving quality criterion (7) at each time instant. For the algorithm pur-
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poses the continous time ship’s model (9) has been discretized with the sampling
time 7}, = 0.5s. A Matlab ”fmincon” function with default Sequential Quadratic
Programming (SQP) method and a prediction N,, = 20 and control N,, = 5 hori-
zon has been utilised. Values of the weightning matrices M = diag[10; 0.5;0.01]
and A = diag[0.01;0.01; 1] has been chosen to obtain a system dynamics similar
to the one assumed for the multivariable controller as in Fig. (4).

i n X ! :
1000 500 2000 2500 0045 ) 500 500 060
t

Fig. 5. Ships position and yaw angle control signals for MPC controller.

Analysis of the results presented in Fig. (5) shows a series of drawbacks of this
control method (pure MPC algorithm). First of all the system is not decoupled.
Secondly it is qute difficult to shape the dynamics for the particulac control loop.
E.g. we are not able to slow down changing the ship course. We also are observe
a bigger control signal values. All this means that the pure MPC controller do
not satisfies our control goals and the control scheme and algorithm have to be
modified.

5.3 Reference signal change

In typical control systems a refference values are changed stepwise. However, in
the case of predictive control we have to shape the reference signals, which alows
us to change the outputs more smoothly, shaape the dynamics in the different
control loops independently. Thus we have simulated the above conrol systems
with a decelerated reference signal change. Results of these experiments are pre-
sented in Fig. (6) and (7). All steps of the reference signal were filtered by a
first-order filter with time constants 7723 = 5s. As we can see the couplings
have beem signifficantly reduced, in both cases. This means that a modification
necessary for MPC controller improves also the quality control for the multi-
variable decoupling controller. The comparison still shows that interactions and
signal values for the MPC controller are bigger than for its multivariable coun-
terpart.
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Fig. 6. Ships position and yaw angle control signals for a T-S fuzzy dynamic decoupling

controller with filtered refference signals.
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Fig. 7. Ships position and yaw angle control signals for MPC controller with filtered

refference signals.
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5.4 Adjusting weighting factors

Analysing the presented above results we see we can not divide the system with
a MPC into several separated SISO control loops. It is possible to separate some
specific outputs which e.g. means that a signifficant reduction of the coupling
effects is here possible after change of the one output only. We can do that
by changing the weighting factors values. The simplest and in our oppinion
the best way of changing these factors is its manual change at the moments of
changing of the reference signals. As we see in Fig.(8) changing weighting factors
1; reduces effects of coupling. It is done with the change of matrix M to e.g.
M, = diag[10;50; 1], My = diag[1000;0.5; 1] and M3 = diag[1000; 50; 0.01] after
change of the reference of the first, second and third output, respectively - which
was obtained after multiplication of appropriate weighting factrors of the used
before wieghting matrix M = diag[10; 0.5;0.01] by 100.

Fig. 8. Ships position and yaw angle control signals for MPC controller with filtered
refference signals and adjusted weighting factors.

Similar technique has been applied in [4] where values of changed weighting
factors decreased expotentially. We must be aware that such method is possible
only if we know in advance the schedule of the reference signal changing.

In [30] and then [34] the wieghting factor was dependent on the control error
as in the formula

Himax
S T 1o
where the maximal ft; max and damping values of the factors were assumed after
some simulations in a trial and error method. However, such algorithm may not
work properly if the reference signals is changing stepwise - with reduced speed
of the reference signal change as in previous subsection.

6 Summary

A pure predictive controller, without any modification, do not guarantee decou-
pling. It is due to the sense of the criterion which is to minimize the criterion
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itself, not any specific by effects. Thus, the whole decoupling is simply not pos-
sible. Reducing of the input-output interactions is possible after modification of
the reference signals and weithing factors in the quality control criterion. How-
ever, the presented in the paper examples shows that the same techniques may
also improve results obtained by the use of another type of controllers. And there
is still problem of the controller implementation and its use in an on-line mode.
The multivariable controller is synthesized off-line while the MPC is calculated
at each time instant with unspecified calculation time for SQP method. In our
research, for the assumed prediction and control horizon the MPC simulation
took to long to be used on-line.
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Abstract. Offset-free model predictive control (MPC) for nonlinear
state-space process models, with modeling errors and under asymptoti-
cally constant external disturbances, is the subject of the paper. A brief
introduction of the MPC formulation used is first given, followed by a
brief remainder of the case with measured state vector. The case with
process outputs measured only and thus the necessity of state estima-
tion is further considered.The main result of the paper is the presen-
tation of a novel technique with process state estimation only, despite
the presence of deterministic disturbances. The core of the technique is
the state disturbance model used for the state prediction. It was intro-
duced originally for linear state-space models and is generalized to the
nonlinear case in the paper. This leads to a simpler design without the
need for decisions of disturbance structure and placement in the model
and to simpler (lower dimensional) control structure with process state
observer only. Results of theoretical analysis of the proposed algorithm
are provided, under applicability conditions which are weaker than in
the conventional approach of extended process-and-disturbance state esti-
timation. The presented theory is illustrated by simulation results of a
nonlinear process.

1 Introduction

Among the advanced control techniques, the model predictive control (MPC) is
now a well established general technology, see, e.g., [2], [18], [3], resulting in a va-
riety of successful control techniques applied in practice, see, e.g., [4], [8], [15],
[17], [2], [18], [25], [16], [19], [20], [3], [23]. The nonparametric models (step or
impulse response models) and transfer function models lead to well established
MPC structures, as DMC and GPC, respectively. On the other hand, the state-
space modeling results in a variety of possibilities. There are different approaches
to state-space modeling, as minimal and non-minimal models, extended velocity
form models — leading to a different handling of deterministic disturbances. It
should be also realized that points and ways these disturbances influence the
process are also important for a controller design. The mentioned problem has
attracted a rather limited attention in the literature, until the last decade [12],
[14], [18], [13], [5], [10], [11], [21], [7]. However, there is still a certain lack of
a clear understanding how the disturbances should be most effectively treated in
the MPC algorithms with state-space models. We concentrate on this problem
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in the paper, for the defined class of asymptotically constant deterministic dis-
turbances. More general, continuously varying disturbances, like sinusoids, will
be not considered, see [10] for offset-free MPC reference tracking under varying
disturbances.

The main subject of the paper is to present possible techniques of state es-
timation for offset-free model predictive control (MPC) for nonlinear processes,
under (asymptotically) constant set-point values and (asymptotically) constant
disturbances entering the process at any point, possibly with white noises added.
The considered class of disturbances, important e.g. in process control, includes
modeling errors and external step or piecewise-constant disturbances changing
rarely with respect to the controlled process dynamics. The conventional tech-
nique of extended state estimation leading to the process-and-disturbance state
model is first briefly recalled [5], [11]. Main contribution of the paper is to present
a new technique with estimation of the process state only, which generalizes the
results obtained earlier by the author for linear state-space process models [18],
[21], to the case of nonlinear models. The proposed approach leads to a sim-
pler and more general MPC control structure than the mentioned conventional
approach, with weaker applicability conditions.

The structure of the paper is as follows. In Section 2 the MPC is briefly re-
viewed, to introduce formulations needed for further considerations. In Section 3
process models further used are presented. The case with measured state is also
briefly recalled, referring to the approach originally presented in [22], resulting
in a MPC formulation where the observer/estimator of the considered determin-
istic disturbances is not needed at all. In Section 4 the most general case with
state estimation is treated and the main result of the paper is presented. This
results in simpler nonlinear MPC control structure and simpler design as well,
under significantly weaker applicability conditions. In Section 5, the proposed
MPC approach is illustrated by simulations of the control structure with a non-
linear example process model, taken from the literature. Finally, conclusions are
formulated.

2 Predictive Control Briefly Recalled

The principle of MPC is now well known and different descriptions and algo-
rithms can be found in many papers and books, including those with discrete-
time state-space process models we are interested in. In the books, see [8], [17],
[18], [25], [16], mainly linear process models, of different types, are considered.
Nonlinear process models used in the MPC algorithms are in the form of stan-
dard nonlinear state-space models or nonlinear difference equations of higher
orders, including neural network models, see, e.g., [24], [6].

We shall now briefly recall the MPC formulation which will be needed for
further presentation. The principle of the MPC is to evaluate the current con-
trol signal by minimizing, at each sampling instant k, a performance function
(cost function) over a future prediction horizon of N samples. The following
performance function is one of the most widely used in process control:
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N N,—1
J(k) =My (k+plk) —y(k +plk)[g + > llAuk+plR)5, (1)
p=1 p=0

where Hx||f{:a:TRx, ¥ > 0 and A > 0 are square diagonal scaling matrices
of dimensions corresponding to the dimensions n, and n, of the process con-
trolled output and control input vectors, respectively (a simpler formulation of
(1) is often used in theoretical considerations, with one scaling scalar A only, i.e.,
W =T and A = AI). In the above, N, < N denotes the length of the control
horizon, y*?(k + p|k) and y(k + p|k) are set-point (reference) and output vectors
predicted for a future sample k + p, but calculated at the current sample k,
p=1,...,N. The decision variables are control input increments on the control
horizon, Au(k + p|k) = u(k +plk) —u(k+p—1]k),p=0,...,N, — 1. The per-
formance function (1) yields a unique solution if n,, = n,, which will be assumed
in the paper (without loss of generality).
We assume that the optimization of J(k) is subject to simple constraints:

Nz < Aulk + plk) < Atmaz, p=0,...,Ny—1, (2)
Umin Su(k+p‘k) Sumama pzow-'aNu_L (3)
ymingy(k+p|k)§ymazv p=1,...,N. (4)

More general form of the constraints, including any linear functions of all vari-
ables used, is possible, but avoided here for simplicity.
Denote the vector of the decision variables by AU (k),

AU(E) = [Au(k|k)T Au(k +1|E)T - Au(k + N, — |k)T]7T, (5)

and denote composite vectors of set-points and predicted outputs on the predic-
tion horizon by Y*P(k) and Y?"(k), respectively,

YoP(k) = [yP(k + k)T -y (k+ NIkK)T]T, (6)

YP(k) = [y(k + k)" - y(k+ N[k)T]T. (7)

We can then formulate, in a compact form, the MPC' optimization problem which
calculates the optimal control trajectory:

min {J(k) = |[Y*7(k) = Y""(k)l|g + | AU (k)3 }

AU (k)
subject to (2),(3) and (4), (8)
N times N, times
where PR — .
¥ = diag{¥, ..., ¥}, A=diag{A, ..., A}, (9)

and the predicted output trajectory Y?" (k) is calculated using the process model.
When this model is nonlinear, then the optimization problem (8) is also nonlinear
and nonlinear optimization procedures must be applied.

When using linear process models, the superposition principle can be applied.
The predicted trajectory of the outputs Y?" (k) can be then split into a sum of
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a "forced trajectory” YT (k) =M AU(k), being a linear mapping of the vector
of decision variables only (consisting of elements y* (k + p|k),p=1,...,N) and
a "free trajectory” Y°(k) (conmsisting of elements y°(k + p|k),p = 1,...,N),
depending on current and past data only and obtained with the control input
frozen over the prediction horizon on the last applied value u(k — 1). With a
linear process model, the MPC optimization problem (8) is a strictly convex
quadratic programming (QP) problem, thus with a well defined, unique solution
— provided the set defined by the constraints assures feasibility (is non-empty).
For a detailed description of the MPC algorithms with linear process models,
see, e.g., [18].

Once the MPC optimization problem has been solved, the first element
Au(klk) = Au(k) of the control trajectory is used only and the input u(k) =
u(k — 1) + Au(k) is applied to the process. After the next measurement (at
the next sampling instant) the whole procedure is repeated (receding horizon
strategy).

3 Process description and modeling

The following nonlinear process description will be used:
w(k +1) = fp(x(k), u(k), dp(F)), (10a)
y(k) = g(x(k)), (10Db)
where x denotes the process state vector, dimx = n,, y the controlled out-
put vector, dimy = n,, u the control (control input) vector, dimu = n, and
d, represents unknown, unmeasured disturbances (including modelling errors),
dimd, = ng,. Measured disturbances will not be explicitly considered in the

paper, for the sake of simplicity.
The following process model is assumed to be known:

x(k+1) = f(z(k),uk)), (11a)
y(k) = g(z(k)). (11b)

For state prediction in the MPC algorithm, the model (11) will be augmented
to the form

w(k+1) = f(x(k), u(k)) + v(k), (12a)

y(k) = g(x(k)), (12b)

where v(k) represents influence of unmeasured disturbances on the state vector,
dimv = n, [18,22].

The key factor of the presented MPC approach is the way v(k) is modeled for

the use in (12a). The constant state disturbance prediction, originally proposed

in [18] for the MPC with linear state-space process models (see also [21,22]), is
generalized to the nonlinear case. In is defined as follows

v(k) = (k) — f(z(k — 1), u(k — 1)), (13)
v(klk) =v(k+1k) =v(k+2|k)=--- =v(k+ N —1]k) =v(k), (14)
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where x(k) denotes the process state at time k, which can be measured or esti-
mated.

Having the state measured and using the process model (12) with the dis-
turbance model (13)-(14), the state and thus output predictions are calculated.
Then the nonlinear MPC algorithm solves at each sampling instant & the nonlin-
ear MPC optimization problem (8), by a nonlinear optimization procedure with
the vector of decision variables AU (k) defined by (5). The optimization proce-
dure iterates the decision variables, starting from an initial vector AU (k) and
calculating next (improved) values AU (k), i=1,2,3,.. . etc., until the optimal-
ity criterion is fulfilled. For each new value AU® (k) calculation of the output
predictions y* (k + p|k) over the control horizon (for p = 1,..., N) is needed.

The briefly described nonlinear MPC algorithm with measured process state,
called further the Algorithm NMPC1, has been proposed and analysed in [22].
The essence and novelty of the algorithm is that the controller assures the offset-
free control without the necessity to use an observer/estimator of the determin-
istic disturbances. The key element of this algorithm is the technique of state
disturbance modeling.

Notice that g(z(k)) is assumed to be a known nonlinear function of the state
(in most cases it is linear). In practice it is almost always true. If it would not
be the case, additional measure must be taken to assure an offset-free control,
see [22].

4 Offset-free nonlinear MPC with state estimation

In cases when the process state needs estimation, a conventional technique for
offset-free control in the case with linear model used is the addition of a distur-
bance state model and an extended state (process-and-disturbance state) estima-
tion, see [12], [14], [5], [9], [21]. The analysis is here usually made for deterministic
state observers, as it is simpler and all results can be easily generalized to the
stochastic case with Kalman filtering. An extension of this approach to the non-
linear case can be found, e.g., in [11]. The MPC controller designed according to
this more conventional technique does not use the disturbance model (13)-(14),
instead the modeled disturbance estimate d(k) is appropriately used in state and
output predictions. The disadvantage of this technique, both in the linear and,
especially, in the nonlinear case, is that the designer must define the quantity
(dimensionality) ng and placement of the disturbances in the model, under the
restriction ng < n,.

The technique proposed in this section is the main result of the paper. On one
hand, it is a further development of the technique briefly recalled in Section 3
for the case with measured process state, on the other hand it is a generalisation
of the approach presented in [21], to the nonlinear case.

When the process state is not measured, application of a state observer is
necessary. For the process (10) modeled by (11), a simple and straightforward
deterministic approach to the observation of the process state is to use the
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extended Luenberger observer (ELO):
#(k) = f(@(k = 1),u(k = 1)) + Lly(k = 1) — g(&(k — 1))}, (15)

where Z(k) is the state estimate and L is the observer gain matrix. Design and
analysis of the extended Luenberger observer for nonlinear processes is not so
easy as for linear systems, even in the case without a process-model mismatch,
see, e.g., [1]. The main requirement is the local observability of the model in the
region of operation of the feedback control system, and the simplest method to
design the gain matrix L is to do it as for a linear Luenberger observer, for a
linearization of the model (11). The observer (15) is in the predictive form, more
practical is the current observer form:

2(k) = f(&(k = 1), u(k = 1)) + Lely(k) — g(f(#(k = 1),u(k = 1))], (16

The analysis of nonlinear observers is out of scope of this paper, we shall further
assume that the observer can be successfully designed (in the next section, design
details will be given for an example process). Any kind of a more elaborate
observer, providing asymptotically stable estimation error in a working region of
interest, can be also applied. An extended Kalman filter (EKF) may be a choice,
especially when the process state and outputs are under influence of noises.

The main new feature of the proposed nonlinear MPC algorithm is that,
despite modeling errors and external disturbances, the process state only is esti-
mated by the observer (the process state is not augmented). The algorithm will
be denoted Algorithm NMPC2. Like the Algorithm NMPCI1, it solves at each
sampling instant & the nonlinear MPC optimization problem (8).

Algorithm NMPC2

1. The process outputs y(k) are measured. The process state estimate Z(k) is
calculated by the nonlinear observer (15).
2. The state disturbance prediction v(k) is calculated:

v(k) = 2(k) = f(2(k — 1), u(k —1)). (17)

3. The optimization problem (8) is solved, iteratively by a nonlinear optimiza-
tion procedure, which calculates at its every (i-th) internal iteration the
output predictions in the following way:

3a. Using the model (12), state predictions z(*) (k 4 p|k) are recursively cal-
culated over the control horizon (for p=1,...,N):

2D (k+p+1k) = f(eD(k + plk), u®D (k + p|k)) + v(k), (18)

where () (k|k) = (k) is the estimated state,

i—1

ul (k + plk) = u(k — 1) + > Au® (k + plk) for p < N, (19)
=0

u®D(k + plk) = uD(k+ N, —1|k) for p > N,. (20)
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3b. The output predictions are calculated:
y Ok +plk) = g (k + plk)) + [y(k) — g(&(k)], p=1,...,N. (21)

4. After the optimal trajectory AU (k) is found by the optimization procedure,
its first element Ad(k|k) defines the current control input signal u(k) =
u(k — 1) + Ad(k|k), which is sent to the process actuators.

5. The algorithm waits for the next sampling, then repeats from 1.

It should be noted that state predictions (18) incorporate the state distur-
bance prediction v(k) and the output predictions are calculated, in step (3b),
by a non-standard formula (21) which includes the newly introduced correction
term y(k) — g(&(k)).

The following Theorem 1, which formulates conditions of offset-free property
of the feedback control system with the Algorithm NMPC2, can be proved (the
proof is omitted due to limited space).

Theorem 1. Assume that:

1. Disturbances affecting the process (10a)-(10b) are asymptotically constant,
stabilizing at a certain value dgg, the set-point (reference) values are asymp-
totically constant, stabilizing at a value y¥.

2. Set-point values ys¥ are feasible and steady-state controllable for the distur-
bance values dss, i.e., YL satisfies the output constraints (4) and there is a
feasible control signal u (i.e., satisfying the constraints (3)) resulting in the
process output y(u) = y5P in steady-state, under the disturbance values dss.

3. The MPC optimization problem (8) with output predictions as defined by
(18)-(21) in the NMPC2 algorithm, is feasible for every k (i.e., the set de-
fined by the constraints (2)-(4) is not empty) and the feedback control system
consisting of the process (10a)-(10b) and the Algorithm NMPC2 (including
the process state observer (15)) is asymptotically stable.

Then the feedback control system defined in assumption (3) provides an offset-
free control, i.e., the process outputs stabilize at the set-point values yiF, despite
the influence of the disturbances as defined in assumption (1).

The key difference between the algorithm with measured state (Algorithm
NMPC1) and the Algorithm NMPC2 is the introduction of the correction term
Yss — g(Zss) 1n the final prediction equation (21). Without this term, the process
outputs would stabilize at the value yss = g(&ss), in general not equal to the
value yfP, as in general T55 # Z,. This is due to the influence of deterministic
disturbances and is true also in the linear case. The reason is that at a steady-
state the process equations xss = fp(Tss, Uss,dss) and yss = g(xss) must be
fulfilled, with results in the values (zss,uss). On the other hand, the steady-
state estimate value 245 is a fixed point of the observer equation (for the obtained
values =55 and ugg)

-’i‘ss = f(i‘SS7uSS) + K(yss - g(jss)) (22)
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which is not equal to zgs, in general, xss # Tss. This occurs also in the conven-
tional approach with the extended process-and-disturbance state estimation, due
to differences in numbers and locations of disturbances in the process equations
and estimated disturbances placed by the designer in the model equations (e.g.,
see results of simulations presented in [11]). If f,(@ss, Uss, dss) 7 f(Zss, Uss), then
we have in steady-state a non-zero correction term in the observer equation, e.g.,
for the observer (15), yss — g(Zss) # 0.

Comparing the main differences between the proposed technique of Algo-
rithm NMPC2 and the more conventional approach with the extended process-
and-disturbance state estimation [11], the advantage of the proposed one is an
easier design, without the necessity of a careful choice and placement of esti-
mated deterministic disturbances in the model (under the restriction ng < n, !).
Another advantage is a simpler controller structure, with the observer of the
process state only (not augmented). On the other hand, the Algorithm NMPC2
applies to output control only, i.e., with the main part of the MPC performance
function being the sum of squared output control errors (see (1)), not squared
differences between current and desired (referenced) states of the process, as
n [11]. This is due to the fact that only the outputs are measured, thus the
correction term can be for the outputs only.

5 Simulation Example

The example given below is taken from [11], to enable certain comparison with
the technique of extended process-and-disturbance state modeling and estima-
tion applied there.

A nonlinear (bilinear) SISO process with the following state-space description
is considered:

xp1(k 4+ 1) = 0.952,1 (k) — 0.252p1 (K)zp2(k) + zpa(k) + di(k),  (23a)

l'pg(k + 1) = 07{Ep2(k) + lepg(k)dg(k) + U(k), (23b)

Yp(k) = xp1(k) + ds(k), (23c)

where z,(k) = [1,1(k) zp2(k)]T is the system state, dq(k), d2(k) are unknown

(unmeasured) disturbances entering the state equations and ds (k) is an unknown

(unmeasured) pure output disturbance. The presented example process is taken

from [11], but it is with reacher structure of disturbances which can be mutually

independent, whereas in [11] di (k) = da2(k) = d3(k) = d(k) had to be assumed
(i.e., one disturbing signal), due to the restriction ng < ny.

The following nonlinear model of the process is used for the controller design:

33‘1(]6‘ + 1) = 09.%1(]6) — 0333‘1(](5).232(]6) + .rg(k‘), (243,)
xo(k + 1) = 0.822(k) + u(k), (24b)
y(k) = z1(k), (24c)
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where x(k) = [z1(k) 22(k)]T, y(k) are the model state and output, respectively.

The MPC controller was designed implementing the algorithm NMPC2. The
appropriate prediction horizon was found to be N = 8, and the control horizon
was set to IV, = 4. Only one scalar weighting coefficient A = 0.5 was assumed in
the performance function, i.e., ¥ =TI and A = AL in (1).

The simulation scenario contained step changes of the set-point and all un-
measured disturbances. The simulation starts at the zero equilibrium point. Then
at k = 1 the set-point changes to —1, at £ = 20 jumps from —1 to +1 and at
k =40 returns to 0. At £ = 60 all disturbances jump from 0 to 0.3, 0.4 and 0.5,
respectively; at k = 80 d; (k) returns to 0, at k = 100 dy(k) returns to 0 and at
k = 120 ds(k) jumps from 0.5 to 0.3 — the disturbance behaviour is shown in
the lowest plot in Fig. 1.

The ELO observer in the current form, with constant gains, was found to
be satisfactory for the example system. It was designed for the linear state-
space model being linearization of the nonlinear model (24) at the origin. The
gain matrix of the current observer L. was designed in a standard way, first
designing the gain matrix L for the predictive observer, for a predefined set of
eigenvalues for the closed loop, and then recalculated for the current observer
using the formula L, = A7'L (where A is the state matrix of the linearized
model).

A representative result, chosen after several simulations with the Algorithm
NMPC?2, is shown in Fig. 1. The presented results show very good performance
of the proposed algorithm for the considered example. Both the modeling inac-
curacies (compare coefficients and structures of (23a)-(23c) and (24a)-(24c)) and
step changes of many different unknown (unmeasured) external disturbances are
well attenuated, providing offset-free control.

For a comparison, the MPC nonlinear controller designed according to con-
ventional technique of extended process-and-disturbance state estimation was
also tested. Since the example system is a SISO one, this design has to be un-
der the restriction dimd(k) = ng = 1. First, d(k) was chosen as an output
disturbance, i.e., for the state prediction the following process model was used:

a:l(k + 1) = 09.131(]6) — 03331(]€)$2(k) + .rg(k‘), (25&)
2ok + 1) = 0.8 (k) + u(k), (25b)
y(k) = x1(k) + d(k), (25¢)

and the extended state vector was [x(k) d(k)]Z. This trial choice was a complete
failure for the considered example, the extended state observer was not able to
estimate the extended state in a way sufficient for a proper controller action.
On the other hand, the design occured to be most successful for the considered
example with d(k) assumed to be the process input disturbance, i.e., for the



42 Piotr Tatjewski

following model used for the state prediction:

z1(k+1) = 0.9z (k) — 0.3z1 (k)x2(k) + 22(k), (26a)
zo(k 4+ 1) = 0.8z2(k) + u(k) + d(k), (26Db)
y(k) = z1(k). (26¢)

The simulation results obtained in this case were similar to these with the
NMPC2 algorithm (and not better). Since also in this case there is significant
difference between disturbance structure in the process (23) and its model (26),
trajectories of the state estimates significantly differed from the true state tra-
jectories, similarly as it was for the NMPC2 algorithm (see Fig. 1).

For a representative result of the simulations with measured state (Algorithm
NMPC1) the reader is referred to [22].

6 Conclusions

New approach to offset-free model predictive control with nonlinear state-space
process models has been presented in the paper, for deterministic asymptoti-
cally constant unmeasured external and internal disturbances (modeling errors)
and asymptotically constant set-points (reference values). The presented con-
trol structure is derived for the output control, i.e. for MPC formulations with
squared output control errors being the main part of the performance func-
tion. The presented approach was originally proposed by the author for linear
state-space process models. In the paper, the formulation for nonlinear models
is derived. The basic element is an appropriate formulation of state disturbances
in the model used for the state and output prediction (a constant state dis-
turbance model). This leads to a simpler control structure, with the process
state estimation only, as opposed to the conventional approach with the process
state-and-disturbance vector estimation. Moreover, the design is simpler — due
to the prescribed disturbance model the necessity of a choice of a limited num-
ber of disturbances and their placement in the equations of the process model
is avoided. Results of theoretical analysis of the proposed algorithm are reported,
under the applicability conditions that are weaker than in the conventional ap-
proach. However, it should be pointed out that the presented approach is based
on the classical and most practical formulation of the MPC performance func-
tion based on predicted control errors and process input increments, whereas in
the approach discussed in [11], process state and input deviations from appropri-
ate steady-state targets are used. Theoretical results presented in the paper are
illustrated by simulations with a nonlinear process, taken from the literature, to
enable a comparison with the conventional approach. Comparing the presented
theoretical and simulation results with those for the technique with extended
process-and-disturbance state estimation, we can conclude that the proposed al-
gorithm is competitive, broadening the range of possible solutions available for
the design engineer.
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NMPC2 (process observer), Kpsc=10-833, 0.25], A= 0.5, N=8, N = 4

Xp1

0 50 100 150

0 50 100 150
0.4 d 1
02— 9

20 40 60 80 100 120 140
sampling instant

Fig. 1. Algorithm NMPC2: trajectories of the process states and state estimates, set-
point and measured output, unmeasured disturbances.
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Damping of the pendulum during dynamic
stabilization in arbitrary angle position
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Abstract. The paper presents an approach to dumping of the pendulum
during dynamic stabilization in an arbitrary angle. The rapid oscillations
of the pendulum’s suspension point cause that created effective potential
has a local minimum which guarantees the stability of the pendulum. The
external disturbances bring an additional energy into the system and the
pendulum increases the amplitude of oscillations around its equilibrium
position. The aim of this paper is to describe the damping method of
this excess oscillations during dynamic stabilization of the pendulum.

Keywords: dynamic stabilization, pendulum, damping of the pendu-
lum, LQR control

1 Introduction

Over a hundred years ago Andrew Stephenson discovered that the rapid os-
cillations of the inverted pendulum’s suspension point in the vertical direction
stabilized the pendulum in vertical position [1,2]. In 1932, Lowenstern [3] de-
termined the equation of motion for pendulum exposed to fast oscillations but
did not explain why such a system is stable. About twenty years later, Peter
Kapitza [4] gave an explanation of this phenomenon using concept of an effec-
tive potential: fast oscillations of the pendulum’s suspension point in vertical
direction will lead to the formation of the effective potential, and the minimum
of this potential is for the pendulum’s vertical position. Method discovered by
Peter Kapitza is also used to describe some of the processes as well as in atomic
and quantum physics [5, 6], as in the control theory [7—12].

The most common cases of dynamic stabilization of the pendulum described
in the literature, concern the stabilization of the inverted pendulum by vertical
oscillations of the pendulum’s suspension point. It turns out that it is possible
to generalize the problem and demonstrate the possibility of stabilization of the
pendulum in an arbitrary position by oscillating the pendulum’s suspension point
at the appropriate angle [13,14]. In [15] is shown an approach to the dynamic
stabilization of the pendulum when the desired angle of the pendulum’s position
changed in time. This is achieved by controlling the angle of oscillations of the
pendulum’s suspension point, and so it becomes possible to carry out a pendulum
from one stable position to another.
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Due to the fact that the force driving the pendulum’s suspension point dur-
ing dynamic stabilization is a conservative force, the equilibrium position of the
pendulum is Lyapunov stable but not asymptotically stable position, see for
example [16]. The pendulum deflected from its equilibrium position starts to
oscillate around this position because of a lack of energy dissipation. In prac-
tice, it is usually important to achieve asymptotically stable equilibrium state,
therefore some control technique to dampen these oscillations should be used.
The goal of the presented studies is to demonstrate a dumping control method
of the pendulum in the case of its dynamic stabilization.

2 Mathematical model

As the model of the pendulum, the perfectly rigid rod with mass m and length
[ has been taken. The one end of the pendulum is the point of suspension. The
system is placed in a gravitational field g. The pendulum is allowed to move
only in the xy plane. The pendulum inclination angle with respect to the y-axis
is denoted as 0, see Fig. 1.

l,m

Fig. 1. Physical model of pendulum.

The position of the pendulum’s suspension point describes vector:
r, = (Acos(£2t) sin(f), A cos(£2t) cos(5)) (1)

where A is the amplitude of vibrations of the suspension point, {2 - the frequency
of vibrations of the suspension point, 8 — the direction angle of vibrations of the
suspension point. Oscillating change of the position of the pendulum’s suspension
point realizes the pendulum control. Using the Lagrange formalism, the equation
of motion of the pendulum was obtained [14]:

. 3(AR%sin(B — ) cos(t2) + gsin(6))

b= 21 @
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Figure 2 shows the numerical results for the time evolution of the pendulum’s an-
gle. This is a solution of the equation (2) for values: | = 0.5m, A =0.05m, 2 =
80 rad/s, g = 9.81 m/s?, 3 =0rad, 6(0) = 0.3rad, 6(0) = 0 rad/s

0.4
=)
8 00
)
“02 W
045 1 2 3 4

t[s]

Fig. 2. Simulation results for the time evolution of the pendulum’s angle.

3 Stability analysis

According to results presented in Fig. 2, the swing of the pendulum is composed
of two vibrations:

0(t) = o(t) +£(t) 3)

Function ¢(t) describes high amplitude and low frequency oscillations, £(t) is
small oscillations with high frequency. Thus a function ¢(t) describes the ”smooth”
movement of the pendulum, averaged due to the rapid oscillations. According
to the procedure presented in [14], that is obtained by substituting (3) into (2)
and expanding the result in the first-order Taylor series with respect to the £(t)
(small oscillations). Then, the equation describing the ”smooth” motion of the
pendulum is obtained as following;:

9422%sin(2(8 — ¢))  3gsin(¢)
1612 T

o= (4)
Due to the fact that the force driving the pendulum’s suspension point is a con-
servative force, one can write relationship between force and effective potential

energy as:
F=-VU. (5)

where U,y is the effective potential energy. In the case of the considered pendu-
lum, the equation (5) can be written as:

gmi?¢ = -2kt = Uy =—3mi® [ ¢ do.
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Then taking into account the equation (4), the effective potential energy of the
pendulum takes the form:

Uy = %glm cos(¢p) — 332/12m.(22 cos(2(8 — ¢)) (6)

The Fig. 3 illustrates the effective potential of the pendulum for different val-
ues of angle § and fixed values of parameters: [ = 0.5m, A = 0.05m, 2 =
80 rad/s, g = 9.81 m/s?, m = 0.1kg. As shown in Fig. 3, each graph of U, has a

Ue(9)

Fig. 3. Effective potential of the pendulum for various values of (.

local minimum of the potential and thus it satisfies the condition of the stability.
The condition for a minimum of the effective potential energy takes the form
[14]:

ﬁ = ﬂext = %(2(;5 — arcsin(%w’)))

A > \/4sin2(q5) + cos?(¢) for ¢€ (0,%) (7)
A > 2sin(¢) for ¢€ (3, )
3A%0?

where \ =

Tl The parameter A, which determines the stability of the pen-
dulum is a function of variables describing the controlled object (the pendulum’s
length 1) and variables controlling the pendulum (A, £2). The equation (7) shows
that for any angle ¢ in (0, 7 ), the stability condition of the pendulum can
be written as A > 2. This condition for A is fulfilled for the example values:
[ =05m, A=0.05m, 2 =80rad/s, g = 9.81 m/s?, for which the parame-
ter A = 2.44648. The above-mentioned example values and the pendulum mass
m = 0.1 kg will be used in further analysis of the system.

If the parameter A is constant in the experiment (and of course satisfies the
stability conditions), the only problem to solve is to define the angle ¢ at which
we want to stabilize the pendulum and then, according to (7), determine the
angle Be.+ which is the direction of vibration of the pendulum’s suspension point.
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For example, if the pendulum has to be stable at position ¢ = 7/4, direction of
vibrations of the pendulum’s suspension point according to (7) should be equal:

B=Bezt = 3 (2 m/4 — arcsin (M)) = 0.477rad.

Figure 4 and 5 show the simulation results of the pendulum motion for A=2.44648,
0(0) = 7/4+0.3, 6(0) = 0 rad/s and 8 = 0.477 rad. As can be seen, the pen-
dulum inclined to a certain angle starts to oscillate around the fixed point, in
this case equal to 7/4. The pendulum oscillates around this point because for
6(0) = 7/4 function (6) has a minimum, and the pendulum moves in a potential
well around the equilibrium state. As can be seen in Fig. 4 and Fig. 2, the

O[rad], ¢[rad]

t[s]

Fig. 4. Numerical simulation result of equation (2) and (4)

30
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Fig. 5. Numerical simulation result of equation (2) - phase portrait

pendulum deflected from its equilibrium position starts to oscillate around this
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position. The next chapter describe the control method for suppressing these
oscillations.

4 Damping of the pendulum

As a control variable, the angle of oscillations of the pendulum’s suspension point
B has been used. This control consists in changing the angle of oscillations of the
pendulum’s suspension point. Mathematical formula for such a control system
in the case of pendulum describes by equation (2) takes the form :

(®)

é’ _ 3(AN?sin(B—0) cos(t2)+gsin(6))

L 21
f=u

where u is a control input. Equation (2) is a nonlinear and worse, depends on time

explicitly. To determine the control law, therefore the equation (4) describing the
”smooth” motion should be used. In this case the control system is as follow:

T 9A202%sin(2(B8—¢ 3gsin(¢
q?i 161(2( ) 4 39 2l( ) (9)
B=u

The equation (9) can be linearized around a desired operating point ¢ = ¢sg7, (;5 =

0,8 = Bser = Beat (0sET):

¢ 0 10\ /¢ 0
¢ | = —Ch1+C0C, ol +10]u (10)
B 0 00 B 1

202 g _ ‘
where C} = 94”02 cos(2(£§qET ¢SET))7C2 _ 3gcosétlzﬁsET)

4.1 LQR control

To determine the control of the pendulum, the state feedback control has been
used. This feedback is a linear function of the state vector, therefore the control
law takes the form:

u=—ki (¢ — psur) — koo — k3 (8 — Bser) (11)

The regulator gains ki, k2, k3 can be obtained using linear—quadratic regulator
(see for example [17]), for quadratic cost function:

1

J = 3 /(Q11¢2 + Q200” + Qa38% + Ru?)dt (12)
0

where: Q17 = o.%v Qoo = 2%, Q33 = o.%vR = 2% (according to the Bryson’s
rule [17]). The regulator gains depend on desired operating point, therefore re-
lationships between operating point ¢spr and regulator gains can be drawn
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¢serlrad]

Fig. 6. LQR gains

after numerical computation of gain parameters k1, ko, k3. This relationships are
shown in Fig. 6. In order to verify the correctness of designated control law, the
numerical simulation for ¢spr = 7/4 was computed. As in the case shown in
Fig. 4, 6(0) = 7/4+0.3 rad, 0(0) = 0 rad/s and Bspr = 0.477 rad. The LQR
gains takes the values: k1 = 0.279985 1/s, ko = 1.90619, k3 = 17.9996 1/s. After
two seconds of the numerical simulation of the equations (8) and (9), the con-
trol has been ”switched on”. The results of this simulation are shown in Fig. 7.
As can be seen in Fig. 7, for the equation (8) describing the ”real” pendulum,

— Bfore
,,,,, Bfor ¢
5}
g
s
z
® AN
® ﬁwmwwwmwmw
1 2 3 4 5

1s] tfs]

Fig. 7. Numerical simulation result of equation (8) and (9) with control law (11)
(k1=0.279985 1/s, k2=1.90619, k3=17.9996 1/s).

control failed: the pendulum did not reach the equilibrium state . However, the
LQR control for the equation (9) describing the ”smooth” pendulum completed
successfully. This is due to the fact that control law was designated for the equa-
tion (9) describing smooth movement of the pendulum. To apply the designated
control in the case of real pendulum described by equation (8) some smoothing
filter has to be used.
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4.2 Damping of the pendulum using moving average

As a filtering method the moving average method has been used. The movement
of the pendulum, has to be averaged due to the rapid oscillations caused by
oscillations of the pendulum’s suspension point. The period of rapid oscillations
of the pendulum can be calculated as T' = 27/f2, therefore the averaging the
oscillations must be done for this the period. Average value of 8 and 6 are as
follows:
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where n define the number of samples in the period T used in averaging method.
The averaging has been done for 2 = 80 rad/s (therefore period T' = 0.0785 s)
and for n = 4. The control law in the case of "real” pendulum described by
equation (8) takes the form:

w=—k (0 — dspr) — kob — ks (8 — Bser) (14)

Repeated simulation of the equation (8) with control (14) and the equation (9)
with control (11) for ¢pspr = 7/4 rad, 0(0) = 7/44-0.3 rad, 6(0) = 0 rad/s and
Bspr = 0.477 rad rad gave the results shown in Fig. 8. As can be seen in Fig. 8,

6lrad], ¢[rad]
Blrad]

1[s] tis]

Fig. 8. Numerical simulation result of the equation (8) with control (14) and the equa-
tion (9) with control (11) (k1=0.279985 1/s, ka=1.90619, k3=17.9996 1/s).

for the equation (8) with control law (14), the damping of the pendulum using
moving average completed successfully: the pendulum reach the equilibrium state
7 /4 rad. The presence of small oscillations of the pendulum after damping should
be explained by a non-zero torque of gravity force acting on the pendulum in
state 7/4 rad. In the case when ¢spr = 0 rad, #(0) = 0.3 rad, (0) = 0 rad/s and
Bser = 0 rad (vertical oscillations of the pendulum’s suspension point presented
in Fig. 2) this small oscillations disappear what can be seen in Fig. 9.
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[<)

6[rad], ¢[rad]

t[s] tls]

Fig. 9. Numerical simulation result of the equation (8) with control (14) and the equa-
tion (9) with control (11) (k1=0.345846 1/s, ka=1.82928, k3=19.06351 1/s).

5 Conclusions

The results presented in this paper demonstrate the possibility of dumping of
the pendulum using linear—quadratic regulator. The numerical solutions of equa-
tions (8) with control law (11) directly obtained from LQR showed that some
smoothing filter has to be used. Using the moving average filter define in equa-
tion (13) caused that the aim of control has been achieved what can be seen
in Fig. 8 and Fig. 9. The next step of research will be validation of this LQR
control in the presence of random disturbances and friction force and finally ex-
perimental realization of damping of the pendulum during dynamic stabilization
in arbitrary angle position.
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Simple example of dual control problem with almost analytical
solution
Piotr Bania'

Abstract: Example of dual control of linear uncertain system have been presented. The con-
trol task with short horizon (N=2) were solved using dynamic programming. It was shown that
the optimal solution is ambiguous, the cost function is non-convex and has many local minima.
Optimal control depends in a discontinuous manner on the initial conditions. It was also ob-
served that active learning occurs only when the uncertainty of the initial state exceeds a certain
threshold. In this case, the amount of information transmitted from sensor to the controller is
much greater than in the case of passive learning.

Keywords: Dual control, adaptive control, stochastic control, optimal filter, uncertain parame-
ter, information, entropy, active learning.

Introduction. Synthesis of the optimal feedback in stochastic systems is one of the
most important tasks of the adaptive control theory. In particular, the problem of this
type has been precisely formulated by Feldbaum (1960) and it’s known as dual con-
trol. The primary objective of the control can’t be achieved without state estimation.
However, state estimation is often contrary to the control task. Dual regulator is trying
to reach a compromise between control and estimation. Usually this is done by mini-
mizing the expected value of a certain objective function. Feldbaum (1960,
1961,1965) showed that the solution can be obtained by dynamic programming. It is
well known fact that this method leads to the great computational difficulties and only
few very simple tasks have been solved by dynamic programming. Despite the great
efforts of many researchers, the dual control problem still remains unsolved. Howev-
er, a number of properties of optimal solution have been identified, which led to the
development of many approximate methods.

The easiest way to obtain a suboptimal solution is to replace all stochastic
variables by their expected values and finding a solution of deterministic problem.
This approximation is known as Certainty Equivalent principle (CE, Astrom and
Wittenmark 1995). The Open Loop Feedback method (OLF, Tse 1974, Filatov and
Unbehauen 2000) is based on the solution of the corresponding stochastic control
problem excluding future measurements and with the initial distribution obtained
from the optimal filter. Linearization around the reference trajectory, cost decomposi-
tion and various other types of approximation have been studied in the work of Tse
and Bar-Shalom (1973), Tse et. al. (1973a), Bar-Shalom and Tse (1976), Bar-Shalom
(1981). Bi-criterial approach has been developed by Filatov and Unbehauen (2004).
The first criteria was mean square of tracking error. The second was predicted covari-
ance of unknown parameters. Various approximations of dual control are also ana-
lyzed by Lindoff et. al (1999). Chen and Loparo (1991) studied the problem with
finite number of uncertain parameters. They showed that total cost can be decom-
posed into CE cost which is independent on the measurements and the dual cost.
Problem with uncertain parameters was also studied by Casiello and Loparo (1989),
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Chen (1990), Li et. al. (2003, 2008) and Tenno (2010). Dual Model Predictive Con-
trol is practically important area of research. Typical dual MPC controller uses open
loop feedback (OLF) with modified cost function. Modification of the cost usually
enforces active learning, see Kumar et. al. (2015), Potschka ez. al. (2016), Heirung et.
al. (2017). Predictive algorithms typically require the solution of the filtering prob-
lem. The optimal filter for linear systems with uncertain parameters has been pro-
posed by Bania and Baranowski (2016). The existence of the optimal control for con-
tinuous time systems was proved by Fleming and Pardoux (1982). Bensoussan (1983)
gave the stochastic maximum principle, which in contrast to the deterministic one,
leads to large complications. More information about dual and adaptive control and a
comprehensive review of the literature can be found in books of Filatov and Un-
behauen (2004) and Astrom and Wittenmark (1995). Many researchers point out that
dual control is substantially associated with the active exchange of information be-
tween the sensor and controller. The role of entropy is also significant. Hijab (1984)
showed that the entropy of the state occurs naturally in the problem of dual control.
The entropic formulation of dual and adaptive control has been given by Saridis
(1988, 2001) and Tsai et. al (1992). Hordjewicz and Koztowski (2006, 2007) studied
active learning problem. The criterion of learning was entropy of the state and param-
eters. Necessary condition of optimality in the problem of active learning has been
given by Banek and Kozlowski (2005, 2006, 2010). Banek (2010) significantly de-
veloped the algorithm given by Rishel (1986, 1990) and proved a necessary condition
of optimality in the case when the same noise disturbs the system and measurements.
This article suggests that the optimality and exchange of information are closely
linked. Application of methods of information theory for optimal filtration and exper-
imental design was studied by Feng and Loparo (1997) and Ucinski and Patan (2016).
Touchette and Lloyd (2000) showed that the amount of information transmitted from
the sensor to the controller may not be less than the reduction in entropy resulting
from the application of the given controller. They also showed (2004), that basic con-
cepts of control theory, such as controllability, observability etc. can be defined in the
context of information theory (see also Fang et. al. 2017). Sagawa and Ueda (2013)
studied relationship between the amount of information exchanged by two dynamical
systems (eg. object and regulator) and the production of entropy. The so called Infor-
mation Based Control (Alpcan et. al. 2013, Alpcan and Shames 2015, Scardovi 2005)

is a relatively new method which minimizes auxiliary cost J, = JkOLF + A J liNF

where J kOLF represents OLF method and J ,fNF represents the mutual information

between the measurements and the state. Available literature contains only a few ex-
amples of dual control tasks for which the optimal solution is known. Examples of
these are given in the works of Astrom and Helmersson (1986), Astrém and Witten-
mark (1971), Bernhardsson (1989), Bohlin (1969), Cao et. al. (2016), Chen and
Loparo (1991), Chen (1990), Feldbaum (1960, 1961, 1965), Sternby (1976). The
work of Sternby and the examples given by Feldbaum are rather far from typical ap-
plications of control theory. Cao et. al. (2016) provide exact solution for linear sys-
tems, in which only the observation matrix depends on an unknown parameter. The
solution for linear systems with uncertain or random parameters is not known. There-
fore, the primary motivation, and the result of this work is to expand the list of dual
control problems with known solutions. Section 1 contains a formulation of the task.
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Next the solution of the filtering problem and short description of dynamic program-
ming has been given. Example of dual control are given in section 2. Due to the high
complexity of formulas the number of time steps is equal two. The article ends with
conclusions and list of literature.

1. Dual control problem. Let us consider following stochastic system
X4 = A(@,uk)xk + B(H,uk)uk + G(H,uk)wk, k=0,12,..., 1)

Vi =COx; +vp, k=12,...., )
n m
xp eR",y eR" w e R v, € R",w ~N(@O,D),v; ~NO,V(©), (3)

uy eU,Uz{ueRr:u Suumat, k=0,12,..., N—1. @)

min
Equations (1) and (2) depends on parameter 0 € Q RP . The matrix functions
A,B,G,C,V are of C1 class. The prior distribution of parameter 6 will be denoted
by py. The set of all initial distributions of 6 is defined as
ny =1{pg € Li (L R);py(60) 2 0A[ p(y lly=1} . The set of symmetrical and posi-
tive defite matrices of dimension » will be denoted by st (n) . Assume that the initial

distribution of the variables (xy,6) has the form

+
q0(x0-0) = Py (OIN(xy.my.S)) 7, my € R, Sy eS™ (n), py emy. )
The first measurement is performed at time k=1. Measurements made until time
k>1 are denoted by ¥, = (3, Vyreer ;) € R™ and additionally ¥, = {@} The

set of mappings @, :R™ xR" xS, xm, > U,
u, =, (Y,,m,,S,,p,), k=0,12,..N -1, (6)

will be called control strategy. Dual control task is to find the best strategy that mini-
mizes the functional

(9o )=E{l]zv|x o, 1o 7 } N22 )
07" N-1 2 k=1 k Qk k-1 Rk ’ -
where the expectation is calculated with respect to

xO,H, Wys Wisees Wy_1 5 V] 5eees V1 - The matrices Qk’Rk >0 are symmetric. The
optimal strategy in the k-th step is denoted by (p;: . Optimal control corresponding to
the concrete realization of a variable Y, will be denoted by

u, =@, (Y,,m,S,,p,) . Calculation of the expectation in (7) requires knowledge

1, _L _
2 N(x,m,S)=Q2m) " | S| exp(~(x—m)" S (x—m)), N(m,S) de-
notes normal distribution with mean m and covariance S.

str. 3
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of the distribution of state, parameters and measurements. Theorem 1 gives way to
calculate this distribution.

Theorem 1. Let (u0 yeees uNfl) be fixed sequence and let A4;(0) = A4(0,u;),
T . .

B;(0) = B(0,u;), D;(0) = G(0,u;)G(0,u;)" . If all previous assumptions are ful-

filled, then joint density of variables x k] 9, Yk , k=0,12,..,N—1 equals

p(xk+159?Yk) =

k
= Po(OIN(xp.m 1 (0), S, (ON] [ N(y;,C,(O)m; (6),W,(6)) (8)
i1
where m; (6), S; (8), W;(0) are given by the recurrence
mg(8) =mg, Sy(0) =S, ©)
m; (0) = 4, (O)m,_(0)+ B, | (Ou,_, (10)
S7(0) = 4, |(0)S, ()4, (O +D, (6, (11)
W:(0) =V(0)+C(O)S; (H)C(Q)Ta (12)
S;(0)=S8; (O)-S; (Q)C(Q)T Wi_l O)C(H)S; (0), (13)
m;(0)=m; (0)+S; (Q)C(Q)T V(H)_l(y,' - C(O)m; (9)) , (14)
i=12,..k+1.m 15)

Proof of the theorem can be found in (Bania and Baranowski 2016, see also Zabczyk
1996). Dual control problem can be solved by dynamic programming. For this pur-
pose let us define the following sets

IO = {mO’SO’pO} > ll = {10,¢0} > Ik = {lk_13¢k_1’y1} s k= 2’39--“ (16)
All the information about the initial data, measurements and strategies used until time
k-1 is included in the set I k- Let the minimum cost (7) at fixed VYo

PoesPp_1» Mo>Sg» Py Will be equal V) (I,) andlet V,,(I,) =0. The optimal

strategy can be found by solving Bellman’s equation (see e.g. Filatov and Unbehauen
2004, p. 7, Zabczyk 1996)

Ve W) =[P )(gg‘{ifl{’fx,e (% %k @k ‘Ik) +5l0p 2+ (Ik)}jdyk—l ;
k=2.,N, 17)
Vo) = min{Ex 9(% B \ZQ \11}% log 7 +V1(ll)} (18)
0] > 1
where the expectation of the measurable function F(x B 0) is defined as

EX’H(F(xk,H) I, )= Ip(x, .01 ¥ )F (. 0)dxd6. (19)
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The expression in braces in (17), (18) will be called partial risk and will be denoted by

- 1 2 1 2
Ry () = Ex,@(f % lg, ‘Ik)’Lf |1 IR V(W) (20)
The optimal strategy at time k-1 minimizes the partial risk i.e.
* .
@A) =argmin R, (I,). (21)
Pr—1

As we can see, the method of dynamic programming generates enormous computa-
tional difficulties and only very simple problems can be solved by it. Therefore be-
low, we will limit ourselves to one and two-dimensional systems with N=2. We’ll

perform only one measurement " and seek strategies ?0 and P

2. Dual control of first order system with random gain. Consider first order deter-
ministic system

(1) = ~ap  £(1) + (be + COWE) + 8w (1) (22)
where { and W, represent a change in gain and noise at the input of the system,
respectively. If we assume that ¢ is a Wiener process, and W, is white noise, the
equation (22) can be written in the form of two Ito equations

-a

2 c
The first of equations (23) models the random gain variations, the second corresponds
to the equation (22). The initial condition is Gaussian i.e. x(0) ~ N(m,,S,). The
measurements have the form

e =x,E)+v,.v, ~NO,V), t, =kT,, T, >0, k=12,,.... (24)

Assuming that control u is piecewise constant i.e. u(¢) =u,, t €[t,_,,t,), we can

0 0 0
dx = (Ao (w)x + Bou)dt + Gdw , 4, :[u },BC :[b 1, G, = diag(glc,g2c). (23)
¢

make the discretization of (23). Discrete-time system corresponding to (23,24) has the
form

X, = A, )x, +Bu, +G(u,)w,, y, =G +v,, x, ~ N(m,,S,). C=[0,1], (25)

a 0 0 d, ud, .
Aw)=| "B D)= | Gl)Gw,) =Daw,), 26)

asu, b ud, dy+duy

wherein individual elements of the matrix 4, B, D can be calculated from formulas
Ty Ty
T
A(u,) = e B = JeA<‘(”k)TBcdr ,D(u,) = jeAf(”k)TGfeAf(“k) "dr. (27)
0 0

Note that (25) is a special case of the system (1), (2) with a fixed parameter €. We’re
looking for minimum of the performance index

J(@,,0,) = %E{%xzz,l +r0(0§ +Q2x22,2 +”1¢12} (28)

str. 5
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where X,,, X,, denote second component of vector X, at time k=12 and
q, 20, r, >0.Matrices A(u, ), D(u, ) can be written as
A(u,) = A, + Au,, D(u,) =D, +Dyu, + Dyu}, (29)

:a102:005:d105:0d25:00 0)
S T e Y S A R I

Let 4, B be square matrices of dimension », and let

(4,B) = Z AijBij 31

Using thm.1 and (17) and (19), after a rather laborious transformations we obtain the
formula for risk in the last step

where

0

2
R (py.91.31) = %051()/1»(00)% + (- 00)01 + 71 (0-90) (32)
where

a1 (9g.y) = (A;my + B) Q2(Alm1+B)+<AlSlA1 +D2,Q2>+r1, (33a)

- T, - — =T =T =
ﬂl(goo,yl):(Alml+B) Q2A0m1+%<AOSlA1 + 45,4, +D1,Q2>, (33b)

71(@gs ) =3 m] 45 0, dgm; + %<A70TSM70 +50’Qz>’ (330
$1(00) = 51 (9) - 57 (0)CT 7 + ¢S] ()T Cs[ (0g) (34)
my (9> ¥1) = my (9g) +S;(0)CT V(v = Cmy () (35)

and O, =diag([0,q; 1), k =1,2. It can be seen that @y, P,y are rational func-
tions of the variable ¢, and the second degree polynomial for y;. The optimal

strategy minimizes Rl , hence ¢; and minimal risk are equal

2
ﬂ1(¢0’y1) ,31((00,371)
* *
? ((/)0,y1)=——,R1 :71(€00:y1)_—~ (36)
4| ((Po»yl) 2051 (§0an1)
From the Bellman equation (17) we get
— — T *
V1(99) =IN(y1,Cm1 (o), V +CSy (9y)C IR (pg, 01 (00, 1), ¥y, - (37)
Risk at the first step equals
Ry (py) = O‘O("O +Bopy + 7o +V1(2) . (38)
ag = (AlmO + B) 9 (AlmO +B)+ <A1S0A1 + D2,Q1>+ 0> (39a)

= T . - 1/« T —a-T =
By = (Aymy + B) Q1A0m0+§<AOSOA1 + 4,84 +D1,Q1>, (39b)
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7T, - o 5T | =
7o =3 my Ay O Agmy + %<A0S0AO +Dy.0, > (39¢)
The strategy ¢, minimizes (38). Minimal cost is equal V,(I,) = R,(¢,). The
integral (37) is calculated numerically. Parameters of the continuous time system and

the sampling period were a,. = 1, b, =1, g,. = &,, = \/E, 7, =0.1. Parame-
ters of corresponding discrete-time system are equal @, =1, a, =0.9048, a,=
0.09516, b, =0.09516, d, =02, d, =0.009675, d, =0.1813,
d, =0.6189-10. The weights were 7, =7, =107, ¢, =0, g, =1. Initial
conditions were equal m, = (0,m,,)", S, = diag(s,y,S), $, =0.1. Fig. 1

shows the graph of the R, (see. 38) for m,, = 0 and several values of s, .

. N /
N \ v
S

0.175
- S—
=2.32
& 0417 \_/ 19 \_,/
~————S10=1.8 ]
0.165 \\ \__/ //
0.16 AN A
S40 1.0
0.155
-4 -3 2 -1 o 1 2 3 4

control ¢,

Fig 1. Graph of function Ro for m,, = 0 and several values of S -

According to (22) and (23) the number §,, represents the uncertainty of the gain. If

the uncertainty is small, the optimal control in the first step is zero. The increase in
uncertainty above a certain threshold causes a zero is no longer optimal control de-
spite the initial condition is concentrated around zero. Non-zero control in the first
step gives information about the gain of the system and use it in a second step. This is
the result of control duality. Note that this effect occurs only above a certain threshold
of uncertainty. In order to explore the optimal controller, Fig. 2 shows the dependence

of optimal control ¢, on initial condition m,, , for different values of uncertainty

S, - A small uncertainty (Fig. 2a) gives a proportional controller. The increase in
uncertainty locally reduces the gain and yields discontinuous dependence on the ini-
tial condition 71,, . Further growth of uncertainty (Fig. 2b) results in active learning

and the rapid increasing in the amount of information transmitted from the sensor to
the controller. Measure of the amount of information is mutual information between

(x,,x,) and y,.1It can be shown that this information is equal to

— T
[(x1.%7)i37) =310 |V +CS[ (pg)CT | =In |V . (40)

str. 7
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Fig. 3a shows the dependence of mutual information on control #,. Zero control

does not contain information about the gain of the system, which also follows directly
from (22), (23) and (24). Control with larger amplitudes generates more information
Fig. 3b shows the amount of information transmitted from the sensor to the optimal
controller Rising uncertainty over a certain threshold enforces active learning.
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Fig 2. Dependence of optimal control gog on initial condition 71, .
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Fig. 3. a) Mutual information according to the initial control %, . b) The amount of information

transmitted from the sensor to the optimal controller as a function of initial uncertainty S, .

4. Summary. Simple problem of dual control of linear system with random parameter
and quadratic cost has been solved. The number of time steps was 2. A small number
of steps allowed to save the solution in a relatively simple form. Finding a solution
requires a numerical calculation of one dimensional integral, which is not currently a
serious challenge. It was found that cost function can have many local minima and the
optimal solution can be ambiguous. The optimal controller is generally discontinuous
function of the initial data. In both examples, the increased uncertainty resulted in a
qualitative change in the nature of the control and rapid increase in the amount of
information transmitted from the sensor to the controller. This additional information
reduces the uncertainty. When the uncertainty is small, the dual effect is not present.
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Similar phenomena can be observed among living organisms. When the uncertainty is
small, the optimal decisions are generally known. Then there is no need for substan-
tial modification of behavior. The large uncertainty typically enforces a change of
strategy and creates a new quality. One can therefore formulated risky but not un-
founded hypothesis, that dual control theory may explain the qualitative changes of
the behaviour of living organisms caused by increasing uncertainty. These changes
may in fact result from minimizing the expected value of some cost.
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A Comparison of LQR and MPC Control
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Abstract. The subject of this paper is a comparison of two control
strategies of an inverted pendulum on a cart. The first one is a linear-
quadratic regulator (LQR), while the second is a state space model pre-
dictive controller (SSMPC). The study was performed on the simulation
model of an inverted pendulum, determined on the basis of the actual
physical parameters collected from the laboratory stand AMIRA LIP100.
It has been shown that the LQR algorithm works better for fixed-value
control and disturbance rejection, while the SSMPC controller is more
suitable for the trajectory tracking task. Furthermore, the system with
SSMPC controller has smoother changes in the control signal, that can be
beneficial for an actuator, while LQR controller may generate adverse,
rapid changes in the control signal.

1 Introduction

The inverted pendulum on a cart (pole-cart system) is a popular benchmark
used for illustrating non-linear control techniques. Such system is inherently
unstable, when it has its center of mass above its pivot point. The control objective
is to bring and keep the pendulum in the upper unstable equilibrium position
by moving the cart (pivot point) horizontally.

An inverted pendulum on a cart belongs to a broad class of devices and
systems found in robotics and control theory called underactuated systems.
There are many unmanned underactuated systems, recently reaching popularity
such as legged, swimming and flying robots. Also robot manipulation is usually an
underactuated task [1]. In general, the underactuated system is a system that has
fewer control inputs than degrees of freedom. Deficiency of input signals causes
the problem because external generalized forces are not able to command instan-
taneous accelerations in all directions in the configuration space. The control of
such systems is an open and interesting problem.

There are many approaches to tackle the problem of inverted pendulum con-
trol. They range from PID control [11] through state space optimal linear control
algorithms [5], model predictive control [12] to nonlinear approaches such as slid-
ing mode [10], neural-network [8], fuzzy logic [7] and energy-based [9] controllers.

Recent developments in Programmable Logic Controllers (PLC) and Pro-
grammable Automation Controllers (PAC) allow engineers to adopt in industrial
© Springer International Publishing AG 2017 65
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applications control strategies based on a state-space description of a control sys-
tem. One can observe popularity of two such algorithms in industrial practice -
the Linear-Quadratic Regulator (LQR) [14] and the Model Predictive Controller
(MPC) [13],[17], [20]. Both belong to the class of pseudo-optimal algorithms.

The aim of this paper is to compare two control algorithms - namely LQR and
SSMPC (State Space Model Predictive Control) for positioning of the inverted
pendulum in the underactuated pole-cart system.

The scope of the article is as follows. Chapter 2 describes the mathematical
model of an inverted pendulum and its linearization in the upward position of the
pendulum. In Chapter 3 implemented LQR and SSMPC control algorithms are
presented. Chapter 4 gathers the results of simulation studies of the designed con-
trol systems including trajectory tracking and response to disturbances. Finally
in Chapter 5 research summary and suggestions for further work are presented.

2 Mathematical model of a cart-pole system

An inverted pendulum, considered in the article, is a pendulum (pole) that has
its center of mass above its pivot point, which is mounted on a horizontally
movable platform (cart). The pendulum is free to swing about its pivot point
and it has no direct control actuation. Therefore pole in an upright position is
inherently unstable and must be actively balanced. In considered case, it can be
done, by moving the pivot point (cart) horizontally, using a force applied to it,
as a part of a feedback system.

Schematic diagram of the considered cart-pole system and the picture of the
laboratory stand AMIRA LIP100 are given in Fig. 1.

(A)

(@)

Fig. 1. An inverted pendulum: (A) a schematic diagram of an inverted pendulum on
a cart (B), the laboratory stand: AMIRA LIP100
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The non-linear model of the pole-cart system can be described with the
following equations [4]

M
— —F, —biw
mw
b —Fylcos0 + Fylsing (1)

E, = mpiw — mpl0?sin(0) + mplf cos(0)
F, =mpg —mplf? cos(d) — mplfsin(0)

where: xy - a distance of the cart’s center of mass from its initial position
(output), 6 - an angular position of the pendulum rod (output), M - a torque
generated by the actuator (control input), r - an actuator ratio, b - a viscous
friction coefficient, [ - a distance from the pivot point to the center of gravity of
the pendulum, I - an inertia of the pendulum about its center of gravity, mp
- a mass of the pendulum, my - a mass of the cart, g - an acceleration due to
gravity.

For the system given in Fig. 1: § = 0 means that the pendulum is in the
upright position and zy = 0 means that the cart is in the middle of the guiding
bar.

Values of physical coeflicients of the pole-cart system base on the measure-
ments performed at the laboratory stand AMIRA LIP100 and are gathered in
Tab.1.

Table 1. Values of physical coefficients of the pole-cart system: AMIRA LIP100

Parameter - | mw mp b I r g

N-
m kg kg Tsk‘g-mZm ?2

0.437 4 0.241 6.5 0.0053 0.1 9.81

In order to design LQR and SSMPC controllers, model (1) was linearized at
the operating point, chosen as the upright position of the pendulum (6 = 0,
0 =0, zw =0, 2w = 0), and rewritten in the form of a state-space model

z(t) = Ax(t) + Bu(t) 2)
{y(t) = Cz(t) + Du(t) (
where
Tw
()= |, | ) = {gw} g =4,y =2 (3)



68 Andrzej Jezierski et al.

are the state vector and the output vector respectively and state matrices can
be written as

0 1 0 0
—b(I +mpl?) gm12

0 0

A I(mW + mp) + mympl? I(mW + mp) + mympl?

0 0 0 1|’

0 —mplb mpgl(mw + mp) 0

I(mw + mp) + mympl? I(mW + mp) + mympl?

0
I+ mpl?

_ | rI(mw +mp) + rmympl? _ 11000 _

B 0 O = 0010 D =1[0]
mpl

TI(mW + mp) 4+ rmympl?

After substitution of the values from the Tab. 1 in (2) and discretization, the
obtained discrete-time state-space model has the following form

xz(k) = Aqz(k) + Bau(k) (@)
y(k) = Cqz(k) + Dqu(k)
where
1.0000 0.0099 2-107°9.10"° 0
0 0.9840 0.0052 2-107° 0.0246 1000
As=1""9 00002 1.0011 0.0100 | *P*= [0.0003 | 1= {0 01 0] »Da=1[0]
0 —0.0329 0.2120 1.0011 0.0506

where: k - a discrete time, T, - a sampling time (in simulations 7,, = 0.01s),
t=kT,.

Internal states of the system i.e. pendulum and cart velocities were calculated
using two-point numerical differentiation as follows

owlk) —aw(k=1) g 00k) =00k —1)

i (ke — 1) =
mW( ) TP TP

()

3 Description of control algorithms

3.1 Linear-Quadratic Regulator - LQR

LQR optimal control problem is defined as the problem of finding an optimal
control such that the following cost function is minimized [19]

oo

Juar = ) (le(0)lg + u(k)l[F) ,Q € R™>"= R € R™*" (6)
k=0
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where: ) - symmetric nonnegative definite matrix, R - symmetric positive defi-
nite matrix.

Usually, matrices @ and R are chosen to be diagonal matrices that determine
the significance of internal states and control signals on the cost function.

The optimal state-feedback LQR. controller is a simple matrix gain of the
form

u(k) = —KLQR!L‘(k — 1) e R™, KLQR € R™ X nyg (7)

Assuming that matrices A, B, @, R are all time-invariant, the control matrix
gain Kpgg in (7) which minimizes the cost function (6), can be calculated as
follows [2]

Kior = (R+ BTP(k)B)"'BTP(k)A (8)

where P(k) is a solution of an algebraic Ricatti equation [15]

P(k—1)=Q+ AT[P(k) — P(k)B(R+ BT P(k)B)'B"P(k)]JA (9)

3.2 State Space Model Predictive Controller - SSMPC

In general a Model Predictive Control (MPC) is a family of different algorithms
i.e. Model Algorithmic Control (MAC), Dynamic Matrix Control (DMC), Gen-
eralized Predictive Control (GPC), State Space MPC (SSMPC) [16],[18].

In MPC approach, actual values of output and input signals and their pre-
dicted values are taken into consideration to determine the control signal that
over the prediction horizon N minimizes the cost function of the form

N N,—1
Jssmpc (k) = Y le(k+plk)[G,+ > | Au(k+plk)[|3,, ¥, € R™* ™, A, € R
p=1 p=0

(10)
where: k + p|k - predicted values for the moment k + p at the step k, N, - a
control horizon, ¥, - a symmetric nonnegative definite matrix, A, - a symmetric
positive definite matrix and e(k + p|k) is an output error defined as

e(k +plk) = y(k + plk) — ysp(k + plk) (11)

where ygp is a reference trajectory.
The SSMPC controller determines the behavior of a plant model over a given
prediction horizon N. Solution of the cost function can be written in the form

AU(k) = Kssmpc (Ysp (k) = Yo(k)), Kssape € RN >N (12)

where: AU (k) = [Au(k|k), ..., Au(k+ N, — 1|k)]T - a control increments vector
calculated for the entire control horizon, Yy (k) = [yo(k + 1|k), ..., yo(k + N|k)]T
- an expected output free trajectory, dependent only on past controls, Ysp (k) =
[ysp(k+1]k),...,ysp(k+ N|k)]T - an output reference trajectory over the pre-
diction horizon N.
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The gain matrix Kssypc minimizing the cost function (10) over the predic-
tion horizon N can be determined as follows [21]

~ ~ -1 .
Kssmpe = (cp)TwCP n A) (CP)T (13)
where
Cqg 0 -~ 0
5 0 Cd .
C=1|. . . . |eRVmwNm (14)
00 ---Cy
_ B, 0 :
Ny—1 e :
o (A 4 Ag+ DBy By o N
(A 4.+ Ag+1)By (Aqg+1)By
| (A e Ay DBy (AY TN 4+ Ay + 1) By |
(15)
If the SSMPC controller determines control in each successive moment k, k +
1,k+2, ..., to control the plant there are used only n,, first rows of the calculated

matrix Kssmpc specifying increment of the control signal in the current step k

Au(k) = Au(k|k) = KSSMP01 [Ysp(k) — Yo(k)], KSSMP01 S Rn“XN'ny (16)

3.3 Properties of LQR and SSMPC algorithms

Comparing the cost functions of the LQR controller (6) and SSMPC controller
(10) there are significant differences.

First, controllers use different variables when determining the control matrix.
In the case of the LQR controller, the weight matrices correspond to the control
u(k) and internal states x(k). Thereupon, in the case of the underactuated sys-
tem, it does not have a direct impact on the weight of the outputs of the process
if the model is not implemented with some of the internal states corresponding
directly to its outputs. SSMPC controller determine the optimum control signal
using output error e(k) and increments of control signal Au(k). In contrary to
LQR algorithm the choice of SSMPC cost function allows to adjust weights di-
rectly for each output. Unfortunately, because the second minimized parameter
use control increments, it is not possible to put weight directly on the control
signal.

The second significant difference is a form of the feedback that is used. The
solution of the LQR is the control matrix, which on the basis of the current
state determines the subsequent control. The criterion function SSMPC sets
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the control over the prediction horizon N which means, that in the case of the
inaccurate model, the control signal should be calculated at every step k.

It should also be noted that if the reference trajectory is known over the
prediction horizon, the SSMPC controller allows to enter information about its
course into the algorithm and thus to adjust the control signal to the upcoming
changes.

An important issue for the design LQR and SSMPC controllers is the choice of
the coefficients in weight matrices. They are diagonal matrices which determine
the significance of internal states, output signals, control signals or control signal
increments for the cost function.

In case of the LQR controller, the initial weights can be selected on the basis
of the Bryson’s rule [3]

1 . .
5t =1,..,ng, Rjj = o= 1.0, ny (17)

Qi =

Liace jacc

where: Zjace, Ujacc - Maximum acceptable values of the i-th internal state and
j-th control signal.

Elements outside diagonals are set to 0. Determination of the maximum
acceptable values in (17) depends on the requirements and limitations put on
the proposed control system. In a situation when there are no limitations imposed
on some signals or internal states, the corresponding weights based on Bryson’s
rule should be equal to 0. If values of the diagonal weight matrix are chosen
using Bryson’s rule, the impact of each signal on the cost function is averaged.

It should be emphasized that the Bryson’s rule has been proposed for LQR
control algorithm but a similar analysis can be performed for SSMPC. Therefore,
we propose to set the weighting matrices as follows

1 1
U, = =1 n,4;;=——,7=1,...,n (18)
" e?acc Y » Au?acc h

where: yjace and Aujaec - maximum acceptable values of the i-th output error
signal and j-th control signal increment. Elements outside the diagonals should
be set to 0.

Bryson’s rule usually is a starting point for a variety of iterative methods
(trial-and-error) which attempt to achieve desired properties of the control sys-
tem.

4 Simulations

4.1 Controllers setup

For comparison, both controllers were designed to control the inverted pendulum
described by the set of equations (1). Weight matrices of LQR and SSMPC
controllers were selected according to Bryson’s rule.
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Settings of LQR controller were chosen as follows

[t

6
Q= 8 , R=1[0.44], Krqr = [—5.8924 —8.9697 61.4290 8.8536 ] ,
0

1000

o O oo

0
0
0
0

=
oS oo

Settings of SSMPC controller were chosen as follows

N=45sN,=2s¥(k) = {580 180] s A(k) = [4]

During tests, both controllers were complemented with a two-point limit on
the maximum input signal, representing the constraints of the actuator and a
saturation of a control signal to limit its value to + 1.5 Nm. Additionally SSMPC
controller had a limit on the control signal increment in the range of £ 0.5Nm.

4.2 Quality criteria of the control system

The quality of the each control system was analyzed in the time domain using
following criteria:

€ stat 1 €0 stat - Steady state error of the cart linear position and the pendu-
lum angular position.

€2 max 1 €9 max - Maximum error of the cart linear position and the pendulum
angular position.

t, - Transient response time which is the time between the beginning of input
change (tg) and the moment when the error signal of chosen output reaches a
fixed value inside a boundary § = 5%enax. Transient response time was chosen
as the higher value for both outputs of the system.

Umax = max(u(k)) - The maximum value of the control signal u(k) gener-
ated by the controller after the moment of change (to) of the reference trajectory
or introduction of disturbances.

TAC = ft; |u(t)|dt - Absolute integral control quality index.

4.3 Comparison of SSMPC and LQR control systems

Trajectory tracking. In order to compare the quality of SSMPC and LQR
controllers, there were checked their step responses of cart position setpoint
change of 0.4 m.

As shown in Tab. 2 transient response time for LQR controller was equal to
5.14 s while for SSMPC controller 3.73 s. LQR controller worked slightly better
in terms of pendulum angle adjustment, the maximum absolute deflection of the
pendulum for LQR controller was 2.31 © while for SSMPC controller it was equal
to 3.71 °.
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Table 2. Quality indices - step response

Parameter — ¢, € stat €z max €0 stat €0 max Umax J1AC
B[] [ [dew] [deg) Nm] Nms

SSMPC  3.730 0.000 0.418 O 3.71 0.579 0.486
LQR 5.140 0.000 0.418 O 2.31 1.500 0.435

e a |
o SERE e ERr
==+LaR ---LoR --Log

Fig. 2. Step response of LQR and SSMPC control systems - a) position of the cart, b)
pendulum angular position, c¢) control signal

In Fig. 2 attention should be paid to the shape of the control signal. In
the case of LQR controller, this signal is changing very rapidly, especially when
the setpoint change occurs, while the control signal of SSMPCS controller is
smoother. This may be important during the further selection of actuators be-
cause these devices are adversely affected by sudden changes of the control signal.

Disturbance rejection. Then there was compared the response of both con-
trollers to the appearance of interference in the control signal. Given disturbance
took the form of the pulse with a value of 0.5 Nm, lasting 1 s. The obtained re-
sults are shown in Fig. 3 and gathered in Tab. 3. In this case, transient response
time for LQR controller was equal to 3.3 s while for SSMPC controller ¢, was
equal to 2.74 s.

Table 3. Quality indices - response to disturbances

Parameter — ¢, €z stat €z max €6 stat €0 max Umax 1AC
(] [m] [m] [deg] [deg] [Nm] [Nm-s|

SSMPC  2.740 0 0.045 0.000 1.610 0.746 0.729
LQR 3.300 O 0.043 0.000 0.530 0.655 0.609

Analyzing the quality indices given in the Tab. 3, it was found that the values
of both e; max and ey max are higher for SSMPC controller comparing with LQR
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Fig. 3. The response to disturbance in the control signal of LQR and SSMPC control
systems - a) position of the cart, b) pendulum angular position, c) control signal

controller. This may be due to the fact that to determine the value of the control
signal, SSPMC analyzes the whole prediction horizon. As a result, elimination of
the influence of the interference is averaged for the entire time horizon. Therefore
the prediction horizon should not be too long, because it slows down the reaction
of a controller to disturbances in the system. This problem does not occur in the
LQR control system, because it determines the control only on the basis of an
actual situation, without prediction.

5 Conclusions

From the comparison of the obtained results for different control cases, it is
clearly visible that LQR algorithm is performing better in the control task with
the disturbance rejection, while SSMPC controller gives better results in the case
of the trajectory tracking task. Moreover, SSMPC controller is characterized
by smooth changes in the control signal while LQR controller generates rapid
changes of the control signal, which is the important drawback because it affects
significantly actuator wear.

The size of the control matrix of the LQR controller depends only on the
number of internal states of the object. SSMPC controller sets the control ma-
trix for the whole prediction horizon. Therefore size of SSMPC control matrix
depends not only on the number of internal states but increases proportion-
ally with increasing the prediction horizon and shortening the sampling period.
This involves the increasing number of calculations that must be performed at
any time the control signal is calculated. This limits the possible applications
of SSMPC algorithm and is dependent on the capabilities of the used industrial
controller.

The proposed future work includes the experimental research at the labora-
tory stand AMIRA LIP100 with an application of modern industrial controllers,
the investigation of robustness of described LQR and SSMPC control systems of
an inverted pendulum, the investigation of Bryson’s rule and iterative choice of
weighting matrices in cost functions using multi-objective optimization methods.
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Abstract. From the control viewpoint, 3D crane is a dynamic, nonlinear and
multidimensional electromechanical system. In this paper, five control systems
using a set-point weighted PID controllers (modified controllers) are designed.
These structures and properties are presented. Optimization process of control-
lers settings based on integral performance indices is made. Simulation tests of
control systems are presented. Comparison of integral indices for control sys-
tems using classical PID controllers and modified PID controllers on physical
model is presented.

Keywords: modified PID controller, control system, optimization, 3D crane

1 Introduction

3D crane is used for large and heavy objects transport, e.g., in production halls and
sea ports. Its target is moving load from point to point in workspace simultaneously
minimalizing deviations of payload.

In this paper, five control systems for 3D crane on physical model, made by
INTECO [1], are designed. Three of them are being designed to control the carriage
moving in three axes (X, Y and Z). Another two controllers are being designed to
control deviations of the payload (X and Y axes). Modified PID controllers are em-
ployed.

The issue is still current and is considered in different research works. 3D crane
can be controlled from Matlab/Simulink [1] or LabVIEW [2]. It gives great opportu-
nities in the implementation of various control algorithms. In [3] 3D crane control
issue has been taken. Authors suggested to control 3D crane using fuzzy controller.
Control system using LQR is designed in [4] and PID controller is applied in [5].

© Springer International Publishing AG 2017 71
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2 Description of 3D crane

2.1  Physical model

3D crane is a nonlinear, multidimensional, dynamic electromechanical system. The
object can be divided into a hardware and software. The hardware includes a frame,
which size is 1 x 1 x 1 m, rail with a trolley on which the payload is mounted, DC
(Direct Current) motors and incremental encoders (Fig. 1) [6].

upper support

/

<«\f

Fig. 1. 3D crane construction [6]

lower support

The payload can be lifted and lowered by line lift. Rotary motion is converted into
plane motion using belt transmission. There are five incremental encoders measuring
five variables: the payload position in horizontal axis (X) and vertical axis (Y), the
lift-line length (Z axis) and two deviation angles of the payload (y and & angles). High
resolution of encoders (4096 pulses per revolution) allows measuring displacement
and deviation of the payload with high precision. The payload can be moved by three
DC motors in three axes (X, Y, Z). There are also Power Interface Unit and data ac-
quisition board (RT-DAC/PCI) which are connected to the PC. This interface ampli-
fies control signals sent from the PC to DC motors. It also converts signals from in-
cremental encoders into a digital 16-bit form which can be read by the PC. 3D crane
can be controlled by using an external toolbox in Matlab/Simulink which is supplied
by INTECO [6].

2.2 Input and output signals

The 3D crane input signals are sequence of PWM (Pulse Width Modulation) to con-
trol of DC motors. However, output signals are: position of the payload in three axes
(X, Y, Z) and deviation angles (y, 6). Furthermore, there is information from limit
switches. These signals are sending to the PC by external data acquisition
board (Fig. 2).
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PC with <[t Acquisition| < [Power Interface

Matlab/Simulink |:> Board |:> Unit

Fig. 2. Data exchange diagram

3D Crane

Vi

3 Design of modified PID controllers

3.1  Set-point weighted PID controller

The classical PID controller bases on control error signal e(?) for each correction term.
Modified structures of this controller can also base on controlled signal y(z). This is
achieved through adding a second degree of freedom. It is necessary to specify the
value of two additional parameters: o and 8, where a is set-point weighting parameter
for proportional controller and S is set-point weighting parameter for derivative con-
troller [7]. The general structure of set-point weighted PID controller is illustrated in
Fig. 3.

l-o 4(‘\
Yret(t) ’7 ./'\e(t) kl | | J.dt kp ﬂ(’t)

{ K-
1-B kg Hd/dt

b 510

Fig. 3. Structure of set-point weighted PID controller [7]

I

where k,, k; and k; are non-negative proportional gain, integral gain and derivative
gain, respectively; y.(?) is reference signal; u(z) is control signal; y(z) is controlled
signal; e(?) is control error signal.

The control signal is of the form:

t AYre
u(t) = k, ((1 = @)Yrer () + ki J; Vres(D)dT + (1 — Bkg ydi(t)>

0+ iy 1% 0

In table 1 a and f parameters for modified PID controllers are presented [7].

Table 1. Parameters a and £ for set-point weighted PID controllers [7]

Set-point weighting parameters Controller
a p structure
0 0 PID
0 1 PI-D
1 0 ID-P
1 1 I-PD
0<o<1 1 PI-PD
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3.2 PI-D controller

When o=0 and p=1, PI-D controller is obtained. It makes that proportional and inte-
gral parts respond for control error signal e(z), while derivative part bases on con-
trolled signal y(#). This configuration avoids a large overshoot, which is the result of a
step change in control error, involving a sudden change in set-point. At the same time
it achieves a high quality control for a step change in disturbances because derivative
term is not working on the control error signal [8].

3.3 I-PD controller

When o=p=1, then [-PD controller is obtained. In this structure, only integral part of
controller works based on control error signal e(z), while proportional and derivative
parts respond for controlled signal y(?). It makes that this controller provides lower
overshoot by avoiding a sudden of step change caused by proportional and derivative
parts, compared to PI-D controller. This configuration makes that setting time for step
change in reference signal is extended relative to PI-D controller [8].

3.4 ID-P controller

When a=1 and =0, ID-P controller is obtained. In this structure, integral and deriva-
tive parts respond for control error signal e(?). However, proportional part works
based on controlled signal y(?). Compared to I-PD controller, ID-P controller response
for step change in set-point is short due to the fact that derivative part bases on con-
trolled signal. Simultaneous, this structure avoids overshoot caused by proportion-
al part. Consequently, it provides a smooth reference tracking response compared to
PI-D controller [7].

3.5 PI-PD controller

When o value is between 0 and 1, and =1, PI-PD controller is obtained. It makes that
integral part responds for control error signal e(?), while derivative part responds for
controlled signal y(?). Parameter o is responsible for weighting set-point given to pro-
portional part. When « is closer to a value of 1, PI-PD controller reacts similar to I-PD
controller. When « is closer to a value of 0, PI-PD controller reacts similar to PI-D
controller. It makes that PI-PD controller is a compromise between I-PD and PI-D
controllers [7].

3.6  Control systems

Control systems for 3D crane were designed and presented in Fig. 4. Limits on the
minimum and maximum value of control signal u(?) and rate of that signal Au(z) were
included.
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Fig. 4. 3D crane control systems

where d.(?), d,(t), d-(t) are disturbances signals (e.g. friction, inertia).

4 Simulation tests and results analysis

4.1 Optimization of PID controller parameters

Optimization process was carried out in Matlab environment using quasi-Newton
method [9]. The following optimization problem was formulated as:

e decision variables:

kPX,Y,Z,y,&' kiX,Y,Z,y,s' kdX,Y,z,y,s )
e constraints:
0= kpX,Y,Z,y,s = 60 3)
0< kiXYZys <100 4
0< kdx,y,z,y,s <30 (5)

For optimization process, as performance functions, four integral indices based on
control error signal were selected:

e Integral of Square Error — ISE:
min/, = min fooo e?(t)dt (6)
e Integral of Absolute Error — IAE:

min/l, = min fooo le(t)|dt (7)
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Integral of Time and Absolute Error — ITAE:

minl; = min [, tle(t)|dt (8)

Integral of Sum of Square Error and Weighted Square of Derivative Error:

minl, = min J; (e2(t) + 0.5(é(t))?)dt 9)

Optimization process was carried out in the following way:

X axis position and deviation controllers parameters optimization,
Y axis position and deviation controllers parameters optimization,
Z axis position controller parameters optimization.

Optimization process was made on mathematical model, supplied by INTECO [6].
This model is described by nonlinear differential equations, e.g., sine, cosine and
quadratic functions. A detailed description can be found in [4]. The best results were
implemented on the physical model. In table (2) — (3) obtained controllers settings are
presented.

Simulation tests on physical model were carried out for two cases:

e case I: X axis and vy angle — PI-PD controllers, Y axis and 6 angle — PI-PD control-
lers, Z axis — ID-P controller,

e case II: X axis — I-PD controller, Y axis — ID-P controller, Z axis — PI-D controller,
v angle — PI-PD controller, & angle — PI-D controller.

Table 2. Controllers settings (case I)

Controller | Application | k, ki ka
PI-PD X axis 8.3317 0.9605 0
PI-PD Y axis 8.5583 0.3659 0.2729
ID-P Z axis 31.4108 | 1.0308 0
PI-PD y angle 9.4954 0.05 0.05
PI-PD d angle 1.2885 0.0469 0.05
Table 3. Controllers settings (case II)
Controller | Application | k, ki ka
I-PD X axis 7.1967 1.8982 0.5041
ID-P Y axis 6.9642 0.6817 0
PI-D Z axis 17.3198 | 0.006 0.0375
PI-PD y angle 9.4954 0.05 0.05
PI-D d angle 2.7855 0.8709 0.05
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4.2  Implementation of control systems on physical model

In case I, the characteristic of position in X axis (Fig. 5) is without overshoot. Almost
zero steady state control error and short setting time were achieved. The characteristic
of deviation in this axis (Fig. 6) is not oscillatory. However, there is a small steady
state control error. The characteristic of position in Y axis (Fig. 5) is without over-
shoot and smooth reference signal tracking is reached. Setting time is relatively long.
The characteristic of deviation in this axis (Fig. 6) is oscillatory, but amplitude is
slight. The characteristic of position in Z axis (Fig. 7) is without overshoot. Almost
zero steady state control error and short setting time were achieved. It proves that
control effects are satisfying.
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Fig. 5. Characteristic of horizontal and vertical position for PI-PD controllers (physical model)

|:|_2_ .............. ............... ................ ............... [REEEREEEREEEEE
: gamma angle |:

= 0.1 delta angle
E : :
S 0 ‘lr\\mfw.ﬁf—;
3 3 : : : : ;
a 01 o y . IR TR ;
s 1 : ; : ; ;
0 10 20 30 40 50 60

Time [3]

Fig. 6. Characteristic of deviations of the payload for PI-PD controllers (physical model)
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Fig. 7. Characteristic of Z axis position for ID-P controller (physical model)

In case II, the characteristic of position in X axis (Fig. 8) is oscillatory. However,
short setting time was reached. The characteristic of deviation in this axis (Fig. 9) is
not oscillatory. There is also a small steady state control error. The characteristic of
position in Y axis (Fig. 8) is without overshoot and smooth reference signal tracking
is achieved. Setting time is relatively long, similar like in case I. The characteristic of
deviation in this axis (Fig. 9) is not oscillatory and steady state control error is almost
zero. The characteristic of position in Z axis (Fig. 10) is without overshoot. Almost
zero steady state control error and short setting time were achieved, similar like in
case I for this axis. It proves that control effects are satisfying.
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Fig. 8. Characteristic of horizontal position for I-PD controller and vertical position for ID-P
controller (physical model)
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Fig. 9. Characteristic of deviations of the payload in X axis for PI-PD controller and Y axis for
PI-D controller (physical model)
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Fig. 10. Characteristic of Z axis position for PI-D controller (physical model)

In table 4, comparison of performance functions for case I is presented. For X axis
position and deviation control, /3 indicator value is less for control systems with mod-
ified PID controllers. For Y axis position and deviation control, /3 indicator value is
also less for control systems with modified PID controllers. The value of indicator /4
is not much greater for control system with modified PID controller for Z axis posi-
tion control. In consequence, setting time is slightly longer.

Table 4. Comparison of integral indices for control systems with classical and modified PID
controllers (case I)

Application Controller | Indicator Modified PID Classical PID
X axis and y angle | PI-PD Iz 0.6502 2.368

Y axis and 6 angle | PI-PD Iz 0.4452 6.153

Z axis ID-P 1 0.02699 0.0131

In table 5, comparison of performance functions for case I is illustrated. For X ax-
is position control, /; indicator value is a little bit less for control system with modi-
fied PID controller and control effects are satisfactory. Deviation control in this axis
is effective and /; indicator value is also less. For Y axis position and deviation con-
trol, satisfactory control results and effective payload stabilization are reached. The
value of I, indicator for deviation control in Y axis is minimally less for control sys-
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tem with modified PID controller. For Z axis position control, /3 indicator value is
less for control system with modified PID controller which means effective reference
signal tracking and short setting time were achieved.

Table 5. Comparison of integral indices for control systems with classical and modified PID
controllers (case II)

Application Controller | Indicator Modified PID Classical PID
X axis I-PD 1 0.05295 0.6664
Y axis ID-P D 0.8253 0.5831
7 axis PI-D I 0.2887 0.3093
y angle PI-PD I 0.2717 0.6722
d angle PI-D 1y 0.0008244 0.00094
5 Conclusions

In this paper, 3D crane control systems were presented and control results analysis
was done. Optimization process using several integral indices based on control error
signal was carried out. The evaluation of obtained control results was presented. The
implementation of modified PID controllers for 3D crane control systems was suc-
cessful. In some configurations, values of integral indices were less compared to con-
trol systems using classical PID controllers. In many cases, the application of set-
point weighted PID controller allows to obtain more effective control results. This is a
right possibilities extension of classical PID controller.
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Lyapunov Matrices Approach to the Parametric
Optimization of Time Delay System with PID
Controller

Jozef Duda
AGH University of Science and Technology, Krakow, Poland

Abstract. In the paper a Lyapunov matrices approach to the parame-
tric optimization problem of time delay system with a PID-controller is
presented. The value of integral quadratic performance index is equal
to the value of Lyapunov functional for the initial function of the time
delay system. The Lyapunov functional is determined by means of the
Lyapunov matrix. The example of the inertial system with time delay
and with a PID-controller is presented.

Keywords: neutral system, Lyapunov matrix, Lyapunov functional

1 Introduction

The Lyapunov functionals are used to test the stability of systems [13], in calcu-
lation of the robustness bounds for uncertain time delay systems [10], in compu-
tation of the exponential estimates for the solutions of time delay systems [9,11].
The Lyapunov quadratic functionals are also used to calculation of a value of a
quadratic performance index in the process of the parametric optimization for
time delay systems, see for instance [3,5,6,7]. One constructs a functional for
a system with time delay with a given time derivative whose is equal to the
negative definite quadratic form of a system state. The value of that functional
at the initial state of time delay system is equal to the value of a quadratic
performance index. There are two methods of determination of the Lyapunov
functionals. The first method of determination of the Lyapunov functional for a
time delay system was presented by Repin [14] and developed by Duda, see for
example [2,4]. The second method of determination of the Lyapunov functional
for a time delay by means of Lyapunov matrices is presented for example in
[11-15].

In the paper a Lyapunov matrices approach to the parametric optimization
problem of a time delay system with the PID controller is presented. This paper
extends the results presented in [3,5,6,7].

2 Calculation of the Performance Index Value
Let us consider a neutral system

dx(t dx(t—r
% — C% = Ax(t) + Bz(t —r)
(to +0) = ¢(0)
© Springer International Publishing AG 2017 89
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for t > tg, @ € [-r,0], » > 0, where x(t) € R", A, B, C € R™", function
@ € PC*([-r,0],R") - the space of piece-wise continuously differentiable vector
valued functions defined on the segment [—r, 0] with the uniform norm || ¢ || pc1=

sup || ¢(6) |-
oe[—r,0]

We assume that the matrix C' is Schur stable i.e. its eigenvalues lie in the interior
of the unit disk of the complex plane.

The theorems of existence, continuous dependence and uniqueness of solutions
of equation (1) are given in [8,10]. The controllability of the systems with time
delay is presented in [12]. The stabilization problem of time delay system is
considered in [1].

In parametric optimization problem is often used the index

oo
7= [ oWt o 2)
to
where z(t, ¢) is a solution of system (1), with the initial function ¢ € PC*([-r,0],R")

for t > tg.
The value of the performance index (2) is equal to the value of the Lyapunov
functional v for the initial function ¢ € PC*([—r,0],R"), see [5]
T =v(p) =" (0)[U(0) = U(~=r)C = CTU" (=r) + CTU(0)CJip(0)+
0
+267(0) [[U(-6- 1) = CTU(-0)]Bo(6) + C-o(O)) b+

-r

/ / Bo(0) + Cs 07U~ ©)[Bo(©) + Cop(©ldbds (3

—r =T

de”
The Lyapunov matrix U is obtained by solution of the set of equations (4)-(6)

d
dfo(é)—dng(é—T)CZU(S)AJrU(S—T)B (4)

U(=¢) =U"(¢) (5)

~W = ATU(0) + U(0)A — ATU(—r)C — CTUT (—r)A+

+BTUT (—r)+ U(—r)B - B'U(0)C — CTU(0)B (6)

Formula (5) implies
UE—r)=U"(=¢+7) (7)

and (4) takes a form
LU(€) ~ LUT (< +1)C = U©A+UT (= +1)B (8)

dé dé
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We introduce a new variable 7 = —£ 4+ r . The term (8) for a new variable has
a form
d_.r rd T7rT T
d—U (—7+r)-C d—U(T):—A U'(—7+r)—B'U(T) 9)
T T

One obtains a set of equations

LU ~ $UT(~E+7)C = U©A+UT(~¢ +1)B »
LUT (€ +7) ~ CTLU(E) = ~ATUT (¢ + 1) — BTU(€)
We introduce a new function
Z(&) =U"(=¢+7) (11)
The set of equations (10) can be written in a form
LU(E) - L2(6)C = U(E)A+ Z(6)B )
L7(¢) - CTLU(€) = —~ATZ(¢) - BTU(S)
or in an equivalent form
LU(E) ~ CT LU0 = U(©)A ~ BTU(C + Z(€)B — ATZ(€)C
L7(€) — CTLZ(€)C = —BTU() + CTU(§) A — ATZ(€) + CTZ(6)B
(13)
for & € [0,7] with the initial conditions U(0) and Z(0).
The formulas (5) and (11) imply
U(=r) =U"(r) = Z(0) (14)

Taking into account (14) one can write the algebraic property (6) in a form

—W = ATU(0)+ U(0)A — AT Z(0)C — CT ZT(0) A+

+BTZ7(0) + z(0)B — BYU(0)C — CTU(0)B (15)

Equation (13) can be written in a form

L colU(€) B colU (&)
lddicolZ(ﬁ) _H[colZ(f)} 1o
Solution of (16) is given
colU(§) | _ | 11(§) P12(§) | | colU(0)
{colZ(f)} N [4521(5) @22(5)} LOZZ(O)] "
P11(§) P12(§)

where a matrix ¢(§) = { } is a fundamental matrix of system (16).

P21(8) P2(8)
We determine the initial conditions colU(0), colZ(0). The term (11) implies

Z(r) = UT(0). From (17) we obtain



92 Jozef Duda

col Z(r) = colUT(0) = ®ay(r)colU (0) + Paz(r)col Z(0) (18)

In this way we attain the set of algebraic equations which enables us to calculate
the initial conditions of (17).

ATU(0) + U(0)A — AT Z(0)C — CTZT(0)A+ BT Z"(0)+
+Z(0)B - BTU(0)C - CTU(0)B = -W (19)
By (1)colU(0) — colUT (0) + Poa(r)col Z(0) = 0 (20)

3 First Order System with a PID Controller

Let us consider a first order system with time delay and with a PID-controller

() — _La(t) + Bou(t —r)
u(t) = —pa(t) = 7 [y 2(€)dE — To5" (21)
2(0) = ¢1(0)

t>0,z(t) €R, 0 € [-r0], ko, T, T;, Ty, p € R, r > 0. The parameter kg is
a gain of a plant, T" is a system time constant, ¢ - is the initial function. The
parameters of a PID controller p, T; and T, are tuning parameters.

One introduces the state variables x1(t) and x5(t) as follows

fvl(): ()
wat) =% [l (22)
LEQ(O) Z20

where c is a constant real number
One can reshape (21) to a form

dac;(t) + kon d3?1(t r) %xl(t) . kLTpxl(t . 7“) ko l‘g(t _ 7“)

) = T{_ )

x1(9) = ¢1(0) (23)
22(60) = 7 [y p1(§)de = v(6)

1‘2(0) = T20

fort > 0 and 0 € [—7,0].
In parametric optimization problem we use the performance index

7= [t oo 200 (24)
0
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w1 0
0 w2
for i = 1,2 is a solution of (23) for initial function (p1, 1))

where W = > 0 is a symmetric positive definite matrix and z;(t, @1, ¥)

Problem 1. Determine the tuning parameters of a PID controller, p, T; and Ty,
whose minimize an integral quadratic performance index (24).

System (23) can be written as a matrix equation (1), where matrices A, B and
C have a form

A= [71%8] (25)
B— [—OT —(ﬂ (26)
- Hﬁ“g} (27)

U11(8) Ui1(§)
Uzlgfg Uzlgfg
Ui2(€ Ui2(§
d | U8 | _ [Qu Qu] Uaa(§) (28)
dé | Z11(§) Q21 Q22| | Z11(§)
Z91(8) Z21(€)
Z12(8) Z12(8)
| Z22(8) | | Z22(8) |
where
2 LQ
_;;tkl%g;g 0 T27Tli2T2 0
2
Qu=| -%2 -1 o £ (29)
0 0 0 0
0 0 0 0
koTTy -
koTq+kopT Ti___00
T2—k3T3 TQ—:(%T;
Qi = 0 - 00 (30)
hy 0 00
L0 —k oo
_ koTTy -
koTa+kopT 0— T; 0
T?—kkgTj T2—kZT?
Qa1 = go 8 hop 8 (31)
L 0 0 & o]
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T+k3pTy %2 0 0
T2—kZIT? ~ T2—k3T?
Qa2 = 20 0 00 (32)
koTa 0 1 1
T2 T T,
0 0 0

Initial conditions of system (28) one obtains solving the set of algebraic equations
(19)-(20), which take a form

_U11(0)_ _7’LU1_
Us1(0) 0
U12(0) 0
G11 Gz | | Ux2(0) —ws
= 33
[Gm GzJ Z11(0) 0 (33)
Z21(0) 0
Z12(0) 0
| Z(0)| | 0
where
C2(T+k3pTa) 1 1 0
T? T, T
_RTa 1 g L
G = k;; T ) 711 (34)
- 0 35
0 0 0 O
2ko (TatpT) 2k
_ (%:124-1? ) 2;}3%11 00
_ ko — %P 0
G2 = _é _& 00 (35)
T
0 —% 00
@51(7") — ]. @52(7’) @53(7") @54(7")
G o ¢61<T) @62 (’l") @63 (7“) -1 ¢64(T) (36)
21 @71 (’I“) @72 (7“) -1 @73 (7") @74(7‘
4581(7") 4382 (’I") 4583 (7‘) ¢84(T) — 1
@55(7”) @56(7“) @57(7‘) 4558(7")
Ggg _ ¢65 (7") @66(’!‘) @67(7‘) 4368 (’I") (37)
D75(1) Dr6(1) Pr7(1) Prs(r)
Dg5(1) Pso(r) Psr(r) Pss(r)
P(§) = [@i;(8)] (38)

for i,j =1,...,8 is a fundamental matrix of solutions of (28).

The value of the performance index (24) is equal to the value of the Lyapunov
functional (3) for an initial function (p1, ).

We calculate the value of the performance index for the function ¢; given by a
term
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~Jxo for=0
#1(0) = {0 for 8 € [-r0) (39)

Formula (23) implies 1(0) = foe ©1(€)d€. For the function ¢4, given by a term
(39), ¥(0) =0 for 6 € [—r,0].

After calculations one obtains

J = [0 220] wigo) U”(O)} {xo} (40)

We search for optimal parameters of PID controller which minimize the index
(40). Optimization results are given in Table 1. These results are obtained by
means of Matlab function fminsearch for xog = 1, x990 = 0.5 w; = 1, we = 1,
ko=1land T =5.

Table 1. Optimization results

ltime delay[ popt [1/Ti opt[Td opt[Index value‘
0.5 8.7152| 0.8815 |2.3490| 5.8360
1.0 4.4092| 0.4506 |2.3671| 6.6486
1.5 2.9776| 0.3069 |2.3860| 7.4337
2.0 2.2652| 0.2349 [2.4060 8.1890
2.5 1.8408| 0.1917 (2.4274 8.9142
3.0 1.5606| 0.1629 (2.4500| 9.6096
3.5 1.3627| 0.1422 [2.4739| 10.2762
4.0 1.2163| 0.1267 |2.4992| 10.9154
4.5 1.0935| 0.1144 |2.5603| 11.5293
5.0 1.0160| 0.1049 [2.5536| 12.1180

Figure 1 shows elements of the Lyapunov matrix U(§) for optimal values of
the PID Controller parameters.
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5 | [p=4.4092

al || 1/Ti=0.4506
Td=2.3671
3 L 4

0 0.2 0.4 0.6 0.8 1
0<t<h

Fig. 1. Elements of Lyapunov matrix U(&)

4 Conclusions

In the paper a Lyapunov matrices approach to the parametric optimization pro-
blem of a time delay system with a PID controller is presented. The value of
integral quadratic performance index is equal to the value of Lyapunov functi-
onal for the initial function of time delay system. The Lyapunov functional is
determined by means of the Lyapunov matrix.
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Abstract. The first order sensitivity analysis is performed for a class
of optimal control problems for time lag parabolic equations in which
retarded arguments appear in the integral form with A € (0,b) in the
state equations and with k € (0, ¢) in the Neumann boundary conditions.
The optimality system is analyzed with the respect to a small parameter.
The directional derivative of the optimal control is obtained as a solution
to an auxiliary optimization problem. The control constraints for the
auxilary optimization problem are received.

Keywords: sensitivity analysis, optimal control, parabolic systems with
retardations

1 Introduction

Sensitivity analysis of optimal control systems constitute very important field
of automatic control, mechanical engineering, mathematical control theory and
optimization theory. Such problems have been investigated, discussed and sub-
sequently published for a wide class of distributed parameter systems.

For example, in the papers [1], [2], [4] the first order sensitivity analysis
was performed for a class of optimal control problems for parabolic [1] and
hyperbolic [4] systems and for parabolic equations with constant time lags [2] and
with integral time lags [3]. Moreover, the bibliography concerning the sensitivity
analysis of optimal control problems was presented.

In particular, the purpose of the paper [4] is to perform sensitivity analysis
of optimal control problems described by the hyperbolic equation. The small
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parameter describes the size of an imperfection in the form of a small hole or
cavity in the geometrical domain of integration. The initial state equation in the
singularly perturbed domain is replaced by the equation in a smooth domain.
Consequently the imperfection is replaced by its approximation defined by a
suitable Steklov’s type differential operator. For approximate optimal control
problems the well-posedness is verified. One term asymptotics of optimal control
are derived and motivated for the approximate model. The crucial role in the
arguments is played by the so called ”hidden regularity” of boundary traces
generated by hyperbolic solutions.

In this paper the first order sensitivity analysis is performed for a class of
optimal control problems for time lag parabolic equations in which retarded
arguments appear in the integral form with h € (0,b) in the state equations and
with k& € (0,¢) in the Neumann boundary conditions.

Sufficient conditions for the existence of a unique solution for such retarded
parabolic systems are presented [5].

The cost function has a quadratic form. The time horizon is fixed. Finally,
we impose some constraints on the boundary control. Making use of Lion’s fra-
mework [6] necessary and sufficient conditions of optimality with the quadratic
cost function and constrained control are derived for the Neumann problem.

We consider an optimal control problem in the domain with small geometrical
defect. The size of the defect is measured by small parameter p > 0 (Fig. 1). The
presence of the defect results in the singular perturbation of the parabolic time
lag equation. Such a perturbation is transformed to the regular perturbation in
the truncated domain 2 for any R > p > 0 (Fig. 2). The domains B(p), £2,, 2r
are defined in [1], [2], [4] respectively. We perform the sensitivity analysis in the
truncated domain using the Steklov-Poincaré operator defined on the circle I'g.
The construction of asymptotic approximation for the Steklov-Poincare opera-
tor is given in [8].

The optimal control problem in a singularly perturbed geometrical domain
{2, is investigated with the respect to a small parameter p > 0. The one-term
asymptotic expansion of optimal controls is derived. The auxilary optimal con-
trol problem is formulated. The first term of the expansion of the order p? is
uniquely determined as the optimal solution for such control problem. Using a
property of conical differentiability of metric projection in L? spaces, the cont-
rol constraints for the auxiliary control problem are obtained. Our approach is
innovative and can lead to numerical procedures for determination of the first
order approximations of the optimal controls.

2 Preliminaries

Consider now the distributed parameter system described by the following pa-
rabolic time lag equation
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b
% —Ay+/y(a:,t— h)dh = f in £2, x (0,T) x (0,b)
0
in £2, x (0,T) x (0,b)
y(a,t') = Doz, t') in 2, x [-b,0)
g—z:/y(a:,tfh)thrv on I' x (0,T) x (0,¢) ()
0
y(a,t') = Yo (z,t) on I' x [—¢,0)
%:O on I, x (0,T)
y(x,0) = yo(x) in {2,
n 82
where: A 92 a—n is a normal derivative at I'p directed towards the ex-

i=1 ?

terior of 2p.

Fig. 1. The domain {2, in two spatial dimensions.

First we shall present sufficient conditions for the existence of a unique solu-
tion of the mixed initial-boundary value problem (1).
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For this purpose for any pair of real numbers r,s > 0, we introduce the
Sobolev space H™*(Q) ( [7]) defined by

H"™(Q) = H"(0,T; H"(£2)) N H*(0,T; L*(£2)) (2)

which is a Hilbert space normed by

T 1/2

o2 at ’ 3
/Hy( )HH"(Q) * HyH(Hs(o,T;m(m) ®)
0

where: the spaces H"(£2) and H*(0,T; L*(£2)) are defined in [7] (Vol.1, Chapter
1).

The case of parabolic system (1) in which time lags appear in the integral
form with h € (0,b) in the state equations and with & € (0,¢) in the Neu-
mann boundary conditions is very sophisticated. We cannot use in this case
a classical constructive method in the proof about the existence of a unique
solution of the parabolic system (1), since the values of lower limits of inte-
gration are equal to zero. Consequently, using the transposition method and
interpolation Theorem 14.1 ( [7], Vol. 2, p.68) we can ommit such restriction.

The following theorem about existence and uniqueness of solution is presen-
ted in [5].

Theorem 1 Let yg, Po,v and f be given with yg € Hl/Q(QP), by € H3/2’3/4(Qp><
[—0,0)), ¥y € L*(I'x[~c,0)), v € L2(I'x(0,T)), and f € (HY?1/4(02,%x(0,T))".
Then there exists a unique solution y € H3/>3/4(2, x (0,T)) for the problem

(1).

3 Problem formulation. Optimality conditions.

We shall now consider the optimal boundary control problem in domains {2, and
g respectively. Let us denote by U = L?(I" x (0,T)) the space of controls. The
time horizon T is fixed in our problem.

Let us consider in (2, x (0,7") the following retarded parabolic equation

b

%fAer/y(x,tfh)dh:f in 2, x (0,7T) x (0,b)
0
supp f C 2z x (0,7)

y(x,t') = Po(z,t) in 2, x [-b,0)

r 4
%:/y(m—h)dhﬂ on I x (0,T) x (0,¢) )

0
y(x,t') = Yo (z,t") on I' X [—¢,0)
8—Z:0 on I, x (0,T)
y(x,0) = yo(x) in £2,; supp yo C £2r
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I'r
r
Qr
Fig. 2. The domain (2g.
The cost function is given by
T
1 2 @ 2
I(v) = 3 ly(x, T;v) — zq|°dx + 5 |v|*dzdt (5)
Qr or

Finally, we assume the following constraints on the control v € Ugg:
Uga = {v € L*(I' x (0,T)),0 < v(z,t) < 1} (6)

We consider in 2 x (0,7T) the following retarded parabolic equation

b

% - Ay+/y(w,t—h)dh: fin Q2 x (0,T) x (0,b)
0

y(z, t') = Do(z,t) in 2r x [-),0)
g—f] = /y(x,t— h)dh + v on I' x (0,T) x (0,c) (7)
y(a,t') = Py(x,t’) on I X [—¢,0)
Yy
o =A,(y) on I'r x (0,7)
y(z,0) = yo(z) in 2r
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The cost function and constraints on the control are given by (5) and (6).
Result: The solution of the problem (7) (in the domain f25) is a restriction
of the solution of the problem (4) (in the domain (2,) to 2. Thus, we have
the possibility of replacing the singular perturbation of the domain B(p) by the
regular perturbation of boundary conditions on the artificial boundary I'g in
a smaller domain {2z. We shall analyse the optimal boundary control problem
(5)-(7) in the domain 2r. We assume that the small parameter p > 0 is fixed.
The solving of the formulated optimization problem is equivalent to seeking for
a control vy € Uyq such that I(vg) < I(v) Vv € Uygq.

From Lions’ scheme (Theorem 1.3 [6], p. 10) it follows that for & > 0 a unique
optimal control vq is characterized by the following condition

I'(vo)(v —vg) >0 Yo €Uy (8)
Using the form of the cost function (5) we can express (8) in the following form:

/ (y(@, Tiv0) — 2a) (e, Tsv) — y(a, T vo)de +

Qr
T 9)

—l—% //vo(v —vg)dzdt > 0 Yo € Ugq
0T

To simplify (9), we introduce the adjoint equation and for every v € Uyq. we
define the adjoint variable p = p(v) = p(x,t;v) as the solution of the following
equation

b
—%—Ap—k/p(m,t%—h)dhzo in 25 x (0,T) x (0,b)

0
p(z,t;v) =0 in 2 x (T, T +)

1

g%’; = [ p(z,t+ h)dh on I x (0,T) x (0,c¢) (10)
5 0
%:@@ on I'r x (0,T)
p(x, T;v)=y(z, T;v)—2q in g

Theorem 2 Let the hypothesis of Theorem 1 be satisfied. Then for given zq €
L3(2g) and any vy € U,a, there exists a unique solution p(vg) € H3/2’3/4(Q)
for the problem (10).

We simplify (9) using the adjoint equation (10). Consequently, after transforma-
tions we obtain the following formula

T
// p—|—0w U—Uo)dl‘dt> 0 YveUy (11)
0
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Theorem 3 For the problem (7) with the cost function (5) with zq € L*(Q2Rg)

and « > 0, and with constraints on the control (6), there exists a unique optimal
1

control vy which satisfies optimality condition (11). Moreover, vo = Py,, (—p)
o

where Py, is the L?-projection onto the set of admissible controls.

4 The sensitivity of optimal controls

We obtain the following expansion for the Steklov-Poincaré operator A, [8]:

A, = Ao+ p°B+0(p*)
in the operator norm (12)
L(H'Y(Ig), H='?(I'r))

where: the remainder O(p?) is uniformly bounded on bounded sets in the space
H'Y2(Ig).
We shall search the expansion of the solution y* in 2g x (0,7):
v =y + 0yt + 5 =10+ 0% + 0"y (13)
The Neumann boundary condition in (7) can be rewritten as
oy
on
Substituting (13) into (14) we obtain

dy" 2 oy oy -
—— 4+ p’ B+ == =Ao(y° + Yyt + §)+
an TP B, e, o(y” +p ) (15)

+ P?B(y° + p*yt + ) + ptA(y?)

Ap(y?) = Ao(y”) + P*B(y*) + p* A(y”) (14)

Comparing components with the same powers we get

8 0
Pl ay = A0(y")
n
2 2891 2 1 0 (16)
prip g = 1Ay + Byl
n

Thus it follows the following expansion of solutions:

Let us denote by " the solution of the problem (7) corresponding to a given
parameter p = 0.

Then, y! corresponding to a given parameter p? is a solution of the equation
(18).

The optimization problem (in a singularly perturbed geometrical domain (2,)
is examined with the respect to a small parameter p > 0. The one-term asymp-
totic expansion of optimal controls is derived. The first term of the expansion
of the order p? is uniquely determined as the optimal solution to the auxiliary
optimization problem.
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Theorem 4 We have the following expansion of the optimal control in L*(I" x
(0, 7)), with respect to the small parameter,

vp = vo + pPq +0(p%) (17)
for p>0.
We assume that p is a sufficiently small. The function ¢ in (17) is a unique

solution of the auxiliary optimal control problem:
The state equation

b

——Aw+/th— )dh =0 in 2 x (0,T) x (0,b)
0

w(z,t') = Po(xz, ) in 2 x[-b,0)

g—::/w(x,t—h)dh—i—q on I'x (0,T) x (0,¢) (18)
0

w(zx,t') = Yo(x,t') in I'" X [—¢,0)
) = Ao(w) + B(yo) on FR X (07T)

n
w(z,0) =0 in g

where: w = y!.
The cost function

T
- % / \w(T,z)|2dx+%//|u|2dxdt (19)
Qr 0T
The adjoint equation
b
0z .
—E—Az—i— z(z,t+h)dh =0 in Qg x (0,T) x (0,b)
0
z(z,t;0) =0 in Qrx (T, T+D)
9% Y (20)
o = z(x,t+ h) dh on I'x (0,T) x (0,¢)
n
9z ° 0
5 = A0(a) + B) on I x (0.T)
2(x, T) = w(x,T) in 2g
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Then, the optimal control ¢ is characterized by

T
/w(x,T;q)(w(x,T;u) (z,T;q)) dm—i—//q (u—q)dzdt >0 Yu € Sgq
Qr 0TI

(21)
where: S,q is a set of admissible controls such that
Soa = {u € L3(I' (O,T))’
u(z,t) > 0 on the set Ey = {(z,t)|vo(z,t) = 0},
u(z,t) < 0 on the set By = {(x,t)|vo(z,t) = 1}, (22)

T
//(po + awg)udxdt = 0},
0T

where: pg is a adjoint state for p = 0, vy is a optimal solution for p = 0 such
that 0 < wo(x,t) < 1.

We simplify (21) using the adjoint equation (20). After transformations we obtain
the following optimality condition in the form of variational inequality

/ (z+ ag)(u— g)dedt >0 Vu € Suq (23)
r

Ot~

The latter condition means that the optimal control ¢ is the metric projection
of —z/a onto the set S,q.

Theorem 5 For the retarded parabolic problem

b

%—Aw—f—/w z,t— h)dh =0 in g x (0,T) x (0,b)
0
w(z,t’) = Po(x, 1) in Qg x [—b,0)
ow r
N = /w(x,t —h)dh+ q on I'x (0,7) x (0,c) (24)
w(z, t') = Wy(x,t') in I x [—¢,0)
o = Ao(w) + B on I x (0,7)
w(z,0) =0 in g

with the cost function (19) with w(T) € L*(2g) and o > 0, and with constraints
on the control (22), there exists a unique optimal control q which satisfies opti-
mality condition (23).
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5 Conclusions

The results presented in the paper can be treated as a generalization of the
results obtained in [1]- [3] onto the case of integral time lag parabolic systems
in which retarded arguments appear in the integral form with h € (0,b) in the
state equations and with k € (0, ¢) in Neumann boundary conditions.

The asymptotic analysis of the time lag parabolic equation is performed.
In particular the nonlocal boundary conditions on the interior boundary of the
truncated domain {2g are defined. The optimal control problem in {2, is replaced
by a family of optimal control problems in the truncated domain {2z. The main
results are presented (Theorem 3), and the asymptotic formula with respect
to p for optimal controls is established (Theorem 4). Necessary and sufficient
conditions of optimality (23) are proved for a linear quadratic problem (18), (19),
(22), (Theorem 5). In this paper we have considered the mixed initial boundary
value problems of parabolic type. We can also consider similar optimal control
problems for hyperbolic systems. Finally, we can consider such optimization
problems for time lag hyperbolic systems.
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Abstract. In this paper a method of solving optimal control problems
of systems described by Fredholm type integral equations was described.
Special attention was given to difficult problems with point constraints
imposed on the state of the system.

1 Introduction

The use of integral equations in control theory have paralleled differential equa-
tions up to the 1970s. Subsequent technological changes like the decline of analog
computations, have the field of integral equations at a point of stagnation. Re-
cently however we can notice growing interest in them. In this paper we show
some contemporary results for the use of integral equations in control systems.
Use of them can grossly simplify mathematics used and opens the road for ap-
plying new types of control signals unobtainable with differential equations only.

The first approach to optimal control of systems described by integral equa-
tions can be seen in a multipart paper by Vinokurov [8]. With some other as-
sumption a form of maximum principle is obtained. This result was questioned
by other authors, who pointed out some mistakes [9].

At some point in time interest in optimal control of systems modeled by inte-
gral equations had diminished mainly due to changes in computation methods.

In recent years there has been a huge increase in interest in integral equations
and control of systems described by them.

Integro - algebraic model is a model where some parts of system are described
by integral equation and others by algebraic equation. Recently a good example
was given in the book [6]

In this paper we would consider solving some control problems for systems
described by Fredholm type equations. Some work in this field, using maximum
principle was done previously see [4],[10],[2]. Results published here were pre-
sented in PhD thesis [3].

2 Optimality conditions for Fredholm equations

Let us consider the following Fredholm equation
V@) =+ [ K@) + b))z, 1)
0
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where 2 C R% d > 1 is a bounded set with smooth boundary I'. Denote by
L2(£2) the space of all real valued, squared integrable functions on (2. Unless
otherwise stated, all the functions are assumed to be from Lo (£2).

This kind of a problem can arise from partial differential equations

Azy(T) — y(7) = —u(T), (2)

for z € 2 and y(Z) =0 for T € I'. Where A, = 36722 lub A4, = 6‘9—;. For equation
(1) we can find u* € Ly(£2) f for which the following functional attains its
minimum.

Q) = [ @) ~u@)d -+ [ @z, ©
where v > 0 is weighting factor. Concerning kernel K, we assume the following:

1. symmetry K (z,2') = K(2/,7),
2. [K(z,7)dz < o0, B B B
3. nonnegative definiteness Ver2 (o) [ [ f(2')K(Z,2') f(Z)dzdx’ > 0.

From [7] we know that there exists the ortogonal and complete in L?({2)
sequence of functions vy (Z), v2(T), ... such, that

K(i‘,i/) = Z)\ﬂ},(i‘)vz(il) (4)

where \;’s are eigenvalues of the integral equation with kernel K, while v;(z),
are the corresponding eigenfunctions

We assume that these functions are normalized fQ vi(Z)de=1,k=1,2,....
Usually A\; = 5 or even \; = 5. Thus (4) can be approximated with relatively
short series.

We are looking for control function in the form of

o0
u*(Z) = Z w0 (T). (5)
i=1
We must notice that v; is complete so it can be used to represent any function
including u(Z) and
o0
y(@) =Y yivi(®).
i=1

The above two series represent v*(Z) and y(Z) from Lo ({2) in the sense that they
are convergent in the Lo(f2) norm. By substituting (4) into (1) and assuming
yo = 0 we obtain

| K@) () + k@) - (6)
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=35 M) [ oy(a)us()ae o+ )

i=1j=1

because

/ Uj (i’)vz(i’)di’ = (51-]-

2

where §;; is Kronecker delta, for the right hand side of (6) we obtain

=D Nvi(@) (i + kuy) (7)

i=1
Finally the equations have the following form

Z Yyivi(T) = Z Aivi (T) (yi + ku;) (8)

By multiplying both sides by v;(x), integrating with respect to {2, assuming
A; # 1, we obtain

Vie1,2,... Yi = Ni(yi + kuy) 9)
Viz P =
1,2,...Y 1— N,

Applying the Parseval equality to (3) and using (9) we obtain the following
result.

Theorem 1 Let for K assumptions 1)-3) hold. Then, the minimization problem
(8), constrained by (1) can be obtained by to the following unconstrained

> Aiku; \°
ming, 3 (v = 2550 ) (10)
i=1 ’
and substituting its solution u}, i =1, 2,... into (5).

Remark: notice that when there are no other constraints on v and y, then (10)
splits to the sequence of the quadratic minimization problems for u;’s.

3 Example problem

In the framework of Lo theory that was presented in the previous section one
can infer about convergence of truncated orthogonal sequence in Lo norm. When
a particular sequence of wvy;s is considered, the pointwise or even uniform con-
vergence of truncated approximation can be proved.

We illustrate this statement by considering the optimal control problem for
the Fredholm equation arising from the steady-state heat conduction problem.
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We shall proceed in two steps. Firstly, we derive a solution quite formally,
in the Lo framework and then we shall prove the uniform convergence of the
truncated series to a continuous function. The last fact is of importance when
one consider pointwise constraints imposed on the system state, because one can
not uniquely define y(2y) for y € L2(12).

Optimal control problem (3) is equivalent to q quadratic programming prob-
lem (10) when n = co. For n sufficiently large it can be approximated as a finite
dimensional quadratic programming problem.

Now let’s consider a heat conduction equation in the steady state

2
a% —by = —u(x) (11)
y(O):O, y(ﬂ)207a>07b20

We know that (see [5])

y(z) :/ K(z, 2 yu(x')dx',
Q
where the kernel K has the following form:
K(z,2') = Z
k=1

S0 g = #H), v; = +/2/m sin(iz).

The functional (3) can be expanded into series

. . /
Y bsm(kx)sm(kx )

Q=> Wi—w)’+7>_ui (12)
k=1 k=1

As an example we consider the following function on fig. 1
Tm
() =—lz— =|+ =. 13
y'(@) = —lo— 3|+ (13)

By expanding this function into series v; = sin(iz) and using five terms we
obtain a sufficiently good approximation shown in fig. 2.

The stated optimal control problem become an unconstrained optimization
problem.

. " . Al ? 2
min,, » (y 1 /\i) + yu; (14)

i=1
The minimizing sequence is unique ad it has the form
(A = DA
k=12, .., 15
v =29+ A2 (v + 1)k (15)

where y; is k-th Fourier coefficient of y*.

uy =
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05¢

0.5 1.0 1.5 2.0 2.5 3.0

Fig. 1. Reference function y*.

0.8+

021

0.5 1.0 1.5 2.0 2.5 3.0

Fig. 2. Function y* expanded into five term sinus series.



Optimality conditions for optimal control problems modeled by integral equations 113

Denote by §n(z) the system response to the truncated optimal input signal
uy(z) = ZkN:1 ujvg(x), where

vg(x) = \/Zsm(km) (16)

According to (9), yn(z) has the following form

N
gn(@) = cryior(z) (17)
k=1

where y;’s are the Fourier coefficients of the reference function y*(x), while ¢’s
are defined as follows 5
-1 2 g
== - — 1= 18

v(k*a +b)? — 2y(k*a +b) + v + 1.

Theorem 2 If y* € Ly(0,7) and N — oo then the series (17) is convergent
in the Lo norm and also almost everywhere (a.e.) in [0, 7] with respect tp the
Lebesgue measure

Proof. By assumption y* € Ly(0,7) we have >, = 1%°y;? < co. From (18) it is

clear that also the series y |° ciy;:Q < 00. Thus, convergence of gy in Lo norm,

as N — oo, to g(x) = Zgzl crypvk(x) follows from the Parseval equality. The
second statement follows immediately from the fact that § € Lo(0,7) and from
the Carleson theorem [1].

To prove the uniform convergence

lim sup [jn(z) =9 =0, (19)
N —o0 ze(0,m]
we need the following result from [11] Chapter 5.11 and the bibliography cited
therein.

Theorem 3 (Channdy and Jollife (ChJ)) If ax > agy1 — 0 as k — oo,
a necessary and sufficient condition for the uniform convergence of the series
Yooy agvi(z) (vg’s given by (16) is that kay — 0 as k — oc.

Theorem 4 Let us assume that the reference signal y*(x) has uniformly con-
vergent Fourier series in the basis (16). Furthermore, we assume that yj_ , > yj.
Then, the series (17) is uniformly convergent to g in (0,7] and §(x) is a con-
tinuous function.

Proof. From the assumptions on y* and ChJ theorem, we know that ky; — 0.
With possible exception of a finite number of initial terms, sequence cg’s is
nonnegative, monotone and convergent to zero as k — oo. Thus, so is also the
sequence ¢ -y ,k = 1,2,... Additionally, the fact ky; — 0 implies kcpy; — 0
as k — oo. Thus, we can invoke ChJ theorem once again to infer the uniform
convergence sequence of continuous functions has a continuous function as its
limit.
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Let us take a = 1,b = 1,k = 1. When v = 0 (no control cost), we get solution

as in fig. 3. With v = 0.2 result is a more flattened see fig. 4.

0.8+
061
041

021

0.8+

061

041

021

0.5 1.0 1.5 2.0 2.5

Fig. 3. Solution v = 0.

3.0

0.5 1.0 1.5 2.0 25

Fig. 4. Solution for v = 0.2.

4 Handling point constraints

3.0

Handling point constraints on y requires its continuity. In the previous section
sufficient conditions have been provided. Using the same reasoning as in the
proof of Theorem 4 and different variants of ChJ theorem (see [11] chap. 5.11)
one may obtain another conditions imposed on y*.
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In this section we assume that the solution of the system state Fredholm
equation has a continuous solution.
Let us consider once more (3) with additional constraints as follows:

y(&) = e (20)

where ¢ is a required value. By expanding y into series we obtain
o0
y(€) = yii(€) = e (21)
i=1

after substituting y; we get

S Avi(6)

=1

As a result we obtain linear constrain with respect to u;.
Optimal control problem (3) with constraints (20) is equivalent, assuming
n — o0, to a quadratic programming problem with linear constraints:

n )\’U, 2
min,, » (y -1 ;) +yu? (22)

=1

A€
; =X

To our previous example let’s add additional requirement y(0.3) = 0.35,
leaving other parameters unaltered.

0.8+
061
0.4

021

0.5 1.0 1.5 2.0 25 3.0

Fig. 5. Temperature with additional, point constrain.

In practice the temperature profile as in fig. 5, can be achieved by using
inductive heating or laser heating. In many cases it can be cheaper to heat on
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constant segments, so now we would consider step basis for control function as
in fig. 6. The result is acceptable as shown in fig. 7.

0.8

0.7

0.6

0.5

0.4

03

0.5 1.0 15 2.0 25 3.0

Fig. 6. Control is step base.

After numerically solving (22) we obtain solution fig. 7.

0.20
0.15

0.10

0.5 1.0 1.5 2.0 2.5 3.0

Fig. 7. Temperature profile for step control.

5 Concluding remarks

In the paper the method of solving optimal control problems for Fredholm inte-
gral equation of a second kind was described. Examples for constrained problems
were provided for heat equation with and without point-wise constraints, which
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are easy to handle in this approach. Further research would be desirable in order
to extend the proposed approach for nonlinear equations.
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Abstract. Observers for descriptor electrical circuits by the use of the shuffle
algorithm are proposed. Necessary and sufficient conditions for the existence of
the observers are given. The effectiveness of the proposed method is demon-
strated on a numerical example.

Keywords: Observer synthesis, descriptor, electrical circuit, shuffle algorithm.

1 Introduction

Descriptor (singular) linear systems have been investigated in [2-7, 10, 14, 17, 20,
22]. The eigenvalues and invariants assignment by state and input feedbacks have
been addressed in [9, 10]. The computation of Kronecker’s canonical form of a singu-
lar pencil has been analyzed in [23].

Descriptor observers for standard and fractional descriptor linear systems have
been proposed in [8, 13, 15]. The minimum energy control of descriptor linear sys-
tems in has been analyzed in [11, 12, 18]. Stability of positive descriptor systems has
been investigated in [24]. Comparison of three different methods for finding the solu-
tion for descriptor fractional discrete-time linear system has been presented in [21].
Comparison of two different methods of observer synthesis for descriptor discrete-
time linear systems has been investigated in [1]. Fractional linear systems and electri-
cal circuits have been analyzed in [19].

In this paper the observer synthesis for descriptor electrical circuits based on the
shuffle algorithm is proposed.

The paper is organized as follows. In Section 2 some definitions and theorems con-
cerning descriptor electrical circuits are given. The shuffle algorithm method is pre-
sented in Section 3. In section 4 the shuffle algorithm is applied to establish observers
for descriptor electrical circuits. A numerical example is presented in Section 4. Con-
cluding remarks are given in Section 5.

The following notation will be used: R - the set of real numbers, R™" - the set
of nxm real matrices and R" =R™! , 1, - the nxn identity matrix, C - the field

of complex numbers.

© Springer International Publishing AG 2017 118
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2 Preliminaries

Consider the linear electrical circuit

dx(t)
dt

(0 =Cx(®), (1b)

= Ax(¢)+ Bu(t), (la)

where x(¢) e R”, u(t)eR™, y()eR? are the state, input and output vectors and

E,AcR™, BeR™ CeRP”" . Itisassumed that det E=0, rank £ = and
det[Es — A]# 0 for some s €C. 2)

It is well-known [19] that any linear electrical circuit composed of resistors, coils,
capacitors and voltage (current) sources can be described in transient states by (1).
Usually as state variables (components of the vector x(¢)) currents in the coils and

voltages on the capacitors are chosen.
Definition 1. The linear electrical circuit described by (1) and satisfying the assump-
tion (2) is called a descriptor electrical circuit.
Theorem 1. [19] Linear electrical circuit is descriptor if it contains at least one mesh
consisting of only ideal capacitors and voltage sources or at least one node with
branches with coils.
In next section it will be shown that the electrical circuit (1) can be described in the
following equivalent form
g-1
0] OIS JEsT0
dt?

= Ax(t)+ Byu(t) + B, —= , (3a)

y(0) = Cx(@), (3b)

where ¢ is called the index of the pair (E,4) [10], 4 eR™", B, e R"™",
k=0l,...g-1.

Theorem 2. The solution x(#) of the equation (3a) for a given initial condition
x(0) = x, and input u(¢) has the form

du(r) du(r)

_ A(t-1)
x(t)=e'x, +I 9| Byu(r) + B, pR7EY

+..+B,, dr. 4)

Proof. The proof is similar to the one given in [10].
Definition 2. [10] The continuous-time linear system (3) is called asymptotically sta-

ble if limx(r) =0 for any finite x, € R" and u(z)=0.

11—
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Theorem 3. [10] The continuous-time linear system (3) is asymptotically stable if the
zeros (the eigenvalues of the matrix 4) 4,, ..., 4, of the equation

det[[ A—Al=A"+a, A" +..+aA+a, =0 (5)

satisfy the condition

Rek; <0 for i=1,...n, (6)

where Re denotes the real part.

3 Shuffle algorithm method

Using the shuffle algorithm [10] we obtain the following. Performing elementary row
operations on (la) we obtain

E A B
HED A+ o, ™)
0| dt A, B,
where E; € R™" has full row rank (rank £, =n,) and 4, € R"", 4, e R

B, e R, B, e R"™”™ Differentiation of the second equation of (7), i.e.

0 = A, x(t) + Bou(t) ®)
with respect to time yields
dx(t) du(t)
A =-B . 9
> dr > dt ®

The equations (7) and (9) can be rewritten in the form
E A B 0
D Ay P e + au(t). (10)
A, | dt 0 0 -B, | dt

[EITAZT]T (11)

is nonsingular then from (10) we obtain

-1
E A B 0
AW B A | P | |24 (12)
dt A4, 0 0 -B, | dt
If the matrix (11) is singular then performing elementary row operations on (10) we
obtain

If the matrix
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E A B C
2| O | Ay 5 gy +| S 94D (13)
0| dr |4, B, C, | di
where E, e R has full row rank (rank E, =n,) and rank £, <rank F,,
Ay e R, A4, e R B C e R, B,,C, e R"™  Differentiation of

du(t)

0=A,x(t)+Bu()+C, (14)

with respect to time yields

dx(7) du(t) d*u(t)
A =-B -C .
toar Yar PP

(15)

From (13) and (15) we have

Ey|ax(t) [ 4 C |du@ [ 0 |du(@)
Wil G W I

If the matrix
T
[E54] ] (17)
is nonsingular, then we can solve (16) in a similar way to (10). If the matrix (17) is

singular, we repeat the procedure for (16) and for finite number of steps g—1 we
obtain

-1
E, A B C, |du(t) 0 a9 u(r)
Hn=| 1 T x()+| ! @)+ /L .+ = =27, (18
x(1) qu} GO}C() {0}4() {O} dr -D, | ar (18)
which is equivalent to the equation (3a).

4 Observer synthesis by the use of the shuffle algorithm

Definition 3. The continuous-time system

= F3(t)+ Gyu(t) + G,

di(t) du(t) dr lu(t)
o ..+G R Hy(7) (19)

gq-1

where x(z) e R" is the estimate of x(¢) and u(r) e R", y(t) e R? are the same input
and output vectors as in (3), FeR"™, G, eR"™™, k=0],...g-1, HeR"™ is

called a state observer for the system (3) if



122 Kamil Borawski

tli)rg[X(t) —-x()]=0. (20)
Let
e(t) = x(t)— %(t). @21
From (21), (3) and (19) we have
de(t) dx(t) di() - - —  du(@)
= - =Ax(t)+ Byu(t)+...+ B
dt dt dt X0+ Boutt) g
q-1
—(F3(t) + Gou(t) +..+ Gy, & dt;ff’) + HCx(t)) (22)
- . — - dMu(r)
= (4 - HC)x(t) — Fi(t) + (By — Gy )u(t) +...+ (B, — Gq,l)F.
If the matrices F', G, k=0.1,...4—1, H are chosen so that
F=A-HC, G, =B, k=0,,..g-1 (23)
then from (22) we obtain
% = Fe(t). (24)

If the system (24) (the matrix F) is asymptotically stable then lime(r) =0 and the

—w
observer (19) asymptotically reconstructs the state vector of the system (3).
Theorem 4. [10] The system (3) has a state observer (19) if and only if there exists a
matrix H such that all eigenvalues of the matrix F = A —HC satisfies the condition
(6).
It is well-known [10] that the finite eigenvalues of the matrix F can be arbitrary as-
signed if and only if the system (3) is observable, i.e. one of the following conditions
is satisfied

1) rank . =n, (25)

2) rank{l"SC_A} —n for seC. (26)
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5 Numerical example

123

Example 1. Consider the electrical circuit shown in Figure 1 with given resistances

R, R,, R;,inductances L,, L,, L; and source voltages e, , e, .

i i3 i)
R, R;3 R
LJ Lj‘ L2

el ez

Fig. 1. Electrical circuit of Example 1

By Theorem 1 the electrical circuit is descriptor since it contains at least one node

with branches with coils. Using the Kirchhoff’s laws we may write the equations

di di
e =R1il+Llﬁ+R3i3+L3ﬁ,

e, =Ryi, +L, %+R3i3 + L, %,
0=y +iy—is.
As the output of the system we choose
y=i+iz.
The equations (27) and (28) can be written in the form (1)
i i
Pk i; -4 i; +B[el},

dt e,

where

27

(28)

(29a)

(29b)



124

Kamil Borawski
L 0 L -R 0 —R; 1 0
E=|0 L, Ly|, 4=| O -R, —-R;|,B=|0 1|,C=[1 0 1]. (30)
0O 0 0 1 1 -1 0 0

The pencil is regular since

sL, + R, 0 sLy+ Ry
det[Es—A]=| O SLy+R, sLy+R,
-1 -1 1
=[L(Ly + Ly) + Ly Ly1s” +[ Ry (Ly + Ly) + Ry (Ly + Ly) + Ry (L + Ly)]s (31)
+R(Ry +R3)+ RyR,

is nonzero for every positive values of the resistances and inductances.

For further analysis we assume the following values: R =R, =2Q, R;=4Q,
L,=Ly=1H, L, =2H. Therefore, we have the descriptor continuous-time electrical
circuit (1) with the matrices

1 01 -2 0 -4 1 0
E=|0 2 1|,4A=| 0 -2 —-4|,B=|0 1|,C=[1 0 1]. (32)
0 00 I 1 -1 00
From (32) we have
1 01 -2 0 =410
E 4 B
[E 4 B]l=|0 21 0 -2 -4 0 1|= . (33)
0 4, B,
000 1 1 -100

Performing the shuffle on (33) we obtain

1 01 -2 0 -4 1000
E, 4 B 0
=0 2 1 0 -2 -4 01 0 0]. (34)
1 1 1 0 0 0O 00 0O
The matrix
1 0 1
E,
=0 2 1 (35)
4,
1 1 -1

is nonsingular and from (12) we have



State vector estimation in descriptor electrical circuits using the shuffle algorithm

dl|. 'E, - 4
=i, |=

dr| A, 0
13 -

12 04

= 04 -038

-08 -04
since B, =0.

B

L2

0
-1.6

-0.8
-24

I

i
)

I3

€

€

+

1 0
+
] =B

[ 0.6
-0.2

| 0.4

|

4
di

-0.2

0.4
0.2

€

:

|

1

2

} = Ax(t)+ Byu(t),
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(36)

The output equation has the form (29b). The system (36), (29b) is observable since

C

rank| CA
c4?

=3=n.

1 0 1
=l-2 0 -4
56 0.8 12.8

(37

Let §, =8, =5; =—10 be the desired poles of the observer (19). Applying well-

known pole assignment techniques [10] we obtain

and

det[Iys — A + HC] =| 989.44

From (23) we have

H=[142.88 989.84 —117.28]"

s+144.08 -04
s+0.8
-116.48 0.4
-114.08 04 -

(38)
144.48
990.64 |=s> +30s? +300s +1000. (39)
s—114.88
114.48 06 —-02
(40)

F=A-HC=|-989.44 —08 —-990.64|, Gy=B,=|-02 0.4
114.88

116.48

-04

04 02

and the matrix A has the form (38). The desired observer (19) for the system (36) has

the form
5 4 {1 —114.08 04 —11448| i, 06 -02
x(t):_ I |=[—989.44 —-08 -990.64|i, |+|—-02 04 é
dt dt| ; ) e,
I3 11648 —-0.4 114.88 | i, 0.4 0.2
(41)
142.88
+| 989.84 |y.

-117.28
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Let us assume the initial conditions #;(0)=1A, i,(0)=2A, i;(0)=3A for the

electrical circuit (36) and zero initial conditions for the observer (41). The currents
and their estimates for e, =5V, e, =10V are presented in Figure 2.

Current \1(t) Current iz(t)

Real
15 }_ Estimated |
AU S S

t[s] tls]

Current |3(t)

Real
o LT |
05 1 15 2
tls]

iy Al

Fig. 2. Real and estimated currents of the electrical circuit

6 Concluding remarks

Observers for descriptor electrical circuits by the use of the shuffle algorithm have
been proposed. Necessary and sufficient conditions for the existence of the observers
have been given. The effectiveness of the proposed method has been demonstrated on
a numerical example.

The considerations can be easily extended to fractional and positive descriptor
electrical circuits.
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Abstract. The paper discusses the subject of estimation of potential fi-
nancial benefits achievable with the rehabilitation (modification or tun-
ing) of the control system. This issue appears almost in any process
improvement initiative giving arguments for control upgrades. The sub-
ject exists in literature for several years with well established the same
limit approach. The procedure is based on the assumption of Gaussian
properties of the considered variable reflected in its histogram. Review
of industrial data shows frequent situations when process variables are of
different character featuring long tails. Such properties are well described
by a-stable distributions. This paper presents extension of the method
on such general probability density functions family. The analysis is il-
lustrated with the simulation and industrial data examples.

1 Introduction

Industrial processes are often non-stationary time-varying systems with many
cross-correlations and disturbances of unknown character and origin. Such con-
ditions bring about challenges for the control system implementation, design and
tuning. Goals are addressed by base control with single point or cascade PID
loops. There are many reports showing that base control regulation fine tuning
brings significant financial benefits. Further improvement may be reached with
supervisory Advanced Process Control (APC) and/or Process Optimization.
Thus there is a need for methods to compare control improvement initiative
cost against expected economic benefits. Such decisions are mostly based on
the financial basis. There exist estimation techniques allowing calculation of
the possible financial benefits resulting from the control system improvement.
These profits are mostly associated with increased production efficiency, lower
energy and material consumption, higher throughput or lower environmental
fees. The cost element of the decision is simple, as it may be easily derived from
past projects or obtained from control system vendor. The benefit part has to
be evaluated specifically for each installation. The algorithm is based on the
decrease of process variability leading to quantitative results. The method called
the same limit rule assumes that the shape of the controlled variable histogram
is Gaussian and normal standard deviation o is used as the variability measure.

© Springer International Publishing AG 2017 128
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The rationale of this paper derives from observations gained in many com-
mercial control improvement projects. It appears that behavior and shape of
obtained trends and curves does not follow expected Gaussian properties. It is
frequently fat tail. Lévy a-stable probability density function enables to achieve
better fitting. To follow this observation, non-Gaussian method is proposed with
modified Lévy a-stable the same limit method. Approach is more powerful as we
may use more degrees of freedom, i.e. Probability Density Function’s (PDF’s)
stability, skewness and scaling.

The algorithm is proposed and the analysis of the distribution factors’ impact
is presented. The evaluation is visualized with industrial examples.

1.1 Statistical measures

Normal distribution delivers many popular performance indicators. Mean value
and standard deviation are commonly used. Standard deviation ¢ informs about
signal variability. Higher value means larger variations and poorer control, while
small values reflect opposite situation. Importance of these measures and their
acceptance is unquestionable. But they are valid, when signal properties are
Gaussian. It may be validated graphically through visual inspection of histogram.
We may also use normality tests.

Review of control loops from various process industries [1] shows that only
minority (= 6%) has normal properties. Majority is characterized by fat tails well
approximated with Lévy a-stable distribution (> 60%). This may be explained
by process complexity, correlations, varying delays and human impact. Thus,
the use of stable PDF is justified.

An a-stable density function belongs to the family of stable distributions. It
has four degrees of freedom (1) with four parameters (see Fig. 1); the character-
istic function has in this case the following form:

exp (—’y“mo‘{l —iBsign(x) tan(—%)} + i5a:) for o #£ 1

Sap0 () = 2 , )
exp | —y|z[{1+ z;ﬂszgn(x) In|z|} + idx fora=1

(1)
0 < a < 2 is called stability index, |B] < 1is a skewness factor, 6 € R is location
and v > 0 is scale parameter. Stability parameter « is responsible for shape.
Location § keeps information about function position. Additionally we have two
more shaping parameters. 8 informs about distribution skewness, while scaling
v keeps information about density function broadness. The family of a-stable
distributions is a rich class, including following PDFs as subclasses:
— normal Gauss distributions N (i, 0?) given with S(2, 3, %, "),
— Cauchy PDF with scale v and location § given by S(1,0,~,9),

— Lévy distribution (Inverse-Gaussian or Pearson V), with scale v and location
§ given by S(3,1,7,0).

There are methods [2] dedicated to PDF to histogram fitting. a-stable case
uses Koutrouvelis [3] regression approach.
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2 Benefit estimation

The task to predict possible improvements associated with upgrade of a control
system exists in literature for a long time [4]. From early days it was mostly
associated with the implementation of the APC. There are three well established
approaches called: same limit, same percentage and final percentage rules [5,6].
All of them use assumption about Gaussian shapes of the controlled variable.
Normal approach is followed by extensions with other PDFs.

2.1 Standard Gaussian approach

The same limit method is based on the evaluation of the normal distribution for
selected variable keeping information about economic benefits and its modifica-
tions. Thus it assumes Gaussian properties of the process. Improvement potential
is evaluated on the basis of the well-established algorithm presented below [7]:

1. Evaluate histogram of the selected variable or the performance index.

2. Fit normal distribution to the obtained histogram which is described by two
parameters: mean value and standard deviation o.

3. It is assumed that mean value (M;pmpron for the improved system and M,y
for the original one) is kept within the same defined distance from potential
upper (or lower limitation). The idea is to shift the mean value towards the
respective constraint. For the confidence level of 95% it is equal to a = 1.65.
Such a value is used in the calculations. The mean value for the improved
operation is estimated. Standard deviation o relates to the original system
and o1 to the improved one.

Mimprov = Mpow - a- (UO - Ul) (2)
4. Finally percentage improvement is calculated on the basis of the following
equation:
AM = 100 - Mimprov - Mnow (3)
Mimp'r‘ov

Assume we have fitted distribution to the histogram with parameters (zg, o9).
We also have to keep the same limit at point of * = xg+k- 0, where k describes
the same limit point position. We assume that better control improves variability
by factor ¢, i.e. new 07 = ¢-0¢. Thus we may maintain the same limit with density
function shifted by benefit (4).

M=k -0p—c-op Q(Sflnc) (4)

Let us assume that k = 2.0, ¢ = 0.75, up = 1.0, 7o = 0.5 (solid black line).
Resulting limiting value is at point «* = 2.0 with function value of 0.106. We
obtain new improved variability of 41 = 0.38 (blue dashed line). Thus we may
shift distribution by benefit factor M = 0.198 towards the same limit (green
dotted line). Fig. 2 presents graphical visualization of the above example.
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Fig. 1. Examples of Lévy PDFs Fig. 2. Gauss same limit rule example

2.2 Algorithm for Lévy distribution

Control improvement benefit estimation using Lévy density function is not as
straightforward as normal distribution, when there is single factor responsible
for variability, i.e. o standard deviation. Right now there are three parameters
addressing variability. Scaling ~ is responsible for distribution broadness, stabil-
ity « for long tails and skewness 3, which may also impact tail limit. We need
to take into consideration combinations of these parameters in solving the same
limit rule. It is infeasible analytically. Additionally each of these parameters
addresses different aspects of the control loop tuning. Distribution broadness re-
flected by v should be a measure of control quality. It plays the role of a robust
Control Performance Assessment (CPA) measure [8].

Stability factor () may also impact control quality. It reflects persistence
properties of the variable, i.e. control system. Skewness also informs about con-
trol quality. It is not always wrong. In some cases we may allow variations in the
direction opposite to the constraint reducing dangerous ones in direction of the
limitation (e.q. steam desuperheater control). Analyses of the a-stable factors
impacting the rule of the same limit are evaluated through simulations.

As the function describing the PDF is complicated, a numerical approach
was used to calculate the benefit obtained after control system tuning. The
method relies on finding the zero of the difference of two PDF functions in the
reference point, i.e. the function with ” after tuning” parameters and the original
one ” before tuning” being shifted. The ’fsolve’ Matlab function is used to obtain
the result. The developed method is efficient and can be used with any PDF.

2.3 Simulation results

Simulation experiments were performed according to the predefined procedure,
designed to verify assumed hypothesis. The results for the situation, when skew-
ing factor remains unchanged during loop improvement (8 = 0.1) is sketched in
Fig. 3. Situation, when tuning causes symmetrization of the control error his-
togram, i.e. skewness factor after loop improvement becomes zero (8 = 0.0) is
presented in Fig. 4.
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Diagrams below present respective shapes of the probability density functions
change during the experiments. Selected plots show extreme cases only. Minor
improvement (10%) in scale and situation of unchanged persistent behavior (o =
1.2 — 1.2) is sketched in Fig. 5, while Fig. 6 reflects shifting the system towards
uncorrelated properties with o = 1.2 — 2.0. Figs. 7 ...8 depict respective plots
for large scale improvement of 80 %. Respective presentation of all the results
in tabular form is presented in Tables 1 and 2.

benefit M
N\
benefit M

10 20 30 40 50 60 70 80 10 20 30 40 50 60 70 80
~ improvement (%) ~ improvement (%)

Fig. 3. Predicted improvement M ver-
sus PDF scale v assuming unchanged
skewness factor, i.e. 8 = 0.1 for differ-
ent values of stability factor a.

Fig. 4. Predicted improvement M ver-
sus PDF scale v assuming symmetriza-
tion with skewness factor 8 = 0.0 for
different values of stability factor a.

Table 1. The same limit rule results of M and § shifts for symmetric scenario § = 0.0

v =045 y=0.40

M é M § M

~=0.30

4=020 ~=0.10
§ M 5§ M 6

1.20.11 0.9378 0.17 0.9979 0.31 1.1353 0.47 1.3034 0.69 1.5239
1.6 0.05 0.8760 0.13 0.9566 0.31 1.1357 0.51 1.3441 0.77 1.5954
2.0 0.00 0.8345 0.10 0.9282 0.30 1.1341 0.54 1.3691 0.81 1.6433

Table 2. The same limit rule results of M and § shifts for asymmetric scenario 8 = 0.1

v =045 ~y=0.40

M 6 M § M

~=0.30

4=020 ~=0.10
§ M 5§ M ¢

1.2 0.05 1.0396 0.12 1.0844 0.26 1.1925 0.43 1.3337 0.67 1.5313
1.6 0.02 0.8903 0.10 0.9674 0.28 1.1399 0.50 1.3427 0.75 1.5905
2.0 0.00 0.8345 0.10 0.9282 0.30 1.1341 0.54 1.3691 0.81 1.6433
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Fig. 7. 80% change iny,a =1.2 — 1.2 Fig. 8. 80% change in v,a = 1.2 — 2.0

We notice that 10% change in ~, when o = 1.2 — 2.0 results in no improve-
ment for both skewness scenarios. In all the other scenarios the shift in § is
accompanied with the M improvement. There are two other interesting obser-
vations. First of all the points form curves well approximated with second order
polynomial. We also see that the curves cross. Larger benefit is obtained with
persistent properties for small improvement in PDF broadness -, while in case of
large narrowing of the histogram, the bigger profits appear once stability factor
shifts toward uncorrelated value of o = 2.

3 Industrial validation

Industrial validation is performed on the anonymous control data from gas pro-
cessing industry. The process has undertaken major tuning initiative. Thus there
exists possibility to compare data before and after tuning. Four variables are se-
lected, called Varl, Var2, Var3 and Var4. Plots of the variable histograms with
fitted probability density function before the tuning are presented in the Figs.
9...12. Next the histograms with fitted PDF's for variables after the tuning are
presented in the consecutive Figs. 13...16.
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Fig. 10. Untuned Var2 histogram
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Fig.11. Untuned Var3 histogram Fig.12. Untuned Var4 histogram

Comparison of presented data consists of three elements. Table 3 shows mean
square error representing fitting quality of each PDF to the variable histogram.
As one can see variables Varl and Var 4 are of Gaussian character, which is also
visible in histogram graphs. In contrary two other variables hold fat tail prop-
erties. We are unable to find better normal density function fitting due to the
histogram fat tails. The following two tables present comparison of the Gaus-

Table 3. PDF to histogram fitting mean square error

Varl Var2 Var3 Var4
before after before after before after before after

Gauss 10.54 5.84 62.61 29.09 28.47 27.53 11.84 9.8
Lévy 8 2.65 10.59 10.93 21.61 15.27 9.63 9.39

sian (Table 4) and a-stable (Table 5) distribution factors for process variable
histograms evaluated for loop before and after the tuning procedure.

First of all we may notice that the results for changes in normal mean value
1 and position factor ¢ for all the variables are consistent and show the same
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Fig. 14. Tuned Var2 histogram
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Fig. 15. Tuned Var3 histogram Fig. 16. Tuned Var4 histogram

Table 4. Comparison of Gaussian factors for loops before and after the tuning

Varl Var2 Var3 Var4
m o m o n o n o
before 514.6 2.735 439.1 1.663 71.1 0.716 66.0 0.640

after 530.0 0.430 450.0 0.390 68.0 0.166 67.0 0.470
change % 3% -84% 2% -77% -4% -77% 2% -27%

values. Normal variability factor of standard deviation o shows for each of the
loops significant improvement in dynamic properties. Additionally we may notice
that for variables Varl and Var4, which have the strongest Gaussian properties
improvements in both factors, i.e. ¢ and y are very similar to each other.

Variable Var2 features evident fat tail properties. In that case normal stan-
dard deviation shows bigger improvement in dynamics, as o improves by 77%,
while v by 68%. Simultaneously we notice visible change in stability factor a.
It improved from strongly persistent behavior towards expected to be optimal
value of 2 reflecting uncorrelated time series.

Other effects are seen in the behavior of Var3 histograms. The same limit
goal is achieved by two means. Improvement in the variability (density func-
tion broadness) is enhanced with asymmetric performance reflected in increased
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Table 5. Comparison of a-stable PDF factors for loops before and after the tuning

Varl Var2

a B 0 g a B v J

before 1.887 0.92 1.785 514.55 1.131 0.06 0.436 439.10
after 1.853 -0.32 0.270 530.00 1.433 -0.11 0.141 450.00
change % -2% -135% -85% 3% 27% -283% -68% 2%

Var3 Var4

« 153 0% 1 «@ 1] 0% 1)

before 1.656 0.11 0.387 71.13 1.939 0.12 0.406 66.01
after 1.400 0.42 0.065 68.02 1.940 -0.08 0.317 67.00
change % -15% 282% -83% -4% 0% -167% -22% 1%

skewness 3. This effect is only visible with fat tail distribution as symmetric
normal PDF does not have such an ability.

4 Conclusions

The paper deals with the subject of the estimation of potential benefits that
may be obtained from control system rehabilitation, i.e. structure upgrade, tun-
ing or implementation of advanced control. There are well established methods
supporting that task. They are based on the same limit rule idea and address re-
ductions of process fluctuations resulting from control improvements. Variability
is measured with the standard deviation of normal probability density function.
Thus the method relies on the assumption that the properties of the analyzed
variables are Gaussian.

Actually, there are frequent situations when assumption about variable nor-
mality does not hold, with evident fat tail properties. Following that observation
the same rule method was extended towards fat-tail distributions. Respective re-
lations were evaluated. It is also shown that comprehensive results are obtained
with distributions having more degrees of freedom, like a-stable density function.

Results confirm complex properties of the applied fat tail distribution ap-
proach. More degrees of freedom in shaping of the histogram allow for more
interpretations. The biggest impact was put on improvements, which directly
influence control error histogram broadness. It is reflected in scaling factor ~.
Earlier works confirm the hypothesis that this parameter is a good measure of
the loop dynamic quality and its improvement may be achieved with the con-
troller tuning. The other two interesting parameters of the a-stable distribution
enable further interpretations.

Stability parameter « reflects persistent properties of the loop. The reasons
for them are much broader and very often are associated with non-Gaussian
noises, process complexity reflected in embedded correlations and human inter-
ventions into the loop operation. Thus it is not the result of direct controller
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tuning. Improvement in it is rather associated with process modifications (tech-
nology). Finally asymmetric performance is the result of human interventions
or process nonlinearities, often associated with installation equipment. Thus its
changes are impacted with the other type of the installation improvements.

Concluding we see that application of the fat tail a-stable distribution into
the process of potential benefit estimation out of control improvement delivers
more degrees of freedom extending standard the same limit rule. It reflects con-
troller tuning, with much more comprehensive perspective covering process tech-
nology and installation equipment.

The method requires further extended validation in industrial environment
to detect and match proper reasons of shapes shifting behaviour. Investigation of
the best practice values for associated parameters to predict control improvement
benefits requires further attention as well, through thorough analysis of a large
number of different cases, in particular.
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Abstract. Time-varying communication delays, data packet dropping,
and other network-induced phenomena are inherent in networked control
systems. Their presence can deteriorate noticeably control quality and
narrow stability margins forcing designers to adopt conservative con-
troller tuning. Control quality drop can be to some extent remedied by
employment of network packet buffering or queuing, finite horizon state
estimation, and continual time delay identification methods applied to
networked control loops. The paper presents a modular structure for a
networked control system where the named techniques are deployed in a
network node located on the actuator site. A case study for a DC mo-
tor servomechanism and a periodic trajectory tracking problem is given.
Simulation results are provided.

Keywords: networked control systems, distributed control systems, net-
work induced time-varying communication delay, packet dropout, packet
buffering, packet queueing, state prediction, state reconstruction, state
estimation, Luenberger state observer, least mean squares method, delay
time identification, linear-quadratic controller, DC motor servomecha-
nism, tracking control, servo control

1 Introduction

Networked control systems (NCS) are more and more popular in almost
all fields of automatic control including factory floor automation, building
automation systems, road vehicles, and home appliances. A fieldbus or a
communication network interconnects sensors, controllers, and actuators
in NCS systems and helps to reduce costs involved by an excessive ca-
bling often present in a traditional solution. On the other hand, presence
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of a network introduces several new phenomena into the control loop.
Depending on the underlying network type, they may include: random
time-varying communication delays, packet dropout resulting in data un-
availability, packet duplication or packet order reversal, nonsimultaneous
delivery of packets originated from separate nodes, and many others. They
can cause control quality deterioration and compromise stability condi-
tions. To maintain acceptable level of robustness, controller designers have
to resort to conservative tunings resulting in a further performance drop.

Many methods have been proposed in the literature to overcome or
mitigate unfavourable phenomena incurred by network presence [4]. Some
of them focus on control algorithms and try to adopt them to network-
induced phenomena. That approach is called control over network [10].
Other adjust network protocols and algorithm in order to make the net-
work more suitable for automation purposes. This attempt is referred
to as control of network. There are also combined efforts described as
co-design strategies [7,6].

Variance of the network-induced time delay can be reduced by a buffer
or a queue implemented in a sensor, controller or actuator network node
[1,14]. The buffer can also reduce packet dropping effects. State recon-
struction and prediction techniques are widely employed to compensate
for communication delays [13]. Smith predictor based solutions are often
selected [1,15] to address network dead time problem. Controller parame-
ters may also be adjusted according to gain scheduling scheme [5]. An in-
teresting approach is presented in [17] where state observers implemented
on sensor nodes in a MIMO system and connected to a shared network
are used do control transmission rate and to reduce network traffic.

An important research area is stability analysis of distributed con-
trol systems [18]. In case of slowly varying network characteristics robust
control framework can be used. Otherwise, if network properties change
rapidly, switched systems or Markov chains theory may be applied [16].
Stability can be ensured with Lyapunov function and linear matrix in-
equalities (LMI) approach [16,9]. An interesting stability analysis for a
system with packet dropping network is given in [11].

The solution proposed in this papers combines several methods origi-
nating from control and networking theory to improve quality of control
in a networked control system. They include: packet buffering, clock ad-
justment, continual delay identification, a state observer, a state predic-
tor, incorporation of a plant model into the control algorithm, and set
point prefiltering. Resulting synergetic, adaptive closed-loop solution is
intended for networked control systems following the structure shown in
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Fig. 1. There is a control plant P coupled tightly with a sensor S and
an actuator A. The actuator is driven by a device constituting a single
network node Na where a control algorithm is implemented. A separate
network node Ns acts as a device measuring signal y from the sensor.
Measurement results are transmitted via a computer network or a field-
bus N. Thus a control loop is closed over the network.
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Fig. 1. Structure of networked control system: P — plant, A — actuator, S — sensor, N
— fieldbus or computer network, Na — actuator node, Ns — sensor node, Ta — actuator
clock, T's — sensor clock

The paper is organised as follows. In section 2 a detailed structure of
the system is presented and functions of all its components are explained.
Section 3 presents a simulational study with the control system applied to
a DC servomechanism. Final remarks are gathered in section 4 preceding
a bibliography list.

2 Control System Structure and Operation Principle

The structure of the closed loop networked control system considered
in the paper is shown in Fig. 2. It complies with the simplified block
diagram depicted in Fig. 1 while presenting in details internals of sensor
and actuator network nodes. A buffer B collects data packets sent by
a sensor node Ns via network N and passes them on to other blocks
in an organised manner. It also adjusts timer Ta governing the actuator
node Na operation. Communication delays are continually identified by 1
block cooperating with a plant model M. Identification results are used by
estimator E reconstructing an unknown plant state. The state estimate
is fed to the controller C of a 2DoF structure, cooperating with a set
point prefilter F forming reference and feedforward signals. The set point
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is provided by generator R. Purposes of all individual modules and ways
in which they cooperate are explained in following subsections.

Fig. 2. Control system structure: P — plant, A — actuator, S — sensor, N — fieldbus
or computer network, Na — actuator node, Ns — sensor node, NIC — network interface
controller, ADC — analog to digital converter (sampler), DAC — digital to analog con-
verter (ZOH — zero order hold), Ta — actuator node clock (interval timer), T's — sensor
node clock, B — packet buffer (queue), M — discrete-time plant model, I — time delay
identification block, E — state estimator (one-step identity Luenberger observer, d-step
state predictor), C — proportional state feedback controller, F — set point prefilter (ref-
erence state trajectory and dynamic command feedforward signal generator), R — set
point generator.

2.1 Control Plant

A control plant P is coupled with actuator A and sensor S. Plant input
signal u(t) € RP may be of arbitrary dimension p > 0 while plant output
y(t) € R is assumed to be scalar. A mathematical model is given as linear
continuous time state space equations & = Ax(t) + Bu(t), y(t) = C x(t),
x(t) € R™ or a transfer function G(s), which can be easily realised as the
former model. As the control system works within a digital framework,
equivalent discrete time model of the form xy11 = P xp + I ug, yr = C xg,
is employed, with state and input matrices & = "4, I' = foh et4 Bdt.
Here h > 0 is a sampling period and k is an index corresponding to
a discrete time instant ¢, = kh. It is assumed that both continuous
and discrete time models are observable, controllable and stable (a single
integrating action is also allowed). Plant-model mismatch is considered
and is assumed to be of a parametric type.
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2.2 Sensor Node

A sensor node Ns samples plant output signal y using ADC converter
with a constant sampling period h. It sends each y; sample within a sin-
gle packet using NIC controller via the network N the actuator node Na.
These actions are triggered by the local clock Ts. All packets are sup-
plemented with their serial numbers. Thus the receiver is able to remove
duplicates and to rearrange packets should they arrive in an altered order.

2.3 Fieldbus or Computer Network

Data packets travel via network N possibly shared with other control
loops and experience time-varying communication delay. It is assumed
that the delay consists of two limited components: slowly varying, result-
ing mainly from changeable network load conditions and rapidly varying,
caused for example by random, unscheduled medium access method. Spo-
radically the network may drop or duplicate a packet or change packets
order. Time-varying delays and packet dropout make control task in NCS
considerably harder than for conventional systems.

2.4 Packet Buffer and Actuator Node Clock

The main purpose of the buffer B is to reduce time delay variability mak-
ing resultant delay almost constant or slowly varying [14]. That simplifies
controller design and allows application of standard control theory meth-
ods. The buffer intercepts data packets incoming in random time instants
an releases them in a more systematic manner. It accepts data packets
from the network as soon as they come. It also sorts them according to
their serial numbers and removes duplicates, if any. Data release process,
on the other hand, is controlled by a clock Ta associated with the buffer.
The clock should rather be referred to as an interval timer, since it does
not keep a constant period. Instead the time interval is adjusted from
step to step depending on data availability. If the buffer is empty, time
interval is slightly extended compared to sensor sampling period h. The
buffer does not wait for the missing data indefinitely, but rather releases
a notice of data absence. If the buffer is not empty, the interval is slightly
shortened. This process is governed by the following formula

0k =h (1+a(r—-sg)

where Jy is a time interval for the k-th step, si is a flag indicating avail-
ability (sy = 1) or lack (s = 0) of data packet (signal s in Fig. 2),
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a > 0, a =~ 0 is an interval length correction factor, and 0 < r < 1is a de-
sired rate of data availability. Shortened and extended intervals are equal
hi = h (1+a(r—1)) and hg = h (1 + ar) respectively, h1 < h < ho.
Adaptively adjusted step size J; allows the controller to keep track of
the time-varying communication delay while reducing delay variation at
the same time. Variation reduction is controlled mainly by the « fac-
tor, while r trades off packet dropout versus resultant filtered time delay.
The timer Ta triggers not only the buffer action but also all other al-
gorithms implemented on the actuator node. Thus, the buffer acts as a
device synchronising sensor and actuator node clocks. Clocks frequencies
are comparable (with an error dependent on « and r parameters) while
phase shift follows a slowly varying component or an envelope (for r ~ 1)
of network induced communication delays. Both parameters should be
selected carefully based on communication time delay characteristics. A
large value of a can make delay filtration ineffective while small may re-
sults in insufficient tracking capabilities. Parameter r value too close to
either 0 or 1 makes the buffer respond sluggishly to increasing or decreas-
ing time delay respectively. Figure 3 demonstrates an example of adaptive
buffer operation.
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Fig. 3. Reduction of delay variation as a result of adaptive buffer introduction: time
delays of packet entering (grey) and leaving (black) the buffer.

2.5 Time Delay Identification

To make the control algorithm able to compensate for the time delay it
is necessary either to measure or estimate it. The first solution is possible
only if both network nodes clocks are synchronised in frequency and phase
and network packets are timestamped. That however involves troublesome
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and resource-intensive implementation of time synchronisation protocols
like NTP or PTP as well as application of stable oscillators. The solution
proposed in the paper employs an alternative method with delay being
continually identified with the I block implementing LMS FIR filter algo-
rithm [2] and making use of a plant model M. Both delayed plant output
measurement results yq and present plant model output computation re-
sults yn, are fed to the I block. As both the plant P and its model M are
fed with common control signal u (see Fig. 2), their outputs should only
be time shifted, provided that initial conditions are identical and there are
neither modelling errors nor external disturbances. The impulse response
of a transport delay system has a form of a Dirac (continuous time) or
Kronecker (discrete time) delta on a compact carrier. Hence, it can be
approximated by a FIR filter. The I block estimates the time delay as a
centre of gravity (CoG) of impulse response obtained with the LMS algo-
rithm [15]. First differences with respect to time of discrete signals y4 and
ym rather that original signals themselves are fed to the LMS algorithm
to avoid errors caused by the bias or offset (see Fig. 4). Thus it is possible
to use the algorithm with plants exhibiting integrating characteristic or
experiencing a constant load. An additional delay of N/4 steps has been
introduced into yq signal path where NV - h is the FIR filter window width.
It helps to avoid identification results lying near the starting point of the
analysis window where computation result may be expected to be quite
inaccurate. To make the identification possible, persistently exciting con-
trol signal u has to be secured [2]. In case of a periodic set point wave
special care should be taken to make the LMS FIR filter window width
smaller than the set point period to avoid spurious delays detection. On
the other hand, N should be large enough to allow identification of the
expected worst case time delay.

N-element
x filter
coefficients
ylﬂ \ p—
> vector T =dh
(4 |—{ FR \—I—> CoG :
first time - -
difference LMS (NI4)h
yd I qﬂ’\’/4
N/4 step
delay line

Fig. 4. Block diagram of time delay estimation algorithm.
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2.6 State Estimator

A state estimator block E compensates for insufficient rank of the model
output matrix C', missing data samples and the communication time delay
[8].

If the rank of the output matrix C' is lower than state space di-
mension, the state x cannot be calculated based on the instantaneous
value of output signal y. It may be however reconstructed with an ob-
server provided the system is observable or at least detectable. An iden-
tity Luenberger observer has been employed in the presented system.
Modified version that introduces no additional delay has been chosen [3]:
Zp=U—-LC) (PZg—1+ I"ug—1) + Lyg. Observer gain matrix L has to
be selected in such a way that the matrix & — L C' @ appearing in an
equation describing estimation error evolution is Schur stable.

If in a particular calculation step the y; sample is missing a state
predictor rather than the Luenberger observer has to be applied. The state
predictor can be considered a “trivial” observer. The missing packet rate
should be low enough not to compromise estimate convergence property.

To compensate partially for 7, communication time delay di-step state
predictor can be employed. Here dy, = [7}/h] where square brackets rep-
resent rounding operation.

Summing up, calculations performed by block E at each time step con-
sist of exactly d +1 stages (see Fig. 5) where dk is the estimate of dj. At
the first stage &, _ dh—d is computed from Z, _; Ch—dp—17 Y—dyp—1 and
Ye_d,» if available. Elther identity Luenberger observer or state predictor

algorlthm is used depending on the availability of y, ; . All remaining
stages make use of simple predictor formula Z . lh—dy = L) :1:]_1‘ k—d, +1Mujq
forje{k—dp+1, ..., k}.

It is necessary for block E to maintain memory for storing past values
of control signal u and state estimates #. At each time step some Z;; values
get overwritten by Z; ;41 calculated as explained earlier. Overwrites occur
in an irregular manner as d, is not guaranteed to be constant and may
change from step to step.
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Fig.5. A series of identity Luenberger observer and predictor stages constituting a
single state estimation step.

2.7 Controller

A linear-quadratic algorithm has been selected for the controller C in the
system. Proportional gain matrix K can be calculated based on the con-
tinuous plant model and an integral performance index of infinite horizon
J = [ (@®)T Qu(t) +u(t)" Ru(t))dt. Both model and performance in-
dex can be concurrently discretised with sampling period h [12] and the
controller matrix can be computed from a solution of a discrete algebraic
Riccati equation.

By itself the LQ controller is well suited for stabilization (regulatory)
rather than tracking (servo) control. Hence, some modifications shown in
Fig. 6 has been introduced resulting in 2DoF controller structure. Feed-
forward control signal is added to the controller output (v = wq + ug)
while its input is driven by the difference between reference trajectory and
plant state estimate replacing an unknown plant state (Zeyy = Tyef — Test )-

Fig. 6. 2DoF tracking LQ controller structure.
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2.8 Set Point Prefilter

Both reference state trajectory z..s and command feedforward signal ug
are provided by a prefilter F. Its internal structure is shown in Fig. 7. It is
inspired by the model following control (MFC) scheme and is build around
the discrete time plant model M. Proportional state feedback controller
gain K is selected to obtain a desired dynamical relationship between the
set point ys, and the reference signal y,ef using pole placement method.
The relation is usually expressed in terms of a set of required eigenvalues
or poles. Poles of discretised n-th order lag system of a given time constant
T are often selected to that end. The scalar coefficient k; in the set point
path is chosen to obtain unit steady state gain between ys, and yrer. A
model of actuator saturation is incorporated into the structure to ensure
physical realizability of reference trajectories provided by the prefilter.
Model parameters depend on the actuator type.

Uy

»

yref "

»

» 715 > M x,e_f>
actuator

saturation
model

K,

Fig. 7. Set point prefilter.

2.9 Set Point Generator

The set point source is represented by block R in Fig. 2. Since the pro-
posed solution involves continual identification, the system must be per-
sistently excited. If the original set point time series does not fulfil this
requirement injection of a small amplitude pilot signal exhibiting that
property should be considered. Square wave with a period adjusted to
the plant dynamics is usually a good choice.

3 Simulational Case Study

The complete closed-loop control system behaviour has been modelled in
MATLAB-Simulink environment. A DC servomotor has been selected as
a control plant. It is modelled as a lag element of gain K,,, = 2.22 and time



148 Andrzej Tutaj and Wojciech Grega

constant T,, = 0.18 s followed by an integrator. Motor angular position
and velocity have been chosen as state variables (x1 = ¢, 2 = w) with
output signal equal to the position (y = x1). The continuous time plant
is represented by the following state space equations

0= 0 _yj, | 20+ [ O [ a0 w0 = [10] a0

Symmetric actuator saturation limits have been assumed with absolute
value Uy, = 15. To represent plant-model mismatch plant parameters
has been deviated by 5% as follows: K, = 0.95 - K,, T, = 1.05 - Ty,.
Symmetric square wave set point signal has been applied with ampli-
tude Agp = 0.5 and period Ty, = 0.9 s. Discrete-time prefilter has been
tuned to mimic second order lag relationship between yg, and y.ef with
double time constant Ty = T, /5 = 36 - 1073 s. Resulting filter settings
are: Ky = [40.712.902], ky = 40.71 (see Fig. 7). Fixed sampling period
of h = 18 - 1072 s has been selected for the sensor node. It was also
used for calculation of the discrete time equivalent of the plant model.
Discrete-time LQ controller has been designed for infinite horizon integral
performance index weight matrices Q = diag(10, 0) and R = 2-107°. The
controller gain matrix is given by K = [236.6 5.866] (see Fig. 6). Identity
Luenberger observer gain matrix has been calculated to make both eigen-
values of estimation error evolution equation matrix equal to z; = 0.9.
The result is L = [0.1048 0.0015] *. Window length of N = 33 has been
chosen for LMS FIR filter as it is smaller than Ti,/h = 50. The addi-
tional delay in y4 signal path equals h (N — 1) /4 = 8. A band-limited
white noise with spectral power of 5 - 1073 and sample time equal to
h/10 = 1.8 - 1073 s has been injected into the control signal at the plant
input to represent external stochastic disturbances acting on the system.
Actuator clock period correction factor e = 0.075 and desired packet de-
livery rate » = 0.9 has been chosen to govern buffer and actuator node
clock operation. Network delays with slowly and fast varying components
have been assumed. The fast component has been modelled using cen-
sored normal distribution with zero mean value and standard deviation
0 =15-h=27-10"3 s. The slow component is represented by sum of
constant value of 6 - h and harmonic function with 4 - A amplitude and
72 s period (see Fig. 3).

Several simulation tests with zero initial conditions have been con-
ducted to verify effectiveness of the proposed solution and to compare it
with a few alternative simplified structures. Figure 8 presents result of
continual time delay identification for a selected simulation trial. It con-
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firms effectiveness of the employed identification method. Corresponding
enlarged time series of plant input and output signals are shown in Fig.
9. They reveal relatively good tracking capabilities of the control system.
Table 1 compares performance indices computed over a finite horizon of
75 s for several different variants of control systems. The first one rep-
resents the complete solution proposed in the article. Other correspond
to simplified structures with one or more key elements removed. Consid-
erable quality differences justify employment of the full solution rather
than a simplified structure.
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Fig. 8. Time delay identification results: actual time delay at the buffer output (solid),
CoG calculation result (dash), CoG result rounded to integer value (dash-dot).

Table 1. Comparison of performance index values J for several control system variants.

Variant J

complete solution with buffer, delay identification and 4646
state observer and predictor

no delay identification, constant delay 7 = 8 - h assumed 10250

no delay identification, zero delay (7 = 0) assumed 228700
no buffer, no delay identification, 7 = 8 - h assumed 196500
no buffer, no delay identification, 7 = 0 assumed 11840

10 10
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Fig. 9. Plant control and output signal trajectories. Control signal: feedforward compo-
nent (solid), LQ controller component (dash), sum (dash-dot). Output signal: reference
(solid), estimate (dash), actual (dash-dot).

4 Conclusions

In the solution presented in the paper packet buffering, state estima-
tion, and delay identification are combined together to improve quality
of control in a networked control system. The system is given a modular
structure and relies on several elementary tasks that have been analysed
and implement independently. That approach involves some simplifica-
tions but makes the problem more tractable.

Presence of the identification block makes the control system nonlin-
ear while the network-induced delay causes it to be time-varying. Both
these properties makes analytical stability analysis difficult. Simulational
approach has been employed by the authors instead. As that method is by
no means exhaustive, stability cannot be guaranteed. Hence in applica-
tions the presented algorithm should be supplemented with an emergency
shut-down procedure activated as soon as an unstable behaviour is de-
tected.
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As an identification method is involved in the control algorithm, a
persistently exciting stimulus must be provided and maintained. If a con-
tinual excitation is not acceptable an alternative possible solution is to
activate the delay estimation algorithm intermittently and to use a burst
test signal rather than an uninterrupted one.

The presented solution is formulated for single output (SISO and
MISO) systems. However, it can relatively easily be extended to a MIMO
or SIMO case, provided that all plant output signals are measured syn-
chronously by a single sensor node and all samples corresponding to a
given time instant are transmitted within a single network packet. All
blocks involved in the control algorithms have to be accommodated to
the multi-output framework with delay identification (I) and prefilter (P)
blocks requiring arguably most attention. If individual output signal are
measured by separate network nodes and transmitted asynchronously, a
solution similar to that presented in [17] may be employed.

The assumption made in the paper that the controller is located on the
actuator side is quite realistic one. Actuators often consume large power
and are connected via individual lines directly to combined or coupled
controller and power amplifier units located in a control cabinet or a
control box. Sensor on the other hand usually exhibit low power demand
and hence can use common power source and exchange data with the
controller over a shared network or a fieldbus.

It should be also noted that the assumption on delay characteristics,
i.e. superposition of slowly varying component and normal noise given in
section 2.3, is important. If not fulfilled, the effectiveness of the controller
could be lower.
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Abstract. The paper focuses on essential elements of the control sys-
tems that are currently used in semi-automated cars and those that will
be used in fully automated cars named as autonomous cars. Autonomous
car is a vehicle that is capable of sensing its environment and navigating
without human input. The highest level of automated driving assumes
that all activities done by the driver can be replaced by a suitable con-
trol system. In this context, the autonomous car can be regarded as a
control system working in a closed-loop setting. The desired value for
the defined control system is a vehicle state specified in the destination
point where the car should be placed starting a ride from a given initial
state. The car in automated driving mode affects other cars in traffic,
elements of road infrastructure and other road users, such as pedestrians,
cyclists, animals, etc. Set of sensors provides data on the environment
surrounding the car in the area defined by their field of view. These
data after initial pre-processing are used for detecting objects surround-
ing the vehicle. Data from different types of sensors are combined with
each other in order to increase the confidence level of the objects de-
tected in the vehicles neighbourhood. Having the list of detected objects
a vehicle environmental model is created, which is used to analyse the
current situation and then plan the trajectory of the vehicle to the desti-
nation state. Besides the vehicle environmental model an important role
in fully automated cars plays the driver model by means of which can
be determined the characteristics for the actuators in such a way that
the dynamics of the vehicle is as close as possible to the situation in
which the driver manually guides the vehicle. Models of vehicle kinemat-
ics and dynamics are essential to tune controllers that are responsible for
determining the trajectory of the vehicle and its stability properties. It
should be emphasised that due to the nature of the automotive industry
a fully automated driving will not happen overnight, but as technology
develops. Control systems already on the market are gradually developed
and their functionalities will work towards taking overall control of the
vehicle.

Keywords: autonomous car, automated driving, control system
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1 Introduction and Motivation

Autonomous vehicle can be defined as a vehicle capable of sensing its environ-
ment and navigating without human input. There are other names functioning
in the literature: driverless vehicle, uncrewed vehicle, self-driving vehicle, robotic
vehicle, automated vehicle. The latter name seems to be the most appropriate
as the vehicles currently driving on roads, both prototypes and series ones, can
be considered as automated vehicles at different levels of automation. Therefore,
autonomous vehicle should be defined as a fully automated vehicle. The prob-
lem of building an autonomous vehicle can be then formulated as the problem of
adding senses and brain to the vehicle so it is aware of its driving environment
to first assist, and next substitute the driver. Senses in the vehicle are sensors
with perception algorithms, they are sometimes called intelligent sensors; brain
in the autonomous vehicle has the form of a distributed embedded software
system where independent microprocessor systems communicate together using
different communication networks.

As it may be difficult to determine in what percentage the vehicle moves in an
automatic manner, the so-called levels of automation have been introduced. The
Society of Automotive Engineers (SAE) identifies six levels of driving automation
[21] from No Automation (level 0) to Full Automation (level 5). No Automation
means that all aspects of the dynamic driving task, that is, execution of steer-
ing, acceleration, deceleration, monitoring of driving environment and fallback
actions are performed by the human being. Full Automation stands for the sit-
uation when all aspects of the dynamic driving tasks under all roadway and
environmental conditions are managed by an automated driving system. Newest
vehicles, that are currently offered in dealer shops, are on level 3 (Conditional
Automation). It means that the automated driving system monitors the driving
environment and can perform itself selected dynamic driving tasks however with
the expectation that the human driver will respond appropriately to a request to
intervene. The National Highway Traffic and Safety Administration (NHTSA)
classifies the automated driving modes in 5 levels’ scale [23], where the lowest
level 0 means No Automation and the highest level 4 means Full Self-Driving
Automation.

According to the report of the World Health Organisation (WHO) concerning
safety on roads [25], in 2013 the number of deaths caused by road accidents
amounted approximately to 1.25 million per year. It is estimated that the annual
costs related to treatment of road accident related injuries in European Union
(EU) exceed 180 billion Euro. 3 571 persons died in road accidents on Polish
roads in 2012 [3]. However, the number of victims has been decreasing every
year which is due to the safety standards applied to vehicle construction. The
most frequent reasons of accidents are due to the drivers fault and they are
connected to failure to adapt speed to the conditions on the road, failure to
give priority of passage, improper driving through pedestrian crossings, improper
overtaking, and failure to keep a safe distance between vehicles. Accidents caused
by pedestrians are typically due to careless entrance on the road (running across)
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in front of a driving vehicle (including from behind another vehicle), on red lights
or jaywalking.

Thanks to the enhanced development of passive safety systems, such as safety
belts, air bags, etc., further improvement will be possible but not sufficient. These
systems mainly protect the drivers and passengers but this protection is not ab-
solute. The passive safety systems allow to minimise the accident effects but can
neither eliminate nor prevent them. The problem of pedestrians’ and bike and
motor bike riders’ safety in road traffic remains unsolved. Further improvement
of the safety is possible thanks to the development of active safety systems,
semi and finally fully automated vehicles. These systems can support the driver
regardless of the part of the day and weather conditions. For instance, the func-
tion of autonomous emergency braking will significantly reduce the number of
accidents involving pedestrians, bike and motor bike riders. Systems warning
the driver against falling asleep or swerving off the lane will allow for avoiding
accidents which cause great people, vehicle and road infrastructure damage. Au-
tonomous vehicles will finally ensure comprehensive safety. Autonomous drive
especially in long distances will allow for reducing of the drivers tiredness. In
the cities the systems will provide for a smoother traffic which can translate into
quantifiable economic benefits both for the state budget and drivers.

One of the purpose of the road traffic policy in EU is to promote mobility
which is efficient, safe and environmentally friendly. The European Commission
(EC) decided [6] that the road infrastructure is the third pillar of the road
traffic safety policy which should to a great extent contribute to achieving the
Community’s goal that is reduction of the number of accidents. The EU action
programme for road safety for the years 2011-2020 [8] sets a goal which assumes
reduction of victims in road accidents in Europe by half within the next ten
years that is by 2020. The programme includes ambitious proposals concerning
increasing the vehicle safety, improvement of infrastructure and changing the
road users behaviour. Autonomous vehicles which allow for significant reduction
of human errors caused by for instance tiredness are very much within the goals.

EU directives [4,5,7] provide guidelines concerning fuel economy for new
vehicles, both for passenger and truck vehicles, including guidelines concerning
emissions of: nitric oxide (NOx), hydrocarbon (NC), carbon monoxide (CO),
carbon dioxide (CO3) and particulate matter (PM). Application of the eco-drive
rule will allow for fuel savings from 5 to 25%. The level of savings in every
case depends on the drivers engagement and focus which is another source of
tiredness. Automated driving in a natural manner allows for application of the
eco-drive rule and savings in fuel consumption by approximately 15 %.

The safety issue is also motivated by consumer’s needs. Car manufacturers try
to obtain best score results in the Euro NCAP (European New Car Assessment
Programme) tests. Assessment criteria in these tests concern mainly the safety
of passengers and other road users. It is worth mentioning that in a few years
it will be possible to receive the highest score in those tests only if cars are
equipped with active safety systems. So there is essentially no turning back from
the introduction of active safety systems on the market.
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The first systems in the automotive history containing automated driving
features were simple adaptive cruise control and lane departure warning systems
that were put into production around 2000. Currently, some serially produced
cars from upper market segments contain features that enable automatic control
over the vehicle in certain conditions. The driver can turn off the automated
function at any moment of time and take back full control over the vehicle. Ac-
cording to automotive industry experts, cars that allow fully automated driving
will appear on public roads around 2025. According to analysts from McKinsey
Global Institute [16] autonomous cars are at the sixth position in the ranking of
disruptive technologies that will change the world in the next 10 years. The same
report features a calculation assessing the impact of this technology on the global
economy in 2025 at the level of 0.2 — 1.9 trillion US dollars. The basis of those
calculations is the vision of road traffic without any accidents that would allow
to reduce road accidents in the interim period and eliminate them completely
in the future. It is estimated that autonomous cars will entirely eliminate fatal
accidents. This is strictly connected to the fact approximately 90 % of accidents
are because of the driver’s fault [24]. The vision of road traffic without collisions
and accidents is thus the main motivator and driving force behind actions taken
by the largest automotive companies and corporations from other sectors.

2 Automated Car as a Control System

Automated car can be considered as a control system working in a closed-loop
setting (Fig. 1). The endpoint for this control system is specified by the condition
of the car in the destination where the car should be starting a ride from a given
initial state. The car during driving influences other cars in traffic, elements of
road infrastructure and other road users, that is, pedestrians, cyclists, animals,
etc. Sensors provide data on the vehicle’s surrounding in the area specified by
their field of view. It is worth noticing that each car from the traffic block on
Fig. 1 can work in the same way, so control systems for all cars located in a
certain area are overlapping and influencing each other.

A vehicle software system is a distributed embedded software system where
independent microprocessor systems, called Electronic Control Units (ECUs),
communicate together using different communication networks. The list of wired
protocols used in today’s automotive industry includes: CAN (Controller Area
Network) bus [13, 14], LIN (Local Interconnect Network) bus [15], MOST (Media
Oriented System Transport) bus [17], FlexRay [10], and recently also Ethernet.
Typical vehicle functionality is realized by several ECUs communicating with
each other. The number of ECUs in vehicles, as well as their complexity, has
been increasing from year to year. Nowadays, an average middle class vehicle is
equipped with about 30 different co-operating microprocessor systems and the
electronics comprises up to 40 % of the total vehicle cost [2,22]. A typical vehicle
software system architecture is shown in Fig. 2.

An automotive ECU is a control system that processes continuously changing
input signals and provides the appropriate output signals based on the inputs.
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ECU behaviour can be categorised into three different types [9, 11]: discrete com-
binational (logical operation defined) behaviour, discrete sequential (state de-
fined) behaviour, and continuous behaviour. Typically combinational behaviour
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is modelled using Boolean algebra (in practice represented by predicates, logic
gates, or graphs such as cause-effect graphs [1,18]). State behaviour is modelled
using graphs (usually state charts [12,1,9]). Continuous behaviour is modelled
using differential equations (in practice represented by graphs of different Laplace
transfer functions [19]). Automotive ECU behaviour is a combination of some
or all of the above three basic behaviours.

Sensors are essential elements of automated driving. They are being used
in perception algorithms to monitor and interpret the vehicle’s surrounding. It
looks that automated driving features will be based on the following set of sen-
sors: cameras, radars, lidars, GPS (Global Positioning System), V2V (Vehicle-
to-Vehicle) and V2I (Vehicle-to-Infrastructure) systems (Fig. 3). Camera takes

L

Fig. 3. Essential sensors for automated driving features: camera (left), radar (middle),
lidar (right)

images of the road that are further interpreted in real-time by a computer pro-
gram in order to distinguish and classify objects. The camera-based systems that
are currently used in the automotive allow to distinguish and classify a variety
of objects, such as: cars, trucks, pedestrians, small and large animals, road lanes,
traffic lights, all types of traffic signs, barriers, and many others (Fig. 4). Radars
provide a good measurement of the position and velocity of objects, both static
and dynamic ones. Radar sends radio waves that are bounced from the objects
and then received for interpretation (Fig. 5). Currently used radar systems are
equipped with intelligent algorithms that besides high-quality range and veloc-
ity information are able also to classify some objects such as cars, pedestrians,
barriers. Lidar works on the same principle as radar but instead of microwaves it
uses light pulses that are sent out, reflected from the objects and then received
for interpretation. Due to its high resolution lidar can be used to measure both
the position and velocity of an object as well as classify several classes of objects.
GPS receivers with detailed 3D maps are important to localise the vehicle and
for path planning tasks. V2X (V2V + V2I) or V2E (Vehicle-to-Everything) are
communication systems between other vehicles and elements of road infrastruc-
ture with intention to enhance reliability of perception algorithms.

Data from different types of sensors are combined with each other in order to
increase reliability of the detected objects from the vehicle’s surrounding. Due
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Fig. 5. Detection of objects using a vehicle short range radar

to the fact that the objects from the vehicle’s surrounding can be detected with
low confidence, the sensor data fusion allows to increase this confidence making
the detected objects more reliable (Fig. 6). Using local objects provided by the
sensing systems, objects identified by other cars and static objects from 3D maps
a 3D model can be created for virtual representation and understanding of the
vehicle’s surrounding environment (Fig. 7). The model is dynamically changing
over time during vehicle drive. This model shall be next used for implementation
of the functionalities such as adaptive cruise control, autonomous emergency
braking, lateral control, ad-hoc safety zones, control trajectories steering the
vehicle from the starting point to the defined destination, etc. Besides the vehicle
environmental model an important role in fully automated cars plays the driver
model by means of which can be determined the characteristics for the actuators
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Fig. 6. General overview of sensor data fusion

in such a way that the dynamics of the vehicle is as close as possible to the
situation in which the driver manually guides the vehicle. Models of vehicle
kinematics and dynamics are essential to tune controllers that are responsible
for determining the trajectory of the vehicle and its stability properties. Sets
of objects detected by the sensors must be analysed always in the context of
the road situation which takes place at every moment of time when the control
decision should be made. Situational context on the road is changing rapidly and
the same set of detected objects may cause other decisions relating to vehicle
control. For instance, other decisions should be taken in a situation where a
pedestrian intends to cross the street, and the other when he walks down the
sidewalk next to the street. Other decisions are also taken in the event of changing
traffic lights. Planning the trajectory of the vehicle is also extremely difficult and
complex task. This is a multi-criteria optimisation problem that should consider
such performance indices as travel distance, driving time, fuel consumption, etc.
Path planning is updated usually every 50 ms (i.e., at a frequency of 20 Hz) and
should take into account such situations as changing lanes, overtaking, turning
to traffic, etc.

Due to the nature of the automotive industry a fully automated driving will
not happen overnight, but as technology develops. Control systems already on
the market are gradually developed and their functionalities will work towards
taking overall control of the vehicle. The list presented below [20] may be con-
sidered as an overview of common active safety and advanced driver assistance
features which are already available in serially produced cars and which will
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Fig. 7. Model of the vehicle’s environment using radar detections only

be further developed and incorporated into semi and fully automated driving
modes.

— Adaptive Cruise Control (ACC) — a cruise control of a new generation that
increases the comfort of driving and enables speed regulation, not only on a
set level but also in case of appearance of a vehicle that precedes the host.
The speed and distance between vehicles is adjusted to safe values.

— Queue Assist (QA) — this may be an additional option to ACC that, unlike
the ACC, works in the range of low speed together with full stop. QA is able
to make the car start to move, keep the distance, and stop, which is a typical
situation for a traffic jam.

— Traffic Jam Assist (TJA) — this is the QA feature with additional ability
to control the steering wheel autonomously. Moreover, it can be considered
as fully automated driving feature in restricted working conditions.

— Autonomous Emergency Braking (AEB) — this feature is responsible for
braking if the system predicts unavoidable collision with an object in front
of the host car. Since rear-end crushes without applying any braking action
by the driver constitute significant percentage of accidents, this is a very
promising feature in the case of rising safety level.

— Collision Warning (CW) — it alerts the driver about the possible danger
of an accident. This exact signal implies the last chance of avoiding the
collision. If the driver does not react, AEB is going to activate on its own.

— Collision Mitigation Support (CMS) — other name for the system which
mitigates or avoids the collision; it consists of CW and AEB.

— Lane Departure Warning (LDW) — the purpose of this feature is to warn the
driver in case a vehicle is crossing the lane marker while the turn indicator is
not activated. The system interprets such situation as an effect of distraction
or drowsiness, which may lead to an accident. After a few warnings the
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system sends information that is displayed on the instrument panel cluster
advising the driver to make a break.

— Lane Keep Aid (LKA) — it works in a similar way to the LDW. The system
recognises lane markers on the road but tries to keep the vehicle on the
proper lane by applying a force to the steering wheel.

— Curve Speed Warning (CSW) — this feature provides warning to the driver
if the speed of a vehicle is not adapted to the road curvature.

— Road Friction Information (RFI) — information about road friction may
come from wireless network or may be based on autonomous tests. This
information adds to the increase of performance of ACC, AEB, CW and
CSW.

— Intelligent Speed Adaptation (ISA) — it is based on traffic signs captured
by camera or information provided by any external source. The system mon-
itors current speed limit and reacts when the vehicle is moving too fast. A
reaction device either alerts the driver or performs an automatic intervention
concerning the speed of a vehicle.

— Adaptive Highbeam Assist (AHA) — adaptation of headlight beam distance
depending on the position of vehicles on the road, in order not to dazzle
other drivers.

— Blind Spot Information System (BLIS) — it is based on information from
cameras located in the side mirrors. This feature warns the driver when the
vehicle is in a blind spot. Warning is more intense if host car cuts in other
vehicle path white changing the lane.

3 From Prototype to Series Production

Designing an embedded control system for automotive applications is a complex
and error prone task. Embedded systems intended for automated driving ap-
plications are becoming increasingly sophisticated and their software content is
growing rapidly. Although some prototypes with automated driving features are
already available and work pretty well in a controlled environment, the way to
serially produced cars seems to be a long journey. This is because every fault in
such safety critical system may cost in worst case human life and can slow down
or even stop the development of such systems. Therefore the main problem on
the way to industrialise existing prototype solutions is related to the proof of
robustness, safety and reliability of the system. In this context, advanced and
automated development and testing methodologies will play a crucial role.
Exhaustive testing is impossible what means that testing everything (all com-
binations of inputs and preconditions) is not feasible except for trivial cases. This
is valid in particular for software systems developed for automated driving ap-
plications. The number of important road scenarios for such system is actually
infinite. Currently, all prototypes of active safety, advanced driver assistance
and automated driving control systems must be verified in real conditions. This
means that the system must be verified on a data set collected from about 1
million kilometres as this is a very basic car manufacturer’s requirement. Based
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Fig. 8. Verification of automated driving perception algorithms using virtual scene
generation

on the data collected, performance and reliability metrics are calculated. It is
also estimated that for control systems implementing features of highest levels of
automation according to SAE or NHTSA ranking, there will be a need to collect,
store, re-process and analyse data from many millions of kilometres in order to
proof the proper quality level of the system. A solution for this problem might be
model-based testing and simulation approaches with artificially generated data.
Then some of the tests can be done pretty fast in virtual environment without
the need of having real vehicle drives (Fig. 8).

4 Conclusions

Elon Musk said that ”Making rockets is hard, but making cars is really hard”.
Indeed, number of possible road scenarios that shall be properly handled by the
perception systems in a vehicle is theoretically infinite. Much less demanding
environment is valid for planes and rockets. So the straightforward conclusion
would be that fully automated cars that can handle all possible road scenarios
are by definition not possible. Nevertheless, the automotive industry will con-
tinue the development of automated vehicle towards this unreachable (at least
theoretically) goal. Many car manufacturers and automotive suppliers have an-
nounced fully automated vehicle available in next years. However, at current
stage of the development, we can say that there are nice prototypes available
but there is far way in the front of us in order to industrialise these solutions.
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There are still a lot of aspects that should be taken into account until all issues
will be resolved. More sceptics predict these car available in 2035. We should
expect this date would be rather close to 2035 than 2020.
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Abstract. The paper analysis the stability property of a series of cars
following each other and functioning in adaptive cruise control mode.
The adaptive cruise control mode controls the acceleration and decelera-
tion of the car in order to maintain a set speed or to avoid a crash. Such
series of cars can be mathematically represented by an equivalent system
consisting of a set of masses, springs and dampers. Using this represen-
tation, the dynamic behaviour of the cars in a chain can be described by
a matrix-vector differential equation of second-order. The paper analyses
this model and formulates stability conditions.

Keywords: stability, adaptive cruise control, car

1 Introduction

Adaptive cruise control (ACC) is a control system which function is to keep safe
distance from the vehicle ahead. Driver sets desired speed and time interval to
the car ahead. When system detects slower vehicle the speed is automatically
adapted so the vehicle ahead is followed with a setup distance between. Once
road is clear again the car returns to the selected speed. The ACC functionality
is based mostly on vision and radar sensor systems. Radar provides high quality
range and velocity information (see Fig. 1) and camera provides high quality
object detection. Fusion algorithms are used to combine both radar and camera
data for reliable target detection. The detected target vehicle is used by the
ACC application as the vehicle to be followed (vehicle marked in red rectangle
on Fig. 2).

ACC systems are based on various control theory methods. A review of the
applied methods can be found in [8,33]. Proportional-Integral (PI) and Lin-
ear Quadratic (LQ) controllers [31], Balance-Based Adaptive Control (B-BA)
algorithm methods [30], quadratic optimal control [1], Proportional-Integral-
Derivative (PID) controllers [6], Sliding Mode Control (SLM) [9,14] can be
enumerated as examples of possible to implement control algorithms. Model
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Fig. 2. Data fusion combines radar and camera information for reliable target detection

predictive control is also popular control method of ACC systems [2,24,29] as
well as neural [4,25] and fuzzy controllers [5,28]. The majority of ACC control
systems can be considered as hybrid control systems as those systems contain
usually a logical part responsible for appropriate classification of an occurrence
and a relevant controller for the classified situation [10,22, 34].

In recent years there has been a growing attention to studies on ladder net-
works because they are strictly correlated to integrated interconnection prob-
lems, coupled mechanical systems, analog neural nets, distributed amplifiers,
and so on. Ladder networks may be described as networks formed by numerous
repetitions of an elementary cell. In case of an mechanical ladder network, the
elementary cell may consist of masses, springs, and dampers connected in series
or in parallel. Electrical ladder networks have similar dynamics as mechanical
ladder networks and they consist of resistors, inductance coils, and capacitors.
If all the elementary cells are identical, the ladder network is said to be homo-



170 Pawet Skruch et al.

Fig. 3. Series of n-cars following each other in adaptive cruise control mode
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Fig. 4. Mechanical equivalent model of a series of n-cars driving in adaptive cruise
control mode

geneous; if the elementary cells are not identical, the ladder network is called
inhomogeneous. The properties of ladder networks, especially electrical ladder
networks, have been already studied in the past. Control problems for linear
RL, RC, LC, and RLC electrical circuits are widely discussed in [3,16, 18,21,
20]. The dynamics and detailed characteristics of nonlinear electrical circuits are
considered in [7,15]. Control problems for nonlinear RLC circuits are discussed
in [11, 12,23, 26].

In this paper we investigate stability of a chain of cars following each other
and functioning in adaptive cruise control mode. The car indicated as myq is
chosen to lead the chain (see Fig. 3). It is assumed that the system is in an
equilibrium state. This means that all cars in the chain have desired speed set
to at least the same value as the leading car. Thus, in the equilibrium state each
car in the chain shall maintain the safe distance to the car ahead only. The goal
is to investigate dynamic behavior of the cars in the situation when the leading
car will do an unexpected manoeuvre as acceleration or braking.

2 Mathematical Models

A series of cars following each other and functioning in adaptive cruise control
mode can be represented by an equivalent system consisting of a set of masses and
springs as depicted on Fig. 4. The masses m;, where ¢ = 1,2,...,n, correspond
to the masses of the cars, mg is the mass of the leading car. The coeflicients k;,
where ¢ = 1,2,...,n, are related to gains of the controllers responsible to keep
a set safe distance to the vehicle ahead.

The dynamic behaviour of n-cars driving in adaptive cruise control mode can
be represented by a matrix-vector linear differential equation of second-order of
the following form

Ei(t)+ Az(t) =0, z(0)==x¢, £(0) = 40, (1)
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Fig. 5. Mechanical equivalent model with damping elements of a series of n-cars driving
in adaptive cruise control mode

where z(t) = [z1(t) 22(t) ... z,(t)]T € R™ is a vector representing displace-
ments of the masses from the equilibrium state, g € R", xq9 € R™ are given

initial conditions, A € R"*" E € R"*™ are matrices of the order n X n and the

following form

(k1 + ko —ko 0 0 0 0 ]
—ko ko4 ks —ks 0 0 0
0 —ks ks+ky... 0 0 0
A=| 1 @
0 0 0 ckn—ot+kn_1 —knoa 0
0 0 0 _kn—l kn—l + kn _kn
0 0 0 0 ki ka ]

E = diag (m1, m2, ms, ..

. 7mn—27mn—17mn) .

3)

By adding damping elements to the model from Fig. 4 we can include in the
investigation the ACC controller that takes into consideration the derivative of
a vehicle position. Then the dynamic equation will have an extended form, that
is,

(4)

Ei(t)+ Fae(t) + Ax(t) =0, x(0) =z¢, &(0) = qo,

where F' € R™"*" is a matrix of the order n x n and the form

[c1 +¢co —co 0o ... 0 0 0
—Cy Cy+cC3 —cC3 ... 0 0 0
0 —Cc3 C3+¢cC4... 0 0 0
0 0 0 co.Cp—2t+Ch1 —Cpn_1 0
0 0 0o ... —Cp_1 Cn_1+cCn —Cn
| 0 0 0o ... 0 —Cp, Cn | wnm

with the parameters ¢; > 0 for i = 1,2,...,n. The matrices A and B have the
same meaning as in Eqgs. (2) and (3).

In applications, values of the coefficients k;, ¢ = 1,2,...,n can depend on
the vehicle positions as during braking and acceleration usually various settings
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of the control algorithms are used. Also the matrix F' should be considered in
general as a matrix with nonlinear elements if we would like to include into the
model aerodynamic or other types of friction forces. In such situation, the dy-
namic behaviour of the vehicle chain can be described by a nonlinear differential
equation of the following form

Ei(t)+ F(x,z)x(t) + A(x)z(t) =0, z(0)=x¢, £(0) =xq. (6)

Here, E € R™*" is a square matrix with real entries as described in Eq. (3), F' :
R"xR™ D 2x 2 — R"™™ and A : R" D 2 — R™*" are matrices whose elements
are nonlinear functions, that is, F(&,1n) = [fi; (& M)]nxn, A&) = [ai;(€)]nxn,
i,7 = 1,2,...,n, 2 C R™ is a neighborhood of zero (0 € R"). The matrices
A and F have the same symmetric tridiagonal structure as in Egs. (2) and (5)
except that in place of the constant coefficients k; and ¢; are nonlinear functions
k;(x) and ¢;(x, ) which are continuous with continuous derivatives with respect
to each variable in the set 2.

3 Stability Analysis

In this section we investigate stability properties of the systems described by
Egs. (1), (4) and (6).

Lemma 1. The matriz A is positve definite.

Proof. As the matrix A is symmetric with real values, all its eigenvalues are real
numbers. According to the Gershgorin circle theorem [32] every eigenvalue of
the matrix A lies within at least one of the Gershgorin discs D(a;;, R;), where

ai,;:kiJrk,;_,_lfor1:1,2,...,7171and ann:kn, (7)

is the centred point of the disc that is equal to the i-th diagonal element of the
matrix A,

Ri=ks Ri=k;i+ ki1 for i=23,....n—1 and R, =k, , (8)

is the radius of the disc that is calculated as the sum of the absolute values of
the non-diagonal entries in the i-th row of the matrix A. It is easy to notice that
all Gershgorin discs D(a;;, R;) lie in the right-half of complex plane including
zero. Thus all eigenvalues of the matrix A must be non-negative. It should be
also noticed that the matrix —A is the Metzler matrix (see [19]) as its all off-
diagonal entries are nonnegative. Following the analysis presented in [17] it can
be concluded that det A # 0. Consequently, the matrix A is positve definite.

In a similar way we can prove the following lemma.

Lemma 2. The matriz F' is positve definite.

Theorem 1. The system (1) is oscillatory.
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Proof. Stability of the system (1) is determined by its eigenvalues, that is, roots
of the characteristic equation

(A1E+A)’Uz:07 Z:1,2,,7'L, (9)

where v; = v, + jvy, is a eigenvector corresponding to the eigenvalue A;, vg,,
vy, stand for the real and imaginary parts of the vector v;. Multiplying left the
equation (9) by v} we get

MNvfEv; +vfAv; =0, i=1,2,...,n. (10)

Because the matrices E and A are symmetric, thus

vk, Evy, = v} Evg, , (11)
vk, Avy, = v} Avg, . (12)
From Eq. (10) we can obtain
QN2 Fa, =0, i=1,2,...,n, (13)
where
Qi = v%iEvRi + ’U}:,E'Uji , (14)
Qai = U}%AUR,; + v} Avy, . (15)

For positive definite matrices E and A the parameters ae; and «,; are positive.
In such case, the eigenvalues of the system (9) are placed on imaginary axis, that
is,
e Y .2 .
A = £ , j°=-1,1i=12,...,n. (16)

Qej

This proves that the system (1) is oscillatory.

Theorem 2. The system (4) is asymptotically stable.

Proof. The characteristic equation of the system (4) has the form
(NE+ANF+A)v; =0, i=12,...n, (17)

where v; = vg, +jvy, is a eigenvector corresponding to the eigenvalue \;, vg,, vr,
are the real and imaginary parts of the vector v;. Let multiply left the equation
(17) by vf

NvfEv; + \vf Fo; +vfAv; =0, i=1,2,...,n. (18)
Because the matrices E, F' and A are symmetric thus

vITLEv[i = v};EvRi , (19)

vk For, = v} Fog, (20)
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v%iAvh = v}{AvRi . (21)

Using (19), (20) ad (21) into (18) we have

QN2 +agi Fa,; =0, i=1,2,...,n, (22)
where
Qei = U%iEURi + vZEin , (23)
ap; = UIT%iFURi + v}EFin , (24)
Qai = v};iAvRi + v}EAin . (25)

For positive definite matrices E, F' and A the parameters «g;, ag; and a,; are
positive. In such case, the eigenvalues of the system (17) are located in the open
left half plane. This means that the system (4) is asymptotically stable

Lemma 3. If (z, A(x)x) > 0 forx € 2\{0}, then the line integral [ x¥ A(&)dE
along the straight line in the space R™ from the beginning point O to the ending
point x ((x # 0) is positive.

Proof. The proof can be conducted in the same manner as in the proof of similar
lemma of [27].

Theorem 3. The zero equilibrium point of the system (6) is locally asymptoti-
cally stable (in the Lyapunov sense).

Proof. Consider the following Lyapunov functional

x(t)

V(@) = a0 B+ [ €M A©) . (26)

0

where &(t) = col (&(t), z(t)). It can be concluded with the help of Lemma 3 that
V(@) >0 for & # 0 and V(&) =0 for & = 0.

The derivative of V' with respect to time ¢ can be described by the following
equation
x(t)

V(&) = @(t) ' Bi(t) + Ve (/0 ETA(¢) d£> (1), (27)

and next
V(@) =a(t)TEx(t) + x(t)TA(x)z(t) . (28)

Along the solutions of the system (6) it holds that
V(@) = @(t)" (~F(&,2)a(t) - Alx)x(t) +x() T A@)e(t),  (29)
what is equivalent to

V(z) = —&(t) F(e,z)e(t) <0 . (30)
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According to LaSalle’s theorem [13], the trajectories of the system (6) enter
asymptotically the largest invariant set in .S, where

S:{:T:EQC:V(:JZ)ZO}, (31)
and {2, for ¢ > 0 is a compact set defined as follows
2.={2eNxQCR": V(&) <c}. (32)

It should be noted that V(&) > 0 for & € £2,\{0}, V(0) = 0 and V(&) < 0 for
& € (2,. From the condition V(&) = 0 it follows that &(¢) = 0 and based on (6)
x(t) = 0. This means that S contains zero equilibrium point of the system (6)
only, thus S = {0}. In result, the origin 0 € R?" is asymptotically stable (in the
Lyapunov sense).

4 Conclusions

The paper presents investigations on the stability of a series of cars following
each other and functioning in adaptive cruise control mode. The main conclu-
sion is that dynamics of such system is mathematically described by differential
equations of second-order. This implies that in the system undamped or damped
oscillations might occur. To avoid or minimise these oscillations the controller
responsible for keeping the safe distance to the vehicle ahead shall take into
consideration both position and velocity information.
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Abstract. Control systems in autonomous vehicles can be considered as
distributed embedded software systems where independent microproces-
sor systems communicate together using different communication proto-
cols. Typical autonomous driving functionality is then realised by several
microprocessors communicating with each other. Quality assurance and
safety standards combined with increasing complexity and reliability de-
mands make the development of such systems challenging. In order to
assure the required quality and compliance with safety standards, a for-
mal and methodical approach for testing and verification is required. The
paper presents a proposal of such approach for verification and testing
of control systems in the automotive applications covering active safety,
advanced driver assistance and autonomous driving systems. The main
focus of this approach is black-box testing and includes test design, im-
plementation and execution.

Keywords: embedded system, autonomous vehicle, testing, verification

1 Introduction

Autonomous driving is topic of the day. Autonomous vehicles (sometimes called
automated vehicles) are vehicles that can navigate and operate with reduced or
no human intervention. The majority of automotive manufacturers are highlight-
ing right now the benefits of this technology which definitely will enable in the
near future a revolution in ground transportation. The potential benefits of au-
tonomous vehicles include increased safety with the vision of zero road accidents,
reduced carbon dioxide emissions, increased flow of cars in urban environments
and increased productivity in the trucking industry.

A vehicle control system is a distributed embedded software system where
independent microprocessor (very often multicore) systems, called Electronic
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Control Units (ECUs), communicate with each other using communication net-
works. Each ECU in this distributed architecture can be considered as a sub-
control system that processes continuously changing input signals and provides
appropriate output signals based on the inputs and internal states. As those
inputs and outputs include a mix of electrical, video, radar, light and communi-
cation signals, the development of such systems becomes especially challenging
(see e.g., [18]).

Designing an embedded software system for automotive applications is a
complex and error prone task. Within the last decades embedded systems have
become increasingly sophisticated and their software content has grown rapidly.
The increasing miniaturisation of embedded software systems on the one hand
and rising functional demands on the other hand require advanced and auto-
mated development and testing methodologies [5, 13,15, 19)].

It it worth to mention the difference between testing and verification. Test-
ing is the process of trying to discover every conceivable fault or weakness in a
work product. Testing can show that defects are present, but cannot prove that
there are no defects [10]. Testing reduces the probability of undiscovered defects
remaining in the software but, even if no defects are found, it is not a proof of cor-
rectness. Verification is the process of evaluating a system to determine whether
the product satisfies the requirements [6] what is a very basic manufacturers’
demand. Poorly tested systems may cost producers billions of dollars annually
especially when defects are found by end users in production environments [8,
9, 14]. Barry Boehm’s research analysis [4] indicates that the cost of removing a
software defect grows exponentially for each stage of the development life cycle
in which it remains undiscovered. Boris Beizer [2] estimates that 30 up to 90
percentage of the effort is put into testing. Another research project conducted
by the United States Department of Commerce, National Institute of Standards
and Technology [11] estimated that software defects cost the U.S. economy $60
billion per year.

Exhaustive testing is impossible what means that testing everything (all com-
binations of inputs and preconditions) is not feasible expect for trivial cases. This
is valid in particular for software systems developed for autonomous driving ap-
plications. The number of important road scenarios for such system is actually
infinite. Testing dynamic aspects of autonomous driving requires tests that utilise
time continuous input signals and time continuous output signals (even when the
system is digitally processed). The process of selecting just a few of the many
possible scenarios to be tested is a difficult and challenging task and currently
is most often based on qualitative best engineering judgment [17].

The paper presents a formal approach for testing embedded software systems
developed for autonomous driving applications. In the next section, test automa-
tion framework is presented. After that, the concept of testing with a model as
an oracle is explained. In the following section, the system under test is specified
and represented in the form of input/state/output, allowing tests to be described
independently of test methodology, implementation and execution. The key idea
is to describe all signals being part of a test case as one-dimensional continuous-
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Fig. 1. Architecture of test automation framework.

time signals, with each one part of the test case mathematically described by a
set of discrete time markers with linear interpolation. The details are provided in
the next section. After that, test comparator mechanism is presented that is used
to judge whether a test case passes or fails. The approach presented in the paper
can be realised in a modelling framework to ensure efficient test automation and
real-time execution as described in the last section before conclusions.

2 Testing Framework

Fig. 1 presents the main elements of the test automation framework used to
implement a model-based, real-time testing approach dedicated for embedded
control systems. In the presented framework models play an important role, as
they are used to model the system under test (SUT) and possible behaviour of
the SUT environment, automatically generate test cases, develop a test oracle
mechanism, implement a test harness, calculate test coverage and report test
results. Arrows in the diagram indicate the direction of the information flow
between the elements.

3 Testing Concept

The term test oracle describes a source used to determine expected results to
compare with the actual result of the SUT [1]. The role of such a source in
the model-based approach is often played by the model assuming that it fully
represents the requirements. Fig. 2 illustrates a possible test scenario where the
same inputs (from a logical point of view) are applied to both the physical SUT
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Fig. 2. Concept of testing with a model as an oracle
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Fig. 3. State space modelling concept of the SUT

and the model. In this scenario, the signals are physical in the case of the SUT
and virtual in the case of the model. The judgment of whether a test result
conforms with the model is delegated to a test comparator, which is a tool that
compares the actual output produced by the SUT with the expected output
produced by the model.

4 Representation of the System Under Test

The modelling concept called state space representation (or input/state/output
representation) provides a convenient way to model and analyse systems with
multiple inputs and outputs. The state space model (Fig. 3) can represent the
function, unit, module, system etc. that is being tested. It is constructed at a
certain level of abstraction and describes the functionality of the system at that
level. The state space model consists of a set of input {u;(t),us2(t),...,u.(¢)},
output {y1(t),y2(t), ..., ym(t)}, and internal state {z1(¢t), z2(¢),...,x,(t)} vari-
ables that can be expressed as vectors, that is w(t), y(t) and @(t) respectively.
The values of input, output and internal state variables may change over time
t. The relationship between those variables is determined by the system re-
quirements. For a distributed control system, each sub-system can be considered
separately or in combination with other sub-systems as illustrated in Fig. 4.



182 Pawet Skruch et al.

un yn
SuT _
iz ] yie Ust=Ur1, suT Yar (L "
usz=yi1 13 ya2 1
urz -
usr=yr
Uzt SuT Yyt Uz s1u‘;r yar Uz b

Models Integration R e

N 1)

i

Sy

us 15

Fig. 4. System integration concept

5 The Proposed Test Notation

The state space modelling concept of the SUT illustrated in Fig. 3 implicates
the notion of a single test case in the following form:

Tg?) _ {T(j)7m(()j)7u(j)(.)7y(j)(.)}’ (1)

ase ~

in case of black-box testing [3], or

T = {70, u (), 29 (), y D ()}, (2)
in case of gray-box testing [12]. Here, u?) : [0,7U)] — R is an input vector
function represented signals applied to the SUT, =) : [0,7W)] — R" is an
expected vector state function of internal signals, and yU) : [0, T (g )] — R™ is

an expected vector output function represented measured signals on the SUT
€))

when the system starts from an initial condition x5, 7 =1,2,..., N is a label

to indicate different test cases. A collection of one or more test cases forms a
. 1 2

test suite Tsuitc = T((:a)se7 Tt(:a)sey e ,Tcase .

In the implementation every one-dimensional continuous-time signal being
part of the test case, (1) or (2), can be approximated by a set of discrete points
with linear interpolation [16]. Such an approximated signal can then be charac-
terized by a pair (Stime, Svalues); Where Stime = [t1t2 ... t;]T stands for the time
coordinate and sgme = [v1 s ... vx|T stands for the value coordinate of the
signal. Fig. 5 illustrates this approximation approach for digital and analogue
signals, typical in practical applications.

The essential element of the autonomous driving constitutes a 360 degree
sensing system that enables object detections and interpretation of sensor in-
formation. The objects are provided by the sensing system, identified by other
cars and delivered from 3D maps. Next, multi-domain fusion algorithms allow
combining information coming from the sensors into reliable object detections.
The list of objects is next used for implementation of the functionalities such as
adaptive cruise control, autonomous emergency braking, lateral control, ad-hoc
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Fig. 5. Representation of digital (left) and analogue signals (right)

safety zones, control trajectories steering the vehicle from the starting point to
the defined destination, etc. As those objects are coming from sensors of different
nature (camera, radar, lidar, GPS) it might be difficult to describe them math-
ematically in unique way. Therefore, the key idea is to characterise every object
(i-e., input to SUT) from the vehicle’s surounding by a set of one-dimensional
continuous time waveforms. This is nothing new as such process is performed by
the environment perception algorithms which include data segmentation, clus-
tering, labelling and classification. Figs. 6 and 7 present a typical test scenario
for autonomous emergency braking functionality. The ego vehicle (marked as
a red rectangle on Fig. 7) shall detect a pedestrian that is going to cross the
street behind other car and then enable emergency braking action. Fig. 8 and 9
illustrate how to describe such test scenario using the notation proposed. First
waveform represents the information about the presence of the object detected,
the others represent position and velocity characteristics.

LLane: 0.0m {0} Und ALane: 0.0m [0) Und

ne Mo 237 lébc) 53942:G1d:1 1015 Those 181 281 2844 Drops:

Fig.6. A test scenario for autonomous Fig.7. A test scenario for autonomous
emergency braking functionality (3D view) emergency braking functionality (2D view)
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6 Test Comparator Mechanism

The test comparator implements a mechanism for determining whether a test
passes or fails [7]. The comparison mechanism for a given test case T can be
defined by tolerance range and expressed mathematically as follows:

ATH) ) = {0 if vtE[O.,T(J')]vie{lz,...,m} etow(t) <y () — P () < eup(t),
1 otherwise.
®3)
The formula (3) means the executed test case is qualified as pass (z = 0) if every
one-dimensional output produced by the SUT is within predefined tolerance
ranges: lower tolerance €, and upper tolerance €, relative to the expected
output, otherwise the test is qualified as fail (z = 1).

The implementation of a comparison mechanism for digital signals requires
two additional tolerances [16]: left and right tolerances (see Fig. 10). This is
caused by the fact that a digital signal is not a continuous function. The left
tolerance means the maximum allowed difference in time if the step on the actual
output signal appears before the step on the expected one. The right tolerance
stands for the maximum allowed difference in time if the step on the actual
output signal appears after the step on the reference signal.

7 Test Execution Harness

Fig. 11 presents a block diagram of the environment that can be used to in-
voke the SUT, provide test inputs, control and monitor execution and report
test results. Such an environment is called a test harness or test driver [6] and
can be implemented in most of the modelling frameworks. Signal Builder and
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Fig. 10. Representation of expected digital (left) and analogue signals (right) with
tolerance ranges
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Fig. 11. Block diagram of the test harness

Ezxpected Signal Builder blocks are used to create the waveform of the input sig-
nals applied to the SUT and the output signals expected from the SUT. Signal
Conditioner blocks convert one type of the signal into another that is usually
required and imposed by the test instrumentation. Input Interface and Output
Interface blocks are used to communicate with external hardware, sensors and
actuators. Signal Comparison blocks implement the comparison mechanism. All
blocks are triggered and synchronised by a Test Enable signal.

The following part of this section describes the configuration of the test
harness that has been designed using Simulink® tool in the MATLAB® envi-
ronment. Besides standard Simulink® blocks dSPACE™ Real-Time Interface
(RTI) library has been used to link test application software with test system
hardware.

Figs. 12 and 13 present examples of signal flow graphs generated by the test
system which are then directed through the RTT interface to the corresponding
inputs of the system being tested. Three types of flow graphs have been shown in
these figures which correspond to digital, analogue and resistance signals (these
signals are inputs for the tested system and outputs for the test system) and can
be freely multiplied. When IN_Signal_X_Enable flag is unset, the corresponding
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Fig. 12. Flow graph created in Simulink® for the input signals applied to the SUT
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Fig. 13. Flow graph created in Simulink® for the input signals applied to the SUT
(view of IN_Signal_X_Test) subsystem

signal is excluded from the experiment which is started when TestEnable flag
is set. In this case, the signal can only be changed in manual mode. When
TestEnable flag is set, then a waveform defined in SIGNAL_TestBlock will be
applied to the corresponding input of the SUT.

Figs. 14 and 15 present examples of signal flow graphs measured by the
test system and available through the RTI interface in the Simulink® model.
When OUT_Signal_X_Enable flag is unset, this signal is excluded from the ex-
periment when the TestEnable flag is set. When the TestEnable flag is set, the
measured signal is compared with the reference signal waveform defined by SIG-
NAL_TestBlock. The TestEnable flag is then a synchronization trigger for all
enabled input and output flow graphs.

SIGNAL_TestBlock (Fig. 16) is a Simulink® block that compares two signals
named as input and reference in every time step, each with a given tolerance.
The input signal shall be connected to the output of the SUT, while the reference
is defined by time and value vectors delivered to the block as parameters. Fig. 16
shows the Time and Reference vectors. The user must define four kinds of tol-
erances: upper tolerance (maximum difference if the input signal is higher than
the reference), lower tolerance (maximum difference if the input signal is below
the reference), left tolerance (maximum difference if the step on the input signal
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Fig. 14. Flow graph created in Simulink® for the output signals measured by the test
system from the SUT
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Fig. 15. Flow graph created in Simulink® for the output signals measured by the test
system from the SUT (view of OUT_Signal_X_Test) subsystem

appears before the step on the reference signal) and right tolerance (maximum
difference if the step on the input signal appears after the step on the reference
signal). SIGNAL_TestBlock expects values for each time step. If the number of
elements in Reference vector is smaller than the number of time steps (defined
in Time vector), then the last value from the Reference vector is used. The left
and right tolerances are not defined for time steps but for each step (trigger)
in the reference signal. This means the block will trigger on the reference signal
and check if the same trigger appears on input signal with the defined toler-
ance. SIGNAL_TestBlock can be used in a number of scenarios. In the first, two
signals are compared with fixed tolerance values. In this case, all tolerances are
defined as one element vector and set up from the Block Parameters window.
Those values will be used during the whole experiment, because they are the last
elements of the parameter vectors. In the second, two signals are compared with
dynamic tolerance values. In this case, the user can define tolerances with the
Block Parameters window as a vector with different values for each time step.
The last value will be used for each time step of the experiment if the number of
time steps exceeds the number of the vector elements. The SIGNAL_TestBlock
values can be defined by Signal Builder, remembering that the signal configura-
tion can be also imported to Signal Builder from MATLAB® Workspace from
external tools such as csv files or MS Excel.
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Fig.16. SIGNAL_TestBlock and its parameters

8 Conclusions

The testing and verification methodology presented in this paper can be suc-
cessfully used in safety critical applications. Test cases include continuous time
signals what allows checking a system not only in discrete moments of time.
Moreover, the approach can be easily implemented and executed on real-time
platforms what means that test evaluation is done online and the results are
provided immediately with the added benefits of test engineers not having to
spend additional time and effort on offline analysis of test logs.
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A new current based slip controller for ABS
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Abstract. A laboratory Anti-Lock Brake System (ABS) is examined.
The architecture of the ABS system is shown. The real-time experiments
related to a control action to stabilize the slip at a certain level are
taken into consideration. A new slip control algorithm differs from the
previously used approaches. It is based on the measured current of the
braking DC motor. The experimental results collected in the real-time
for an old (relay) and new (current based) slip control are compared.

1 Introduction

All modern automotive vehicles are equipped with an anti-lock brake system. It
is used to prevent the lockup of the wheels during the braking action. Avoiding
the car wheel lock is crucial from a safety point of view. In general, when a
wheel slip occurs (wheels stop because of the brakes) the car controllability
is constrained and the braking distance is extended. This might happen on the
snowy or wet surfaces. ABS optimizes braking effectiveness to keep wheels rolling
on the road and reduce braking distance [1] [2]. Several algorithms have been
developed in recent works. The most common approach is to use fuzzy-logic
controllers, learning neural networks, sliding modes and genetic algorithms [3]
[4] [5] [6]. However, even the most complex algorithmic method will not help
if there is no measurement of the braking force applied to the wheel. In this
study, a new controller based on measuring of the DC motor current responsible
for the braking action is considered. The laboratory ABS system manufactured
by the INTECO company, depicted in Fig. 1, has been equipped with the extra
measurement. It is just the DC motor current proportional to the braking torque.
The paper is organized as follows. In Sect. 2 the ABS device and its parameters
are introduced. The slip control based on the measured current of the DC brake
motor is described in Sect. 3. Experimental results are shown in Sect. 4. Final
remarks are given in Sect. 5.

2 System Overview and Its Physical Parameters

The ABS laboratory system used in experiments consists of two rolling wheels:
the car wheel and the car road wheel animating the relative road motion. The
upper car wheel remains permanently in a rolling contact with the lower wheel.

© Springer International Publishing AG 2017 190
W. Mitkowski et al. (Eds ), Trends in Advanced Intelligent Control, Optimization and Automation,
Advances in Intelligent Systems and Computing 577, DOI 10.1007/978-3-319-60699-6_19



A new current based slip controller for ABS 191

| Damper

= \i_,_jza—-ff s

¥ @ <—| Car wheel |

_ﬁf Encoder

r

Brake lever

Fig. 1. Photography of the ABS (source: http://www.inteco.com.pl/)

The car road wheel has a smooth surface which can be covered by a given
material to simulate a surface of the road. It is also used to accelerate both
wheels to the desired initial angular velocity before the braking action begins.
The car road wheel is driven by a powerful flat GPN12LR DC motor. GPN12LR
is supplied with a voltage of +24 VDC and a maximum current equal to 11 A.
The car wheel is rigidly connected to a disk brake system. This brake system
is linked via hydraulic coupling to the brake lever which is driven by the small
flat GPN9 DC motor by the tight side and tightening pulley. This DC motor
is supplied with a voltage of +12 VDC and a maximum current equal to 6 A,
Both DC motors are controlled with a Pulse-Width Modulation (PWM) signals
with a frequency of 10kHz to 20kHz. To prevent unexpected vibrations, the
car wheel has a damper attached to the rigid frame. The angular position of
two wheels are measured by two identical incremental encoders of HEDM-5055
type. The encoders resolution is 4096 pulses per revolution (quadrature mode),
giving the accuracy equal to 0.001534 rad. The corresponding angular velocities
are reconstructed from these two positions using the simple Euler formula.

The architecture of a control system is shown in Fig. 2. The laboratory rig
is directly connected to a power interface. It amplifies the PWM signals and
separates them from a PC. Measurements of the DC motors current levels are
taken with an integrated LEM CAS 6-NP (brake, the nominal current equal to
6A) and LEM CAS 15-NP (driving, the nominal current equal to 16 A) cur-
rent transducers, utilizing the Hall effect. An analog electronic circuit allows to
condition output voltage signal from LEM by changing gain and offset.

All the examined digital and analog I/O signals from the power interface unit
are connected to the RT-DAC/USB multipurpose I/O board. The whole logic
necessary to activate and read the encoder signals, to generate PWM signals and
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Fig. 2. Architecture of the control system

to handle ADC converter is configured in the Xilinx chip of the RT-DAC/USB
board. The system sampling period is set to 0.01s.

Real-time control algorithms and data acquisition are implemented in MAT-
LAB/Simulink environment installed on PC. Rapid prototyping technique with
automatic code generation is used. MS Windows 7 operating system is adapted
to a soft-real time platform, using RT-CON software. RT-CON provides a real-
time engine for executing Simulink models on MS Windows OS.

The process of obtaining a model of the laboratory ABS is presented in [7].
The grey-box method and data fitting technique are used in the identification
process. The ABS brake torque is modelled with the first order differential equa-
tion with a brake control delay. The further research revealed that the braking
torque control depending on the brake motor voltage is insufficient on account
of brake force moment fluctuations and the brake current stabilization shall be
applied. In fact, for the stabilization of the braking torque the measurement of
the current flowing into the DC motor is required. The braking torque is propor-
tional to the current. The controller is not based on the dynamical model from
[7]. Therefore, the dynamical model is not used in this work.

3 The new Slip Controller Based on Brake DC Current
Measurement

The new ABS slip controller is a combination of hybrid slip controller and brake
DC motor current controller. First, the DC current measurement filtering is
presented. Then the current controller is introduced and tuned. Finally, the
obtained controller is connected to the output of the root slip controller.
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3.1 The Brake DC Current Measurement Filtering

The Hall effect sensors tend to introduce noise to output voltage signal mea-
sured on USB RT-DAC board. Additionally, due to the fact that DC motor is
controlled by PWM signal, the resulting current is affected by high frequency
voltage changes. No filtering is applied to the sensor signal in the measurement
board. The signal is filtered only in MATLAB/Simulink control and measure-
ment model.

The measured sensor voltage signal obtained from the A/D converter is in
the range [0.375,4.625] V and the value 2.5V denotes 0 A current value. Before
the voltage signal is converted into corresponding current signal the filter is
applied. In order to smooth the data the moving-average filter is introduced.
The window size is set to 10. The filtered voltage signal is utilized to calculate
the current using linear transformation. The bias is set to 2.493 V measured by
the A/D converted when the DC motor control is set to 0 V. The gain is set to
104.2mV/A. Tt is based on the sensor technical specification.

Figure 3 presents the current sensor output filter response to the DC motor
voltage control change. One can notice a noise contained in the raw signal and
the filtering effect which enhances the current signal quality.

-------- Current sensor output voltage [V]
— Filtered current sensor output voltage [V]

,,,,,,,,,, A T

P

Time [s]

Fig. 3. The current sensor output filter performance
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3.2 The Brake DC Current Controller

The DC motor current signal has a direct impact on the braking force moment
acting on car wheel therefore it is a key requirement to control the current at the
desired level during the braking maneuver. In order to realize such requirement
the current controller must be employed.

In this work PI controller is designed and tuned for DC motor current con-
trol. The input to the controller consists of the current error calculated as the
difference between the desired current (designated by the root slip controller see
Sect. 3.3) and the actual current. The output is the DC motor PWM voltage
control limited in the range [30, 50] %. The limitation of the controller output is
applied in order to prevent high control values which cause rapid wheel velocity
decrease which leads to wheel lock-up.

The tuning procedure of the proportional gain kg and integral gain kP was
conducted using trial and error method. The goal was to find parameters which
ensure fast reaching of the desired current and accurate tracking of the set point.
The obtained parameters are kg =0.1 and kP = 0.5.

The controller performance is depicted in Fig. 4. The slope of the desired
current is driving the controller. The upper plot shows the actual and desired
current and the lower plot presents the PI controller output signal. The DC
motor current is properly tracking the monotonically increasing reference signal.

3.3 The Slip Controller Based on Current Control

The objective of the ABS is to keep the wheel slip at the required level during
braking. In the examined system the control of a slip is performed by steering
the DC motor PWM voltage. Originally, when there is no DC motor current
measurement, the control strategy might only by based on wheels velocities.
With the addition of the mentioned feedback signal from the brake the control
algorithms gain extra input which might be utilized to improve control laws and
their performance.

For the purpose of this work a daisy chain of system controllers was prepared.
The block diagram of the hybrid controller is presented in Fig. 5. The PI current
controller examined in previous Sect. 3.2 is governed by the slip root controller.
The role of the master controller (slip root controller) is to provide the desired
DC motor current to the slave controller (current controller) in such a way that
the desired slip ratio is maintained.

The slip controller is a heuristic controller realized as a combination of PD
controller and two-states controller. The control law is as follows:

i, :Ae > 0.1
ia =< PD(\e), : |Ae] <0.1 (1)
min L\, < 0.1

where iq and A, denote respectively the desired current of the brake DC motor
ymax smin

and slip error values. The limits of the current (7'** and i7"") are set to 9 A and
6 A. The lower limit corresponds to the end of brake dead zone (current level
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the application of which does not generate braking force). The PD controllers
tunable parameters were obtained based on an experimental observation and the
trial and error approach. The proportional gain is set to 20 and derivative gain
is set to 1.

4 Experimental Results

The new ABS slip controller performance is compared with classic two-states
relay controller. This controllers input is also A\, although the control variable is
the brake DC motor PWM voltage wuy,. The control law is as follows:

CJug® A >0
= {urbﬂin, e <0 @

The limits of PWM voltage (uj*®* and u[™") are set to 30 and 50 [%] in order
to be compliant with the limits applied to the PI current controller.

The performance assessment of the new ABS slip controller is presented in
Fig. 6 and the behavior of relay controller is depicted in Fig. 7. The desired slip
ratio is set to 0.5 in both cases. The plots time range is limited to a span of
approximately 1s. During the time before the depicted period the wheels are
accelerated to the speed of about 2200 RPM. When this happens the controllers
are enabled and the braking maneuver begins (the first jumps of control denote
controllers start). After the presented one second period, the wheels speed de-
creases to the level when slip stabilization is not applicable. One can notice that
during the control period the new ABS slip controller outperforms the classic
one in the desired slip tracking (the maintained slip is closer to the reference
and the oscillations are smaller).

5 Conclusions

No information about the braking force in the ABS during its operation certainly
was an astonishment to the authors. Therefore this additional measurement
signal based on the current supplied to the braking DC motor which is now
installed in the ABS, facilitates, and even makes it possible to stabilize the slip
in the car. A reconstruction of the physical quantities which cannot be measured
is a challenging task for the engineer. Less ambitious but recommendable is to
benefit from the new measurement.
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Abstract. Several problems may arise when multiple trains are to be
tracked using two IP camera streams. In this work, real-life conditions
are simulated using a railway track model based on the Pomeranian
Metropolitan Railway (PKM). Application of automatic clustering of op-
tical flow is investigated. A complete tracking solution is developed using
background subtraction, blob analysis, Kalman filtering, and a Hungar-
ian algorithm. In total, six morphological, convolutional and non-linear
filtering methods are compared in sixty-three combinations. Accuracy
and performance of the system are evaluated, and the obtained results
are analysed and commented on.

Keywords: Computer vision, Cameras, Object tracking, Signal processing, Mo-
tion detection, OpenCV

1 Introduction

Although the problem of object tracking in video streams has been approached
by many in the past three decades, it continues to be a great challenge. Re-
cent increase in affordable computational power and active development of open
source frameworks make tackling the problem increasingly more appealing to
companies as well as individual engineers.

As research in machine learning is currently sky-rocketing, its contribution to
image and video analysis is immense. Object tracking can use trained detectors
instead of hand-engineering new features or heuristic methods for detection of
objects. Learning algorithms are fed with hundreds of thousands of samples and
find the best features on their own. Machine learning has already surpassed clas-
sical methods in accuracies at object detection task but the problem of tracking
is still relatively fresh. Using detectors leads to great results [1,12,11,10] and
ConvNets have a potential for use in end-to-end tracking solutions [9]. Detectors
require a lot of data for either tracking or detection even when only fine-tuning a
network pre-trained for general image classification. Data acquisition, labelling,
developing models and training of detectors by oneself can be time consuming
even with the state-of-the-art hardware.
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To the best of our knowledge, there is no publicly available research on any
visual systems for train tracking. In [2] and [8] authors rely on background sub-
traction, discard detections that do not last for a certain minimum number of
frames and use Mixture of Gaussians (MOG)-like background subtraction. The
first method uses window correlation score and checks if motion superimposes
with the detections, while the second one uses a Hungarian algorithm for match-
ing and a Kalman filter for trajectory refinement. It is impossible to tell which
method achieves higher accuracy based on the provided information.

In this paper, having no dataset for train detection, we propose to use a pure
motion analysis approach. We review an attempt to clustering of similar motion
regions and present a motion-based Pomeranian Metropolitan Railway (PKM)
train tracking algorithm built up on [8]. The proposed system simultaneously
tracks all visible trains in the Field Of View (FOV) of multiple independent
Internet Protocol (IP) cameras as they move on a testing track (Fig. 1). It
projects the position, ID and velocities of all trains detected and tracked on
the image of the railway track on-line. The purpose is to deliver localization
information about trains on the PKM railway testing track model for indoor
use. The system filtering out objects which are not trains, is resistant to changes
in lighting conditions and other possible sources of noise such as camera grain.

PKM
RAILWAY 7
TESTING 7|
TRACK ..

Network Camera 1

Network Camera 2

Y

{ Tracking Algorithm

Fig. 1. General architecture of the tracking system for PKM railway [6].

This paper is organised as follows. Sect. 2 explains streaming and merging
of frames. Sect. 3 reviews the approach of similar motion regions clustering.
Sect. 4 describes background subtraction. In Sect. 5 the final performance of this
tracking solution is described on a set of representative situations, highlighting
the advantages and disadvantages of this specific implementation. Finally, we
summarize our work in Sect. 6.

2 Streaming

Multiple IP camera feeds are streamed using a LibVLC media framework in sep-
arate threads. Streams can be manipulated (position and scaling) on the screen
at any time. The detection and drawing is performed in the main thread. Re-
ceived frames are updated to a single frame whenever a new update comes. If a
stream is slower, its last frame is reused.
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We first merge frames, then we apply processing. Otherwise, the edges of
frames would require special attention when overlapping or or adjoining. Most
morphological operations and filtering based on blob dimensions may produce
different results for both approaches as shown in Fig. 2. If the minimum preserved
blob size is 7 or bigger, half of the motion information is lost, because the top
frame contains only 6 pixels.

Fig. 2. Train (blue) traversing frames (red and green).

Calibration [3,14] was unnecessary with distortions within tolerance. Com-
position of two IP camera streams on the screen joins smoothly, resulting in a
barely visible contact line where the overlapping streams meet.

3 Clustering of motion vectors

The proposed idea for a detection algorithm was to calculate optical flow on the
input image and cluster the output using automatic k-means and a Calinski-
Hrabasz criterion for evaluating the optimal number of clusters. Clustering in a
Cartesian representation was hard, but trivial for polar coordinates, as shown in
Fig. 3. Although trains are close to each other, their speed vectors are opposite
and have different magnitudes.

Fig. 3. Simplified model in the expected parameter space of the flow data.

speed

Feasibility was verified in MATLAB simulation. Each circle in Figs. 4a and 4b
has a random colour and represents spatial coordinates of a pixel. Randomly
coloured dotted lines represent motion vectors of pixels to which they are at-
tached. The colours of the rectangles represent clusters to which they were au-
tomatically assigned.
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(a) Dataset A. (b) Dataset B.

Fig. 4. Two exemplary datasets (A and B) and their clustering.

Motion vectors were additionally processed with a Gaussian filter. Datasets
drawn in all orthogonal projections and coloured according to cluster member-
ship, are shown in Fig. 5. A 4D plot is shown in Fig. 6. The lengths of mo-
tion vectors are in a feasible range for speed of SA136 series diesel multiple
units owned by the PKM joint-stock company [7]. On the screen of a laptop
at comfortable viewing settings the length of translation vector [[v| = 2v/2
px per frame at 30 frames per second (fps) represents roughly speed of s =

2v/2 —BX_ % 30 frasﬂ x 2883 m ~ 55 kTm in the real world.
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(a) Dataset A. (b) Dataset B.

Fig. 5. 2D projections of the data.

The performed simulations have shown quite promising results. The algo-
rithm has correctly found 2 clusters with the upper limit of 4 set. The encour-
aging outcome motivates further tests on real data.

3.1 Clustering of motion vectors on real data

With the Farnebéck’s [4] dense optical flow from OpenCV applied, the perfor-
mance of the algorithm has dropped to 4.53 fps.

As illustrated in Figs. 7a to 8b, motion is detected only on small patches
of the trains. Dots are the points for which the optical flow is drawn and lines
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Fig. 6. Clustering in 4D space, where size represents magnitude.

represent their motion vectors. In Figs. 7b and 7c vector magnitudes are ampli-
fied by the factor of 5 to emphasize on noise in the surroundings, which might
be caused by diffused reflections and shadows on the surface. In Figs. 8a and 8b
colours represent magnitude and angle according to the HSV colour space, where
H is the angle, while S and V are both 200 times the magnitude saturated at 255.
Colouring indicates how the motion directions span across the trains. The red
and the aquamarine, for instance, correspond to opposite directions of motion
(on the HSV colour-wheel), and yet are very close to each other in the image.

This algorithm has poor performance in our environment both in the speed
and quality of detection. Slow processing leaves no room for clustering and track-
ing on-line. With this quality of motion detection, it is not likely that clustering
could effectively work. As the results were unsatisfactory, background subtrac-
tion has been considered.

4 Background subtraction based multiple train tracking

The second approach relied on background subtraction and blob analysis. Com-
parisons available in the Internet claim superiority of MOG, which even supports
shadow removal, over similar methods provided by the OpenCV library. We have
confirmed the results as well.

Trains were frequently split into smaller blobs. In order to refine the fore-
ground mask, a number of filters were tested. Tile-based discretisation of size
5 x 5 will be called discretisation for simplicity. In this algorithm, each tile is
filled with either white or black colour depending on the count of white pixels
inside of it; acording to [5], where it was used to filter out all the small noisy
pixels. If there are at least /N non-black pixels in each square, the colour is white,
and if there are less, it is black.

Sixty-three combinations of 6 filters were tested and the results are presented
in Fig. 9 (all of the possible combinations, but not all permutations). Empty
label means no filtering. The median and Gaussian filters were the only ones
applied to the colour image before background subtraction. The remaining filters
were applied after thresholding. The execution frame-rate of the main thread is
presented in Tab. 1.
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(a) (b)

(a) Normal. (b) Amplified 5 times.

Fig. 8. Optical flow, where angle is represented by colour and magnitude by intensity.

Table 1: Filter combinations and their average frame-rate.

‘ﬁlter ‘ fps Hﬁlter ‘ fps Hﬁlter ‘ fps Hﬁlter ‘ fps ‘
original [31.66||GS  |21.52||MG 20.4 ||ML 21.13
B 29.93|GSB |21.15||MGB 20.58||MLB  |21.03
C 28.93||GSC |21.15||MGC 20.74||MLC  |20.98
CB 30.91|GSCB|22.25||MGCB  |22.99||MLCB |[21.11
G 27.39||L 30.33||MGL 20.79||MLS 19.27

GB 28.95/|LB  |28.98||MGLB |20.23||MLSB |19.54
GC 24.714|LC  |27.88||MGLC |20.27|MLSC |19.48
GCB |27.57||LCB |28.12||MGLCB |21.13|MLSCB|19.86
GL 26.61||LS 22.95||MGLS 17.06{|MS 19.29
GLB |25.95|LSB |24.23||MGLSB [18.49||MSB  |19.95
GLC |23.81||LSC |22.45||MGLSC |17.51|]MSC  |19.85
GLCB |27.61||LSCB |22.05[|MGLSCB|20.95{|MSCB |20.66
GLS |21.41|M 21.14||MGS 18.24|(S 25.57
GLSB [21.11}|MB |20.98||MGSB  |18.15||SB 24.64
GLSC [26.26||MC |21.34||MGSC [17.5 ||SC 23.27
GLSCB|21.49||MCB |21.34||MGSCB |18.36||SCB 23.72
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Fig. 9. Original, B&W and 63 combinations of filters (5 x 5 kernel) applied in the
following order: G — Gaussian filter, M — median filter, C — morphological closing,
L — morphological dilation, S — discretisation (8 px threshold), B — logical sum with
previous frame.
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The logical sum with the previous frame (B) has only effect if in between con-
secutive main thread updates all of the streams were updated. Small differences
can be seen in the case of MGLS vs. MGLSB, where the little blob on the bot-
tom of the longer train was joined with the body of the train. Also in MLSC
and MLSCB the split of a smaller train’s blob was prevented. In the case of S
vs. SB there is no result as the proceeding frame was identical, and in the C
vs. CV the sum is actually worse, which need not to be deterministically-based.
The frame-rate drop is above 5%.

The morphological closing (C) operation deals well with joining sparse pixels
into a single blob. It is visible in the simplest case (no filter versus C) and in
other cases as well. In the cases of MGS vs. MGSC, M vs. MC and G vs. GC
improvement is apparent. The drop in the frame rate is almost 9%.

The morphological dilation (L) leaves no disconnected parts of a longer train,
although it can also connect them with the shadow to the left. Even small trains
can be well segmented. It looks more robust as compared to the closing operation,
which has barely preserved the connection at the bottom of a longer train. The
frame-rate drop caused by dilation is approximately only 4%.

The discretisation (S) filter makes blobs better defined, and is good for noise
removal if not done in-place. In the L vs. LS dilated noise has amplified (as it
exceeded a threshold). Shadow was merged with the blob. Our simple suboptimal
implementation resulted in a significant drop, above 19%, in the frame rate.

Gaussian (G) filter shows no improvement over clean mask. In C vs. GC,
the effect is good as longer train is thicker. In S vs. GS, the effect is positive.
In combination with dilation (L) noise reduction improves. In total, the effect of
the filter seems positive but at the expense of around 13% frame-rate drop.

The median filter (M) smooths out the area inside a longer train as compared
to a clean mask, but at the same time, it can split it near the top. The bottom of
a longer train is jagged, and a smaller train is split. In the C vs. MC, the influence
of shadow is reduced with the median filter, but the long train is also shorter at
the bottom. The small train without the median filter is split into 3 instead of
2 blobs. The median filter has negative influence on background subtraction and
it also suffers from the substantial drop of the frame-rate, resulting in the most
drastic loss of more than 33%.

To summarize, the median filter is definitely not improving the segmentation
quality and has a high computational cost. The Gaussian filter improves the
filtering results on average, but not always. The logical sum with previous frame
is fast, but too often the frames are the same. The discretisation is effective but
slow, and is not a competitor to the dilation or closing. The best two were the
dilation and closing operations. Being computationally cheap, they also outper-
form others. Since the shadow is not interesting, only the closing operation was
selected.

4.1 Blob analysis, detection matching and tracking

With a filtered mask, blobs with its area a in the range of 50 < a < 320 x
240 square pixels were found. The range was chosen empirically and the remain-
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ing blobs were ignored. The contours of those areas were stored in an array as
hypothesized detections of trains. Their centroids and lengths were extracted.
These parameters were later used to match the current detections with the ones
already being tracked. Tracking was done in two steps. First, the Hungarian
algorithm was used with a quadratic distance metric:

dij = (zi —2})* + (i —¥5)° + (L = 1})? (1)

where ¢ is the index of a train, j is the index of a blob, d; ; is the distance
value between them, (z;,y;) are the train’s coordinates, (z7,y) are the blob’s
coordinates, [; is the train’s length and l;» is the blob’s length. The applied vision
system uses the following approximation:

di,j ~ (TPCZ — Wj)Q + (TLZ — BLj)2 (2)

where TPC; is the centroid of the i-th train predicted by a Kalman filter,
TL; is its minimum area bounding rectangle’s length, BC; is j-th blob’s cen-
troid and BLj; is its minimum area bounding rectangle’s length. If the Hungarian
algorithm [13] finds the best matches and the value of distance is less than em-
pirically selected threshold 7 = 400, then it is assumed that the hypothesis of
a blob being a train is correct and the model is updated with its coordinates.
A Kalman filter is applied to each of the tracks to refine its trajectory. Next, a
prediction of their next state is updated, and the cycle repeats.

Trains were modelled with a set of two second order linear differential equa-
tions of Newtonian dynamics. Let p, and p, be the coordinates, v, = p, and vy, =
py be the corresponding velocities, a; = p, and a, = p, be the corresponding
accelerations. Then

apt?
pz(t) = pu(0) + Va ()t + 9 (3)
a,t?
py(t) = py(O) + Vy(t)t + 9 (4)
which in state-space representation can be written as
%X = Ax + Bu (5)
y = Cx+ Du (6)

where the state and control vectors are
T T
X:[pmpyvmvyamay] 11:[000000]

along with the following matrices:

106050
010¢0 %
10010+t 0] _[000000], [100000],, [000000
A= 100010 ¢t B_{oooooo €=lo10000/P=[000000
00001 0
00000 1
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As the measured state variables of the trains represent the screen coordinates,

the output vector is y = [px py]T. Since there is no input to the system (u is
zero), both the input matrix B and the feed-through matrix D can be omitted.
For the sampling rate ¢ = 1 we fix A(¢t = 1), the measurement matrix

100000
H= [010000}

and the process noise covariance and the measurement noise covariance matrices
as Q = 0.01Ig and R = 10I,. The process is thus expected to be trusted more
than the measurement of the centre of the train. The noise of measurement is
assumed to have the variance of 02 = 10 as opposed to the variance of the process
noise, which is o2 = 0.01 for all the state variables. It is assumed that all
the noisy signals in the process are orthogonal. The initial state vector assigned

during the first appearance of a train is x(0) = [p(0) p,(0) 000 O]T, where
pz(0) and p,(0) are the coordinates of the newly discovered blob’s centroid. It is
safe to initialize the velocity and acceleration to zero rather than to a value that
might have the opposite signs.

Despite the efforts made, the system is not robust to occlusion. When a train
approaches or comes out of the other side of a bridge, the contours change their
sizes accordingly. The Kalman filter does not deal with this problem satisfac-
torily. Since an attempt to counter this by replacing the train’s length with an
Exponentially Weighted Moving Average (EWMA) of the length failed (provid-
ing worse overall accuracy), the algorithm has been reverted back to the simple
assignment approach.

To stop generating many random train labels on the image, a track disposal
condition from [8] has been augmented by additional conditions. The specifics
of our trains was that they are significantly long in one dimension and do not
move fast. Thus a train is deleted when any of the criterions used in [8] or the
following four conditions is met:

— age < 8 and totalVizigbéeC'ount < 0.6
— ratio < 2
— speed > 16

— consecutivelnvisibleCount > 16

where ratio is the ratio of the minimum area rectangle’s dimensions, speed is
the average translation from up to 10 last iterations. A simplified diagram of the
algorithm in its final state is shown in Fig. 10.

5 Tracking tests

Trains are assigned IDs based on their detection order. Velocity is measured in
pixels per frame. The colours of the text and path are the same. A path is drawn
by the centroid of the shape at the predicted position in each frame. The black
irregular shapes are the contours of motion blobs that have passed through
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Fig. 10. Simplified block diagram of the final algorithm.
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Fig. 11. Examples of successful tracking of short (a) and long (b) trains.

the filters. They are not yet classified as trains. One of those contours can be seen
in Fig. 13b. The rectangle represents the last detected minimum area bounding
rectangle of the contour. The last of the shapes is train’s contour centred at
the predicted position of the centroid. Colour of the contour is the same as that
of rectangle. The fact that the contour is centred at the predicted position, while
the rectangle stays at the last seen position allows us to see where the detections
are lost but are kept being predicted.

The system performs well (Fig. 11) as long as the models are in motion,
not occluded, and background is mostly distinguishable from trains. The paths
travelled in Figs. 11a and 11b are consistent for both fast and slow trains. Lack of
determinism can be observed by different label assignment in Figs. 12a and 12b
due to poor synchronization between the threads.

The examples in Fig. 13 show lowlights of the algorithm. In Fig. 13c the longer
train was last seen inside the white rectangle and the predicted position of
the train is at the centre of the white contour. The small train to the right
was tracked until it started vanishing under the bridge. A false positive appears
close to the bridge. In Fig. 13b the train on the left is about to stop it’s down-
ward motion while it is no longer seen as moving, but the background around
its bottom end was detected. Looking at the foreground mask image, it became
clear that the pixels occupied by the train are scattered, forming smaller blobs
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that could not pass through the filters. This means that the modelled back-
ground around that spot was hardly distinguishable from train. Our algorithm
does not handle stationary trains such as the one on the right. The problem of
merging trains passing each other can be seen in Fig. 13a. The train on the right
was successfully tracked for a number of frames going upwards, then the track
is being intercepted by the train going downwards. Beside the successful part,
there are also effects of occlusion in Fig. 11b. Successful green detection fades
out right before the bridge and the new one emerges on the other side. Fig. 13d
indicates the problem of adaptive background modelling. The MOG model has
adapted to the colours of pixels of the train before it has started to move. The
space which was previously occupied, started to differ from what was learned;
and it was classified as a train. The smaller train approaching on the left merged
together with the false positive into a bigger blob.

The system was tested with two 1280 x 1024 10 fps video streams from USB
3.0 HDD, on a laptop running Windows 10 Pro 64-bit with Intel Core i7-4720HQ
@ 2.60 GHz, 8,0 GB RAM. The average frame-rate is approximately 32.78 fps
with the lowest inter frame delay settings. The system required approximately
28 MB of RAM and engaged less than 25% of the CPU usage (Fig. 14).

6 Summary

A vision system for on-line tracking of PKM trains on a railway testing track
was developed. It labels and tracks detected trains on multiple video streams
such as IP cameras. The user interface provides a comfortable way of stream
arrangement. Several ways of improving the accuracy were mostly unsuccessful.
Accuracy is far from the state of the art, but it does well under favourable
conditions.

Although the approach of clustering of similar motion regions using the
Calinski-Hrabasz criterion seemed promising in simulation, it has turned out

Fig. 12. Non-determinism. Trains labelled 5 and 4 (a) seen as 6 and 7 (b).
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Fig. 13. Examples of tracking problems.
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Fig. 14. CPU utilization over time, from launch to exit.

unreliable with the actual video streams due to the insufficient quality of optical
flow estimation. After several tests on the actual camera streams, poor results
led to a dead end. A better established approach based on the sample code
from MathWorks tutorial was used to complete the solution. By a set of tests of
filtering methods of the output foreground mask image we have found that mor-
phological closing had the best effect on the correctness of blob segmentation.
The system does not handle occlusion well, what could not be accomplished by
detection of the change of train’s size and pattern of motion on the other side
of an obstacle.

The system could be improved by taking the actual frame rate into the
Kalman filter (instead of ¢ = 1), which could improve the accuracy of predictions.
Correction of colour, or other pre-processing might also improve the background
detection accuracy in places where the trains are confused with background.
Overall performance could be improved by adapting a ConvNet for either detec-
tion or semantic image segmentation. In this way the stationary trains could be
detected or segmentation be made more accurate.
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Abstract. The problem of improving driving safety for vehicles equipped
with magnetorheological (MR) dampers is considered. It is proposed to
control the MR dampers using the clipped LQ (Linear Quadratic) con-
trol which can be regarded as the two-dimensional Skyhook algorithm.
The strategy is applied to a half-car model with four degrees of free-
dom, oriented on roll dynamics. Here, control algorithm optimised with
respect to minimisation of roll vibrations is considered. Simulation ex-
periments were performed assuming the model is subjected to impulse
excitation generated as a torque applied in the centre of gravity, that is
equivalent to a manoeuvre in the form of a sudden turning. The quality
of the algorithm was validated using the RMS-based performance index
and the results confirm the effectiveness of the proposed solution for the
semi-active suspension.

Magnetorheological damper, driving safety, Skyhook control, clipped LQ con-
trol, half-car model

1 Introduction

The primary aim of the vehicle suspension is to isolate the vehicle body from
uncomfortable vibrations generated by road roughness and transmitted through
the tires. Concurrently, the control strategy should be designed in a way which
provides driving safety. However, improving ride comfort usually deteriorates
driving safety while the latter requires more attention. Different safety issues
can be distinguished including road holding and ride handling. The road holding
factor can commonly be improved with the cost of ride comfort, and inversely,
improving the ride comfort deteriorates traction of the vehicle to the road surface
resulting in a significant decrease in driving safety [6,14].

Modelling and simulation of vehicle dynamics, especially in the field of driv-
ing safety, has become an important area of research in the recent years [8,17,19].
In general, roll and pitch motions of the vehicle body are caused by two types

* Corresponding author. Email: jerzy.kasprzyk@polsl.pl. Tel.: +48-32-237-1046. Fax:
+48-32-237-2127.
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of disturbances that can occur while driving: kinematic excitation due to road
irregularities and inertia forces caused by longitudinal and lateral vehicle accel-
erations. Presented studies are focused on cornering manoeuvres that are related
to roll, as it is more important for safety problem. It is assumed that this body
motion is caused by an inertial load acting directly on the body centre of gravity
that causes torque roll with respect to the longitudinal axis of the body.

Numerous control strategies related to improvement of driving safety have
been studied in the literature, e.g. PID control [13]|, Groundhook [7], Hy, control
[4], predictive control [1], fuzzy control [3], active anti-roll control [12] and others.
In this paper the clipped LQ (Linear Quadratic) control which can be regarded
as the two-dimensional Skyhook algorithm is considered in order to improve
driving safety.

The paper is organized as follows. First, half-car model used to analyse the
effect of rolling is derived. Subsequently, models of magnetorheological (MR)
dampers are discussed and details related to the applied control strategy are
described. Then, the results of the system performance for roll motion of the
vehicle body are presented and concluding remarks are formulated.

2 Half-car model of roll dynamics

Rotation about the longitudinal axis of the vehicle (z-axis) is called roll and
it will be denoted by angle ¢, whereas rotation about the lateral axis (y-axis)
is referred to as pitch. Fig. 1 presents the body diagram related to roll. It is
assumed that the centre of gravity is located above the centre of roll motion.

Fig. 1: Body diagram for roll motion

In the vehicle one can distinguish the sprung mass (vehicle body) and the
unsprung mass (wheels). The forces acting in the vertical direction at the points
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of support of the sprung mass are given by:

Fr(t) = _Csr(zsr - zur) - ksr(«zsr - Zur) + FrTSiH(OZZFT%

Fi(t) = —ca(2a — Zu) — ksi(2 — 2w) + F/""sin(a""),

(1)

where F™" and F}"" represent forces generated by the MR dampers mounted
in the right and left side of the suspension. Viscous damping coefficients ¢]*"
and ¢*" of the MR dampers can be changed by applying the control currents
i7" and ", respectively. In general, the relationships F;™" (i) and F;™" (i]"")
are non-linear and are discussed in details in Section 3. Angles o*" and a]*"
describe the configuration of the MR dampers in the suspension (Fig. 1). The
sprung and unsprung parts of the vehicle are denoted by subscripts s and wu,
respectively.

Equations describing vertical displacement and rotation of the sprung mass

take the following form:

msZs(t) = Fr(t) + Fi(t) — Fy,
I 9(t) = —1Fjcosp + LF,.cosp + hyoy(Fycosp + Fysing),

(2)

where Fy is the lateral (horizontal) force in the direction of y axis caused by
the road irregularity or cornering manoeuvres, I, is the moment of inertia of
the sprung mass with respect to the roll axis, h,,; is the distance between the
centre of gravity of the sprung mass and the roll centre, ¢ is the roll angle of
the sprung mass, [ is the transverse distance between the centre of gravity of the
sprung mass and the points of support.

Substituting (1) into (2) yields:

msZs(t) = — csi(Zs1 = 2ut) — ksi(2st — 2w) + F/""sin(a"")
— Csr(Zsr — Zur) — ksr(Zsr — 2ur) + F7sin(a) — myyg,

I p(t) =lesi(Zs1 — Zui)cosp + lksi(zs1 — zur)cosp — LET sin(o)*" )cosp
—legr (Zsr — Zur )08 — Lk (2sr — 2ur)cosp + LFsin( )" ) cosp

+ hpon (Fycosp + mggsing).
(3)

To obtain a half-car model, equations (3) are complemented by equations of
motion of the unsprung masses:

Moy Zur = Csr(ésr - Zur) + ksT(ZST' - Zur) - Cur(éur - 237"7") - kuT(Zur - zrr)

— F™sin(a)") — muyrg, )
mul'éul = csl(zsl - Zul) + ksl(zsl - Zul) — Cul (Zul - 27“1) - kul(zul - Zrl)

— F""sin(a]™") — muyg.

Displacements and velocities of road-induced excitations of the right and
left wheels are denoted as z,.,, 2. and z,;, 2., respectively. Displacements and
velocities of the sprung mass at the points of support are related to displacement
and velocity of the centre of gravity of the sprung mass by the following relations:
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Zer = 25 +lsing = Zg = Z5 — lpcosy.

()

zZgl = 2s — Ising = Zg = Z, — lpcosp.

Parameters of the simulated half-car model can be found in [11].

Preliminary results of the precise half-car model showed that the roll angle
varies in the range of a few degrees. Furthermore, synthesis of the proposed
clipped LQ control needs the linear matrix form of the vehicle model. Thus, for
the purpose of further analysis and synthesis of the control scheme the presented
half-car model of roll dynamics was linearised assuming small roll angles, and
the following replacement was proposed for the angular expressions: sinp = ¢
and cosp = 1. Additionally, since all elements of the suspension model represent
a linear stiffness relationship, a gravitational acceleration was neglected in the
model. Thus, the matrix form of the linearised half-car model can be formulated
as follows:

X=A-X+B-U+T-M,, (6)

where X = [(Zuf — 2 )s Zufs (Zur = Zrr), Zurs (Zsf = 2Zuy), (Zsr — Zur), Zs, ¢s] repre-
sents a vector of state variables, U = [F/"", F/™"] denotes a vector of MR damper
forces, and M, is the additional roll torque of the body. Matrices A, B, and T
can be derived directly from the equations (1) to (5).

3 MR damper models for simulation and control

The semi-active vehicle suspension system is equipped with MR dampers which
are the energy-dissipating devices controlled by a magnetic field. They are filled
with MR fluid whose viscosity changes in the external magnetic field, making it to
behave as free-flowing in the absence of magnetic field and as a viscous liquid, or
even semi-solid, with increasing magnetic field strength. Consequently, damping
coefficient ¢ of the MR damper changes upon the applied control current ™".
As a result, the force yield by the damper may change even by an order of
magnitude with a very small energy consumption. Therefore, the MR dampers
seem to be very attractive in semi-active suspension. However, a detailed analysis
of their behaviour revealed that the force-velocity characteristics is non-linear
with the hysteresis loop and saturation. There exist a number of references that
propose different models of the MR damper behaviour. Among them, the Bouc-
Wen model [5,16] is considered to be one of the more accurate and this model
is applied in this paper. It is described by the following equation:

FbTZ)T = f(zmm Zm'r) + Apy W, (7)

where f(zmr, Zms) 18 the non-hysteretic component being a function of the in-
stantaneous relative displacement z,,,. and velocity Z,,, of the damper piston,
and w is an evolutionary variable representing the hysteretic component of the
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model. Parameter a4, is a scaling factor for the Bouc-Wen model. The non-
hysteretic component is given by:

f(ZmT7 Zmr) = wazmr + kbw(zmr - xbw)a (8)

where ¢y, ki are the viscous damping and stiffness coefficients, respectively. An
initial displacement of the spring xp,, is introduced to model the impact of the
gas accumulator in the MR damper. The hysteretic component w is described
by the non-linear first order ordinary differential equation:

W= —Ybw * |Zrm| Cw |w|n—1 - ﬁbw . Z:;mr : ‘wln + Abw : 2mr~ (9)

Parameters Y4, Bbw, Apw and n are used to shape the hysteresis loop. The
scale and general shape of the hysteresis loop are governed by ., Bpw and Apy,
whereas the smoothness of the force-velocity characteristic is controlled by n.

To obtain the model which is valid for the varying strength of the magnetic
field, the model parameters g, and ¢, are assumed to be current-dependent.
They can be approximated by the third order polynomial according to the rec-
ommendation given in [18]:

3 3
Ay = Zafw(imr)i , Chw = Zc?w(im’“)i. (10)
i=0 i=0

The other parameters are assumed to be constant. Values of the identified
parameters of the Bouc-Wen model are listed in Tab. 1. The model was fitted
to the measurement data obtained for the commercially available MR damper
produced by Lord Corporation in identification experiments performed on the
MTS (Material Testing System) machine.

It is observed in practice that the response time of the MR damper depends
on the control current and kinematic excitation. In real-world applications this
response time is approximately within the range from 20 ms to 40 ms [10]. Thus,
in the suspension model a first order filter with the time constant T,,, = 12 ms
was added at the output of the Bouc-Wen model.

Most of the strategies used to control semi-active suspension systems require
the so-called inverse model of the MR damper. This model should provide cal-
culation of the control current for a given (i.e. measured) piston velocity and
for the damping force determined by the control algorithm. Here, it is proposed
to approximate the MR damper behaviour by a model based on the hyperbolic
tangent function as follows [9,15]:

Fii" = —apetanh[BpZme + Ynasigh(2me )] — ChtZme — KntZmr, (11)
where ap; = ag + a1Vi™" is a factor defining the height of the hysteresis, 8y is
the scale factor of the damper velocity defining the slope of the hysteresis, v, is
the scale factor determining the width of the hysteresis, c¢p; and kp; contribute

to the representation of a conventional damper without hysteresis. The inverse
model can be determined explicitly as:

. . 2
,L'hmr _ i ( _Fh7,r,gl7 — ChtZmr — khtzmr _ aO) (12)
¢ O‘% tanh[ﬁhtémr + 'YhtSign(Zmr)} ’
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where 72" denotes the value of control current that yields the desired force F'
for piston velocity Z,.

Such approach makes the simulation closer to reality, in this sense that the
model used for control constitutes an approximation of the real plant (here
simulated as the Bouc-Wen model).

Table 1: Parameters of the MR damper models

Bouc-Wen model of the MR damper
imr € (0.0 ; 1.33) A‘ Trr = 12 ms
n=2 |k, =0.001 | Zpw = 1.5
[a8¥ , ab™ | a8 , af®] = [93506 , 888021 , 27374 , -294583]
[eBv, dw ) cBv , B@] = [792 , 4195, -6390 , 2565]

Yo = OBT288| B = 983237 Ap — 7.979
Tanh-based model of the MR damper

ao = -23.05 | a1 — 1215 Bhe = 36.47

vhe = 1.6 | e — 1203 ke — 1297

4 Clipped LQ control dedicated to driving safety

The quarter Skyhook control related to the quarter-car model is generally applied
for the semi-active devices due to its simplicity. This algorithm is used here as
a reference to be compared with the clipped LQ control. Each quarter of the
vehicle suspension denoted with index ¢ is controlled separately using the quarter
Skyhook according to the following formula:

F}Z};(n) = —Gv,; * Us,i(n)v (13)

where v, ; denotes velocity of the selected quarter of the vehicle body. The gain
Jv,; Was obtained by trial and error method in order to improve the driving
safety performance index defined by (19).

The quarter Skyhook algorithm can be generalised to the multi-dimensional
clipped LQ control. Constraints denoted as Sx and Sy are assumed as the input
parameters of the considered control scheme. They are set on the selected state
and control variables, respectively, and are related to their maximum acceptable
amplitudes. For the clipped LQ control the following time-infinite cost function
is minimized:

J— /0 T X(MTQX () + U RU()] dr, (14)
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where Q and R denote cost matrices related to the state and control variables
denoted as X and U, respectively. The minimized cost function (14) is valid
for vibration control applied for roll motion. Matrices () and R are obtained
according to the Bryson’s rule [2], as follows:

Q=S , R=S;> (15)

The clipped LQ problem can be evaluated by solving the continuous-time Alge-
braic Riccati Equation (ARE):

ATP 4+ PA+ BPR'BTP+Q =0, (16)

where P denotes the solution of ARE used for determination of the control gains
G according to the following formula:

G=R'BTP. (17)

Matrices A and B were defined in (6) obtained by reformulation of the differential
equations (3 - 5) into the matrix form.

Because in the real measurement system a limited number of sensors is avail-
able, so it was also assumed that the vector of output variables is limited. Only
heave and pitch velocity of the body denoted as vs and wy, respectively, were
selected since they have decisive influence on vehicle handling. Thus, the desired
control forces for the analysed pairs of the front and rear, or right and left MR
dampers are expressed as follows:

Fﬁ?,’;(n) = —Gu.,i- vs(n) — Guo.,i " ws(n), (18)

where the selected control gains g, ; and g, ; are included in the vector G
and are evaluated according to equations (16) and (17), subject to constraints
assumed in matrices Sx and Sy . Finally, the desired values of the control current
smnr

" are determined based on the inverse MR damper model (12) using control
forces Fy}"; obtained for quarter Skyhook or clipped LQ control.

5 Results of simulation

The algorithms were validated for an impulse excitation generated as a torque
which influences roll motion of the vehicle body. Simulation environment consists
of two modules: one related to the vehicle dynamics simulation and the other
corresponding with the control algorithm execution. The differential equations
related to the half-car model and to the Bouc-Wen model were solved numeri-
cally using the Runge-Kutta method with variable integration step. The control
algorithms were executed with the sampling period equal to 2 ms. Such approach
corresponds to the real-world application, where a continuous plant is controlled
by a digital controller with the sampling period limited by the hardware.
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The quality of vibration control was validated using the following RMS-based

performance index related to vehicle handling (VH) and calculated in the time
domain:

Jve =

where z(n) is the roll angle and N is the number of simulated samples. In order
to achieve comparable operating conditions for both control strategies, their
parameters were optimised with respect to the vehicle dynamics. Results of the
algorithms optimised for sudden turning manoeuvres are presented in Fig. 2.
It can be noticed that the clipped LQ control allows for obtaining the better
value of the performance index than the quarter Skyhook. However, it is more
sensitive to the proper tuning of the algorithm contrary to the quarter Skyhook.

0.07 0.07
0.068 0.068 -
0.066 0.066
Z0.064 20.064
K M
= 0.062 = 0.062
= =
0.06 0.06 1
0.058 0.058 -
0.056 0.056
0.054 0.054
1000 2000 3000 4000 5000 6000 7000 8000 0 0.2 0.4 0.6 0.8 1
quarter Skyhook parameter [Nsm '] roll related clipped LQ parameter [rad s7']
(a) (b)

Fig. 2: Quality of safety control in the case of sudden turning: a) for different
parameters of the quarter Skyhook control, b) for different parameters of the
clipped LQ control

A similar analysis was performed for the passive suspension with the control
current varying from 0 to 0.9 A. Generally, the results show that the higher
level of control current means the greater value of the performance index, and
consequently, the worse driving safety.

Torque impulse responses are compared for different control strategies in
Fig. 3. It was shown that the semi-active control of the vehicle suspension is
favoured over the passive suspension for both soft and hard types. Furthermore,
it is recommended to extend the well-known quarter Skyhook approach to the
clipped-LQ strategy if the sufficient number of measurement signals is available.
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Fig. 3: Results of sudden turning simulation for passive suspension, quarter Sky-
hook and clipped LQ control: a) roll torque excitation, b) angle of the vehicle
body roll

6 Conclusions

The problem of driving safety plays a crucial role in the exploitation of the road
vehicles. The clipped LQ control was modified in order to improve driving safety
of an off-road vehicle model equipped with the automotive MR dampers. The
presented studies are based on simulations performed for the 4-DOFs half-car
model and the Bouc-Wen model of the MR damper. Different control strate-
gies were compared including the passive suspension as well as the semi-active
control like the quarter Skyhook and the simplified clipped LQ control. The be-
haviour of the vehicle was analysed for situation related to turning manoeuvres.
Similar considerations can be also made for pitch motion related, e.g., to sudden
braking. Presented simulation results show the usefulness of the clipped LQ for
improvement of driving safety.
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Abstract. The paper presents review of key aspects associated with
object detection and tracking algorithms in sensing systems for automo-
tive applications covering active safety, advanced driver assistance and
autonomous driving systems. The role of discussed systems is to estab-
lish location and monitor relative movement of objects and environment
with main focus on identification of vulnerable road users. The object
detection algorithms allow to classify and differentiate both static and
dynamic objects in the vehicle’s surrounding. The analysis will be focused
on selection of most suitable platform for development of optimized and

safe vulnerable road user detection system.

1 Introduction

As a result of recently publicized guidelines from vehicle safety organization such
as [N1] Euro NCAP or [NT1] NTHSA the major scope of improvement of safety
conditions in upcoming years is to focus the development and implementation of
ADAS systems on detection of Vulnerable Road Users. According to the state-
ment provided by Euro NCAP half of the fatalities in accidents involve VRUs,
listed as most frequent scenarios are cyclist crossing, turning or traveling down
the road. Along with increased urbanization those data are considered as the
© Springer International Publishing AG 2017 224
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driving element towards popularization of advanced driver assistance systems
focused on counteracting hazards for pedestrian, cyclist and other vulnerable
occupants of the road. Popularization which is indicated by organizations is
directly linked to deployment of ADAS systems to lower segments, economy

vehicles, thus imposing cost boundaries for such solutions.

1.1 Explanation of challenges and needs for VRU detection

To understannd the challanges behid the perception systems used in Advanced
Driver Assistance Systems and Autonomous Driving, we need to have an outline
of what exactly the vehicle has to ”see”. From the point of view of the end user we
only see features like Lane Keeping Aid, Highway Pilot or Intersection Assist or
a system providing some level of autonomous driving. All the discussed features
require information about surrounding environment with precise distinction be-
tween object types and parameters describing the surrounding environment. As
the current state of technology allows us to differentiate between stationary
and moving object with property assignment in abstract type definitions cov-
ering most of types of obstacles that could be encountered in traffic (vehicles
- trucks, passenger cars, lanes, road signs, barriers, pedestrians, motorcyclists
ect.) a special group has been defined mainly as a result of EURO NCAP orga-
nization guidelines, called Vulnerable Road Users. Scenarios in which detection
of a pedestrian is obligatory to engage breaking are already implemented and
excercised during rating test. Similar scenario for wich [N2]detection of bicyclist

model will be required is expected for 2018

From the point of view of automotive standards one of the most critical as-
pects considered in designing any automotive system is safety. [[1]This area of
expertise over time evolved in to its own domain called Functional Safety, which
is an independent factor driving requirements and architecture of implementa-
tions towards compliance with ISO 26262 and it’s derivatives. Second most sig-
nificant challenge that is encountered in automotive design is the cost efficiency,
which imposes certain limitations directly impacting hardware design, this in-
fluence on hardware design on the other hand, indirectly impacts the design of
software and algorithms. Major points in which cost efficiency has an impact on
algorithmic and software solutions is in available computational resources which

can be split into two major factors: computational power and available mem-
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ory, thus requiring thoughtful design as well as optimization of implementations.

As a result conditions mentioned above and advancing regulations, a demand
for low cost reliable system has been created as more and more segments of
vehicles will require capability for detecting VRU’s. As well as increased demand
in sensor performance (accuracy and resolution) is required for higher segments
with focus on Autonomous Driving. In further chapters a review of existing
systems will be provided with a review of technical principles standing behind
various types of sensors common for both automated driving and ADAS. As a
result of the review, a comparison of different methods will be presented with

focus on detection capability, and safety levels allowed by each of the systems.

2 Presentation of currently existing systems

As a result of presented constrains several different approaches have been formed
to tackle the problem of detection and tracking of traffic participants and envi-
ronment. On a course of history first implementations of detection and ranging
system s were not providing any abstract classification of objects, those systems
were just used to determine the distance to whatever obstacle or object was
receding it, without angular discrimination.[UTK1] First type of object that has
been classified in detection methods for commercially available systems was in
general form a ”vehicle”. Early stage systems mainly based on ultrasonic sen-
sors (further called PDCs) and radars - evolving from single to dual beam and
further to scanning radars. In parallel a development of vision based systems
was ongoing, in the early stages the use of vision systems was mainly limited to
lane detection to precisely locate the host inside the driving lane. Along with
regular vision systems more specialized implementations have been presented to

the market such as Near Infrared and Far Infrared cameras.

2.1 Radar Based

One most widespread type of sensors that is currently in use for commercial
systems is a microwave radar, the principle of operation of this devices mainly
relay on phased array transducers capable of generating high frequency electro-
magnetic modulated pulses. [UTK1]In typical solutions the frequencies of those

pulses are either in 24 or 77GHz. A systemic diversification has been introduced
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for separation into 3 major groups of such sensors, with respect on range of op-
eration. Most of the automotive radars are continuous wave electronic scanning
radars, that emit the series of frequency swept pulses, and after performing mul-
tiple FFTs extract the range, range rate and azimuth information which further

is processed to extract the target information.

Long Range Typically Long range radars operate in ranges up to 250m in
distance, [UTK1] the usual field of view of this type of device is narrow 10° to 15°.
This type of devices are mainly used for features such as ACC for identification
of large targets mainly vehicles - at a greater distance. In many implementation
cases long range radars are integrated with medium range radars with switchable

mode of operation allowing performing different types of scanning.

Medium Range This type of devices as mentioned before are usually fused
with long range radars and used for front sensing - this means mounted on
vehicles front end, usually the front grill or behind front bumper. Medium range
radars are ”workhorses” of the ADAS systems, providing capability of detection
in much more diverse types of objects, such as vehicles, barriers road edges,
pedestrians and motorcyclist, but for the last mentioned types classified as VRU
a specific type has to be used that allows ASIL B or D level discrimination with
use of Micro-Doppler principle to distinguish VRUs, for those objects to be used
in consumer functions with such safety level (such as Autonomous Emergency
Braking or Collision Avoidance with vehicle Path Change. Those devices provide

the field of view of ranging from 65° to 70°.

Fig. 1. Example of Medium Range Radar - Delphi MRR.
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Short Range Most recently systems of such type gained more popularity in
autonomous driving applications mainly for environment sensing, output of the
devices is applied to support of vehicle position and orientation estimation for
autonomous driving, but is not only limited to that task, they provide sensible
information on objects such similarly to medium range radar (i.e. vehicles, VRUs
- with Micro Doppler, barriers ect.). They are in most use cases used in pairs
mounted on corners of the host vehicle - providing view to the sides of the car.
with some areas overlapping in front of the vehicles. Pairs are usually mounted
in front and rear of the vehicle [|. This devices in many cases are providing along
the regular object information feature like free space detection, which later can
be consumed in example by automated parking assistance or lane change merge
aid functions. typically the range of those devices is up to 80m and operate in

same frequencies as allocated for automotive radars.

2.2 Vision Based

Next very heavily used family of sensors that find application in all solutions
ranging from driver support systems to automated driving solutions, are based
on image processing. Two main types can be distinguished from main principle
of operation point of view, systems that base on visible light spectrum come
mainly in two forms - single vision cameras and stereo vision. Those types of
systems gained much popularity due to easy implementation of image processing
methods (mainly software) not much sophisticated hardware is required like in

case of radars.

Mono Vision The most common approach in application of the vision sensing
systems come in a form of single lens and single image matrix solution allowing
capturing of image data in resolutions spreading from VGA up to UHD reso-
lutions, providing effective field of view of 70deg. In early stages of commercial
implementations the systems were used mainly for road edge and lane detec-
tion, in most recent systems a widespread set of objects can be safely identified.
The main advantage of camera systems is ability to distinguish various types of
objects, on the other hand the ranging and velocity measurements are not the
strongest attitude. As cameras are ambient sensors they have to be able to cope

79

with many different factors influencing their ability to ”see”, such as weather

conditions, occlusion or darkness.
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Fig. 2. Example of Mono Vision Camera - Delphi IFV200.

Stereo Vision Systems equipped with 2 cameras are much more capable in
acquiring geometrical parameters from the environment, such us distance and
height of the object. Ability to extract distance is based on capability to deter-
mine the perspective. Current advanced of this sensors in commercial segments
find main application in front sensing.[UF1]Similarly to mono vision systems this
solution is prone to problems with ambient conditions yet due to redundancy
provides more reliable information than optical systems with one lens. Various
different implementations exist with dual lens solutions, in which there are two

lenses with different focal lengths feeding alternately image to one sensor.

NIR Due to the high dependence on ambient conditions of regular monochrome
cameras attempts have been taken in integration of near infrared spectrum cam-
eras for automotive purposes, along with integration of such systems for image
processing (1 in each 4 pixels in sensors used to provide intensity in NIR spec-
trum) auxiliary systems were provided for the driver in form of head up displays
with live streaming of superimposed images providing wider view in bad weather
conditions and in darkness. Integration of NIR sensing into mono vision sensors

is a common practice in modern ADAS sensing systems.

FIR As an extension of solutions provided by NIR senors similar approach has
been applied to sensing that is focused in spectrum not including visible light in
any way. This approach enables providing higher contrast on objects with higher
temperature, similarly as in previously discussed sensor stand alone operation

without monochrome in visible spectrum is not most efficient solution.

Surrounding Cameras Image based sensors find application in sensing not
only the area in front of the car but as a source of information on area behind

and on the sides of the car. In commercial application the main features that
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consume data from this sensors can be split in to two modes of operations. In low
speeds the system composed of 4 cameras building a 360° field of view sometimes
called bird eye’s view or top view. Usually the data from this kind of sensor is
merged in external processing unit and then processed by sensing algorithm that
determine obstacles position mainly for automated parking. Second implemen-
tation is based on 2 cameras mounted under side mirrors providing data on lane
markers and surroundings along with object data for features warning the driver

on presence of objects in so called blind spot.

2.3 Laser

Ever since the invention of laser, the system has found application in ranging
applications, the described systems base on the similar principle yet imply two
different approaches for beam forming and apply to different philosophies of

sensor application.

Laser Rangefinders Simple range finders can be found in many commercially
available systems as a low cost ADAS sensor for autonomous emergency break-
ing, This sensors usually do not provide a capability to distinguish between
object types in front of the vehicle yet provide information on distance to reced-
ing and stationary object in narrow field of view. Due to low cos this systems
have been broadly implemented in various segments of passenger cars providing

a reasonable impact on number of accidents.

LIDAR The most know sensor applied currently in research and development
of autonomous driving system.[UTK1]In Laser Imaging, Ranging and Detection
systems most common approach in generation of 3D meshes is to measure range
to objects using laser beam deflected by a moving mirror, during a rotation and
tilting of the mirror several number of measurements is carried out to estimate
distance and in some applications velocities of points reached by laser beam.
Commercial application of currently existing solution is limited due to still high
unit cost of production of those devices [EA1]. Systems on the other hand provide
very detailed representation of the environment what imposes also high demands
in computational power for processing the data obtained from such sensor. Pro-
cessing is required for extraction of abstract definition of objects for further
processing in control algorithms for automated driving purposes. Currently an

intensified research and development efforts are invested in introduction of solid
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stare LIDARs, which would be much more compact and lower cost than their

industrial derivatives.

o1¢] s

Fig.3. Examples of Automotive LIDARs - Velodyne LIDAR Family
(http://velodynelidar.com/)

2.4 Other

Apart from the presented previously system, there are sensor that don’t fall

exactly into the defines sub types.

PDCs Parking Distance Control sensors have found a successful application in
supporting automated parking applications as well as adaptive cruise control and
blind spot monitoring. [FMC1]Those system usually rely on ultrasonic sensors
which emit acoustic pulses in frequencies above 20kHz. Angular discrimination
is usually obtained by placing independent sensors along the bumper and mea-
surement the round trip time of the pulse. Those systems are pretty primitive in
comparison to previously discussed systems but are good enough for low speed
operations even though they do not provide an abstract interpretation of the

environment. Major advantage of those sensors is the low cost of production.

Fusion (Radar 4+ Camera in one sensor) Devices based on merging two
sensors gained popularity on the market as they provide a reliable source of in-
formation on moving and stationary objects in front of the vehicle, off course
sensor fusion is a popular method of increasing the reliability of measurements
and is commonly implemented with all mentioned above sensor, yet on the sys-
tem level such fusion is carried out by an external device (like centralized safety
unit). Yet there exist commercially successful implementations in which part of
the sensor fusion is carried out in the device directly [LB1]. In case of fusion of
radar system (medium and long range) with mono vision camera, objects de-

tected and identified by camera are used to refine object information from radar
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systems. Due to redundant implementation of sensors it is possible to implement
a functional safety mechanisms that allow to identify faults for achieving high
goals in functional safety requirements, this includes VRU detection for functions

imposing direct activation of breaks.

Fig. 4. Example of Integrated Fusion System - Delphi RACam (Integrated Radar and
Camera).

3 Synthetic Comparison

In this chapter a comparison of key components will be provided in tabl
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4 Proposal of Sensor Optimization for Fusion Purposes

Depending on direct application - with regards on consumer of sensor data dif-
ferent levels of interaction between sensors are implemented in commercially
existing solutions. As with every kind of implementation done for automotive
industry - optimization of the cost vs. performance has to be accounted in the
design process.

Various different methods for performing data fusion has been presented
described and implemented through recent years. [HE1]From fully centralized
methods in which raw data from sensors is fed to central processing unit for
deriving object properties - Example A, to approaches in which already processed
information in a form of object information is supplied to central unit for sensor
fusion - Example B through hybrid approaches in which object data from one
type of sensor are used to facilitate object detection in different type of sensor -

Example C.

Sensor 1 Ceml C n'treller Sensor 1
(T . (T

Sensor 2

(I

Sensor 1 Central Con
I
TR

Sensor n Sensor n Sensor n

m]ﬂ]]]m:m Raw Data Acquisition
- Object Detection

B Data Fusion

Fig. 5. Examples of Fusion Solutions

As most of the sensors operate on quite complicated raw data which usually
would require large amounts of scarce memory to store (such as raw video data
or raw radar reflection data), an approach is proposed in which chunks of raw
data are being populated to centralized unit. This could be easily confused with
original method presented in Example C and B - as objects generated by sensors

when the detection part is performed inside the sensor - are in fact a derivative of
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raw data. But in this case the idea behind this approach is to populate windowed

out areas of low level data.

Sensor 1

Sensor 2

Sensor n

aw Data Acquisition

- Object Detection

ata Fusion

@ Raw Data Downselection

Fig. 6. Proposed Downselection Method

Populated chunks of low level data then would be processed for object detec-
tion which could include time domain tracking of low level information - as the
central unit would allow for bigger computational resources and complex fusion

algorithms.

As we are focusing on sensor design in this subject - this would allow re-
duction of sensor computational needs - to the point in which sensor is capable
of determine regions of interest (without tracking) - from which low level data
would be populated to central computational unit at a cost of higher need for bus
throughput. The bus load on the other hand would be lower than in Example A
from Fig 5. On top of that to reduce the computational needs of sensor. Area of
interest selection will be auxiliary supported by information from central unit on
already identified objects similarly to Example C. Proposed approach would be
beneficial mainly for Radar and LIDAR systems which in most cases are limited
to object building on their own. Reduction of tasks performed by an externally
mounted sensor would transfer cost distribution towards the Centralized Con-
troller, which is beneficial due to the fact sensor mounted on boundaries of the

vehicle are prone to damage.
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5 Conclusions and further steps

As a result of review of all currently applied methods of environment and obsta-
cle sensing for Advanced Driver Assistance Systems and Autonomous Driving, a
comprehensive comparison is provided to visualize advantages and disadvantages
of certain solutions. The comparison had in mind not only blind performance
comparison but as well taking into account influence of cost effectiveness and
achievable safety goals. This comparison has as a target description and diver-
sification of current state of the art solutions for better understanding on their
application. This approach enables to reach a common ground between perfor-
mance needs for performing required system tasks and cost impact delivered by
a chosen solution. The review outlines possible paths of further development for
some groups of systems for future increase of their competitiveness with opti-

mization of sensors to cooperate with centralized fusion as a synergistic system.
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Abstract. There are typically two main control loops with PI con-
trollers operating at each turbo-generator set. In this paper a model
predictive controller QDMC for the steam turbine is proposed - instead
of a typical PI controller. The QDMC controller utilize a step-response
model for the controlled system. This model parameters are determined,
based on the simplified and linear model of turbo-generator set, which
parameters are identified on-line with RLS algorithm. It has been found
that the proposed QDMC controller realize the reference trajectories of
the effective power and the angular velocity, and damp the electrome-
chanical oscillations with satisfactory quality in comparison to the typical
PI and DMC controllers.

1 Introduction

The electrical energy plays unique and significant role in development of the
modern society. With fast economic development, grows demand for the electric
power. Accordingly, there is a growing need to increase the power plants efficiency
and improve the electrical energy quality. The conventional power plants and
nuclear ones, utilize turbine-generator sets, the steam turbine cooperating with
the synchronous generator, to produce electrical energy. The aim of the work
described in the paper is to improve the quality of the steam turbine control,
operation of the whole turbo-generator set and in the consequence the electrical
energy quality delivered to the power system network.

The steam turbine and the synchronous generator are the complex objects
with non-linear character. Currently used methods for the steam turbine control
are typically based on the Proportional-Integral (PI) controllers. With the cur-
rent state of control theory and access to the modern computing units, with high
computing power, it become possible to use the more complex and sophisticated
control algorithms for control purposes. This paper deals with model predictive
control (MPC) methodology for the stem turbine control purposes. With the
MPC technology one can design a truly multi-variable optimizing control sys-
tem that can handle the process constraints and accommodate the model-based
knowledge combined with the hard measurements ( [1], [10], [11], [15], [16]). Pro-
posed in the paper controllers are designed and implemented in the form of Dy-
namic Matrix Control (DMC) and Quadratic Dynamic Matrix Control (QDMC)
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algorithms [10]. In the first case, the DMC controller calculates moves on manip-
ulated variables which minimize future predictions of controlled variable errors
and constraint violations in the least-squares sense. And in the second case, the
QDMC consists of the on-line solution of a quadratic program (QP) which mini-
mizes the sum of squared deviations of controlled variable predictions from their
set-points to maintaining predictions of constrained variables within bounds. In
contrast with DMC controller, where constraints are enforced via least squares
method, the use of a QP provides rigorous handling of constraint violations by
formulating them as linear inequalities, and allowing tighter constraint control.

The mathematical models of the turbo-generator set elements can be divided
into two main groups, the first of which is related to complex and accurate mod-
els, while the second represents less accurate, reduced and simple models. These
two groups have different applications and purposes. The first group models may
be used in design, or detailed analyses of phenomena and nature of processes
occurring in the turbo-generator set elements ([4], [6], [8]). On the other hand,
the less accurate models composing the second group can be used in control
systems synthesis, and for education or training purposes ([9], [12], [13]). The
second group models should also comply with several aspects which the first
group is unable to fulfil, for instance easy implementation, convenient calcula-
tion time, or simple description. The DMC and QDMC controllers use a system
unit step-response model. Taking into account the system wide range of oper-
ating point changes, the step-response model parameters are calculated, based
on the simplified linear model of the turbo-generator set, which parameters are
identified on-line with the recursive least squares algorithm (RLS). The models
from the second group are used in the paper as a reference models for proposed
controllers evaluation during simulation tests.

The paper is organized as follows. In Section 2 the typical control structure of
the turbo-generator set is briefly described. In Section 3 the complex and simpli-
fied linear models of the steam turbine and the synchronous generator are shortly
presented. In Section 4 the steam turbine control structure with DMC/QDMC
controller is described. The results of simulation tests are presented in section
5. Finally, a brief summary of the obtained results is given in Section 6.

2 The turbo-generator set - typical control structure

The turbo-generator set consist of steam turbine and asynchronous generator.
The work produced by steam in the steam turbine sections has a form of the
rotary energy of the steam turbine shaft. The steam turbine is installed on the
one shaft with the synchronous generator. Hence, the rotary energy is further
converted into electrical energy by the synchronous generator.

The Fig. 1 present the simple diagram of the steam turbine cooperating with
the synchronous generator, which are connected to the power system network.
There are also shown theirs typical control system structures, with two main
control loops operating at each turbo-generator set. The PI controller in the firs
control loop, regulates generator’s active power by manipulating the steam mass
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flow rate to the turbine, and in consequence impacting on the mechanical torque.
The generators active power is almost equivalent to its electrical torque, hence
mechanical and electrical torques must be equal to keep system in its steady
condition. While, the PI controller in second control loop, regulates voltage on
the generator’s terminal by manipulating the exciter voltage in the synchronous
generator excitation system. This second PI controller, typically cooperate with
the power system stabilizer ([6]). The power system stabilizer generate additional
control signal for the PI controller in order to damp the potential electromechan-
ical oscillations and to improve the dynamic stability of the turbo-generator set
connected to the power system network. In the paper is assumed that the second
control loop operate with the typical PI controller and power system stabilizer.

In order to improve the performance of the main control loops (Fig. 1), a nu-
merous techniques have been proposed by various authors over the years [13]. In
the paper, the data of the steam turbine 4CK-465 [8] and the synchronous gen-
erator GTHW-600 [4] are used in all simulation tests. That turbo-generator set
was planned to be used in a first polish nuclear power plant (NPP) in Zarnowiec
in 1989.

Pgref
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Control - . Power
Valve Turbine Generator |Transformer|Line ¢ o,
Excitation
System

T B U

Ugrer [ Pl controller
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Fig. 1. Typical control system structure of the turbo-generator set.

3 The models of the turbo-generator set elements

3.1 The complex models

Steam turbine model The complex model of the steam turbine, used in the
paper as a reference model, is described in terms of the mass and energy conser-
vation equations, semi empirical relations and thermodynamic state conservation
(13, [5], [8], [9]). The stem turbine mass conservation equation, angular speed of
turbine shaft and total mechanical power generated by the steam turbine may
be presented shortly by set of the ordinary differential and algebraic equations
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equations [§]

dp, 1. .
E = 7[mn,1n - mn,out]a (]-)
Pmech = Z Pi = Z Ahimi,out7 (2)
=1 i=1
dw, 1 Precn
= — —2wbf — M, 3

where: p,, denote steam pressure in the n-th steam turbine interstage space, 7, is
a time constant, 1, i, and 1, ;, are steam mass flow through the n—th turbine
stage, Pnech is overall steam turbine mechanical power, P, is mechanical power
of the n-th steam turbine stage, Ah,, is change of enthalpy at n-th steam turbine
stage, © is moment of inertia, w, is angular speed of the steam turbine shaft, b is
damping coefficient, M, is synchronous generator torque, and f is shaft rotation
frequency. All equation of the steam turbine complex model are presented in
[12].

Synchronous generator model The complex model of the synchronous gen-
erator, used in the paper as a reference model, may be presented in the form of
basic non-linear differential and algebraic equations ([4], [6])

1 L. . .
(U, Ugy Efa, 0,017 = (2] [ 1, Iy, Ipay Ty Tg ) + =— [Fa, g, pa, Goa, Wy ]

2 f ’
(4)

T T
(Ya,Ye, Usa, Wka, Vg | = [X] [1a, Ig, Ipa, Inas Ing | (5)
Py =Uqlqg+Uyl, Qe =Uqly —Ugyly, (6)
My, =Y4l, + Y, 1, (7)

where: Uy, U, are generator’s voltages in g and d axis; E4 is excitation voltage;
Iq, 14, Irg, Irq 1 tq are stator, damper winding and field winding currents; ¥y, ¥,,
VYid, Yrq ¥sq are magnetic fluxes; f is frequency; Py, )4 are generator’s active
and reactive power; M, is electrical torque; X, Z are reactance and impedance
matrices (angular velocity and magnetic saturation depended). All equations of
the synchronous generator complex model are presented in ([4], [6]), while its

parameters may be found in [13].

3.2 The simplified linear models

Steam turbine model The complex model of the steam turbine has been
reduced to the simplified linear model with two first order inertias [12], where
each of them represent high and low pressure turbine corps, respectively. That
model can be described in Z-domain as follows
Prcen(2) = 91(2)0(2) = K (b + grt—Jalz). (®)
T(z+1) +1 T(z+1) +1
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where: Py,ccp is stem turbine mechanical power, a - degree of the control valve
opening, and K, K1, Ko, T1, T5 are model parameters. Notice, that the numerical
values of the model parameters identified for various operating points of the
steam turbine 4CK-465 may be found in [12].

Synchronous generator model The complex model of the synchronous gen-
erator has been reduced to the simplified 5-th order linear model, which may be
presented in Z-domain in the following matrix form [7]

[20] =[] ] Faas)] ®

Notice that the detailed definition of g11, g12, g21 and go2 parameters may be
found in [7].

Turbo-generator set model Taking into account the stem turbine model (Eq.
8) and the synchronous generator model (Eq. 9) the turbo-generator set model
may be presented also in Z-domain as follows

53] - [ 2] (). (o)

and finally, model may be presented as discrete model in time domain in its
general form as follows

7 7 7
wik) =Y a(wlk —1—4)+> bk —j)+ Y _cli)Eralk —j), (11)
j=1 j=1 j=1
7 7 7
Py(k) = 3 d()Py k= 1= 3) + 3 e(alk =)+ f()Eralk = 5), (12)

where a, b, ¢, d, e and f are model parameters vectors. Those parameters should
be identified on-line according to the wide range of turbo-generator set operat-
ing point changes. In the paper the recursive least-squares (RLS) identification
algorithms for that purposes is proposed. With the RLS algorithm the unknown
model parameters (Eqgs. 11-12) are estimated on-line based on the set of the
input and output measurements data [2]. Next, based on the identified simpli-
fied model (Egs. 11-12) a unit step-response model for the QDMC and DMC
controllers is determined.

4 The turbo-generator set - proposed control structure

4.1 The QDMC and DMC algorithms

The multi-variable QDMC quadratic optimization problem for a system with
S controller outputs (manipulated variable) and R measured variables can be
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presented in the following form ([10])
min J = [e — AAu)" I'TT e — AAu] + [Au]” AT A[Au] (13)

subject to the constrains

Aus,min S Aus S Aus,mawa (14>
Us, min S Us S Us max (15)
yr,min S yr S yr,max; (16)

where r denote the r-th process measured variable (r = 1,..., R), s denote the
s-th process manipulated variable (s = 1,...,.5), e is the vector of predicted
errors for the R measured process variables over the next P sampling instants
(prediction horizon), u is the vector of manipulated variables changes for the S
controller output variables computed for the next M sampling instants (control
horizon), y, is the predicted process variable profile for the r-th measured process
variable over the next P sampling instances, A is the multi-variable dynamic
matrix formed from the unit step response coefficients of each controller output
to measured process variable pair, I'"I" is the matrix of controlled variable
weights, and AT A is the matrix of move suppression coefficients. The matrix
AT A is a square-diagonal matrix of dimensions M - S x M - S. The leading
diagonal elements of the i-th M x M matrix block along the diagonal of AT A
are A? (i = 1,..., S)— all off-diagonal elements are zero. Similarly, the P-Rx P-R
matrix of controlled variable weights ' I", has the leading diagonal elements as
72 (i =1,...,5) — all off-diagonal elements are zero.

Finally, optimal vector of changes in manipulated variables is obtained based
on the solution of quadratic optimization problem (Egs. 13-16). Ounly the firs
elements from that resulting vector are applied as the control signal to the plant.
In the next time instant the optimization task is solved again.

The optimization problem (Egs. 13-16) without inequality constraints (Egs.
14-16) has a unique solution, which can be expressed as the DMC control low

Au= (ATITTA +ATA) " ATT" Te. (17)

4.2 The ontrol structure with the QDMC controller for the steam
turbine

Typical turbo-generator set control system consists of the two control loops with
the PI controllers (Fig. 1). In this paper instead of the typical PI controller a
model predictive one QDMC for steam turbine is proposed (Fig. 2). It is done
to improve the quality of the steam turbine control, the operation of the turbo-
generator set and in consequence the electrical energy quality delivered to the
power system network.
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Fig. 2. Proposed control structure with DMC/QDMC stem turbine controller.

5 Simulation test results

The proposed control system and the reference process model were simulated
with Matlab/Simulink environment. The results obtained with tree different con-
trollers for steam turbine were compared: typical PI controller with a standard
power system stabilizer ([13], [14]), the DMC controller, and QDMC controler.
During simulation studies, it was assumed that the synchronous generator was
controlled by the typical PI controller cooperating with simple power system
stabilizer. There was also assumed that the turbo-generator set was operated
with the power system via the simple infinite-bus ([13], [14]).

The synchronous generator PI controller and power system stabilizer were
characterized by following set of the parameters [14]: Kp = 12.82, K; = 29.03,
Ty = 0.65, Ty, = 1.74. While, the parameters for DMC and QDMC controllers
were assumed as follows: the control step 7" = 0.01s, the prediction horizon
P = 43, the control horizon M = 1, and weights \; and ~; equal 1. The con-
straints considered in the simulation test with the QDMC controller include the
constraints on the control valve opening degree (manipulated variable) a.

The selected simulation results are based on the changes of the synchronous
generator’s active power reference trajectory. Initially synchronous generator
worked with nominal active power equal 1p.u. (470M W), voltage on the gener-
ator’s terminal equal 1p.u. (21kV') and angular velocity 1p.u. (314rad/s). Then
active power set-point was changed +10% at every 20 second of simulation. The
results are shown in Figs. 3-6. To evaluate the performance of tested controllers,
the performance index in the form of ISE criterion (integral of square error) was
introduced and calculated (Tab. 1).

The use of DMC and QDMC predictive controllers increased the accuracy of
the active power reference trajectory realization, but it causes deterioration of
the generator voltage and angular velocity stabilization quality (Tab. 1). In that
case the QDMC controller has almost four time smaller performance index than
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Fig. 3. The active power reference trajectory and its realization with PI, DMC and
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and QDMC controllers.
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Fig. 6. The control valve opening degree (manipulated variable) generated with PI,
DMC and QDMC controllers.

Table 1. The controllers performance index

ISE P, ISE U, ISE w

PI 0.2659 0.0045 5.2¢%
DMC 0.1247 0.0077 1.2¢7
QDMC 0.0650 0.0077 1.2¢77

the PI controller. However, the PI controller has twice time smaller performance
index in the case of angular velocity and generator’s voltage reference trajecto-
ries realizations. In Figs. 3-5 can bee seen that the settling time for DMC and
QDMC predictive controllers is shorter then for the PI controller, but the bigger
overshoots are observed.

6 Summary

Paper proposed an approach to design a model predictive controller of a nuclear
power plant steam turbine. Three different control algorithms were compared:
the typical PI controller, the DMC controller based on the algebraic control low
without considering the constraints of the process, and the QDMC controller
which at the each time sampling instant solving on-line an optimization prob-
lem with constrains for manipulated and controlled variables, expressed as linear
inequalities. In both cases the recursive least squares (RLS) algorithm was used
to obtain accurate simplified turbo-generator set model parameters, in order
to determine appropriate unit step-response model for DMC and QDMC con-
trollers. Simulation test shows that the QDMC controller realize the reference
trajectories of the effective power and the angular velocity, and damp the elec-
tromechanical oscillations with satisfactory quality in comparison to the typical
PI and DMC controllers. The authors ongoing work focuses on the improving
control quality of the turbo-generator set, for example by application the model
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predictive controller for the synchronous generator, and implementation a func-
tional mechanism of cooperation between these two controllers.
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Abstract. Due to the presence of right-half plane zeroes in the transfer
function of a nonminimum-phase plant, conventionally designed feedfor-
ward controller becomes unstable. Main focus of this article is put on a
comparison of the Extended Bandwidth Zero Phase Error and recently
proposed fized-structure approximate inverse feedforward control design
methods applicable to the nonminimum-phase systems. Comparison of
the techniques presented in the paper is based on the frequency analysis
of a closed-loop error transfer function, followed by simulation examples
and experimental validation on a laboratory setup with a double-drum
coiling machine. Both simulation and experimental results showed the
superiority of trajectory tracking obtained by the fixed-structure ap-
proximate inverse method under the assumed conditions.

1 Introduction

In case of minimum-phase systems, model-inverse based two degrees of freedom
(2DOF) control structure, including feedback loop and feedforward (FF) con-
troller, is a basic commonly used method of improving the quality of trajectory
tracking. For nonminimum-phase (NMP) system (which characteristic feature
is the presence of at least one zero in the right-half plane (RHP) of its trans-
fer function (TF), see [5]), the model-inverse feedforward controller becomes
unstable. Many techniques capable of providing a stable approximation of the
inverse TF were presented in the literature. In this article, approximation meth-
ods are divided into two groups. First group contains classical methods, that is,
the nonminimum-phase zero ignore (NZI) tracking control, zero magnitude error
(ZME) tracking control, and zero phase error (ZPE) tracking control described
in [1], [2], [8], and [7]. Approximation of the inverse plant dynamics computed
with these techniques depends only on a form of the plant TF parameters. Feed-
forward controllers obtained with the methods belonging to the second group,
i.e., Extended Bandwidth Zero Phase Error (EBZPE) tracking control [9], [3],
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and recently proposed fized-structure approximate inverse (XAI) method [6],
depend also on the values of specific design parameters.

In the article, all of the aforementioned methods are compared using formal
analysis, simulation examples and experimental validation made on the model
of a double-drum coiling machine. The comparison between XAI and classical
methods have been presented before in [6], while the main contribution of this
paper is the additional comparison of EBZPE and XAI methods.

2 Preliminary information

2.1 System description

The general Linear Time-Invariant, Single-Input, Single Output (LTI SISO)

plant with input w(¢) and output y(t) can be described by the transfer func-

tion

dmdsmd + dmdflsmdil “+ ...+ dls =+ do
Cny 8™ 4 Cpy—18™ T 4+ Lo+ e18 4 ¢

G(s) & G (s)e™T0 = et (1)
where d; € R,i € {1,...,mq}, ¢; € R,j € {1,...,n4} are the parameters of TF,
while Ty > 0 € R is a time delay.

Assumption 1 Transfer function G*(s) is proper or strictly proper (mq < ng),
values of coefficients c;, d; and Ty are perfectly known, while polynomials in the
numerator and the denominator does not have any common factors.

All of the selected FF control design methods require system representation in
the form of a rational TF, so the time-delay term has to be approximated, e.g.
by using Taylor series approximation
1 T¢
, 2= —,VEN, 2
1421842982+ .. 4+ 2,877 F 4l (2)
where v determines an approximation degree. Using (2), an approximation of
the general form of LTI SISO system (1) can be represented by

b S™ + by_18™ L+ ...+ bs+1  BP(s)B"(s
G(s) ~ _ BB g,

ans™ + an_1s" 1+ .+ a1s+ ag A(s)

e—sTo ~

where BP(s) : BP(sp) = 0 = R(sp) > 0 is a part of the numerator containing
zeroes from RHP, while B"(s) : B"(s,) = 0 = R(s,) < 0 is a part containing
zeros from the open left-half plane (LHP).

Upon (3), it can be easily shown that the inverse plant dynamics G~1(s) =
% is unstable for the NMP system - polynomial BP(s) in the denomina-

tor introduces RHP poles into G~!(s) transfer function.

Block diagram of the considered 2DOF control structure used in further
analysis is presented in Fig. 1, where y4 denotes a reference trajectory, Grp(s)
is a feedforward controller, Gg(s) is a stabilizing controller, y is an output of
the system, while e stands for a tracking error defined as

e(t) £ ya(t) — y(t). (4)
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Az
; > GFF( S) FF

reference signal
generator

Go(S)

G(S)

Fig. 1: Block diagram of the 2DOF control structure

Assumption 2 The reference trajectory yq(t) : R>g — R is a bounded and
sufficiently smooth function of class C¢ with sufficiently large &€ > 1, and signals

ya(t), yt(il)(t),...,y((f)(t) are ezactly known for any time instant t > 0.
Based on the tracking error definition (4), let us define the error transfer

function

s E(s)  1—-G(s)Gpp(s)
Gp(s) = Yy(s) 1+ G(s)Gg(s)

= S(s)[1 = G(s)Grr(s) = S(s)I'(s) (5)

where S(s) is called a sensitivity transfer function, while I'(s) is the so-called
feedforward mismatch transfer function introduced in [6]. The tracking control
performance can be improved by introducing to the system a FF controller with
the best possible stable approximation to the inverse plant dynamics G~1(s).
When Grr(s) £ G~1(s), the mismatch function I'(s) = 0. If G~!(s) is stable,
than one can obtain a perfect tracking of the reference trajectory y,(t) satisfying
Assumption 2.

2.2 Feedforward control design methods

Inverse plant TF approximations obtained with the classical techniques (NZI,
ZME, ZPE) depend only on the parameters of the approximated TF (3). FF con-

troller obtained with NZI method is defined by GNZ!(s) £ % and simply
ignores the influence of RHP zeros in the plant dynamics. Application of ZME

method results in the FF controller in a form GZ¥E(s) £ %, which

is designed in such a way, that the magnitude of an inverse plant model and its
approximation are equivalent in the frequency domain. Feedforward controller
GZPE(S) _ _A(s)BP(=s)

Fr B (s)[BP(0)]
mation with phase changes equivalent in the frequency domain to the inverse
plant TF.

obtained with the ZPE method provides an approxi-
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Second group of the FF control design methods is dependent not only on the
form of a plant TF, but also on the specific design parameters. FF controller
obtained with EBZPE method, see [3], has the form

_

GEBZPE( ZPE Z ZPE(S)]]C, q€ N, (6)
k=0

where ¢ is a prescribed design parameter, that affects the accuracy of an inverse
TF approximation. Considering the limit case ¢ — oo, one can write that

lim GEBZPE(g) = GZPE () lim ij[l — GEEP (s)G(s)]" (7)

q—00 —00
k=0

1

=GP ) a2 e0)

=G Y(s).

Geometric series included under the limit operation in (7) converge to a finite
value, when the magnitude of its common ratio satisfy |1 — GZEE (s)G(s)| < 1.
The fixed-structure feedforward control law (XAI)

Gl (s Zpks peN, pp eR, (8)

depends on the design parameter u. The fixed-structure FF control law is called
corrected-approzimate-inverse (CAI) controller, when p = n (where n is a degree
of denominator of (3)), and the extended-approzimate-inverse (EAI) controller,
when p > n. Design parameters py have the values determined as follows [6]:

Po £ ag, A
Pk £ ag — Zizl bipr—i, for k € {1,...,n}, 9)
PR 2 — Zle bipg—i, for k€ {n+1,...,u}.

Unlike the other feedforward controllers presented before, Gx#(s) does not
have a complex polynomial in the denominator (fixed-structure control law),
leading to simplicity of its implementation, especially on digital controllers run-
ning physical control systems.

Based on the form of the feedforward mismatch function I'(s) introduced
in (5), one is going now to compare achievable tracking control accuracy in the
2DOF control system from Fig. 1 for the selected feedforward control design
methods.

3 Comparison of presented methods

Following [6], feedforward mismatch functions (5) derived for NZI, ZME, and
ZPE methods get the forms

BP(s)

P =1 e

=—B,5" —... = Pis, (10)
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rZMB(g) — 1 — Br(s) (=17 —1]Bys" — ... = 2fs (1)

Br(—s) (=187 +..— fis+1

BB e g (12)

ZPE(g) = B (0)|2

where ;, f; are some scalar coefficients, while v stands for a number of positive
zeros in the plant TF. Mismatch functions I'V%!(s) and I'?"¥(s) have an easy
to analyze polynomial form, additionally I'?*(s) includes only even powers
of operator s. '?™E(s) has a complex polynomial in the denominator, and its
numerator includes only odd powers of operator s.

Derivation of the feedforward mismatch function for the EBZPE method can
be explained as follows:

q

FEBZPE(S) G( )GZPE( )Z[FZPE(S)]k
k=0
q
1 (L= D) Y [P APE ()
k=0
=1- [527527 +..t+ 6252 +1]- [B2<1v32(rY + . +1]
= —Ba(g4 175" T = Bla(gi1yy-psH T — L~ Bps®, (13)

Mismatch function (13) is a complex polynomial of the operator s with a degree
2(q+1)v dependent on the design parameter ¢, and similarly to the ZPE method
includes only even powers of operator s.
Recalling the results presented in [6], a mismatch function for the XAI
method with py, coefficients calculated according to (9) has the form
A(s) — B(s)P(s) W(s)stt!

FXAI(S) G( )GXAI( ) - A(S) = A(S) ) (14)

where W (s) £ wy,_15™ 1 +... +wp is a resultant complex polynomial. Function
I'XAI(s) has the minimal degree of s operator equal i+1, what allows its descrip-
tion in a logarithmic scale as Lm™ 47 (w) £ 20log| XA (jw)| = 20(u+1)log(w) +
20log|W (jw)| — 20log|A(jw)|. One can approximate a slope of Lm* 4 (w) in a
low frequency range as

XAI
NXAI(y) 2 W ~ 20(i — i+ 1) dB/dec, (15)

where 7 is a number of poles equal to zero in the plant TF. Slopes for the other
methods can be conservatively evaluated by using (10)-(13), that is,

NNZL(w) < 207y dB/dec, (16)
NZME () < 20y dB/dec, (17)
NZFPE () < 407y dB/dec, (18)
NEBZPE () < 40(q 4 1)y dB/dec. (19)
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By comparing (15) with (16) - (19), one may conclude for low frequency range

NXAL 5 NNZT if p>vy+i—1, (20)
NXAL S NZME if p>vy+i-—1, (21)
NXAL 5 NZPE if pu>2y4i—1, (22)
NXAL 5 NEBZPE if pu>2(q+1)y+i—1. (23)

Based on the expressions (20) - (22), one can conclude that there exists suffi-
ciently large u that guarantees NX4! to be larger than the slope of any other
I'(s) obtained with the considered methods (in a low frequency range ). The
comparison between XAI and other selected methods is possible due to the de-
termination of a slope of 'Y (s) in (15) for the specific values of u. Although
slopes of I'(s) obtained for the EBZPE and classical methods, determined by
(16) - (19), are described with the inequalities - on the basis of (7) and satisfying
|1 —G(s)GZEE(s)| < 1 we can conclude that NEBZPE > NZPE for any g value.

4 Numerical examples

Numerical comparison of the discussed feedforward controllers has been made
using two exemplary plant transfer functions, denoted as G,(s) = _2%:1
and Gp(s) = %6’0'55. Transfer function G,(s) concerns a strictly
proper nonminimum-phase second order integrating plant with one positive
zero z; = 10 and two poles s; = —1 and s2 = 0. Gp(s) is a nonminimum-
phase second order TF with positive zero z; = 2.5, two complex poles s; =

—1.333 + 1.79515, so = —1.333 — 1.7951j, and time delay Ty = 0.5 s. Tay-

lor series approximation (v = 2) of the time delay part of Gp(s) results in
a _ —0.4s+1
Gb(5) = 5037577025554 0 88757 F 15515

Feedforward control law for the EBZPE method was derived in both cases
for the design parameter ¢ = 1. In case of the XAI methods, the maximum value
of ;1 parameter was selected so that the degree of a complex polynomial G5 ?1 (s)
is equal to the degree of a polynomial in the numerator of GEBZFE (s) (u =5
for Gu(s), p = 7 for Gy(s)). Equal degrees of the aforementioned polynomials
guarantee the use of a reference trajectory and its derivatives up to the same
degree by the controllers obtained with both methods.

Feedback control is realized by the stabilizing P-type controller Gg(s) = k,
with the gain k, = 0.25 for G,(s) and k, = 1.0 for Gy(s). For the simulation
purposes, a reference trajectory was set to be a sinusoidal function y,u(t) =
Agsin(wgt) with amplitude A; = 1.0 and frequency wy = 0.31622 rad/s.

The Bode magnitude plot presented in Fig. 2 concerns the G,(s) case. By
increasing the value of p parameter for the FF controller obtained with XAI
method, the error TF magnitude is gradually reduced. Referring to (20) - (23),
XAI controller for y = 5 ensures lower steady state tracking errors compared
to the ones obtained with other selected FF design methods. Exemplary time-
plot of the control error |e| is presented in the logarithmic scale in Fig. 3. The
reference frequency wy is marked as a dashed vertical line in Fig. 2 and Fig. 4.
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Bode magnitude plot of the error transfer function for Gy(s) is presented
in Fig. 4. Characteristics obtained for EBZPE and XAI methods (for all u)
converge to a common asymptote in the range of low frequencies. The reason
of such convergence is the model uncertainty caused by a Taylor approximation
of the time delay part. Due to these uncertainties, further extensions of p and
q parameters are not providing any improvement to the accuracy of control
system (Fig. 4). It is however possible to improve tracking quality by increasing
the Taylor approximation degree v.

5 Experimental validation

In order to verify the trajectory tracking performance in the presence of mea-
surement noise and parametric uncertainty of a plant model, described feed-
forward controllers have been implemented in a fast-prototyping system with a
double-drum coiling machine. Exchange of signals between the machine digital
controller and the PC equipped with VisSim+RealTimePRO environment was

100} . 2
Or 0}\l‘ AN X N SV ANV AN AV A
vy ‘ vy [l \l Y ¥ 1
o -2 | | ( -==-NoFF }
2 -100f T —ZPE
ot = —2ZME f
2 = AV — Nz
8 > ! —EBZPE
8 -200f g EA B3 RN B RS ;
S < LA T AR —CAl, |
XN NN NN NN-- -5
-300 NN EHBE v
-8 | 28 51 51 21 R1 51 A1 EERL
]
if i : L L . EAI, 5
- i i T i -10 I ! I T )
400, -1 0 1 2 0 50 100 150
log() t[s]
Fig. 2: G4(s): Bode magnitude plot of the Fig.3: Ga(s): Absolute tracking error in a
error transfer function. logarithmic scale.

0 50 100 150
log(w) tfs]
Fig. 4: Gy(s): Bode magnitude plot of the Fig.5: Gy(s): Absolute tracking error in a
error transfer function. logarithmic scale.
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realized through the I/O card PCI-DAS 1602/12 in a way presented in Fig. 6.
Input signal v and output y are voltage analogue signals that can be interpreted
as a scaled reference velocities for the drums and actual position of the weight

attached to the coiled material, respectively. Sampling time interval was set to
Ts =0.01 s.

) ) Double-drum
input signal u’ coiling machine

PC
+

Vissim  |<€—3»| s¢H lg—ypp| 1O card

+ PCI-DAS1602/12

RealTimePRO

output signal y

Fig. 6: Functional schema of the double-drum coiling machine control system.

The TFs obtained for particular drums, describing the relation of weight
position to the drum rotational speed have the form Gy (s) = 2rmdri(s)

2728
Ga(s) = %fs”(s), where 71, 72 are positive constants connected with the

input/output signal scaling, n; = 1: 21, o = 1 : 51 are the gear ratio values of
the drums actuators, while 1 and 7o correspond to the radii of coiled material
on each drum. Gp1(s) = ﬂfjﬁ and Gpa(s) = ST’Zﬁ are the low-pass filters with
gains ki, ko and time constants T, Ts. Resultant TF of the double-drum coiling

machine takes into account the movement of both drums and has the form

, and

G(S) = = GQ(S) — Gl(S) =

21; [ran2G ra(s) — rimGri(s)]. (24)

Rewriting (24) in a more detailed manner, the plant TF takes the form

k roThy—kiniri T
Gls) = Yikonars — yikimry 222n2r2_k12m =s+1
279 s(sTy + 1)(sTa + 1)
sT +1
=k- , 25
s(sTy +1)(sTe + 1) (25)
where k is a resultant gain, while s = —1/T is a value of the plant zero. Setting

the the gain values to be k1 = ko = 1, and assuming r; =~ ry - inequality 77 >
g—}T 5 has to be satisfied to assure the presence of RHP zero in the coiling machine
TF. It can be obtained for the exemplary pair of time constants 77 = 0.2s and
T> = 0.01s which allow one to clearly illustrate the tracking quality differences
for selected FF methods. Parameters of a plant model have been identified using
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SVF-RLS, method, see [4], leading to the model

A —0.09490s + 1
G(s) = 0.35058 - . 26
(s) 5(0.2s + 1)(0.01s + 1) (26)
Coiling machine TF has one positive zero z; = 10.537 and three poles s; = —100,
sg = =5, and s3 = 0. During the experiment, control system was excited by the

reference trajectory yq(t) = 4+0.25sin (7.07t), while the trajectory tracking per-
formance was specified with Integral of Absolute value of Error (IAE) criterion
Je & [ |e(t)|dt.

Fig. 7 presents Bode magnitude plot of the error transfer function obtained
for the model (26). Vertical dashed line marks the reference trajectory frequency
used in the experiment. The choice of a relatively high frequency is caused by
the presence of a measurement noise. Comparison of the tracking performance
in a low frequency range was impossible, because the values of the tracking error
were much lower than the measurement noise level, what made the values of IAE
criterion approximately equal for all of the considered FF design methods.

Table 1 contains the values of TAE criterion calculated in the steady condi-
tions, between ¢t; = 5 s and t2 = 16 s. According to (20)-(23), the FF controller
obtained with XAI method for i1 > 4 guarantees better control accuracy than the
controllers based on the other methods. Relative tracking quality between con-
sidered FF control design methods is slightly different than the one presented in
Fig. 7. Comparing tracking quality based on the values of IAE criterion, and the
ones presented on the Bode magnitude diagrams, one can see that the tracking
quality obtained with NZI method was better than CAl,—3, and ZPE overcame
EAI,_4. It is caused by the presence of a measurement noise, and close location
of NZI/CAI,—3 and ZPE/EAI,,_4 characteristics on the Bode plot.

6 Conclusions

The results described in this paper complements the considerations presented
in [6]. The main contribution of this article is the comparison of EBZPE with
other selected FF design methods, including its experimental verification on the
specific physical system - double-drum coiling machine. It has been shown that
for the same reference trajectory, while degrees of the numerators of Gféfr‘[ (s)
and GEBZPE(s) are equal, the fixed-structure approximate inverse method en-
sures more accurate tracking relative to Extended Bandwidth Zero Phase Error
tracking control method. For a perfectly known transfer functions without a time
delay term, increasing values of the design parameters p and g gradually increase
tracking accuracy of, respectively, XAI and EBZPE method. In the presence of a
measurement noise and/or parametric uncertainty of the plant transfer function,
the use of EBZPE and XAI feedforward controllers with large values of ¢ and p
seem unjustifiable, due to practical limitations of improving a tracking quality.
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o1 ' ~£ Table 1: Values of IAE criterion J, for
o = selected FF design methods
-10 . Method | J.
=, 20 : NFF |1.8805
% 30 ] S NZI ]1.2394
S ol L. : jEEEPE ZME |2.3562
0{,/ L i —cAl ZPE ]0.9694
oL L | — A= EBZPE|0.8679
-60}# L= - -EAlu=5
| o ‘——-E‘Alﬁ:G | CAI,_3 13321
4 05 06 07 08 08 1 1 EAIL—4|1.0386
log(w) EAI,_5|0.7978
EAl,_¢|0.6759

Fig.7: G(s): Bode magnitude plot of the

error transfer function
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Abstract. Our aim is to discuss briefly methods of using cameras in
control systems. Then, we concentrate on a new approach to iterative
learning control (ILC) for nonlinear repetitive production processes. Fi-
nally, we propose the methodology of applying a camera for tuning ILC
and illustrate it by the example of a multilayer system for laser power
control in selective laser melting (SLM).

Keywords: Camera in the loop, iterative learning control, selective
laser melting

1 Introduction

The idea of applying a camera in a control loop has been present in the literature
for many years. In most of its applications, especially at the initial phase of
development, a camera played the role of a measurement device or a sensor. More
advanced applications of cameras in the loop for regulating industrial processes
are described rather rarely (see [2], [15], [6], [6], [9] for several examples). Much
more has been done in the area of computer vision quality monitoring (see [3]
and extensive bibliography cited therein).

One can roughly classify the methods of using cameras for control of indus-
trial processes into three groups, namely:

G1) image-driven control systems, which are completely or partly model free,
G2) model-based control systems that contain (a) camera(s) as an important

part, i.e., an inference from a sequence of images is used in the control system,
G3) immediate usage of current images after their simple processing,.

In this paper we briefly discuss G1) group of methods (Section 2). Our main
focus is on G2) group with the particular emphasis on the repetitive processes
that are dominate in modern day production processes. Within this group we
propose an iterative learning of optimal control (ILOC) approach for nonlinear
systems (Section 3) that is applicable to selective laser melting (SLM) processes
(Section 4), which are expected to be a technology of the future. We skip dis-
cussion of the G3) group of methods, since they are simpler and well described
in the literature, especially on robotics.

© Springer International Publishing AG 2017 261
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2 Image-driven control

A direct, model free, image driven control (IDC) seems to be a new idea. One
can consider at least the following two ways of its implementation:

IDC1) features of a process to be controlled are extracted from images, then a
decision unit is the subject of learning and finally, the decision unit with a
feature extractor is fed by new images and control actions are provided as
its outputs.

IDC2) as above, but the feature extraction is not made, instead the decision
unit is learnt directly from whole images and this unit is also fed by whole
images that serve as a base for decision making.

IDC1) approach was presented in [12]. One of the possible ways of implementing
IDC2) is proposed in [13]. The images of flames of an industrial gas burner are
clustered into groups using a (dis-)similarity measure between images. Then, de-
cisions on increasing or decreasing the air supply rate to the burner are attached
to each cluster. After this semi-supervised learning phase a decision unit is ready
for decision making. When a new image is acquired, it is classified to one of the
clusters and the corresponding decision on the air supply rate is provided as the
output.

3 ILC algorithm for nonlinear repetitive processes

The theory and practice of ILC for repetitive processes has a relatively long
history (see [16] and [10] for monographs of the field and the bibliography cited
therein). The closest approaches to the one presented here can be found in [11],
[4]. There are however also important differences, the main being in the con-
trol quality criterion. The approach considered in this paper extends the one
proposed in [14] to nonlinear repetitive systems.

3.1 Description of a repetitive process

Consider the following repetitive process
En(t) = f(zn(t), un(t), a), t€(0,T], z,(0)=z9, n=1,2,... (1)

where x,(t) = [93511)(75)7 22@),... 2 (t)]*" is d x 1 the state vector at time t
and pass n. For simplicity of the exposition, we shall assume that w,(t) is a
scalar input signal at time t and n-th pass. By a € R™ we denote the vector
of parameters. We know their nominal values a®, but we would like to design a
control system that is — to some extent — robust to their changes. We also assume
that the initial condition z,(0) = z is the same for each pass. We assume that
function f : R x R x R™ — R? is continuously differentiable w.r.t. all of its
arguments.

T denotes the length of the pass. We shall assume that T is constant and
known. It is convenient to define the optimality criterion as a function Q : R* —
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R that operates on the final state only, i.e., Q(z,(T)), where @) is nonnegative
and continuously differentiable. This is the so called Mayer functional (see, e.g.,
[1] page 10).

Clearly, one can easily incorporate the integral quality criterion (the Bolza
functional) fOT q(zn(t), un(t)) dt into this framework by defining an additional
state variable.

An ILOC procedure that is proposed in this paper attempts to find a mini-
mizer of Q(.) by proper selection of an operator ¥ which provides a new control
signal along the pass u,(.) = ¥(up—1(.), n—1(.)), based on the past pass of the
control signal and state.

3.2 Optimal control problem for one pass and the Frechet derivative

Let us consider one, typical pass of the process (1), assuming that the parameters
a have their nominal values a = a°. Define J(u(.)) as the quality criterion of a
given input signal u(.), which is equal to as Q(x(T)), in which the dependence
of z(T) on u(.) is implicitly defined through the solution of the state equations:

.’L’(t) = f(m(t>7 u(t)7 aO)’ CL’(O) = Zo (2)

for a given xg.

For one pass of the process we formulate the following problem: find a piece-
wise continuous function u*(t) and the corresponding trajectory z*(t), t € (0, T
for which

min J(u(.)), s.t. @(t) = f(x(t), u(t), a®), z(0) = zo. (3)
u
is attained. For simplicity of the exposition, we do not formulate explicitly con-
straints neither on control signals nor on state variables, assuming that they are
included (e.g., as penalties) into Q.

Assumption 1 We assume that there exists a certain (possibly very large)
closed and bounded domain D C R such that z(t) € D for all t € [0, T]. Sim-
ilarly, values u(t) is selected from a certain (possibly large) interval [—U, U],
which is not considered as a constraint, but rather as a numerical safety bound
for our searching procedures.

We assume that a solution of problem (3) exists and the pair (u*(.), z*(.)) as
well as J(u*(.)) = Q(«*(T)) are our reference points that should be found by an
iterative learning of optimal control procedure.

Whenever it is clear that we consider one pass of our process in the nominal
cases, i.e., a = a’, then we shall write & = f(x, u), instead of (3). We shall
denote by f,(x, u) the d x 1 vector of derivatives with respect to u. Similarly,
d x d matrix f,(z, u) denotes derivatives w.r.t. elements of z. In the same vein,
Juu(z, u) is the vector of second derivatives, while f,.(x, u) is the matrix of
derivatives of f, w.r.t. x, while @, is the gradient of Q.
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Assumption 2 (Differentiability) We assume that all the above defined deriva-
tives of f exists and they are continuous in D x [—-U, U] (hence, also bounded
there).

It is useful to express the Frechet derivative of J at u(.) in terms of adjoint
variables ¢ () € R? and the Hamiltonian H, which is defined as follows

H(u, (t), Y (t)) = 9" (t) f(x(t), w), (4)
where 1 is a solution of the following adjoint equations:
U{t) = —fulz(t), u(®)) (), V(T) = Qu(x(T)). ()

Under our differentiability assumptions, there exists the Frechet derivative F' of
J at u(.), which — for ¢ € [0, T] — is given by

F(u(t), z(t), ¥ () = Hy(u(t), z(t), ¥(t)) = ¥ (t) fulz(t), ut)),  (6)

(see, e.g., [8] for the definition of the Frechet derivative), which is an abstract
version of a gradient.

3.3 Iterative learning algorithm

In Algorithm 1 that is presented below one can easily recognize that it is a
functional analog of the gradient search algorithm. Assuming that the model
contains nominal (exactly known) parameters a, it can be run off-line.

Algorithm 1 (lterative learning of optimal control)

Step 0 Select step length v > 0 and an initial guess for control signal along the pass
ug(t), t € [0, T]. Set the pass counter n = 0. Select € > 0 as a parameter for
stopping the procedure and 0 < x < 1 as a factor for the step length reduction.

Step 1 Solve the state equations i, = f(zn, Un, a®), 2,(0) = xo to get =, and
calculate the quality criterion J(uy).

Step 2 Solve the adjoint equations ¥, = — f.(Tp, U, a°) Y, ¥y (T) = Qu (2, (T)).

Calculate the Frechet derivative F(2,,(t), u,(t), ¥n(t), a°) = VI (t) f(@n, Un, a®)

for all t € [0, T7.
Step 3 If maxepo, 77 [F(2n(t), un(t), ¥n(t))| < € then STOP (provide uy,(.) as the
result). Otherwise, improve w,, as follows:

Unt1(t) = un(t) — v F(zn(t), un(t), ¥n(t)), te€]o,T]. (7)

Step 4 If J(unt1 < J(uy), then set n:=n+1 and go to Step 1. Otherwise, reduce
gamma as follows + := y v and go to Step 3.

Algorithm 1 runs in the continuous time between passes. It is possible to im-
plement it in this way using such systems as Mathematica. In more traditional
implementation one can either calculate and store w, on a sufficiently fine grid
or to use a more coarse grid and an interpolating algorithm.
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3.4 Convergence of iterative learning

We need one more assumption on behavior of the Hamiltonian in the vicinity of
optimum.

Assumption 3 There exist constants ¢ > 0 and ¢ > 0 such that

0 2 Huu(u, 2" (1), ¥7(1)) > 0>0, tel0,T], (8)

u=u*(t) = —
where H,,, denotes the second derivative of H w.r.t. u.
We shall state the following result without proof,

Theorem 1 Let Assumptions 1, 2 and 8 hold. Then, assuming that the stopping
condition in Step 3 is switched off

A) the sequence u,(t), n =0, 1,... generated by Algorithm 1 is convergent to
a control signal u*(t) such that the Frechet derivative of J(u) vanishes at each
point t along the pass t € [0, T| at which w*(t) is continuous,

C) limy, oo ||zn(t) — 2*(¢))|la = 0 at each point t along the pass t € [0, T] at
which u*(t) is continuous.

The proof is based on the fact the Frechet derivative for the optimal input signal
is zero using also a functional analog of Taylor’s expansion.

4 Multilayer system for laser power control

The results presented in the previous section form a base for proposing here a
multilayer control system for a selective laser melting (SLM) process (see Fig. 1
left panel) and [7], [5] and the bibliography cited therein. It is natural to consider
this process as a repetitive system, since the laser head moves back and forth
when constructing a 3D body, e.g., a wall.

4.1 SLM process and its model

For a multi-pass SLM process we adopt a model developed in [17]. This model
describes the a dependence between the temperature of the melted lake at k-th
pass at time ¢, denoted as y(t) and the laser power Wy(¢). For our purposes
it has to be extended by including the heat exchange between passes. In or-
der to incorporate the influence of the temperature at k-th pass yi(t) on the
temperature at (k 4 1) pass we assume the model of the following form:

TYri1 () + Yks1(t) = K Wie1 ()7 + €un(®), ye1(0) = Y3(0), . (9)

for passes k =0, 1 ... and t € (0, T'), where T' > 0 is the pass length (the time
that the laser head needs to travel along a 3D object under construction), while
£ is the coefficient that governs the influence of the temperature at k-th pass,
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l camera

Laser
head

beam

1
]
"‘4 powder

Fig. 1. Left panel — schematic view of the selective laser melting process (new powder is
deposited and leveled). Right panel — images of deposits: upper image — proper width,
lower image — a too fat deposit at the end of the wall

denoted as Yj(t), on the lake temperature at the next pass. Due to the back and
forth movements of the laser head, for ¢ € [0, T'] Yi(t) is defined as follows:

k() if k odd,
Vi) = {yk(T —t) if k even. (10)
The initial condition along the pass is assumed to be Yy(t) = Yy = const,

t € [0, T], where Yj is the temperature of the base. Notice that model (9) is
nonlinear due to the presence of the term: (Wy,1(¢))?. The constants in (9)
were identified experimentally in [17]):

— 3 =6.2510"2 is an experimentally selected constant,

— 7 =2.9610"2 — in sec. is the system time constant

— K = 1413.58 — overall system gain (depends on a metallic powder supply rate
and the laser head speed).

4.2 Scheme of a multilayer control system with camera

The laser has its own local PI controller. However, this controller is not able to
work properly at the ends of a formed 3D body (wall). This is visible in Fig. 1
(right panel). The upper image shows a proper width of the wall (bright yellow
line) in its middle, while at the end point the wall is too thick. The reason is in
that the laser head turns back at this point and stays longer in this area. For
this reason the multilayer system (see Fig. 2) is proposed.

The role played by its blocks is the following:

Controller: The PI controller is applied. Its reference signal is calculated in the
ILC block. In practice, the output signal, i.e., the temperature of the melted
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ILc —>

ﬁ Yref

SLM

Contr.

Fig. 2. Block diagram of the proposed multilayer control system of the laser power(see
description in the text).

lake is provided by a pyrometer (in the simulations presented below, we use

the solution of (9) as the output signal).

Camera: The camera provides images of the cladding process. Its main axis is
parallel to the laser beam. The width of the cladding wall is estimated from
images and the sequence of these widths is stored (at least for images taken
along the present pass).

ILC: The main role of the ILC block is to provide a reference signal for several
passes, This is done in two phases.

Phase 1. After an analysis of the stored sequence of widths a decision is
made as to what should be a desirable reference signal, which is further
denoted as yges(t). In the simulations reported below, we take yges(t)
of the trapezoidal form (see Fig. 4 — dashed line). This form is aimed
at reducingthe negative turning point effect, while the analysis of the
sequnce of the wall widths allows to establish its parameters (the length
of the flat area and the angles of its sides).

Phase 2. As J criterion we take the following one

T
/0 [(aes () — wia (£))2 + 6 W2, 1 (1)] d, (11)

where yr11(.) and Wiyy1(.) are constrained by (9), while 6 > 0 is a
penalty factor for the excessive use of the laser squared power. Criterion
(11) is to be minimized using the algorithm presented in the previous
section (one can make one or more of its iterations). The resulting yy(.)
is passed to the lower layer as the reference signal for PI controller y,.¢(.)
at the next laser head pass.

Two questions may arise concerning the above multilayer control scheme. The
first one is: why do we not use directly the signal y4es(.) as the reference signal
for the PI control loop ? The reason is in that we can not be sure whether yges(.)
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would be sufficiently safe for the laser system. By selecting sufficiently large 0
we can assure that y,.r(.) obtained as above will be safe. The second question
is: why do we not use the input signal, also calculated in the ILC block, that
corresponds to yref(.). In fact, one can use this signal as a leading input signal
and to use the PI controller to introduce necessary corrections. We have selected
the way of not using this signal directly by technical reasons only — in order to
avoid complicating further the control scheme. Notice that the camera and ILC
block interfere with the built-in laser power PI control system only by y,er(.).
Remark 1. One can add one more layer to the scheme in Fig. 2, namely a direct
use of estimated wall widths for correcting the input signal of the SLM block. A
discussion of this extension is outside the scope of this paper.

4.3 The results of simulations

The multilayer control system for (9) was simulated with § set to 1. in (11). The
results are shown in Fig. 3 and Fig. 4. The former one indicates that the rate of
convergence of the ILOC algorithm is sufficiently fast, both for the optimality
criterion (left panel) as well as for the mean squared tracking error (right panel).
The Lh.s panel of the latter compares yges(.) (dashed line) with the system
output after 15 iterations (solid line). The difference between them indicates
that y15(.) is a good candidate for y,.s(.) signal, since the approximately optimal
input signal (right panel) stays within safe bounds. One can further reduce the
tracking error by reducing 6.

Alternatively, one can try to apply yx(.) also for k& < 15 from pass to pass,
but this discussion is outside the scope of this paper. Two remarks are in order

J MSE
® i
ol e 1000° .
° . 500 °
L]
L]
10° ° °
° 100 ‘e
L4 °
104 ° R 50 o
L]
L] L]
1000 © . 10 °
° L]
o 5 o
100 iter iter
2 4 6 8 10 12 14 2 4 6 8 10 12 14

Fig. 3. Convergence rate of decay of (11) criterion (left panel) and the mean squared
tracking error (right panel). Both plots are in log-scale.

concerning Fig. 4.

1) As it was explained in Section 3, signal u,pt in Fig. 4 (right panel) is not
passed to the laser power system. Hence, it is not visible in Fig. 2. Instead, the
calculated reference signal (solid line in Fig. 4 (left panel) is passed to the PI
control system.

2) Initial oscialtions visible in Fig. 4 resulted from stopping the simulations after
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y(t) uopt(t)
780
2150
770

2145 760

2140 750

740
2135
730

2130

Fig. 4. Left panel — approximately optimal output signal of the ILC block (solid line)
and the desired signal (dashed line). Right panel — approximately optimal input signal
after 15 iterations.

15 iterations only. The starting point was the input constant signal with the level
780 W.

5 Conclusions

In the main part of the paper the algorithm of iterative learning control for
repetitive, nonlinear processes was proposed. The results concerning its conver-
gence are stated without proofs, by the lack of space. They will be published
elsewhere. This algorithm formed a base for the multilayer control scheme with
a camera that was proposed in Section 4 together with the results of simulations.
The simulations indicate that the convergence rate of this approach is sufficiently
fast for the SLM process, since its one pass takes 6 seconds.

In Section 2 preliminary ideas of image driven, model free control systems
are also presented. It seems that this approach is promising, but requires further
research.
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Abstract. This paper describes an approach for tracking objects in 3D
scene using Stereo Vision System with the control of cameras gaze and
vergence. The goal of camera positioning mechanism is to keep cameras
fixed on a common visual target. Mechanical linkage between cameras
ensures separate control of vergence and gaze angles and the same dis-
tance from the left and the right camera to the fixated world point.
Keeping the tracking target fixated causes that object lies near horopter
- a surface with zero disparity. It means that stereo images of this object
have a narrow range of disparities and makes it possible to use stereo
algorithm that accepts only a limited range of disparities. On the other
hand, most of the stereo matching algorithms need fully rectified input
images or at least accurate camera calibration parameters. Side effect
of such active control of cameras positioning is a continuous degradation
of calibration and needs re-calibration or estimation of stereo parameters
for each new position.

Keywords: Stereo Vision, Vision-Based Control, Visual Servoing, Cam-
era Positioning System

1 Introduction

The vergence angle of a stereo vision system is the angle between the optic
axes of its cameras. This angle together with baseline length and gaze direction
of a binocular system determine a particular fixation point, as shown in figure 1.
Having the cameras verged toward each other causes that zero disparity occurs
at a finite distance and it might be necessary to achieve greater depth resolution
in the proximity of that particular distance determined by fixation point [1].
Keeping the fixation point near some visual target implies that object lies near
zero disparity surface called horopter|[7]. As a result stereo images of this object
have a narrow range of disparities and it is possible to use stereo algorithm
which operates only on limited range of disparities to reconstruct 3D space in
neighbourhood of target object. Stereo correspondence algorithms, even in the
basic correlation-based form, are computationally expensive[2], so using such
approach can significantly speed up process of searching correspondences. Above
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Camera Right

Motor + Gear

Fig. 1: Vergence control mechanism

features became a main motivation to build stereo vision system with active
vergence and gaze control.

From the mechanical point of view, cameras vergence can be controlled by
separate motors, each camera independently, or by a single motor that converges
both cameras symmetrically via mechanical linkage. The second design ensures
separate control of vergence and gaze angles and the same distance from the
left and the right camera to the fixated world point. This approach was cho-
sen to build this vision system (Fig.1). Detailed information about mechanical
construction and parameters optimization of mechanical linkage was descibed in
[6]. To control gaze and vergence angle DC motors with encoder feedback were
used.

2 Visual servo system

Active Stereo Vision positioning control system, at the most abstract level, may
be described by four major components typical for vision-based control [3]: joint
controller that generates a response to the error between measured and required
joint positions, active stereo vision system that executes the joint controller
commands and produce stereo pair images on the output, feature extractor that
converts image data to feature feedback, and image-based visual servo controller,
that estimates required vergence and gaze angle based on feature feedback signal.

reference feature " .
+ Active stereo vision

IBVS controller [—> Joint controller  |—> system

encoder feedback

feature feedback image data

Feature extractor

Fig. 2: Image-based visual servo system
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These components can be mapped onto the traditional block diagram model of
a feedback system, shown in figure 2.

Internal feedback loop from figure 2 can be considered as a standard closed-
loop position control of DC motors and implementing joint controller as a pair of
discrete PID regulators is quite natural. The desired behaviour of motor position-
ing system is to achieve required position as soon as possible without ”ringing”
effect, which has huge impact on quality of captured images(especially for CMOS
rolling-shutter cameras). Good tuned PID controllers are critical for the whole
System.

Feature extractor block, which is working directly on image data, for each
stereo frame returns pixel positions of visual target relative to principal point
of each single camera, what can be written as pair [d', d"]. Because gaze control
mechanism has only one degree of freedom and tilt angle cannot be adjusted,
only horizontal x-component is taken for calculation. The task of whole system
is to keeping the fixation point near some visual target and for this case measured
pixel positions [d', d"] are close zero, so reference feature signal form figure 2 can
be written as a zero vector.

Estimation of required vergence and gaze angles is done by IBVS controller
in each iteration in following way:

ap = p—1 + KG(dAlk +dy)

N, (1)
Br = Br—1+ Ky (d', — df)

Where: «, - estimated gaze angle, a1 - gaze angle from previous iteration, Kg
- empirically determined gain for gaze component, 5y - estimated vergence angle,
Br—1 - gaze vergence from previous iteration, Ky - empirically determined gain

for vergence component, dﬁc, ciz - x-component of visual target relative position
respectively for left and right camera, values predicted using Kalman filter.

3 Motor-based stereo camera parameters estimation

When two cameras view a 3D scene from two distinct points, there are a geomet-
ric relations between the 3D points and their projections onto the 2D images that
lead to constraints between the image points. These relations can be described
by epipolar geometry and precise determination of these relations is necessary for
further stereo processes, such as image rectification, calculating image disparity
or 3D reconstruction. Epipolar geometry is based on the assumption that the
cameras can be approximated by the pinhole camera model. This assumption can
be easily fulfilled complementing the pinhole camera model by Brown-Conrady
distortion model, which ensures good results for standard-focal length camera
lenses. All parameters describing above pinhole camera and distortion models
can be closed respectively in intrinsic camera matrix M; and distortion coetfhi-
cient vector D. Assuming that these parameters are constant for ones calibrated
cameras, they can be used as an input for stereo calibration process, which sim-
plifies to computing geometrical relationship between two cameras in space. This
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relation can be expressed by a pair of rotation matrix R and translation vector
T or in more compact form by essential matrix E.

For mono-camera calibration Zhang’s method was used. This method uses
regular planar pattern - chessboard and calculates planar homography, which is
defined as projective mapping from one plane to another (in this case, from the
object plane to the image plane) and can be described by homography matrix H.
Doing the decomposition of calculated H matrix not only intrinsic and distor-
tion parameters can be determined but also relation between camera coordinate
system and object coordinate system - external camera parameters (rotation
matrix R. and translation vector 7). Using this method for both synchronised
cameras, any given 3D point P in object coordinates can be put in the left and
right camera coordinates:

Pr=RaP+1Ty

_ 2)
PT - RCT’P + TC’I”

Where: Py, (P,) - locations of the point P from the left and right camera coordi-
nate system respectively, R.l, T.l, (R.r, Tcr) - rotation matrix and translation
vector from the left and right camera coordinate system respectively to the point
P. Knowing that two views of point P are related by P, = RT (P, —T), where R
and T are the rotation matrix and translation vector that bring the right camera
coordinate system into the left, above relations can be transformed to:

R = R..R},

3
T=1T., — RTy )

Using above method, rotation and translation between cameras are slightly
different for each chessboard pair due to image noise and rounding errors so
algorithm calculate median values of the R and T and use them as input for
a robust Levenberg-Marquardt iterative algorithm to find the minimum of the
reprojection error of the chessboard corners for both camera views, and the
solution for R and T is returned.

The problem occurs when the vergnece angle changes. This calibration method
is computationally expensive and needs planar pattern visible in both cameras,
so cannot be used for recalibration of system in real time. Also direct calcula-
tion of rotation matrix R and translation vector T is not possible due to some
construction obstacles such as: it is not possible to mount cameras so that their
axes of rotation pass through the nodal points - in this case each vergence move-
ment includes translation components, the mechanical linkage in vergence control
mechanism causes that cannot be measured rotation of each camera separately,
mechanical linkage itself can be not ideally symmetrical.

Knowing that the relation between motor angle and vergence angle is not
linear and can be expressed in general form by:

B =107 (4)

where: 3 - vergence angle, § - motor angle, v - parameter vector,
the whole motor angle range can be divided into few uniform subranges and the
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stereo calibration process can be run for N motor angles. Next, doing the con-
version of each rotation matrix R to vector form u = [uzu,u]T using Rodriguez
formula:
0 —u, wuy T
R—-R
sin(B) |u, 0 —uy| = —3 (5)
Uy Uy 0

the vergnece angle 8 and associate unit vector s representing the rotation axis
can be calculated from formulas:

u (6)

From collected during calibration measurements in form of N pair (5;,6;) it
is possible to determine relation (4) and next based on this relation for any
motor angle § a new vergnece angle 8 can be calculated. Any vergence angle
complemented with s is transformed back to R matrix from equation:

0 —u, wuy
R=cos(B)- I+ (1 —cos(B))-uu? +sin(B)- |u. 0 —uy, (7)
Uy Uz 0O

4 Experiments and Results

4.1 Hardware and Software configuration

Figure 3 shows a system component diagram with selected data flow. There are
three main blocks:

« Active Stereo Vision, where are located two PointGrey Dragonfly2 cameras
with 1/3-inch global- shutter sensors. Cameras heads with fixed 4mm focal
length lenses are mounted on rotating platforms, which can be precisely
adjustable to minimise displacement between cameras nodal points and their
axes of rotation (Fig.11). The vergence angle is changed by DC gearhead
motor with ratio 172:1 and the angle position is returned to Joint controller
from encoder attached by motor side. To change gaze angle of vision system,
the whole platform with both cameras are rotated around the axis of rotation
located in the centre of baseline. For gaze adjustment also DC gearhead
motor with encoder is used.

o Embedded Control System with the FreeRTOS system running on STM32F4
ARM processor with DSP and FPU cores. The block is responsible for joints
control and cameras synchronisation. Joint PID controller task works with
5ms period. For each camera capture requests positions of vergence and gaze
angles are send to the Host PC. The System also controls DC motors currents
to protect motors against damage.
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Fig. 3: System component diagram

« Host computer with the ROS system on board. The whole image processing
part is done by this block. Figure 3 shows main system which use ROS inter-
process communication. The image processing part has cascaded pipeline
architecture and operate on nodelets blocks, which provide a way to run
multiple algorithms in the same process with zero copy transport between
algorithms [5].

4.2 Vergence and gaze control system tuning

The quality of the motor system is critical for the work of whole system. To
achieve fast response to setpoint signal and avoid any oscillation a good model
of motor system or plant is needed. DC motors traditionally are modelled as
second order linear system, which ignores the dead nonlinear zone of the motor.
Unfortunately, the dead zone caused by the nonlinear friction has huge impact
to servo systems [4]. For plant identification and get higher-fidelity model of the
DC motor System Identification Toolbox from MathWorks was used. Nonlinear
ARX model, which has various adjustable components, such as model orders,
delays, type of nonlinear function, and the number of units in the nonlinear
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Fig. 4: Motors’ responses to the square wave, step and triangle signals (Sampling
time Ts = 5ms)

function, was chosen. After added regressors that represent saturation and dead-
zone behavior and several iterations excellent fit greater than 85% was achieved.
Motors’ responses to the square wave, step and triangle signals were used as
estimation and validation data (Fig.4)
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Fig.5: Closed-loop system responses (Ts = 33ms)

The discrete PID controller gains were chosen using trial-and-error approach
to achieve slightly underdamped response. Closed-loop system responses to mixed
sinusoidal and step signal was shown on figure 5.

4.3 Stereo camera parameters estimation results

To verify quality of estimation stereo camera parameters the whole range of ver-
gence motor angle § was divide onto Ny = 80 uniform subranges. For each 6;,
where i = 1.. Ny, process of stereo calibration was repeated and in the result set
of (R;,T;) was obtained. Figures 6,7,8 shows respectively translation vector T;
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and pair - unit vector s; and vergence angle (; obtained form decomposition of
rotation matrix R;, for each motor angle 6;.

Fig. 6: Translation vector T; calulated in calibration process for each 6;

x10%

Fig. 7: Unit vector s; representing the rotation axis for each 6;

Figure 7 shows that rotation axis does not coincide perfectly with y-axis and
it tends to slight move with 6 changes. On figure 8, next to relation between f3;
and 6; calculated in stereo calibration process, the theoretical relation obtained
from kinematic model of mechanical linkage was added [6].

During the mono calibration process a quality of calculated parameters is
verified by using the reprojection method [1]. It means that 3D points of the
checkerboard are transformed using the computed intrinsic and extrinsic param-
eters, projected to the left and the right image and compared to the detected
corners. The reprojection error can be defined in below form:

2 2
NcNij A Nc N1
\/ (X Wi = pigell) + (N Wbisn — pisrll)

8
2NN, ()

err; =
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Fig. 8: Relation between ; representing the rotation axis for each 6;

where: p = [z,y] - a image point of chessboard pattern, respectively for left and
right image, p - the same point obtained by reprojection, N¢ - number of corners
in chessboard pattern, N; - number of chessboard images.

To verify correctness of rotation matrix R estimation, the similar to above
approach was used. For some vergence motor angles 6; (for which calibration
process was done) the reprojection error was calculated, but instead of using ex-
trinsic camera parameters from calibration, for one camera, extrinsic parameters
were obtained from equation 3 using estimated rotation matrix R and converted
from vector form by (7). The results are shown in figure 9.

Visual verification of estimated stereo parameters presents figure 10, where

the estimated stereo camera parameters were used as an input for Bouguet’s
rectification algorithm.

Fig.9: Reprojection error for parameters obtained from calibration(filled circle)
and for estimated prarmeters (empty circle)



280 Przemystaw Szewczyk

Fig. 11: Active stereo vision system

5 Concluson

The results described in this paper show that estimation of stereo parameters
based on motor angle is sufficient for practical use. Unfortunately, for cases
where relation between motor angle and vergence angle is highly nonlinear it
needs many singular calibration processes. Because algorithm operates only on
stereo parameters from previous calibrations and updating only already obtained
parameters, it can be use in real-time implementation.
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Abstract. The paper addresses the issue of the state estimation prob-
lem of a class of discrete-event systems. The receding-horizon approach
is employed to solve above problem. The system and its variables are de-
scribed within the (max,+) algebra. Thus making possible to incorporate
robustness within the overall framework. The paper also shows the trans-
formation of the interval cost function into the scalar one, and hence,
making the computational procedure trackable within the quadratic pro-
gramming framework. Resulting in interval estimates of the system state,
which can be used for both fault diagnosis and control purposes.

Keywords: (Max,+) algebra, interval arithmetics, observers, predictive
control

1 Introduction

Nowadays industrial systems increases in complexity, that a proper control and
detailed insight into them become more and more difficult. The industrial plants
have to work more efficiently, they should be cheap to built and their mainte-
nance costs should be as low as possible. At the same time, plant safety as well as
quality of products need to be at the highest possible level. Taking into account
above properties of systems and the scope of control engineering, it is obvious
fact that a single strategy is not able to guarantee all industrial demands. In
the flexible production systems, the low level control (e.g., PLC or PAC) re-
quires some upper level scheduling of individual production tasks, which usually
depend on current production times. In this paper, a Discrete Event Systems
(DES) are taken into consideration, while in real life a lot of plants are driven
by events occurred during the operation time. In this class of systems, a main
description formalism is a (max,+) algebra, which, due to a nature of DES, is
a very natural and intuitive mathematical formalism [6, 10]. While the control,
and especially, Fault-Tolerant Control (FTC) [11,13,14] and Fault Diagnosis
(FD) [9] are mainly developed in conventional algebra and used to maintain a
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sub-systems of industrial plants (e.g., manipulators), DES are still in the shadow
of the main research areas of FTC [12,8] and FD [5]. Due to the fact that there
is a need for development of such tools for DES, (max,+) algebra is a natu-
ral candidate. The main contribution of this paper is to provide a tool that
can be applied to state estimation of uncertain DES using (max,+) algebra.
To the best of authors knowledge, there is no tool like that for uncertain DES.
The only available state estimator is proposed in [5]. However, it can be used
for deterministic systems only. Moreover, it is obvious that he direct measure-
ment of all operation times is not possible in a highly sophisticated, especially
in distributed industrial plant. This means that their (state variables) estima-
tion can be of leading importance. In this paper, the idea of receding horizon
observers [15,4,7] is extended for (max,+) algebra [5]. The paper is organized
as follows. Section 2 describes essential definitions and concepts. The receding-
horizon approach for state estimation is provided in details in Section 3. Then
,section 4 contains a complete description of the muliticopter assembly system.
The performance of the proposed approach is illustrated as well. Eventually, the
last section concludes the paper and indicates future research directions.

2 Preliminaries

The main objective of this section is to recall interval arithmetics and define
mathematical concept (imax, +) algebra in order to cope with uncertain systems.

2.1 (Max,+) Algebra
The (max,+) algebraic structure (R.,®,®) is defined as follows:

R. 2 RU{—oc},
Va,b € R.,a ® b = max(a,b), (1)
Va,be R.,a®b=a+0,

where R is the field of real numbers. The operators @ and ® denote the (max,+)
algebraic addition and (max,+) algebraic multiplication, respectively. The main
properties of (max,+) algebra operators are as follows:

VaoeR.:a®e=aand a®e = ¢, 2)
VaeR,:a®e=a,

where e = —o0 and e = 0 are the neutral elements for the (max,+) algebraic
addition and (max,+) algebraic multiplication operators, respectively.

For matrices X,Y € RI"*™ and Z € R}*P

(X @Y)ij = x4j © yij = max(xij, yij), (3)

(X®Z); = @l‘ik ® 2 = ma (T + 215) (4)
k=1

=1,...,n
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Further definitions and details related to the (max,+) algebra formalism can be
found in [1, 2]. In general, the description of a discrete event system is nonlinear in
a conventional algebra. However, there exists a class of DES - called the (max,+)
linear discrete event systems - that can be described by (max,+) linear model.
In the linear discrete event system there is only synchronization of tasks but no
concurrency. Typical examples of linear DES are transportation systems with
tight connection constraints (railway network), logistic systems (conveyance and
storage of goods) and flexible manufacture systems with fixed scheduling rules.
An example of the last kind of DES constitutes the subject of this paper and is
described in 4. Thus, using (max,+) algebra, DES can be described by:

$k+1:A®$k@B®uk7 (5)
yk:C®mk7 (6)

where the index k is an event counter, while:

— x, € R? represents the state typically containing the time instants at which
the internal events occur for the kth time,

— uy, € RY is the input vector containing the time instants at which the input
events occur for the kth time,

— Yy € R7" states for the output vector containing the time instants at which
the output events occur for the kth time,

— A € RI*™ is the state transition matrix, B € Rl'*" is the control matrix,
C € R7"*™ is the output matrix.

Having a general system description, there exist the possibility of developing its
uncertain version with interval-based representation.

2.2 Interval Arithmetics

While exact values of any physical variable are impossible to obtain or mea-
sure, interval arithmetics can be an appealing alternative to typical stochastic
description of the uncertainty. In the stochastic case, the core task is to assign
appropriate distribution to an uncertain variable. Therefore instead of deliber-
ating on the nature, source and distribution of noise/disturbances it is more
valuable (to the common sense) to obtain the maximum and minimum value of
a given variable.

An interval is a closed connected set of reals:

a=[a,al={x€lR|a<z<a} (7)

where a and a are upper and lower endpoints, respectively. For a,b € IR arith-
metic operations are defined by:

Ja,b €IR,a0b:={zxoy |z €a,yecb},Yoe{+ —,-/} (8)
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where IR is the closed set of real compact intervals with respect to these opera-
tion. Each operation a o b can be represented by using only the bounds of a and
b, and hence, the following hold:

a+b=la+ba+bl,a—b=[a—ba—Db]
a-b= [min{@, ab, ab, ab}, max{ab, ab, ab, EB}} (9)
a/b=a-(1/b), where 1/b={1/x:x€b}=][1/b,1/b] if 0¢b

2.3 Interval (Max,+) Algebra

The goal of this point is to provide a novel methodology that can be applied to
express the robustness to parameter uncertainties of the matrices A, B and C
related to the system (5)—(6). This idea has never been used for state estimation
purposes, but it was only applied to analyze uncertain systems [3].

The (imax,+) algebraic structure (IR.,8,®) is defined as follows:

IR, is a set of real compact intervals of the form
a=lg,al={xelR, | a<z<a}

Va,b € IR.,a ® b = [max(a, b), max(a, b)] (10)
Va,b € IR;,a®b = [z;; + Y, Tij + 7]

Similarly as in the previous point, for matrices X,Y € IRe™*™ and Z € IR?*P:

(X DY)ij = 2ij D yij = [max(zy;, y, ), max(Tij, T )]
n

(X ®Z)i; = @xik ® zpj = @[&ik + 2355 Tik + Zkj)-
k=1 k=1

Having a general (imax,+) framework, it is possible to extend the usual (max,+)
linear model state-space model to interval matrices. The equations (5)—(6) can
be described in a robust form that takes into account parameter uncertainty:

Tp1 = ARz © B ® uy, (11)
yk = C®wk7 (12)

xy, € IR? is n-dimensional state vector;

— wuy, € [R] is r-dimensional input vector ;

vy, € IR.)™ is m-dimensional output vector;

A € IR?*™ is the state transition matrix, B € IR?*" is the control matrix,
C € IR?**™ is the output matrix;

3 Receding-horizon approach to state estimation

In this section, an algorithm is proposed, which allows solving a receding-horizon
state estimation problem of (11)—(12) using available output measurements. In
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the receding-horizon strategy, at any time K = N, N + 1,..., one has to deter-
mine estimates of xy_y using the output measurements y§ , collected over
a predefined time window [k — N, k|. Let us define &x_n g, ..., Tk 1 the es-
timates of xx_pn,...,xr made at the k — th event counter. Moreover, apart
from the state estimate, a prediction of the state is defined as well xp_n =
ARTy_N_1k-1DBRup_n_1. Due to applying (imax,+), it is also convenient
to define an interval matrix:

Definition 1. Let A, A € R™*", The interval matrix is composed as follows
A=[A Al ={M e R™": A< M < A}, where matrices A and A contain
the lower and upper bound of A € IR”**", respectively.

The observation vector y],z_ N> Oover a given time interval [k— N, k|, can be written
as follows:

k k—1
Yp-n=FOxp v ©HOu (13)
where
Up—N Yr—-N
b1 Uk —N+1 K Yi-nN+1
U,_nN= y Yp4N = )
Uk—1 Yi

Using (11)—(12) it can be show that:

C € €

&
C®RA C®B €
F: C®A®2 , H — C@A@B E... & ,
: : - €
C @ AN CA®Y '9B..C2 ABC®B

(14)

where the F and H are in IR..
Thus, the elements of @27 n are represented by intervals and can be written as
follows:

Yi_n = [EZ_N7§]1:—N]7 (15)
A~ A~ Lk
yﬁ_N = [yi,]\ﬂyk—N}' (16)
Therefore (13) can be split into
~k — o~ —_— _
Ypn=F @@y ®Houy, (17)
U y=Fod_y e Houly (18)

Similarly, the state prediction can be formulated in an interval fashion as

i'szN = [ika,%kaL (19)
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with lower and upper bounds
Th N :Z@)ikakaq ®B®up_nN_1, (20)
Ty _ N :A®ik_]v_17k_1 G BRup_N—1 (21)
leading to the interval state estimate
Er-N = [&)_ N Tr-n], (22)
which has to be determined. In order to obtain the above estimate, it is necessary

to define the output error

—k K
5271\7 = [5271\175271\1] = yZ N~ Yk—n> (23)
=k -k
yk N yk N = [yk N~ Y vak N Qk_N]» (24)

and the prediction error

€N = [€,_N: €k—N] = ThoNk — TL—_N, (25)
TNk~ Th-N = [Z_Ng — Th N Th Nk — Ep_n]- (26)
Having in mind the fact that the estimate should be a possibly thigh interval,
the cost function can be defined as follows:
. - . K
e N [ 7 SN T [ (27)

where the positive definite matrices Q and V' can be used as design parame-
ters. Assuming a diagonal form of weighting matrices, the cost function can be
described using the following quadratic forms:

m-N m-N
eh NQEk N_[ZQZEk NszZqzek N ] (28)
=1 =1

where Q = diag(q1,¢2,- -, Gm.n) and

e \Ver - [ZN ZN] 9)

=1 =1

where V' = diag(vy,va,. .., v,). Having in mind that the intervals of the output
and prediction errors should be as thigh as possible, using (28)-(29) the cost
function (27) can be refoemulated as follows:

m-IN

J = Z”z Chni TN ‘*‘Z%(% Nj) +(5112N,j)2> (30)

=1 Jj=1

Since the quadratic cost function (30) is defined, it is possible to introduce the
constraints, which govern the system behavior. Indeed, since all states represent
given times let the set P, contain all pairs (j,r), which determine the order of
individual operations. This means that jth operation precedes rth one in the
production route. Thus, the resulting constrains are:
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— the precedence of operations, means that there are operations, which have
to be finished before the subsequent operation begins

Tik < Trk V(7)€ Pr (31)

— the cycle duty, the operation on a given product needs to be finished, before
the same operation on a new instance will begin

Tjk ij,k+1 v_]: 1,2,...,n, k= ].,27... (32)

Finally, the estimation problem can be defined as follows: given the pair (Zx_ N, y,’; N
find the optimal estimate 2}y ,, which minimizes the cost (27) under con-
straints (31)—(32), where N is prediction horizon. It is also obvious the above
optimisation problem can be solved with conventional efficient quadratic pro-
gramming solvers.

To summarize, the state estimation algorithm has the following structure: Hav-

Algorithm 1: (max,+) receding horizon state estimation

Step 0: Select &g
Step 1: At any time £k = N + 1, N + 2,... obtain the prediction &;_n by means of
(11) and &5 _N_1 41 i-e.

Th-N=AQTh-N-14-1DBRuUp_N_1
ik—N =A ®ik’—N—1,k—1 S B®ur—N-1

Step 2: Solve the problem

&5 N =arg min J
L — N,k

Step 3: Set £k = k+ 1 and go to Step 1.

ing the state estimation algorithm it is possible to examine its performance with
a real-life example production system.

4 Example: Battery Assembly System

A flexible Battery Assembly System (BAS) will be introduced for high volume
serial production system containing two assembly cycles. The sequence of the
first production cycle starts with the robots: 1 and 2 in a starting setting. A robot
1 goes to the frame storage to pick up an empty battery module frame. Then,
the battery module controller is mounted into this frame. At the same time, the
robot of type 2 provides the appropriate number of basic cells. The type 1 robot
transports the final assembly of the battery module to a meeting position with
the type 3 robot. After transferring the module to the type 3 robot, the robot of
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type 1 returns to its starting position. A robot of type 3 receives the assembled
battery module from the robot of type 1. Then it transports this module to the
final assembly system. The robot of type 4 picks up additional wiring. Then it
moves to the storage of the rack housings to pick up the housings and bring
them to the assembly system. Subsequently, the robot of type 3 returns to the
rendez-vous position (with the robot of type 1) and the robot of type 4 brings
the fully assembled rack to the final storage and returns to its initial position.
Due to the size of system, only the first production cycle (Fig. 1) is considered.
The processing times and transportation times from one to another station are
clearly depicted in (Fig. 1) For the interval processing and transportation times

Pick up module Mount battery
frame controller

Pick up battery Mount battery Wired up and
cells cells install housing

Fig. 1. Details of the assembly process cycle 1

described in the Table 1, the system matrices are given below. The initial
state for the system is &g = [4,12,4,19,31]7 while the one for the observer is
Bo = [3,14,2,21, 34]7. All output measurements are portrayed in Fig. 4.

Table 1. Nominal and interval processing and transportation times for the battery
assembly system

| [Nominal time|Interval time [min]|| [Nominal time|Interval time [min]|
a1 6 [4,7] &> 3 3.4]
ds 5 [4,6] da 8 [6,10]
ds 3 [3,4] t 4 [3,5]
ts 4 [3,5] ts 2 2,3]
t 4 [3,5] ts 4 [3,5]
te 4 [3,5]
[4,7] € € € € (3,5] €
[10,17] [3,4] € € € 9,15]
A= 3 e [4,6] 3 e |B = 3 [3,5] | C = Ez [4;6] i [364]]
[16,26] [9,13] [11,17] [6,10] ¢ [15,24] [10, 16] :

[25, 41] [18, 28] [20, 32] [15, 25] [3, 4] [24,39] [19, 31]
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Having the initial estimates and the output measurements collected within a
moving window, it is possible to apply Algorithm 1.

Fig. 3. Real state x1 and its interval esti-

Fig. 2. Output measurements
mate

As a result the interval estimates are obtained (see Figs. 3— 5). For the
purpose of experimental comparison the real states z1, zo and x4 were measured
as well.

d estimat
Ll

-

-
1

I
|
1
0
L
mﬂ
|

o s 10 15 2 2 o s 10 15 2 2

Fig. 4. Real state x2 and its interval esti-Fig. 5. Real state x4 and its interval esti-
mate mate

The obtained results clearly show that the interval estimates bounds the real
states with a decent quality.

5 Conclusion

The main objective of this paper was to provide a novel robust state estimation
algorithm for a class of DES. For that purpose the (max,+) algebra was em-
ployed and suitably extended with interval arithmetics. As a result, an interval
DES description was proposed. Subsequently, the state estimation problem was
defined as a receding-horizon one and a suitable cost function was developed and
formed in a quadratic form. Moreover, the optimization problem was accompa-
nied with production constraints. The proposed approach was applied to the real
battery assembly system. The obtained results clearly show that the obtained
estimates closely overbound the real states. This recommends its practical appli-
cation. The objective of the subsequent research is to use the proposed approach
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along with the existing control strategy. However, this requires the development
of separation principle for DES described with (imax,+).
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Abstract. It is possible to improve sound insulation of devices and ma-
chinery from the environment by appropriately controlling vibrations
of their casings. When implementing this approach, there is a need to
select efficient locations of actuators on each of the casing walls. A com-
mon solution is to employ an optimization algorithm to find favourable
arrangement according to a given objective. One of the essential param-
eters of this process is a number of actuators to be optimized, but most
often it is assumed a priori, without any proper considerations.

The aim of this paper is to give an insight into the problem of defin-
ing the number of actuators for active noise reduction implementations.
The optimal value depends on the particular application, its mechani-
cal limitations, costs, considered frequency band to be controlled, etc.
However, a general approach for analysis and decision making can be
formulated. As an exemplary structure, a light-weight device casing is
considered. The relationships between the number of actuators, the con-
sidered frequency band, and obtained values of the optimization index
are given.

Keywords: Active casing, actuators placement, controllability Gramian,
optimization, memetic algorithm.

1 Introduction

Some of the most common noise sources in the human environment are devices
and machinery. Prolonged exposure to a high-level noise (e.g. in industrial halls,
factories, etc.) may lead to hearing losses and health problems. On the other
hand, noise generated by home appliances does not represent a health threat,
but may successfully obstruct work or leisure. Passive sound-insulating materials
are commonly applied to reduce the excessive device noise, however, they are
ineffective for low frequencies and often are inapplicable due to increase of size
and weight of the device and its potential overheating. When passive methods are
exhausted, alternatively, active control methods can be applied. Sound radiation
and transmission through individual elastic plates and other barriers have been
investigated over the years [4, 21].

Sound insulation of devices and machinery from the environment can be
improved with active methods by appropriately controlling vibrations of their
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casings. Such approach is called the active casing method and its acoustic isola-
tion efficiency has been confirmed by the authors for several laboratory casings
in previous publications [8,9, 12, 13]. Active methods efficiently complement the
passive methods in their weak points—Ilow-frequency noise and heat transfer
problems. When appropriately implemented, it results in a global noise reduc-
tion instead of only local zones of quiet at distinguished areas [11]. It neither
requires structural modifications of the device nor affects its regular operations,
but it allows to enclose the source of noise inside the casing and isolates it
acoustically from the environment. It has been also observed that for an effec-
tive active control it is crucial to select appropriate locations of actuators on
each of the casing walls. The efficiency of selected arrangement determines the
overall control performance of the system. A common solution is to employ an
optimization algorithm to find favourable arrangement according to a given ob-
jective. The optimization can include a predefined control strategy and related
control performance index [5, 7], or an open-loop system analysis can be utilized,
making the obtained results independent on controller choice [1,16,17].

One of the essential parameters of such process is a number of actuators to
be optimized. Gao et al. studied the influence of actuators number on a vibrating
plate control system [2]. Yan and Yam applied the eigenvalue distribution of the
energy correlative matrix of the control input force to determine the number of
actuators required [20]. Xu et al. presented an integrated optimization of trusses
structural topology with number and placement of piezoelectric actuators [18,
19]. Li and Huang employed a penalty function method to include actuators
number optimization in an unconstrained minimization problem [6]. However,
only a limited number of reports available in the literature discuss the number
of actuators. There is no unified approach to determine the number of actuators
and most often it is assumed a priori, without any proper considerations.

The aim of this paper is to give an insight into the problem of defining the
number of actuators for active noise reduction implementations basing on the
controllability-oriented criteria. The optimal value depends on the particular
application, its mechanical limitations, costs, considered frequency band to be
controlled, etc. However, a general approach for analysis and decision making can
be formulated. The presented considerations are based on experimental vibra-
tion measurements of the structure, its mathematical modelling and extensive
simulation studies.

In this paper, as an exemplary structure, a light-weight device casing is con-
sidered, which is described in Section 2. Then, the mathematical model of the
structure is briefly introduced in Section 3. It is employed for numerical sim-
ulations and assessment of a particular inertial actuators arrangement. Subse-
quently, the optimization process and results are given in Section 4. A memetic
algorithm is used for the purpose of optimization itself [10]. Controllability mea-
sure of the modelled control system is used as optimization index. The rela-
tionships between the number of actuators, the considered frequency band, and
obtained values of the optimization index are given. Finally, advantages and
limits of the proposed approach are pointed out and discussed.
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2 Vibrating structure

The light-weight device casing used as an exemplary structure in this work is
shown in Fig. 1. It is made of 1.5 mm thick steel plates bolted together, form-
ing a closed cuboid of dimensions 500 mm x 630 mm x 800 mm. The casing is
made without an explicit frame, hence it constitutes a self-supporting structure.
It results in strong couplings between individual walls of both vibrational and
acoustical nature. However, what has been previously validated in [15], observed
natural frequencies and modeshapes of the whole structure are a consequence of
superposition of resonances of each wall excited individually (but as a part of
the whole structure). Therefore, it is justified to analyse each wall separately for
the purpose of optimization of actuators locations, considering only eigenmodes
due to the given wall (if the resonance is controlled with actuators at the wall
where it originates, it will be reduced for the whole casing).

Although the following considerations will be shown on the example of this
particular casing, the presented approach and drawn conclusions remain general
and they can be applied for a number of different structures.

(a) A photograph from the inside. (b) A photograph from the outside.

Fig.1: Photographs of the light-weight casing with sensors and actuators.

3 Mathematical model

For the purpose of actuators arrangement optimization, a precise mathematical
model of the plant is the crucial component. It enables numerical simulations
and analysis to assess particular actuators locations (providing an objective nu-
merical index describing the control efficiency of a given arrangement).

As mentioned above, each of the casing walls is considered separately, hence
a mathematical model of an individual vibrating plate is employed. It is based on
the Mindlin plate theory. The inertial actuators are considered in this research,
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Fig.2: A multiview orthographic projection of the plate with boundary condi-
tions represented as rotational and translational springs.

which possess a considerable mass comparing to the mass of the casing walls
(each actuator weights 0.115kg). Hence, the model includes the impact of ad-
ditional loading due to mounted actuators. It is noteworthy, that it constitutes
the major computational difficulty, because it makes necessary to recalculate the
model for each actuators arrangement and increases the computational effort of
the whole process. The model solution is based on the Rayleigh-Ritz assumed
mode-shape method. Characteristic orthogonal polynomials having the property
of Timoshenko beam functions, which satisfy edge constraints, are used. More-
over, due to the absence of any stiffening frame, the casing walls are connected
directly to each other, what results in boundary conditions that have to be mod-
elled as elastically restrained against both rotation and translation. The model
is presented schematically in Fig. 2.

Employing the Rayleigh-Ritz method, the model can be written in the regular
state-space form:

%X = Ax + Bu, (1la)
y = Cx +Du (1b)

where x and y are the state vector and the output vector, respectively; and A,
B, C and D are matrices describing the system. The state vector x is formulated
in such a way that its following elements correspond to respective eigenmodes of
the casing wall. It is a direct consequence of the Rayleigh-Ritz method, where
the infinite dimensional system of the vibrating plate is approximated with a fi-
nite dimensional system (taking into account only a limited number of initial
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eigenmodes, making the model valid for a limited frequency range). However,
taking advantage of the state space notation, classical methods can be used to
describe the controllability of the system [3]. Namely, the controllability Gramian
matrix is employed in this research. It is convenient to use due to its specific
feature—if the i-th value at the diagonal of the Gramian matrix, A;, correspond-
ing to the i-th eigenmode is small, the eigenmode is difficult to control (it can
be regulated only if a large control energy is available). Such information is
used in the following Section to define a criterion in the optimization process
of actuators placement. Formally, controllability is a dichotomous property, but
”controllable” does not say how high control effort is needed to reach the final
state.

In this paper, the description of the model is very brief, as it focuses mainly
on the model application for actuators arrangement optimization rather than
the mathematical modelling itself. However, a detailed derivation of the model
is given in [16].

4 Optimization process, results and discussion

For the purpose of the process described in this Section it is assumed that the
employed mathematical model has properly identified parameters and is success-
fully validated for the given structure (the process of identification and validation
has been discussed in details in [14]). Then, such model can be utilized to opti-
mize actuators arrangement in the view of a given objective function.

In this research, such process is performed for several predefined numbers
of actuators, N,, to provide an insight into the consequences of different values
of N,. A straightforward declaration of N, as one of the optimization vari-
ables usually results in a solution with a maximum allowed number of actuators
(a greater number of actuators generally facilitates the control task and increases
the optimization index value). To mitigate this feature, a penalty function can
be added to the index in order to limit the IN,, but it is not a trivial task to
properly balance such multi-objective problem. The selection of weights in the
optimization index determines the resulting number of actuators, what actually
is equivalent to manual selection of its value. The general trends pointed out
in this Section can provide a basis for both ways mentioned above: (i) manual
selection of actuators number and (ii) the desired balance of different objectives
in the optimization index.

4.1 Optimization process of actuators arrangement

The optimization itself is performed with a memetic algorithm. The optimiza-
tion variables are the coordinates of actuators on the plate surface (number of
actuators is predefined). The optimization index J selected in this research is
a measure of controllability of the least controllable mode:

J=min\; , (2)
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Fig. 3: Plots representing relationships between the number of actuators in the
optimized arrangement, the considered frequency band (a number of eigen-

modes), and obtained values of the optimization index.
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where ); is the i-th diagonal element of the controllability Gramian matrix, as
defined in the previous Section. Such optimization index represents an objective
to guarantee controllability in the given frequency range (in other words, to
avoid any uncontrollable eigenmodes in the frequency range of interest). More
detailed description of the optimization process is given e.g. in [17].

Depending on the modal density of frequency responses of each casing wall,
different number of eigenmodes should be taken into account in the optimization
index in particular application, e.g. if the range up to 300 Hz is considered, then
there should be taken into account 25 modes for top wall, 21 modes for front and
back wall, 17 modes for left and right wall. For the sake of brevity, optimization
results are shown and discussed only for the top wall. However, similar results
were obtained for the remaining walls.

4.2 Optimization results and discussion

The relationships between the considered frequency band (or a number of eigen-
modes taken into account) and obtained values of the optimization index are
given in Fig. 3. Different controllability curves are plotted for several predefined
numbers of actuators (up to six actuators). Up to 30 initial eigenmodes are con-
sidered, resulting in frequency range up to 400 Hz. The obtained optimization
index values are suboptimal, as the memetic algorithm does not guarantee to
find the global optimum. However, the presented values are a result of multiple
runs of the algorithm with highly consistent results. Basing on this plots, several
general conclusion can be drawn.

Although the optimization index values are dimensionless, a reference point
can be established to interpret the obtained controllability measures. Such ref-
erence point can be defined as the result obtained for a single actuator and only
one eigenmode considered (the fundamental frequency). For this scenario, the
actuator is always placed at the centre of the casing wall (at its anti-nodal point
for the first mode), and it can be assumed that such value represents a satis-
factory level of controllability of a given mode. If more eigenmodes are taken
into account, then the employed controllability measure drops rapidly. It means
that if the number of considered eigenmodes exceeds the number of actuators,
then the optimization algorithm is selecting trade-off locations to preserve con-
trollability of all considered eigenmodes. However, it also means that at some
point, actuators locations are far from any of the anti-nodal points, and none of
the modes is controllable at a satisfactory level. Then, more actuators should be
applied.

It follows from the analysis of Fig. 3 that if two actuators are selected to
control the initial four eigenmodes, the controllability measure can be guaranteed
at a level equal or greater as for the reference level of one actuator controlling only
the first mode. Extending this approach, three actuators would be recommended
to control up to 8 eigenmodes, four actuators for up to 13 eigenmodes, etc. In
such a way, a reasonable controllability level would be preserved for a given
frequency range of interest.
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On the other hand, results obtained for a particular number of eigenmodes
can also be analysed, e.g. results obtained for 10 eigenmodes. As it is shown
in Fig. 3, an increase of the number of actuators from one to two, improves
dramatically the controllability of the least controllable mode—approximately
four times. Further increase to three actuators doubles the controllability mea-
sure, but the relative improvement is not as great as before. Difference between
three and four actuators is even lower. It shows that the relative gain by adding
another actuator is becoming lower with each following actuator. This can also
constitute a point for decision making when selecting the number of actuators.

It is also noteworthy that employment of such approach and optimization
index makes it easy to compare obtained controllability levels for each of the
casing walls. Therefore, the actuators numbers for different walls can be selected
in such a way that the achieved controllability levels are of similar order, resulting
in a well-balanced control system.

5 Conclusion

The problem of defining the number of actuators for active noise reduction im-
plementations has been considered in this paper. As the exemplary structure,
a light-weight device casing has been utilised. The mathematical model of an in-
dividual casing wall has been used in the optimization process. The relationships
between the number of actuators, the considered frequency band, and obtained
values of the optimization index have been presented.

Although the optimization index values are dimensionless, a reference point
has been proposed to interpret and compare the obtained controllability mea-
sures. General trends that have been pointed out can provide a basis for both
the manual selection of actuators number and the definition of properly balanced
multi-objective optimization index.
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