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The book constitutes the proceedings of KKA 2017—The 19th Polish Control
Conference (Krajowa Konferencja Automatyki, in Polish) organized by the
Department of Automatics and Biomedical Engineering, Faculty of Electrical
Engineering, Automatics, Computer Science and Biomedical Engineering, AGH
University of Science and Technology in Kraków, Poland, on June 18–21, 2017,
under the auspices of the Committee on Automatic Control and Robotics of the
Polish Academy of Sciences, and the Commission for Engineering Sciences of the
Polish Academy of Arts and Sciences.

The KKA is a triennial conference with a very long tradition spanning over a
couple of decades which has always gathered the Polish control theory, automatic
control, industrial automation, robotics, and other related communities. At all the
KKA conferences, and this concerns KKA 2017 too, there have always participated
many prominent control theorists and practitioners, not only from the neighboring
Eastern and Central European countries but also from Western Europe, the USA,
and many other countries from all over the world. The tradition of inviting well
known foreign researchers and scholars has existed since the very beginning, and
the present KKA 2017 is no exception to this important rule. We have also man-
aged to gather the best people from the community who have submitted great
contributions. An exceptionally wide participation of the young generation of
control theoreticians and practitioners has been noteworthy.

The present volume includes a collection of selected papers which have been
accepted after a careful peer review process to continue maintaining the high quality
standards that have always been synonymous with the KKA conferences since the
first edition. The volume is divided into 12 parts intended to cover the main topics
of the Conference, both theoretical and practical. Such large number of parts is
clearly a result of the fact that automatic control, control theory, automation,
robotics and related topics are considered to be relevant to many areas of science
and technology.

The introductory Part I deals with more general and foundational issue and
describes a number of control methods and algorithms. It starts with the plenary talk
of Irena Lasiecka. She presents how to eliminate flutter in flow structure
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interactions. Other particular problems discussed here can be summarized as fol-
lows. Mateusz Pietrala, Marek Jaskuła, Piotr Leśniewski and Andrzej Bartoszewicz
discuss the sliding mode control of discrete time dynamical systems with state
constraints. Leszek Trybus and Zbigniew Świder propose a novel method for the
root-locus design of a PID controller for an unstable plant. Paweł Dworak, Michał
Brasel amd Sandip Ghosh give a comparison of different dynamic decoupling
methods for a nonlinear MIMO plant. Piotr Tatjewski proposes a new approach to
the offset-free nonlinear model predictive control. Maciej Ciężkowski explains and
clarifies some issues related to the problem of damping of the pendulum during a
dynamic stabilization in arbitrary angle position. Piotr Bania gives a simple
example of a dual control problem with almost analytical a solution. Jakub
Mozaryn, Andrzej Jezierski and Damian Suski make a comparison of the LQR and
MPC control algorithms of an inverted pendulum. And, finally, Agata Cellmer,
Bartosz Banach and Robert Piotrowski present a new approach to the design of
modified PID controllers for the 3D crane control.

Part II is intended to present recent results in optimization, estimation and
prediction which are relevant from the control point of view. Notably, the following
problems are covered. Józef Duda considers an approach based on the Lyapunov
matrices for the parametric optimization of a time delay system with the PID
controller. Adam Kowalewski, Zbigniew Emirsajłow, Jan Sokołowski and Anna
Krakowiak present issues and solutions for the sensitivity analysis of optimal
control parabolic systems with retardations. Wojciech Rafajłowicz elaborates upon
the optimality conditions for control problems described by integral equations.
Kamil Borawski discusses the state vector estimation in descriptor electrical circuits
using the shuffle algorithm. Pawel Domański and Piotr Marusak present some new
results on the estimation of control improvement benefit with the a-stable distri-
bution and, finally, Andrzej Tutaj and Wojciech Grega consider problems of packet
buffering, dead time identification and state prediction for the control quality
improvement in a networked control system.

Part III deals with an issue that has attracted much interest in the recent time,
namely the autonomous vehicles. It starts with the plenary talk of Paweł Skruch
who discusses control systems in a semi and fully automated car. Then, Paweł
Skruch, Marek Długosz and Wojciech Mitkowski discuss issues in the stability
analysis of a series of cars driving in an adaptive cruise control mode. Paweł
Skruch, Marek Długosz, Paweł Markiewicz and Michał Szulc propose a formal
approach to the verification of control systems in autonomous driving applications.
Krzysztof Kogut, Krzysztof Kołek, Maciej Rosół and Andrzej Turnau develop a
new current based slip controller for the ABS. Zdzisław Kowalczuk and Sylwester
Frączek present some relevant problem from the railroad engineering, namely a
system for tracking multiple trains on a test railway track. Jerzy Kasprzyk, Piotr
Krauze and Janusz Wyrwał discuss the clipped LQ control oriented on driving
safety of a half-car model with magnetorheological dampers and, finally, Paweł
Markiewicz, Marek Długosz and Pawel Skruch present a review of tracking and
object detection systems for advanced driver assistance and autonomous driving
applications with a focus on the sensing of vulnerable road users.
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Part IV is concerned with a very wide spectrum of applications. It covers both
hardware and software of digital control systems, embedded systems, image pro-
cessing, industrial networks, just to mention a few. In particular, the following
problems are discussed. Paweł Sokólski, Tomasz A. Rutkowski and Kazimierz
Duzinkiewicz consider the QDMC model predictive controller for a steam turbine
in a nuclear power plant. Krzysztof Łakomy and Maciej Michałek compare the
feedforward control design methods for nonminimum-phase LTI SISO systems
with an application to the double-drum coiling machine. Ewaryst Rafajłowicz and
Wojciech Rafajłowicz discuss the use of cameras in the control loop, from the point
of view of problems, methods and selected industrial applications. Przemysław
Szewczyk describes an approach to the real-time control of an active stereo vision
system. Paweł Majdzik and Ralf Stetter discuss a receding-horizon approach to the
state estimation of a battery assembly system. Stanislaw Wrona, Krzysztof Mazur
and Marek Pawełczyk present a problem of defining the optimal number of actu-
ators for active device noise reduction applications.

Part V presents various issues related to computer methods in control engi-
neering. Dariusz Rzońca, Jan Sadolewski, Andrzej Stec, Zbigniew Świder, Bartosz
Trybus and Leszek Trybus consider the use of the CPDev engineering environment
for control programming. Patryk Chaber and Maciej Ławryńczuk discuss the
automatic code generation of the MIMO model predictive control algorithms using
Transcompiler. Paweł Rotter and Maciej Klemiato consider a prototype
vision-based system for the supervision of a glass melting process. Andrzej
Wojtulewicz considers the implementation of a dynamic matrix control algorithm
using the field programmable gate array. Sebastian Plamowski discusses some
problems concerning the implementation of the DMC algorithm in an embedded
controller with an emphasis on resources, memory and numerical modifications.
Dymitr Juszczuk, Jarosław Tarnawski, Tomasz Karla and Kazimierz Duzinkiewicz
discuss some relevant problems in the real-time simulation of a nuclear reactor
using the client-server network architecture with a Web browser as the user
interface. Marcin Kowalczyk and Tomasz Kryjak present a new approach to object
tracking with the use of a moving camera implemented in the heterogeneous Zynq
System on Chip. Mieczysław Wodecki, Wojciech Bożejko and Mariusz Uchroński
analyze the k-opt algorithm in the flexible job shop scheduling environment. Patryk
Chaber and Maciej Ławryńczuk propose an implementation of an analytical gen-
eralized predictive controller for very fast applications using microcontrollers.
Finally, Marcin Jastrzębski and Jacek Kabziński discuss the robustness of the
adaptive motion control against a fuzzy approximation of the LuGre multi-source
friction model.

Part VI is dedicated to the use of the fractional order calculus in the modeling
and control of dynamic systems which has attracted much interest in the scientific
community. Tadeusz Kaczorek explains the relationship between the reachability of
positive standard and fractional discrete-time and continuous-time linear systems.
Ewa Pawłuszewicz considers the descriptor fractional-order systems with the l-
memory and their stability in the Lyapunov sense. Krzysztof Oprzędkiewicz and
Edyta Gawin present an approach to the modeling of a heat transfer process with the
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use of non-integer order, discrete, transfer function models. Artur Babiarz and
Adrian Łęgowski consider the fractional dynamics of the human arm. Stefan
Domek deals with the approximation and stability analysis of some kind of swit-
ched fractional linear systems. Jerzy Klamka explains the relationship between the
controllability of standard and fractional linear systems, and—finally—Wojciech
Mitkowski provides some deep remarks and views about the stability of fractional
systems.

A little bit shorter but equally interesting is Part VII which is focused on con-
cepts from the area of advanced robotics. Tomasz Gawron and Maciej Marcin
Michałek discuss the problem of the G3-continuous paths planning for
state-constrained mobile robots with a bounded curvature of motion. Maciej Hojda
considers the problem of task allocation for multi-robot teams in dynamic envi-
ronments. Cezary Zielinski, Tomasz Winiarski and Tomasz Kornuta present
agent-based structures of robot systems. Piotr Bazydło, Janusz Kacprzyk and
Krzysztof Lasota propose the use of a novel evolutionary algorithm for the global
path planning of a specialized autonomous robot for intrusion detection in the
wireless sensor networks (WSNs). Anna Witkowska, Roman Śmierzchalski and
Przemysław Wilczyński discuss the problem of trajectory planning for a service
ship in the STS operation by using an evolutionary algorithm.

Part VIII deals with problems of modeling and identification. Zygmunt
Hasiewicz, Paweł Wachel, Grzegorz Mzyk and Bartłomiej Kozdraś discuss the
multistage identification of a Wiener-Hammerstein system. Witold Byrski proposes
a new method for the indentification of multi-inertial systems using the Strejc
model. Jan Maciej Kościelny, Anna Sztyber and Michał Syfert present a graph
description of a process and its applications. Wojciech Kreft discusses the dynamics
of a straw combustion process in a biomass boiler. Marcin Drzewiecki presents
problems of modelling, simulation and optimization of the wavemaker in a towing
tank. Ewa Skubalska-Rafajłowicz proposes a new method for the modeling of
dynamic systems using neural networks and random linear projections. Mateusz
Jabłoński explains the design of a process model of steam superheating in a power
boiler and the adaptive control system for controlling this process. Finally, Kamil
Czerwiński and Maciej Ławryńczuk consider the identification of a discrete model
of an active magnetic levitation system.

Part IX is concerned with crucial problems of security, fault detection and
diagnostics of devices and industrial processes. Marek Amanowicz and Jacek
Jarmakiewicz propose a new approach to the decision support for cyber security in
industrial control systems. Damian Kowalów and Maciej Patan discuss the dis-
tributed design of a sensor network for the detection of an abnormal state in
distributed parameter systems. Karol Kulkowski, Michał Grochowski, Anna
Kobylarz and Kazimierz Duzinkiewicz consider the application of data driven
methods in the diagnostics of selected process faults of a steam turbine in a nuclear
power plant. Łukasz Kuczkowski and Roman Śmierzchalski present a new algo-
rithm for path planning for the ship collision avoidance in an environment with a
changing strategy of dynamic obstacles. Marcin Pazera and Marcin Witczak con-
sider the robust sensor fault-tolerant control for a non-linear aero-dynamical MIMO
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system. Krzysztof Jaroszewski presents the workspace of an industrial manipulator
in the case of a fault of a drive. Emilian Piesik and Marcin Śliwiński discuss the
determination and verification of the safety integrity level with security aspects.
Finally, Anna Bryniarska proposes a data granulation model for discovering
knowledge about diagnosed objects.

Part X deals with relations between the automatic control and broadly meant
intelligent systems, mainly fuzzy logic, neural networks, data mining, computer
networks and the Internet of Things. It starts with the plenary lecture of Dmitry A.
Novikov on Cybernetics 2.0, and its related modern challenges and perspectives.
Wojciech Bożejko, Łukasz Gniewkowski and Mieczyslaw Wodecki discuss blocks
for the flow shop scheduling problem with uncertain parameters. Tomasz Żabiński,
Tomasz Mączka and Jacek Kluska propose an industrial platform for rapid proto-
typing of intelligent diagnostic systems. Zdzisław Kowalczuk, Marek Tatara and
Adam Bąk present a novel evolutionary music composition system with statistically
modeled criteria. Błażej Cichy, Petr Augusta, Krzysztof Gałkowski and Eric Rogers
explain issues in the iterative learning control for a class of spatially interconnected
systems. Bartłomiej Sulikowski, Krzysztof Gałkowski and Eric Rogers consider the
iterative learning control of a class of spatially interconnected systems modeled in
the form of two-dimensional (2D) systems. Marcin Boski, Wojciech Paszke and
Eric Rogers present the learning filter design for the intelligent learning control
schemes using the FIR approximation over a finite frequency range. Krzysztof
Wiktorowicz shows an example of the adaptive fuzzy control design with the use of
frequency-domain methods. Piotr Kulczycki and Damian Kruszewski consider the
detection of atypical elements with fuzzy and intuitionistic fuzzy evaluations.
Tomasz Talaśka, Rafał Długosz and Paweł Skruch propose a new efficient transistor
level implementation of some selected fuzzy logic operators used in control sys-
tems. Finally, Marcin Jastrzębski and Jacek Kabziński discuss the robustness of the
adaptive motion control against a fuzzy approximation of the LuGre multi-source
friction model.

Part XI presents some applications of methods and models stemming from the
automatic control that can be effectively and efficiently applied in biomedical
engineering. Helmut Maurer and Andrzej Świerniak propose a method for the
optimization of a combined anticancer treatment using models with multiple control
delays. Jerzy Baranowski, Piotr Bania, Waldemar Bauer, Jędrzej Chiliński and
Paweł Piątek discuss a hybrid Newton observer in the analysis of a glucose regu-
lation system for the intensive care unit (ICU) patients. Agnieszka Mikołajczyk,
Arkadiusz Kwasigroch and Michał Grochowski are concerned with an intelligent
system for supporting the diagnosis of the malignant melanoma. Konrad Ciecierski
and Tomasz Mandat consider the application of decision support systems in the
functional neurosurgery. Arkadiusz Kwasigroch, Agnieszka Mikołajczyk and
Michał Grochowski deal with the application of deep convolutional neural net-
works as a decision support tool in medical problems concentrating on the case
of the malignant melanoma.

Part XII, the final one, deals with very relevant issues related to engineering
education and teaching in the area of broadly perceived automatic control and
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robotics. Teresa Zielińska discusses in her plenary talk the experience in the edu-
cation of foreign students in a robotic program. Paweł Skruch, Marek Długosz and
Wojciech Mitkowski propose how to improve the success rate of student software
projects through developing some novel effort estimation practices.

We wish to express our dep gratitude to all the authors for their excellent
contributions. Special thanks are due to anonymous peer referees whose deep
analyses, and constructive remarks and suggestions have greatly helped improve the
contributions. Waldemar Bauer, M.Sc. and Marek Długosz, Ph.D., deserve our
thanks for their editorial help. We wish to fully acknowledge a constant and
multifaceted help and support of the Committee on Automatic Control and Robotics
of the Polish Academy of Sciences, and the Commission for Engineering Sciences
of the Polish Academy of Arts and Sciences.

And last but not least, we wish to thank Dr. Tom Ditzinger, Dr. Leontina di
Cecco and Mr. Holger Schaepe from the Engineering Editorial, SpringerNature for
their dedication and help to implement and finish this large publication project on
time maintaining the highest publication standards.

Warszawa, Poland Janusz Kacprzyk
Kraków, Poland Wojciech Mitkowski
Kraków, Poland Krzysztof Oprzędkiewicz
Kraków, Poland Paweł Skruch
March 2017
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Sliding Mode Control of Discrete Time
Dynamical Systems with State Constraints

Mateusz Pietrala, Marek Jasku�la, Piotr Leśniewski, Andrzej Bartoszewicz

Institute of Automatic Control, �Lodź University of Technology,
18/22 Stefanowskiego St., 90-924 �Lodź, Poland

Abstract. In this paper, we study the problem of state and control
signal constraints in discrete-time sliding mode control. We introduce
a sufficient condition for finite time convergence of the representative
point to the sliding hyperplane, while respecting imposed restrictions.
We propose a new control strategy based on the reaching law approach.

1 Introduction

Sliding mode control is one of the most effective regulation methods used for a
wide range of uncertain systems. The major benefits of this technique are ro-
bustness and computational efficiency. Therefore, it became a popular area of
research. At first, the continuous-time systems have been considered by Utkin
[21] and Emelyanov [12] and then the discrete-time systems have been intro-
duced [18], [22], [14]. The main idea of the sliding mode control is to drive the
representative point (state vector) to the sliding hyperplane and maintain its
evolution on it. In the first place the hyperplane should be designed in order
to ensure the desired dynamic behavior of the system. Afterwards, the control
signal is computed and implemented into the system. It can be obtained using
the reaching law technique, which is applied in this paper. This method was
first used for continuous-time systems by Gao and Hung in [15]. Subsequently,
Gao, Wang and Homaifa [16] presented similar results for discrete-time systems.
In the following years, other forms of reaching law were presented [1]-[6], [10],
[11], [13], [17], [19], [20], [23], [24], [25]. The basic reaching law strategy [16] may
cause large values of state variables or control signal. To solve this problem, in
this paper, we introduce the new reaching law. It is designed in order to satisfy
state and control signal constraints [7], [8], [9].
This paper is organized as follows. Section 2 presents the design of the sliding
mode controller based on a simple reaching law. Both state and control signal
constraints are analyzed in Sect. 3. Moreover, in the same section the new reach-
ing law is introduced. The main result, i.e. monotonic convergence of the rep-
resentative point to the sliding hyperplane in finite time, while satisfying given
constraints, is obtained in Sect. 4. Section 5 comprises a simulation example,
and Sect. 6 presents the conclusions of this paper.
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2 Sliding Mode Controller Design

Let us consider a discrete-time system described by the following equation

x (k + 1) = Ax (k) + bu (k) , (1)

where x (k) = [x1(k), . . . , xn(k)]
T

is the state vector, A is the state matrix
(dim (A) = n× n), b is the input distribution vector (dim (b) = n× 1) and u (k)
is a scalar input. We design the discrete-time sliding mode controller in order to
obtain the following properties of system (1):

1. The system representative point starting from any initial position x (0) con-
verges monotonically to the sliding hyperplane

s (k) = cTx (k) = 0, (2)

where cT = [c1, . . . , cn−1, 1] . We select vector c so that cTb �= 0.
2. The system representative point reaches the sliding hyperplane in finite time.

In this paper we define the quasi-sliding mode similarly as in [1], [2], i.e. we
do not require the representative point to cross the sliding hyperplane in each
consecutive step. Nevertheless, we demand that the above point remains in a
neighborhood of the sliding hyperplane. Let us consider the following reaching
law

s (k + 1) = s (k)−Ksgn (s (k)) , (3)

where K is a real number and the function sgn (x) is given as follows

sgn (x) =

⎧⎪⎨
⎪⎩

1, when x > 0

0, when x = 0

−1, when x < 0

. (4)

Reaching law (3) guarantees satisfying the two properties specified above. Fur-
thermore, if the representative point arrives precisely on the sliding hyperplane
at the time k0, i.e. s (k0) = 0, then for every k ≥ k0 we obtain s (k + 1) =
0 − Ksgn (0) . We can observe, that when the representative point arrives pre-
cisely on the sliding hyperplane, it remains on it. Using (1), (2) and (3) we obtain
the following form of the control signal

u (k) =
(
cTb

)−1 [−cTAx (k) + cTx (k)−Ksgn
(
cTx (k)

)]
. (5)

3 State and Control Signal Constraints

In this section state constraints will be considered first, and then we will focus
our attention on the problem of input signal limitation.

Sliding mode control of discrete time dynamical systems with state constraints 5



3.1 State Constraints

Control signal (5) does not guarantee that the state constraints are satisfied.
Therefore, we modify parameter K. Our goal is to limit each state variable
xi (k) , i ∈ {1, . . . , n} for any k ∈ IN. We assume that the absolute value of state
variable xi (0) is limited by ri for any i ∈ {1, . . . , n}. We will find parameter K
so that if the absolute value of state variable xi (k) is limited by ri, then the
absolute value of state variable xi (k + 1) is also limited by ri, i.e.

−ri ≤ xi (k + 1) ≤ ri. (6)

We use (5) to rewrite (1) as follows

x (k + 1) = Ax (k)− b
(
cTb

)−1
cTAx (k)

+b
(
cTb

)−1
cTx (k)− b

(
cTb

)−1
Ksgn

(
cTx (k)

)
. (7)

In order to simplify the notation let

G = A+ b
(
cTb

)−1 (−cTA+ cT
)
. (8)

Then (7) is of the following form

x (k + 1) = Gx (k)−K
(
cTb

)−1
bsgn

(
cTx (k)

)
. (9)

Denote by e i (dim (e i) = 1× n) versor of the i−th axis of a Cartesian coordinate
system, i.e. the i−th element of vector e i is equal to one, while the remaining
elements of this vector are equal to zero. We use (9) to rewrite (6) as follows

−ri ≤ ei

[
Gx (k)−K

(
cTb

)−1
bsgn

(
cTx (k)

)] ≤ ri, (10)

where i ∈ {1, . . . , n}. Our goal is to determine the time-varying K, so that (10)
is satisfied. We select the largest K to obtain the fastest convergence to the
sliding hyperplane, while respecting the state constraints. Transforming (10) in
order to determine K we get

g ix (k)− ri ≤ K
(
cTb

)−1
e ibsgn

(
cTx (k)

) ≤ g ix (k) + ri, (11)

where g i = e iG. Note that if eib = 0 for some i ∈ {1, . . . , n}, then K has no
influence on the xi state variable evolution. In this situation if

−ri ≤ g ix (k) ≤ ri, (12)

then (11) is satisfied for any value of K. Otherwise, the constraint of the xi

variable cannot be satisfied. From now on, we assume that e ib �= 0. Note that

if
(
cTb

)−1
e ibsgn

(
cTx (k)

)
> 0, then (11) is of the following form{

K ≥ cTb (e ib)
−1

sgn
(
cTx (k)

)
(g ix (k)− ri)

K ≤ cTb (e ib)
−1

sgn
(
cTx (k)

)
(g ix (k) + ri)

. (13)

Mateusz Pietrala et al.6



Otherwise, if
(
cTb

)−1
e ibsgn

(
cTx (k)

)
< 0, then{

K ≤ cTb (e ib)
−1

sgn
(
cTx (k)

)
(g ix (k)− ri)

K ≥ cTb (e ib)
−1

sgn
(
cTx (k)

)
(g ix (k) + ri)

. (14)

When sgn
(
cTx (k)

)
= 0, the parameter K does not affect the dynamics of the

system. For each i ∈ {1, . . . , n} the parameter K must satisfy (13) or (14). Let
us denote by Ki the largest K for which the i−th state variable constraint is
satisfied. Then we obtain

Ki = cTb (e ib)
−1

sgn
(
cTx (k)

)
g ix (k)

+cTb (e ib)
−1

sgn
(
cTx (k)

)
sgn

(
cTb (e ib)

−1
sgn

(
cTx (k)

))
ri. (15)

Let us observe that Ki is equal to the upper limit specified by either (13) or
(14). We can rewrite (15) in the alternative form

Ki = cTb (e ib)
−1

sgn
(
cTx (k)

)
g ix (k) +

∣∣∣cTb (e ib)
−1

∣∣∣ ri. (16)

Theorem 1. Assume that Ki > 0 is defined by (16) and i ∈ {1, . . . , n}. Then
the state variable xi satisfies its constraint for any K ∈ (0;Ki] .

Proof. Let

Kε = cTb (e ib)
−1

sgn
(
cTx (k)

)
g ix (k) +

∣∣∣cTb (e ib)
−1

∣∣∣ (ri − ε) . (17)

In order to obtain Kε > 0 we select ε ∈ (0; ri) . Let us observe that Kε < Ki.
From (9) and (17) we have

x (k + 1) = Gx (k)− (eib)
−1

bg ix (k)

−sgn
(
cTb

)
sgn

(
cTx (k)

) ∣∣∣(e ib)
−1

∣∣∣ b (ri − ε) . (18)

Multiplying (18) by e i we get

xi (k + 1) = −sgn
(
cTb

)
sgn

(
cTx (k)

)
sgn (eib) (ri − ε) . (19)

Noting that −sgn
(
cTb

)
sgn

(
cTx (k)

)
sgn (e ib) can take a value of −1, 0 or 1

we obtain
−ri + ε ≤ xi (k + 1) ≤ ri − ε. (20)

Hence, using Kε, the constraint of the state variable xi is also satisfied. This
ends the proof. ��
We want to satisfy all of the state constraints and select the value of K as large
as possible. Therefore,

K = min{K1, . . . ,Kn}. (21)

Sliding mode control of discrete time dynamical systems with state constraints 7



3.2 Control Signal Constraint

Since in practice large values of the control signal are undesirable, further in this
section we will impose an additional constraint on the parameter K. We assume
that the absolute value of control signal u (k) is limited by ru ∈ IR+, i.e.

−ru ≤ u (k) ≤ ru. (22)

We use (5) to rewrite (22) as follows

−ru ≤ (
cTb

)−1 [−cTAx (k) + cTx (k)−Ksgn
(
cTx (k)

)] ≤ ru. (23)

In order to simplify the notation we introduce symbol

gu = − (
cTb

)−1
cTA+

(
cTb

)−1
cT . (24)

Then (23) is of the following form

−ru ≤ gux (k)− (
cTb

)−1
Ksgn

(
cTx (k)

) ≤ ru. (25)

Transforming (25) in order to determine K we get

gux (k)− ru ≤ (
cTb

)−1
Ksgn

(
cTx (k)

) ≤ gux (k) + ru. (26)

Note that if
(
cTb

)−1
sgn

(
cTx (k)

)
> 0, then (26) is of the form{

K ≥ cTbsgn
(
cTx (k)

)
(gux (k)− ru)

K ≤ cTbsgn
(
cTx (k)

)
(gux (k) + ru)

. (27)

Otherwise, if
(
cTb

)−1
sgn

(
cTx (k)

)
< 0 then{

K ≤ cTbsgn
(
cTx (k)

)
(gux (k)− ru)

K ≥ cTbsgn
(
cTx (k)

)
(gux (k) + ru)

. (28)

Similarly as in the previous section if sgn
(
cTx (k)

)
= 0, then the parameter K

does not affect the dynamics of the system. Let us denote by Ku the largest K
for which the control signal constraint is satisfied. Then

Ku = cTbsgn
(
cTx (k)

)
gux (k) +

∣∣cTb
∣∣ ru. (29)

Theorem 2. Assume that Ku > 0 is defined by (29). Then the control signal
satisfies its constraint for any K ∈ (0;Ku] .

Proof. Let

Kδ = cTbsgn
(
cTx (k)

)
gux (k) +

∣∣cTb
∣∣ (ru − δ) . (30)

Mateusz Pietrala et al.8



In order to ensure Kδ > 0 we select δ ∈ (0; ru) . Let us observe that Kδ < Ku

and use (24) and (30) to rewrite (5) as follows

u (k) = −sgn
(
cTb

)
sgn

(
cTx (k)

)
(ru − δ) . (31)

Noting that sgn
(
cTb

)
sgn

(
cTx (k)

)
can take a value of -1, 0 or 1 we have

−ru + δ ≤ u (k) ≤ ru − δ. (32)

Hence, using parameter Kδ, the constraint of the control signal is also satisfied.
This ends the proof. ��
Let us observe that if δ = 0, then Kδ = Ku. In this case using Ku given by (29)
we obtain the value of control signal equal to −ru, 0 or ru.

3.3 State and Control Signal Constraints

In this subsection the above considerations are both taken into account. We
select K in order to satisfy state and control signal constraints simultaneously.
For this purpose, if Ki is described by (16) and Ku by (29), then

K = min{K1, . . . ,Kn,Ku}. (33)

Selecting K according to (33) in each consecutive step, results in satisfying both
state and control signal constraints.

3.4 Modified Reaching Law

Reaching law (3) does not guarantee that the representative point arrives pre-
cisely on the sliding hyperplane. In this case the band width of the quasi-sliding
mode is equal to 2K. This value varies with time, so we cannot determine its spe-
cific value. To eliminate the above problem we introduce the following reaching
law

s (k + 1) = s (k)−min{K (k) , |s (k)|}sgn (s (k)) , (34)

where K (k) is defined as K in (33) in the k−th step.

4 Sufficient condition

We begin this section with formulating and proving the theorem which specifies
the sufficient condition for K (k) > 0 for any k ∈ IN ∪ {0}.
Theorem 3. Denote by gij the expression in the i−th row and j−th column of
matrix G and by gui the i−th element of vector gu. In order to obtain K (k) > 0
in each consecutive step it is sufficient that inequalities

|gi1| r1 + · · ·+ |gin| rn < ri (35)

|gu1| r1 + · · ·+ |gun| rn < ru (36)

are satisfied for any i ∈ {1, . . . , n}.

Sliding mode control of discrete time dynamical systems with state constraints 9



Proof. From (16) we observe that if |g ix (k)| < ri, then Ki > 0. Hence, our goal
is to satisfy inequalities

|g ix (k)| < ri, (37)

for any i ∈ {1, . . . , n}. Let us estimate the greatest possible value of the left-hand
side of (37)

max |g ix (k)| = |gi1sgn (gi1) r1 + · · ·+ ginsgn (gin) rn|
= |gi1| r1 + · · ·+ |gin| rn. (38)

Using (37) and (38) we obtain that if (35) is true, then Ki > 0. Thus, we want
to satisfy (35) for any i ∈ {1, . . . , n}. Similarly, our goal is to find the sufficient
condition for Ku > 0. We obtain that if (36) is satisfied, then Ku > 0. Hence,
(35) and (36) are sufficient conditions for Ki > 0 and Ku > 0. This ends the
proof. ��
Further in this section, we formulate and prove the theorem showing that one
can find ε > 0 such that K (k) ≥ ε > 0 in each consecutive step. That results
in a convergence of the representative point to the sliding hyperplane in finite
time.

Theorem 4. Assume that (35) and (36) are satisfied. Then K (k) ≥ ε > 0 in
each consecutive step. Parameter

ε = min

{ ∣∣∣cTb (e1b)−1
∣∣∣ δ1, . . . , ∣∣∣cTb (enb)−1

∣∣∣ δn, ∣∣cTb∣∣ δu}, (39)

where
δi = ri − (|gi1| r1 + · · ·+ |gin| rn) (40)

for i ∈ {1, . . . , n} and

δu = ru − (|gu1| r1 + · · ·+ |gun| rn) . (41)

Proof. Note that if g ix (k) = sgn
(
cTb (e ib)

−1
)
sgn

(
cTx (k)

)
(ri − δi) , where

δi ∈ (0; ri), then (16) has the following form

Ki =
∣∣∣cTb (e ib)

−1
∣∣∣ (ri − δi) +

∣∣∣cTb (e ib)
−1

∣∣∣ ri
=

∣∣∣cTb (e ib)
−1

∣∣∣ (2ri − δi) . (42)

Otherwise, if g ix (k) = −sgn
(
cTb (e ib)

−1
)
sgn

(
cTx (k)

)
(ri − δi) , then

Ki = −
∣∣∣cTb (e ib)

−1
∣∣∣ (ri − δi) +

∣∣∣cTb (e ib)
−1

∣∣∣ ri = ∣∣∣cTb (e ib)
−1

∣∣∣ δi. (43)

We conclude that if |g ix (k)| ≤ ri − δi, then Ki ≥
∣∣∣cTb (e ib)

−1
∣∣∣ (2ri − δi) or

Ki ≥
∣∣∣cTb (e ib)

−1
∣∣∣ δi. Hence, the representative point arrives on the sliding
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hyperplane in finite time. Let us notice that if (35) is satisfied for xi variable,
then there exists δi > 0 such that

|gi1| r1 + · · ·+ |gin| rn = ri − δi. (44)

If (35) is satisfied for each i ∈ {1, . . . , n}, then in the whole subset of state-

space determined by constraints the condition Ki ≥
∣∣∣cTb (e ib)

−1
∣∣∣ δi > 0 is also

satisfied. Similarly, if equality

|gu1| r1 + · · ·+ |gun| rn = ru − δu, (45)

where δu ∈ (0; ru), is true, then in the whole subset of the state-space determined
by constraints the condition Ku ≥ ∣∣cTb

∣∣ δu > 0 is also satisfied. Hence, the
parameter ε is of the form (39). This ends the proof. ��

5 Simulation Example

Let us consider the system described by (1), where

A =

[
0 1

−0.99 −2

]
, b =

[
1
1

]
, cT =

[
1 30

]
. (46)

Our goal is to constraint both state variables in this system. After transforma-
tions, matrix G is of the following form

G =

[
0.9903 3.871
0.0003 0.871

]
. (47)

The maximum admissible absolute values of the first and the second state vari-
able are r1 = 100 and r2 = 0.25, respectively. The initial state x (0) = [95 0]

T
.

Rewriting (35) for i = 1 and i = 2 we get{
|g11| r1 + |g12| r2 = 99.9978 < 100 = r1

|g21| r1 + |g22| r2 = 0.2478 < 0.25 = r2
. (48)

Inequalities (48) demonstrate that both state variable constraints are satisfied.
Evolutions of the first and the second state variable are shown in Fig. 1 and
Fig. 2. It can be seen from Fig. 1 that the first state variable is always smaller
than 100. Figure 2 shows that the second state variable is equal to its minimum
admissible value for a certain period of time. From Fig. 3 we conclude that the
finite time convergence to the sliding line is obtained. Analyzing Fig. 4 we notice,
that the representative point moves towards the sliding domain along the line
representing the second state constraint.
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Fig. 1. First state variable Fig. 2. Second state variable

Fig. 3. Sliding variable Fig. 4. State trajectory

6 Conclusions

In this paper, the issue of state and input constraints in discrete-time sliding
mode control has been considered. In order to obtain the fastest convergence
of the representative point to the sliding hyperplane, without violating the re-
strictions, the new reaching law was designed. Sufficient condition for finite time
convergence in the presence of constraints was stated and formally proved. Com-
puter simulations verified theoretical considerations. Our future work will focus
on weakening the sufficient condition introduced in this paper.
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Root-locus Design of PID Controller  
for an Unstable Plant 

Leszek Trybus and Zbigniew wider 

Rzeszów University of Technology, Rzeszów, Poland 
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Abstract. Unstable plant considered in the paper consists of an integrator and 
1st order component with positive pole. PID controller is used, so the feedback 
system becomes of 3rd order. Root-locus design method is applied which for 
such system gives analytic expressions for controller settings. If weak control 
action is required, the design provides better responses than conventional one. 
Unstable ships, particularly oil tankers, require weak control. 

Keywords:  PID controller, root-locus method, design of PID settings, unstable 
plant. 

1 Introduction 

Bounded-input bounded-output (BIBO) unstable plant under consideration here is 
described by the following integrating transfer function 

,
)1( +Tss

K
               with    0,0 << TK ,                  (1) 

so one of the poles 0, T/1−  lies strictly in right-half plane. Unstable ship, where 
rudder angle is the input and course angle the output, may be modeled by (1) [1, 2]. 
Such ship for small rudder angle turns in opposite direction than expected. Only for 
medium and large rudder angles it turns as stable ship, i.e. with positive K and T.  The 
instability is caused by nonlinear characteristic of the rudder, usually described by a 
3rd order polynomial. 

Unstable ships are rare, with oil tankers as typical examples. Autopilots of such 
ships involve two basic control modes, course-keeping and turning. In the first mode 
the ship is kept on constant course despite wind and sea current by applying small 
rudder motions to prevent displacements of liquid shipload. Then the model (1) is 
appropriate. However, this requires the controller to be "weak", i.e. with low value of 
the overall gain. Turning mode handles major changes of the course, so nonlinear 
characteristic of the rudder must be taken into account. 
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Typical course-keeping autopilot involves PID controller. Conventional tuning 
rules for the settings pK , iT , dT  are given in [1], covering both stable and unstable 

ships. Closed-loop natural frequency is basic design parameter. However, iT  in those 

rules is selected by a "rule-of-thumb" what may rise some questions. Therefore here 
we propose a rigorous, root-locus based method [3] of PID controller tuning for un-
stable ship. Responses for weak control action are shown in examples. 

Among relevant literature, analytic expressions for PID settings obtained from 
ITAE criterion are also given in [4]. PD controller taking into account rudder nonlin-
earity is considered in [5]. Optimal tracking control of an ESSO tanker is described in 
[6]. Earlier papers on nonlinear ships applied adaptive control, as e.g. [7]. Recent 
literature focuses on applications of fuzzy, neural, genetic, and ant colony algorithms. 

2 Conventional Design 

Conventional design of PID controller for course-keeping involves two steps. First a 

PD controller )1( sTK dp +  is designed, so as the denominator 22 2 nnss ωξω ++  of the 

closed-loop transfer function would have some natural frequency nω  and damping 

ratio ]1,8.0[∈ξ . This yields 
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Then iT  of PID controller ))/(11( sTsTK dip ++  is selected by "rule-of-thumb" at 

nω/10 , as shown above. 

In case of unstable ship, the rules may be written as 
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Controller properties are determined by the ratio 
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+
=
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T

T

ωξ

ω
  (4) 

Suppose 1=ξ . If 2=nT ω , then 4/ =di TT  what means that PID controller has 

double zero at )2/(1 dT−  (or at iT/2− ). For 2<nT ω  the zeroes are complex, and for 

2>nT ω , real distinct. So selection of nω  affects relative locations of the closed-

loop poles. 
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3 Root-locus Design 

To keep relative locations of poles independent of nω  the ratio di TT /  should be con-

stant. Recall that Ziegler-Nichols tuning rules where 

 4=

d

i

T

T
  (5) 

are well-established in process control. Then the PID transfer function has the double 
zero, so can be written as 

 PID:           
s

s
TK dT

dp

2
2

1 )( +

 (6) 

Introduce normalized Laplace operator sTs =′ . For the plant (1) and controller 

(6), the open-loop transfer function becomes 

sTs
ss

zs
ksGopen =′

−′′

+′
=′ ,

)1(

)(
)(

2

2

   (7a) 

where 

 
d

dp T

T
zTKKk

2
, ==   (7b) 

z  may be called a normalized zero. Note that unlike in the conventional design, here 
we deal with 3rd order system. 

Root-locus plot of )(sGopen ′  with respect to k is shown in Fig.1. 

  Im s'

Re s'

1 z−  2,1s′   3s′

 

Fig. 1.  Root-locus plot of )(sGopen ′  

As k increases, two roots move from the right-half plane to the left and meet at the 
breakpoint 2,1s′ . The third root 3s′  comes out of the origin and tends towards z−  

along real axis. 

Leszek Trybus and Zbigniew wider16



Assume that we want to place the two roots at the breakpoint 2,1s′ . It can be found 

from the condition 0/)( =′ dssdGopen  what yields 

 
2

893 2

2,1
zzz

s
++

−=′   (8a) 

Gain k  corresponding to 2,1s′  is calculated as 

2,1

2

2

)(

)1(

sszs

ss
k

′=′
+′

−′′
−=    (8b) 

From (7b) we get 

 
d

p TK

k
K =  (8c) 

The plot of the function )(zk  given by (8a,b) is shown in Fig.2a for 

]0.1,01.0[∈z . Such range corresponds to nT ω  from 0.16 up to 4.45, so from very 

weak controller up to reasonably strong. Naturally, small rudder changes for unstable 
ship are provided by weak controller. 
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Fig. 2.  Design supporting functions: a) gain )(zk , b) dominant root )(3 zs′  

Assume that settling time is a basic design parameter. It is determined by the 
dominant third root 3s′  in Fig.1, so  

 
3

4
s

T
tsettle

′
≅   (9) 

Note that besides Matlab, 3s′  can be obtained manually by dividing the polynomi-

als 
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2,1

22
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ss

zskss
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  (10a) 

(Bézout rule) what yields 

 )(2)(1)( 2,13 zszkzs ′−−=′  (10b) 

with )(zk  and )(2,1 zs′  from (8a,b). Explicit expression for )(3 zs′ , as fairly long, is not 

given here. The plot of )(3 zs′  is shown in Fig.2b. 

For design purposes we assume that the functions )(zk  and )(3 zs′  are available, 

practically in the form of look-up tables. 

4 Comparison of the Designs 

In [1] (p.261) a test example of conventional design is presented for 1.0−=K  and 
10−=T . For natural frequency 05.0=nω  and damping ratio 8.0=ξ  the rules (2) 

yield 25.0=pK , 72=dT  and 200=iT . Controller zeroes are complex, 

0046.00069.0 j±− . Two of the closed-loop poles are also complex, 

0262.0037.0 j±− , and the third one 3s , the dominant, lies at 0061.0− . So the set-

tling time becomes 656/4 3 == stsettle . Note that it is 65 times larger than the time 

parameter T  of the plant, so it represents a weak controller. Unit-step load-

disturbance output and control responses are shown in Fig.3a,b (disturbance suppres-
sion is the task of course-keeping autopilot). 
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Fig. 3.  Load-disturbance responses for test data:  a) output y,  b) control u 

Now suppose we want to get the same settlet  for root-locus design, so the same 

dominant pole 3s . Since 10=T , the normalized pole 33 sTs =′  is 061.0− . From 

)(3 zs′  characteristic (Fig.2b) for 061.03 =′s  one gets the normalized zero 
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102.0=z . Now from (7b) we obtain 49)2/( == zTTd  and 1964 == di TT . )(zk  

characteristic (Fig.2a) yields 32.2=k  for 102.0=z . So finally 

469.0)/(4 == dp TkK . Load-disturbance output and control responses for such set-

tings are also in Fig.3a,b. Close-loop poles are at 0105.00619.0 j±− , 0061.0−  (small 

imaginary part caused by roundings). 
As a second example we take data of an oil tanker [1] (p.174), whose more accu-

rate description has the form 

,
)1)(1(

)1(

21

3

++

+

sTsTs

sTK
   with 46,3.16,1.124,019.0 321 ==−=−= TTTk    (11) 

Such transfer function, but without the integral, is called 2nd order Nomoto model, 
whereas (1) represents 1st order Nomoto. The model (11) will be used for simulation. 
1st order Nomoto model needed for PID design has the same K  and T  calculated as 

321 TTT −+ . So 7.153−=T  here. 

This time we will proceed the other way, i.e. assuming certain settlet  the root-locus 

tunings will be calculated as above. They will give some dominant pole 33 sTs ′=  of 

the closed-loop system. Then by trial-and-error such natural frequency nω  will be 

found, so as the conventional tunings would provide the same dominant pole 3s . 

Let 7200=settlet  seconds (2 hours) to get a controller with weak control action. 

Following the root locus design we calculate 0854.0/43 ==′ settletTs , 14.0=z  from 

Fig.2a for such 3s′ , 549)2/( == zTTd , 21964 == di TT , 64.2=k  from Fig.2a for 

14.0=z , 469.0)/( == dp TKkK . 

After a few trials one can find that for 00485.0=nω  conventional tunings 

19.0=pK , 2062=iT , 606=dT  provide closed-loop dominant pole at 

00055.033 −=′= sTs . Note that 745.0=nT ω  here, so 7200=settlet  is 47 times lar-

ger than 7.153=T . Load-disturbance responses for the two designs are shown in 

Fig.4a,b. 
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Fig. 4.  Load-disturbance responses for the oil tanker:  a) output y,  b) control u 
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The two  examples indicate that root-locus design may be beneficial under the 
condition of weak control action. The benefit is seen for 0.1≤nT ω . For larger nT ω  

responses resulting from conventional design begin to look better. For instance, if 
2=nT ω  the maximum of load-disturbance output response for conventional design 

is lower by 13% than that for root-locus, and if 4=nT ω , by over 30%. 

5 Conclusions 

Root-locus method has been applied to develop PID controller tuning rules for in-
tegrating transfer function with additional positive pole. Assuming that the controller 
has double zero, as in the Ziegler-Nichols tunings, we have been able to find analytic 
expressions for the rules. If weak control action is required, the root-locus design 
exhibits some advantages over conventional approach. Autopilots of unstable ships, 
particularly oil tankers, provide weak control. 
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Abstract. In the paper two different control systems for nonlinear multi-
input multi-output MIMO plants are compared and discussed. Their
main objective is to reduce the influence of the plant inputs and outputs.
A multi-controller control structure, which contains a set of a dynamic
decoupling controllers is compared with a synthetized online nonlinear
model predictive controller. Pros and cons of both methods are discussed
and presented in series of simulations of control of a selected nonlinear
MIMO plant. Te paper ends with some final remarks on a practical im-
plementation of decoupling methods for a nonlinear MIMO plants.

Keywords: dynamic decoupling, nonlinear plants, MIMO, MPC, TS
fuzzy controllers

1 Introduction

Control of multi-input multi-output MIMO dynamic systems enjoys a continuous
attention. New methods are proposed e.g. for plants identification, autotuning of
PID controllers, its robust optimization or adaptive control of MIMO T-S Fuzzy
system. The same applies to the dynamic decoupling problem. However despite
it has been investigated for many years and has been solved for LTI plants it is
still an object of interest [5, 15, 24, 27] particularly for nonlinear ones where it
may be treaten like an open question.

A full dynamic decoupling of a nonlinear plant needs a global linearization
[20, 21]. [19] gives necessary and sufficient conditions for the srong input-output
decoupling problem with the use of static measurement feedback for a some type
of nonlinear square contorl plants. But such methods has its limits and e.g. the
results obtained may be not robust to the plant perturbations.

As the full decoupling of the nonlinear plant is extremely difficult to obtain
practical realizations in such cases boil down to minimization of the coupling
interactions only instead of full decoupling. Authors of [22, 23] consider prob-
lems of robust decoupling of linear systems with nonlinear uncertain structure
with the use of output and state feedback. Robust decoupling controllers for
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uncertain MIMO systems are also proposed in [18] where a parametric uncer-
tainty model is used to describe the system behavior and the controller design
is expressed as a min-max non-convex optimization problem with taking into
account the desired performance and uncertainties. In [31, 32] for a discrete-time
nonlinear MIMO system, a multiple models fuzzy and neural network decou-
pling controllers were proposed. In these proposals the system is expanded into
a linear and nonlinear term at each equilibrium point. Then at each instant,
the best model is chosen as the system model according to the switching index.
To design the controller accordingly, the nonlinear term and the interactions of
the best model are viewed as measurable disturbances and eliminated by the
use of the feedforward strategy. Switching multivariable controllers are also used
in [12–14] where the nonlinear plant is linearized at each working point and a
switching, fuzzy and neural decoupling controllers are constructed. A survey on
a decoupling control based on multiple models is presented in [25].

At the same time many reaserchers tried to find methods of decoupling which
do not require synthesis of the complicated multivariable controller. One of the
natural way seems to be a predictive control [1, 16, 17, 26, 29, 30, 34, 35]. However
as we see in these works the MIMO predictive controller does not automatically
enhance decoupling. Additionaly these methods may often be either unsolvable
or computationally unrealizable when used on-line. Thus most of them are con-
structed and tested for specific 2 by 2 (TITO) nonlinear plants [1, 26, 30, 34,
35].

[26] proposes a multivariable fuzzy predictive functional control where the
control law is given in an analytical form. In works [1, 30, 34, 35] predictive control
is supported by some additional techniques to obtain dynamic decoupling effects.
They are: deceleration of the reference signals change in order to make the control
slower and error weighting factors in the cost function changing. Of course, the
adoption of the weighting factors has to be synchronized to the reference signal
change. In this paper we are going to show that all of the above methods are
necessary to obtain the dynamic decoupling effect and that nonlinear predictive
control does not decouple plants automatically and its implementation and its
implementation and on-line using may be problematic.

In the paper we compare two different control systems whose main goal is
a dynamic decoupling of a nonlinear multi-input multi-output MIMO plant. A
multi-controller control structure, which contains a set of a dynamic decoupling
controllers is presented and compared with a synthetized online nonlinear model
predictive controller. To do that the paper is organized as follows. In Section II a
dynamic decoupling problem is defined. Then we present shortly two compared
control methods. In Section III a multivariable switching controller and adopted
method of synthesis of the dynamic decoupling controller for a LTI MIMO plants,
in Section IV a model predictive controll idea. Pros and cons of both methods are
discussed and presented in series of simulations of control of a selected nonlinear
MIMO plant in Section 5. Te paper ends with some final remarks on a practical
implementation of decoupling methods for a nonlinear MIMO plants.
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2 Problem statement

Let us assume the plant described by the nonlinear state space and output
equations

ẋ(t) = f(x(t),u(t))
y(t) = g(x(t))

(1)

where x(t) ∈ Rn, u(t) ∈ Rm and y(t) ∈ Rl are the state, input and output
vectors respectively. The goal of dynamic (block or diagonal) decoupling is to
separate the control system into i = 1, 2, ..., k independent control loops with its
outputs and reference signals grouping according to the partitions

y(t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

y1(t)
...

yi(t)
...

yk(t)

⎤
⎥⎥⎥⎥⎥⎥⎦ ,y0(t) =

⎡
⎢⎢⎢⎢⎢⎢⎣

y01(t)
...

y0i(t)
...

y0k(t)

⎤
⎥⎥⎥⎥⎥⎥⎦ , i = 1, 2, ..., k (2)

where yi(t) ∈ Rli , y0i(t) ∈ Rli ,
k∑

i=1

li = l Then each part (loop) i = 1, 2, ..., k

of a system is defined by pairs of signals yoi(s), yi(s) which could be controlled
independently of other parts j �= i.

We also assume that each part of the system should be designed with indi-
vidually supposed dynamic properties.

3 Concept of the decoupling multivariable switching
controllers

3.1 Multivariable switching controller

As we see e.g. in [2, 11–13] the control system for the nonlinear MIMO plant
may consists of an adaptive controller designed on the basis of set of modal
or dynamic decoupling controllers. These linear controllers are synthetizied for
possibly all operating points of the plant - all controllable and observable LTI
MIMO models defined by the state and output equations

ẋ(t) = A[x(t)− x0] +B[u(t)− u0]
y(t)− y0 = C[x(t)− x0]

(3)

obtained by linearization of the model (1) at all working points (xo, uo). Such
a control system can be realized with a single adaptive controller with stepwise
tuned parameter values [2, 11–13] (Fig. 1).

This adaptive controller may be realized by a fuzzy controller [11, 13] where a
group of linear controllers, appropriate to a given operation conditions is chosen
and used to calculate, by employing Takagi-Sugeno (T-S) fuzzy rules, control
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Fig. 1. General scheme of the switching control system.

signals. Such an adaptive controller (stepwise) varies its parameters depending
on the current plant operating point.

An example given in [13] shows that such constructed T-S controller alows
one to obtained a significant reduction of interactions between plants inputs
and outputs. It was also pointed out that the proposed solution allows one to
soften stability conditions during synthesis of linear controllers used in a T-S
fuzzy controller. Local controllers do not have to be stable by themselves, which
considerably softens synthesis constraints. It is also easy to check system stability
and very simple fuzzy rules adopted make the control system easy to implement
in any programmable controller.

3.2 Dynamic decoupling controller

To synthetize a linear decoupling controller used in a multivariable switching
controller described in the previous subsection one can use a decoupling algo-
rithm presented in detail in [8, 10]. This decoupling concept uses the state vector
feedback together with a feedforward compensator and apart of dynamic decou-
pling simultaneously ensures an arbitrary closed-loop dynamics - independent
for each decoupled part, zero steady-state regulations errors and reconstruction
of the plants state vector. The algorithm may be used for plants described by
rectangular proper rational full rank transfer matrix, plants which could be un-
stable, non-minimum phase or both. The control system contains a feedforward
compensator together with a state feedback matrix F and a controller. Structure
of this decoupled closed-loop system for a plant with accessible state vector x(t)
is presented in Fig. 2.

Fig. 2. General scheme of the dynamically decoupled control system.

Pawe  Dworak et al.24

Plant



Results obtained with the use of this algorithm for the linear plant (3) are:
a state feedback matrix F, a dynamic feedforward compensator and a diago-
nal controller. Describing the feedforward compensator by the state and output
equations

ẋw(t) = Awxw(t) +Bwuw(t)
u(t) = Cwxw(t) +Dwuw(t)

(4)

where uw(t) =

[
q(t)
Fx(t)

]
and Bw = [Bwp Bwm ], Dw = [Dwp Dwm ] with

Bwp ∈ Rnw×l, Bwm ∈ Rnw×m, Dwp ∈ Rm×l, Dwm ∈ Rm×m and the controller
in the form

ẋr(t) = Arxr(t) +Bre(t)
q(t) = Crxr(t)

(5)

with e = yo(t)− y(t) we obtain a linear decoupling controller

ẋrw(t) = Arwxrw(t) +Brwuz(t) =

[
Ar 0

BwpCr Aw

]
xrw(t) +

[
Br 0
0 BwmF

]
uz(t)

y(t) = Crwxrw(t) +Drwuz(t) = [Cw DwpCr ]xrw(t) + [0 DwmF ]uz(t)
(6)

where uz(t) = [ eT (t) xT (t) ]
T
and xrw(t) = [xT

r (t) xT
w(t) ]

T
.

Such synthetized linear controllers dynamically decouple the nonlinear plant
model at its operating points. Thus an adaptive controller may vary its param-
eters depending on the current plant operating point.

4 Dynamic decoupling with the model predictive control

Another method which allows to solve the posed problem may be the use of
predictive controller which optimizes the relevant quality control criterion. Such
a criterion is usually formulated in the form of the sum of the square norms
of the difference in predicted output signals and corresponding reference signals
and predicted control signals increments specified in the relevant time horizons:
prediction Np and controlNu. The cost function may be written in the form

J(t) = [yp
o(t)− yp(t)]

T
M[yp

o(t)− yp(t)] + [Δup(t)]
T
Λ[Δup(t)] (7)

or in a norm form

J(t) = ‖yp
o(t)− yp(t)‖2M + ‖Δup(t)‖2Λ (8)

with the weighting matrices
M = diag[μi], i = 1, ..., p
Λ = diag[λj ], j = 1, ...,m
where
yp
o describes a vector of the predicted reference signals,

yp is a vector of the predicted output,
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Δup predicted control signal increments,
μi control error weighting factor for the i-th output,
λj control increments weighting factor for the j-th output.

As typically for the predictive controllers the actual control signals are used
only and the computation is repeated in the next control step. Solving the crite-
rion (7) needs to find a constrained minimum of a function of several variables
which is the main cause of problems with the implementation and use of these
controllers on-line.

5 Example

5.1 The plant model

The comparison of the disscused control methods will be exemplified by a posi-
tioning control system for the MIMO nonlinear dynamic model of the drillship
“Wimpey Sealab“ [33]. Thise 3DOF nonlinear model of ship’s slow-varying mo-
tions has been used in our previous works [3, 9, 11, 12, 14], thus may be used
as a refference model for current considerations. It is described in the form of
nonlinear state space and output equations

ẋ1 = x4 cosx3 − x5 sinx3 + Vc cosΨc,
ẋ2 = x4 sinx3 + x5 cosx3 + Vc sinΨc,
ẋ3 = x6,
ẋ4 = 0.088x2

5 − 0.132x4Vs + 0.958x5x6 + 0.958u1,
ẋ5 = −1.4x5Vs − 0.978x3

5/Vs − 0.543x4x6 + 0.037x6 |x6|+ 0.544u2,
ẋ6 = (0.258x5Vs − 0.764x4x5 − 0.162x6 |x6|+ u3)/a,
y1 = x1, y2 = x2, y3 = x3,

(9)

where state variables x1, ..., x3 represent ship position and course angle over
the drilling point and x4, ..., x6 her longitudinal, transversal and angular ve-
locities, Vs =

√
x2
4(t) + x2

5(t) is the ship’s velocity measured with respect to
water. Coefficient a = k2zz + 0.0431 describes the ship’s inertia moment, k2zz is
the square of the relative inertia radius referenced to the ship’s lenght Lpp. Vc

and Ψc denote the sea current velocity and direction, respectively (in Fig. 3).
All the signals appearing in the equations (9) are dimensionless, i.e. related to
the ship’s dimensions and displacement together with the dimensionless time
t = tr/

√
Lpp/g ≈ 0.32tr.

5.2 Multivariable and predictive controllers in a positioning control
system of a ship

To compare the described above control systems we have caried out a series
of simulations in Matlab/Simulink environment. The contorl goal was to keep
the drilling setpoint (course angle and the both ship’s position coordinates
y2(t) and y3(t)) which in order to show the dynamic decoupling abilities of both
controllers has been changed several times.
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Fig. 3. Ship’s co-ordinate systems.

The multivariable controller presented in Section III has been constructed
exactly as in [13]. It is a Takagi-Sugueno fuzzy controller whose parameter val-
ues are changed on the basis of auxiliary variables measured. These are the
ship’s current transitional velocity Vs(t) measured with respect to water and
the systematically calculated difference between the sea current angle and the
ship’s course angle Ψc − x3(t). It allows us to synthetize the control system with
a group of linear controllers calculated for velocities Vs ∈ [−4.9 ÷ 4.9] knots
with the resolution of 0.2 knot and round angle Ψc − x30 ∈ [0 ÷ 3600] with the
resolution of 50 (about 0.0873 rad), which results in a set of 3650 decoupling
controllers. Results of simulation for this controller are presented in figure (4).
It may bee seen that the controller significantly reduces interactions between
plants inputs and outputs. All this with the acceptable control signal values and
way of changing.

Fig. 4. Ships position and yaw angle and control signals for a T-S fuzzy dynamic
decoupling controller.

Figure (5) presents results of simulation of a model predictive control system
with solving quality criterion (7) at each time instant. For the algorithm pur-
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poses the continous time ship’s model (9) has been discretized with the sampling
time Tp = 0.5s. A Matlab ”fmincon” function with default Sequential Quadratic
Programming (SQP) method and a prediction Np = 20 and control Nu = 5 hori-
zon has been utilised. Values of the weightning matrices M = diag[10; 0.5; 0.01]
and Λ = diag[0.01; 0.01; 1] has been chosen to obtain a system dynamics similar
to the one assumed for the multivariable controller as in Fig. (4).

Fig. 5. Ships position and yaw angle control signals for MPC controller.

Analysis of the results presented in Fig. (5) shows a series of drawbacks of this
control method (pure MPC algorithm). First of all the system is not decoupled.
Secondly it is qute difficult to shape the dynamics for the particulac control loop.
E.g. we are not able to slow down changing the ship course. We also are observe
a bigger control signal values. All this means that the pure MPC controller do
not satisfies our control goals and the control scheme and algorithm have to be
modified.

5.3 Reference signal change

In typical control systems a refference values are changed stepwise. However, in
the case of predictive control we have to shape the reference signals, which alows
us to change the outputs more smoothly, shaape the dynamics in the different
control loops independently. Thus we have simulated the above conrol systems
with a decelerated reference signal change. Results of these experiments are pre-
sented in Fig. (6) and (7). All steps of the reference signal were filtered by a
first-order filter with time constants T1,2,3 = 5s. As we can see the couplings
have beem signifficantly reduced, in both cases. This means that a modification
necessary for MPC controller improves also the quality control for the multi-
variable decoupling controller. The comparison still shows that interactions and
signal values for the MPC controller are bigger than for its multivariable coun-
terpart.

Pawe  Dworak et al.28



Fig. 6. Ships position and yaw angle control signals for a T-S fuzzy dynamic decoupling
controller with filtered refference signals.

Fig. 7. Ships position and yaw angle control signals for MPC controller with filtered
refference signals.
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5.4 Adjusting weighting factors

Analysing the presented above results we see we can not divide the system with
a MPC into several separated SISO control loops. It is possible to separate some
specific outputs which e.g. means that a signifficant reduction of the coupling
effects is here possible after change of the one output only. We can do that
by changing the weighting factors values. The simplest and in our oppinion
the best way of changing these factors is its manual change at the moments of
changing of the reference signals. As we see in Fig.(8) changing weighting factors
μi reduces effects of coupling. It is done with the change of matrix M to e.g.
M1 = diag[10; 50; 1], M2 = diag[1000; 0.5; 1] and M3 = diag[1000; 50; 0.01] after
change of the reference of the first, second and third output, respectively - which
was obtained after multiplication of appropriate weighting factrors of the used
before wieghting matrix M = diag[10; 0.5; 0.01] by 100.

Fig. 8. Ships position and yaw angle control signals for MPC controller with filtered
refference signals and adjusted weighting factors.

Similar technique has been applied in [4] where values of changed weighting
factors decreased expotentially. We must be aware that such method is possible
only if we know in advance the schedule of the reference signal changing.

In [30] and then [34] the wieghting factor was dependent on the control error
as in the formula

μi =
μi,max

1 + |ei(k)|μi,damp
(10)

where the maximal μi,max and damping values of the factors were assumed after
some simulations in a trial and error method. However, such algorithm may not
work properly if the reference signals is changing stepwise - with reduced speed
of the reference signal change as in previous subsection.

6 Summary

A pure predictive controller, without any modification, do not guarantee decou-
pling. It is due to the sense of the criterion which is to minimize the criterion
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itself, not any specific by effects. Thus, the whole decoupling is simply not pos-
sible. Reducing of the input-output interactions is possible after modification of
the reference signals and weithing factors in the quality control criterion. How-
ever, the presented in the paper examples shows that the same techniques may
also improve results obtained by the use of another type of controllers. And there
is still problem of the controller implementation and its use in an on-line mode.
The multivariable controller is synthesized off-line while the MPC is calculated
at each time instant with unspecified calculation time for SQP method. In our
research, for the assumed prediction and control horizon the MPC simulation
took to long to be used on-line.
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1 Introduction

Among the advanced control techniques, the model predictive control (MPC) is
now a well established general technology, see, e.g., [2], [18], [3], resulting in a va-
riety of successful control techniques applied in practice, see, e.g., [4], [8], [15],
[17], [2], [18], [25], [16], [19], [20], [3], [23]. The nonparametric models (step or
impulse response models) and transfer function models lead to well established
MPC structures, as DMC and GPC, respectively. On the other hand, the state-
space modeling results in a variety of possibilities. There are different approaches
to state-space modeling, as minimal and non-minimal models, extended velocity
form models – leading to a different handling of deterministic disturbances. It
should be also realized that points and ways these disturbances influence the
process are also important for a controller design. The mentioned problem has
attracted a rather limited attention in the literature, until the last decade [12],
[14], [18], [13], [5], [10], [11], [21], [7]. However, there is still a certain lack of
a clear understanding how the disturbances should be most effectively treated in
the MPC algorithms with state-space models. We concentrate on this problem
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Abstract. Offset-free model predictive control (MPC) for nonlinear
state-space process models, with modeling errors and under asymptoti-
cally constant external disturbances, is the subject of the paper. A brief
introduction of the MPC formulation used is first given, followed by a
brief remainder of the case with measured state vector. The case with
process outputs measured only and thus the necessity of state estima-
tion is further considered.The main result of the paper is the presen-
tation of a novel technique with process state estimation only, despite
the presence of deterministic disturbances. The core of the technique is
the state disturbance model used for the state prediction. It was intro-
duced originally for linear state-space models and is generalized to the
nonlinear case in the paper. This leads to a simpler design without the
need for decisions of disturbance structure and placement in the model
and to simpler (lower dimensional) control structure with process state
observer only. Results of theoretical analysis of the proposed algorithm
are provided, under applicability conditions which are weaker than in
the conventional approach of extended process-and-disturbance state esti-
timation. The presented theory is illustrated by simulation results of a
nonlinear process.
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in the paper, for the defined class of asymptotically constant deterministic dis-
turbances. More general, continuously varying disturbances, like sinusoids, will
be not considered, see [10] for offset-free MPC reference tracking under varying
disturbances.

The main subject of the paper is to present possible techniques of state es-
timation for offset-free model predictive control (MPC) for nonlinear processes,
under (asymptotically) constant set-point values and (asymptotically) constant
disturbances entering the process at any point, possibly with white noises added.
The considered class of disturbances, important e.g. in process control, includes
modeling errors and external step or piecewise-constant disturbances changing
rarely with respect to the controlled process dynamics. The conventional tech-
nique of extended state estimation leading to the process-and-disturbance state
model is first briefly recalled [5], [11]. Main contribution of the paper is to present
a new technique with estimation of the process state only, which generalizes the
results obtained earlier by the author for linear state-space process models [18],
[21], to the case of nonlinear models. The proposed approach leads to a sim-
pler and more general MPC control structure than the mentioned conventional
approach, with weaker applicability conditions.

The structure of the paper is as follows. In Section 2 the MPC is briefly re-
viewed, to introduce formulations needed for further considerations. In Section 3
process models further used are presented. The case with measured state is also
briefly recalled, referring to the approach originally presented in [22], resulting
in a MPC formulation where the observer/estimator of the considered determin-
istic disturbances is not needed at all. In Section 4 the most general case with
state estimation is treated and the main result of the paper is presented. This
results in simpler nonlinear MPC control structure and simpler design as well,
under significantly weaker applicability conditions. In Section 5, the proposed
MPC approach is illustrated by simulations of the control structure with a non-
linear example process model, taken from the literature. Finally, conclusions are
formulated.

2 Predictive Control Briefly Recalled

The principle of MPC is now well known and different descriptions and algo-
rithms can be found in many papers and books, including those with discrete-
time state-space process models we are interested in. In the books, see [8], [17],
[18], [25], [16], mainly linear process models, of different types, are considered.
Nonlinear process models used in the MPC algorithms are in the form of stan-
dard nonlinear state-space models or nonlinear difference equations of higher
orders, including neural network models, see, e.g., [24], [6].

We shall now briefly recall the MPC formulation which will be needed for
further presentation. The principle of the MPC is to evaluate the current con-
trol signal by minimizing, at each sampling instant k, a performance function
(cost function) over a future prediction horizon of N samples. The following
performance function is one of the most widely used in process control:
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J(k) =
N∑

p=1

‖[ysp(k + p|k)− y(k + p|k)‖2Ψ +

Nu−1∑
p=0

‖�u(k + p|k)‖2Λ , (1)

where ‖x‖2R=xTRx, Ψ ≥ 0 and Λ > 0 are square diagonal scaling matrices
of dimensions corresponding to the dimensions ny and nu of the process con-
trolled output and control input vectors, respectively (a simpler formulation of
(1) is often used in theoretical considerations, with one scaling scalar λ only, i.e.,
Ψ = I and Λ = λI). In the above, Nu ≤ N denotes the length of the control
horizon, ysp(k+ p|k) and y(k+ p|k) are set-point (reference) and output vectors
predicted for a future sample k + p, but calculated at the current sample k,
p = 1, . . . , N . The decision variables are control input increments on the control
horizon, �u(k + p|k) = u(k+ p|k)− u(k+ p− 1|k), p = 0, . . . , Nu − 1. The per-
formance function (1) yields a unique solution if nu = ny, which will be assumed
in the paper (without loss of generality).

We assume that the optimization of J(k) is subject to simple constraints:

−�umax ≤ �u(k + p|k) ≤ �umax, p = 0, . . . ,Nu−1, (2)

umin ≤ u(k + p|k) ≤ umax, p = 0, . . . ,Nu−1, (3)

ymin ≤ y(k + p|k) ≤ ymax, p = 1, . . . , N. (4)

More general form of the constraints, including any linear functions of all vari-
ables used, is possible, but avoided here for simplicity.

Denote the vector of the decision variables by �U(k),

�U(k) = [�u(k|k)T �u(k + 1|k)T · · ·�u(k +Nu − |k)T ]T , (5)

and denote composite vectors of set-points and predicted outputs on the predic-
tion horizon by Y sp(k) and Y pr(k), respectively,

Y sp(k) = [ ysp(k + 1|k)T · · · ysp(k +N |k)T ]T , (6)

Y pr(k) = [ y(k + 1|k)T · · · y(k +N |k)T ]T . (7)

We can then formulate, in a compact form, the MPC optimization problem which
calculates the optimal control trajectory:

min
�U(k)

{J(k) = ‖Y sp(k)− Y pr(k)‖2Ψ + ‖�U(k)‖2Λ}
subject to (2), (3) and (4), (8)

where
Ψ = diag{

N times︷ ︸︸ ︷
Ψ, . . . , Ψ}, Λ = diag{

Nu times︷ ︸︸ ︷
Λ, . . . , Λ}, (9)

and the predicted output trajectory Y pr(k) is calculated using the process model.
When this model is nonlinear, then the optimization problem (8) is also nonlinear
and nonlinear optimization procedures must be applied.

When using linear process models, the superposition principle can be applied.
The predicted trajectory of the outputs Y pr(k) can be then split into a sum of
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a ”forced trajectory” Y +(k) = M�U(k), being a linear mapping of the vector
of decision variables only (consisting of elements y+(k + p|k), p = 1, . . . , N) and
a ”free trajectory” Y 0(k) (consisting of elements y0(k + p|k), p = 1, . . . , N),
depending on current and past data only and obtained with the control input
frozen over the prediction horizon on the last applied value u(k − 1). With a
linear process model, the MPC optimization problem (8) is a strictly convex
quadratic programming (QP) problem, thus with a well defined, unique solution
– provided the set defined by the constraints assures feasibility (is non-empty).
For a detailed description of the MPC algorithms with linear process models,
see, e.g., [18].

Once the MPC optimization problem has been solved, the first element
�u(k|k) = �u(k) of the control trajectory is used only and the input u(k) =
u(k − 1) + �u(k) is applied to the process. After the next measurement (at
the next sampling instant) the whole procedure is repeated (receding horizon
strategy).

3 Process description and modeling

The following nonlinear process description will be used:

x(k + 1) = fp(x(k), u(k), dp(k)), (10a)

y(k) = g(x(k)), (10b)

where x denotes the process state vector, dimx = nx, y the controlled out-
put vector, dim y = ny, u the control (control input) vector, dimu = nu and
dp represents unknown, unmeasured disturbances (including modelling errors),
dim dp = ndp . Measured disturbances will not be explicitly considered in the
paper, for the sake of simplicity.

The following process model is assumed to be known:

x(k + 1) = f(x(k), u(k)), (11a)

y(k) = g(x(k)). (11b)

For state prediction in the MPC algorithm, the model (11) will be augmented
to the form

x(k + 1) = f(x(k), u(k)) + v(k), (12a)

y(k) = g(x(k)), (12b)

where v(k) represents influence of unmeasured disturbances on the state vector,
dim v = nx [18, 22].

The key factor of the presented MPC approach is the way v(k) is modeled for
the use in (12a). The constant state disturbance prediction, originally proposed
in [18] for the MPC with linear state-space process models (see also [21, 22]), is
generalized to the nonlinear case. In is defined as follows

v(k) = x(k)− f(x(k − 1), u(k − 1)), (13)

v(k|k) = v(k + 1|k) = v(k + 2|k) = · · · = v(k +N − 1|k) = v(k), (14)
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where x(k) denotes the process state at time k, which can be measured or esti-
mated.

Having the state measured and using the process model (12) with the dis-
turbance model (13)-(14), the state and thus output predictions are calculated.
Then the nonlinear MPC algorithm solves at each sampling instant k the nonlin-
ear MPC optimization problem (8), by a nonlinear optimization procedure with
the vector of decision variables �U(k) defined by (5). The optimization proce-
dure iterates the decision variables, starting from an initial vector �U (0)(k) and
calculating next (improved) values �U (i)(k), i=1,2,3,. . . etc., until the optimal-
ity criterion is fulfilled. For each new value �U (i)(k) calculation of the output
predictions y(i)(k + p|k) over the control horizon (for p = 1, . . . , N) is needed.

The briefly described nonlinear MPC algorithm with measured process state,
called further the Algorithm NMPC1, has been proposed and analysed in [22].
The essence and novelty of the algorithm is that the controller assures the offset-
free control without the necessity to use an observer/estimator of the determin-
istic disturbances. The key element of this algorithm is the technique of state
disturbance modeling.

Notice that g(x(k)) is assumed to be a known nonlinear function of the state
(in most cases it is linear). In practice it is almost always true. If it would not
be the case, additional measure must be taken to assure an offset-free control,
see [22].

4 Offset-free nonlinear MPC with state estimation

In cases when the process state needs estimation, a conventional technique for
offset-free control in the case with linear model used is the addition of a distur-
bance state model and an extended state (process-and-disturbance state) estima-
tion, see [12], [14], [5], [9], [21]. The analysis is here usually made for deterministic
state observers, as it is simpler and all results can be easily generalized to the
stochastic case with Kalman filtering. An extension of this approach to the non-
linear case can be found, e.g., in [11]. The MPC controller designed according to
this more conventional technique does not use the disturbance model (13)-(14),

instead the modeled disturbance estimate d̂(k) is appropriately used in state and
output predictions. The disadvantage of this technique, both in the linear and,
especially, in the nonlinear case, is that the designer must define the quantity
(dimensionality) nd and placement of the disturbances in the model, under the
restriction nd ≤ ny.

The technique proposed in this section is the main result of the paper. On one
hand, it is a further development of the technique briefly recalled in Section 3
for the case with measured process state, on the other hand it is a generalisation
of the approach presented in [21], to the nonlinear case.

When the process state is not measured, application of a state observer is
necessary. For the process (10) modeled by (11), a simple and straightforward
deterministic approach to the observation of the process state is to use the
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extended Luenberger observer (ELO):

x̂(k) = f(x̂(k − 1), u(k − 1)) + L[y(k − 1)− g(x̂(k − 1))], (15)

where x̂(k) is the state estimate and L is the observer gain matrix. Design and
analysis of the extended Luenberger observer for nonlinear processes is not so
easy as for linear systems, even in the case without a process-model mismatch,
see, e.g., [1]. The main requirement is the local observability of the model in the
region of operation of the feedback control system, and the simplest method to
design the gain matrix L is to do it as for a linear Luenberger observer, for a
linearization of the model (11). The observer (15) is in the predictive form, more
practical is the current observer form:

x̂(k) = f(x̂(k − 1), u(k − 1)) + Lc[y(k)− g(f(x̂(k − 1), u(k − 1))], (16)

The analysis of nonlinear observers is out of scope of this paper, we shall further
assume that the observer can be successfully designed (in the next section, design
details will be given for an example process). Any kind of a more elaborate
observer, providing asymptotically stable estimation error in a working region of
interest, can be also applied. An extended Kalman filter (EKF) may be a choice,
especially when the process state and outputs are under influence of noises.

The main new feature of the proposed nonlinear MPC algorithm is that,
despite modeling errors and external disturbances, the process state only is esti-
mated by the observer (the process state is not augmented). The algorithm will
be denoted Algorithm NMPC2. Like the Algorithm NMPC1, it solves at each
sampling instant k the nonlinear MPC optimization problem (8).

Algorithm NMPC2

1. The process outputs y(k) are measured. The process state estimate x̂(k) is
calculated by the nonlinear observer (15).

2. The state disturbance prediction v(k) is calculated:

v(k) = x̂(k)− f(x̂(k − 1), u(k − 1)). (17)

3. The optimization problem (8) is solved, iteratively by a nonlinear optimiza-
tion procedure, which calculates at its every (i-th) internal iteration the
output predictions in the following way:

3a. Using the model (12), state predictions x(i)(k+ p|k) are recursively cal-
culated over the control horizon (for p = 1, . . . , N):

x(i)(k + p+ 1|k) = f(x(i)(k + p|k), u(i)(k + p|k)) + v(k), (18)

where x(i)(k|k) = x̂(k) is the estimated state,

u(i)(k + p|k) = u(k − 1) +

i−1∑
j=0

�u(i)(k + p|k) for p < Nc, (19)

u(i)(k + p|k) = u(i)(k +Nc − 1|k) for p ≥ Nc. (20)

Piotr Tatjewski38



3b. The output predictions are calculated:

y(i)(k + p|k) = g(x(i)(k + p|k)) + [y(k)− g(x̂(k))], p = 1, . . . , N. (21)

4. After the optimal trajectory �Û(k) is found by the optimization procedure,
its first element �û(k|k) defines the current control input signal u(k) =
u(k − 1) +�û(k|k), which is sent to the process actuators.

5. The algorithm waits for the next sampling, then repeats from 1.

It should be noted that state predictions (18) incorporate the state distur-
bance prediction v(k) and the output predictions are calculated, in step (3b),
by a non-standard formula (21) which includes the newly introduced correction
term y(k)− g(x̂(k)).

The following Theorem 1, which formulates conditions of offset-free property
of the feedback control system with the Algorithm NMPC2, can be proved (the
proof is omitted due to limited space).

Theorem 1. Assume that:

1. Disturbances affecting the process (10a)-(10b) are asymptotically constant,
stabilizing at a certain value dss, the set-point (reference) values are asymp-
totically constant, stabilizing at a value yspss .

2. Set-point values yspss are feasible and steady-state controllable for the distur-
bance values dss, i.e., y

sp
ss satisfies the output constraints (4) and there is a

feasible control signal u (i.e., satisfying the constraints (3)) resulting in the
process output y(u) = yspss in steady-state, under the disturbance values dss.

3. The MPC optimization problem (8) with output predictions as defined by
(18)-(21) in the NMPC2 algorithm, is feasible for every k (i.e., the set de-
fined by the constraints (2)-(4) is not empty) and the feedback control system
consisting of the process (10a)-(10b) and the Algorithm NMPC2 (including
the process state observer (15)) is asymptotically stable.

Then the feedback control system defined in assumption (3) provides an offset-
free control, i.e., the process outputs stabilize at the set-point values yspss , despite
the influence of the disturbances as defined in assumption (1).

The key difference between the algorithm with measured state (Algorithm
NMPC1) and the Algorithm NMPC2 is the introduction of the correction term
yss−g(x̂ss) in the final prediction equation (21). Without this term, the process
outputs would stabilize at the value yss = g(x̂ss), in general not equal to the
value yspss , as in general x̂ss �= xxx. This is due to the influence of deterministic
disturbances and is true also in the linear case. The reason is that at a steady-
state the process equations xss = fp(xss, uss, dss) and yss = g(xss) must be
fulfilled, with results in the values (xss, uss). On the other hand, the steady-
state estimate value x̂ss is a fixed point of the observer equation (for the obtained
values xss and uss)

x̂ss = f(x̂ss, uss) +K(yss − g(x̂ss)) (22)
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which is not equal to xss, in general, xss �= x̂ss. This occurs also in the conven-
tional approach with the extended process-and-disturbance state estimation, due
to differences in numbers and locations of disturbances in the process equations
and estimated disturbances placed by the designer in the model equations (e.g.,
see results of simulations presented in [11]). If fp(xss, uss, dss) �= f(x̂ss, uss), then
we have in steady-state a non-zero correction term in the observer equation, e.g.,
for the observer (15), yss − g(x̂ss) �= 0.

Comparing the main differences between the proposed technique of Algo-
rithm NMPC2 and the more conventional approach with the extended process-
and-disturbance state estimation [11], the advantage of the proposed one is an
easier design, without the necessity of a careful choice and placement of esti-
mated deterministic disturbances in the model (under the restriction nd ≤ ny !).
Another advantage is a simpler controller structure, with the observer of the
process state only (not augmented). On the other hand, the Algorithm NMPC2
applies to output control only, i.e., with the main part of the MPC performance
function being the sum of squared output control errors (see (1)), not squared
differences between current and desired (referenced) states of the process, as
in [11]. This is due to the fact that only the outputs are measured, thus the
correction term can be for the outputs only.

5 Simulation Example

The example given below is taken from [11], to enable certain comparison with
the technique of extended process-and-disturbance state modeling and estima-
tion applied there.

A nonlinear (bilinear) SISO process with the following state-space description
is considered:

xp1(k + 1) = 0.95xp1(k)− 0.25xp1(k)xp2(k) + xp2(k) + d1(k), (23a)

xp2(k + 1) = 0.7xp2(k) + 0.1xp2(k)d2(k) + u(k), (23b)

yp(k) = xp1(k) + d3(k), (23c)

where xp(k) = [xp1(k) xp2(k)]
T is the system state, d1(k), d2(k) are unknown

(unmeasured) disturbances entering the state equations and (k) is an unknown
(unmeasured) pure output disturbance. The presented example process is taken
from [11], but it is with reacher structure of disturbances which can be mutually
independent, whereas in [11] d1(k) = d2(k) = d3(k) = d(k) had to be assumed
(i.e., one disturbing signal), due to the restriction nd ≤ ny.

The following nonlinear model of the process is used for the controller design:

x1(k + 1) = 0.9x1(k)− 0.3x1(k)x2(k) + x2(k), (24a)

x2(k + 1) = 0.8x2(k) + u(k), (24b)

y(k) = x1(k), (24c)
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where x(k) = [x1(k) x2(k)]
T , y(k) are the model state and output, respectively.

The MPC controller was designed implementing the algorithm NMPC2. The
appropriate prediction horizon was found to be N = 8, and the control horizon
was set to Nu = 4. Only one scalar weighting coefficient λ = 0.5 was assumed in
the performance function, i.e., Ψ = I and Λ = λI in (1).

The simulation scenario contained step changes of the set-point and all un-
measured disturbances. The simulation starts at the zero equilibrium point. Then
at k = 1 the set-point changes to −1, at k = 20 jumps from −1 to +1 and at
k = 40 returns to 0. At k = 60 all disturbances jump from 0 to 0.3, 0.4 and 0.5,
respectively; at k = 80 d1(k) returns to 0, at k = 100 d2(k) returns to 0 and at
k = 120 d3(k) jumps from 0.5 to 0.3 – the disturbance behaviour is shown in
the lowest plot in Fig. 1.

The ELO observer in the current form, with constant gains, was found to
be satisfactory for the example system. It was designed for the linear state-
space model being linearization of the nonlinear model (24) at the origin. The
gain matrix of the current observer Lc was designed in a standard way, first
designing the gain matrix L for the predictive observer, for a predefined set of
eigenvalues for the closed loop, and then recalculated for the current observer
using the formula Lc = A−1L (where A is the state matrix of the linearized
model).

A representative result, chosen after several simulations with the Algorithm
NMPC2, is shown in Fig. 1. The presented results show very good performance
of the proposed algorithm for the considered example. Both the modeling inac-
curacies (compare coefficients and structures of (23a)-(23c) and (24a)-(24c)) and
step changes of many different unknown (unmeasured) external disturbances are
well attenuated, providing offset-free control.

For a comparison, the MPC nonlinear controller designed according to con-
ventional technique of extended process-and-disturbance state estimation was
also tested. Since the example system is a SISO one, this design has to be un-
der the restriction dim d(k) = nd = 1. First, d(k) was chosen as an output
disturbance, i.e., for the state prediction the following process model was used:

x1(k + 1) = 0.9x1(k)− 0.3x1(k)x2(k) + x2(k), (25a)

x2(k + 1) = 0.8x2(k) + u(k), (25b)

y(k) = x1(k) + d(k), (25c)

and the extended state vector was [x(k) d(k)]T . This trial choice was a complete
failure for the considered example, the extended state observer was not able to
estimate the extended state in a way sufficient for a proper controller action.
On the other hand, the design occured to be most successful for the considered
example with d(k) assumed to be the process input disturbance, i.e., for the
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following model used for the state prediction:

x1(k + 1) = 0.9x1(k)− 0.3x1(k)x2(k) + x2(k), (26a)

x2(k + 1) = 0.8x2(k) + u(k) + d(k), (26b)

y(k) = x1(k). (26c)

The simulation results obtained in this case were similar to these with the
NMPC2 algorithm (and not better). Since also in this case there is significant
difference between disturbance structure in the process (23) and its model (26),
trajectories of the state estimates significantly differed from the true state tra-
jectories, similarly as it was for the NMPC2 algorithm (see Fig. 1).

For a representative result of the simulations with measured state (Algorithm
NMPC1) the reader is referred to [22].

6 Conclusions

New approach to offset-free model predictive control with nonlinear state-space
process models has been presented in the paper, for deterministic asymptoti-
cally constant unmeasured external and internal disturbances (modeling errors)
and asymptotically constant set-points (reference values). The presented con-
trol structure is derived for the output control, i.e. for MPC formulations with
squared output control errors being the main part of the performance func-
tion. The presented approach was originally proposed by the author for linear
state-space process models. In the paper, the formulation for nonlinear models
is derived. The basic element is an appropriate formulation of state disturbances
in the model used for the state and output prediction (a constant state dis-
turbance model). This leads to a simpler control structure, with the process
state estimation only, as opposed to the conventional approach with the process
state-and-disturbance vector estimation. Moreover, the design is simpler – due
to the prescribed disturbance model the necessity of a choice of a limited num-
ber of disturbances and their placement in the equations of the process model
is avoided. Results of theoretical analysis of the proposed algorithm are reported,
under the applicability conditions that are weaker than in the conventional ap-
proach. However, it should be pointed out that the presented approach is based
on the classical and most practical formulation of the MPC performance func-
tion based on predicted control errors and process input increments, whereas in
the approach discussed in [11], process state and input deviations from appropri-
ate steady-state targets are used. Theoretical results presented in the paper are
illustrated by simulations with a nonlinear process, taken from the literature, to
enable a comparison with the conventional approach. Comparing the presented
theoretical and simulation results with those for the technique with extended
process-and-disturbance state estimation, we can conclude that the proposed al-
gorithm is competitive, broadening the range of possible solutions available for
the design engineer.
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point and measured output, unmeasured disturbances.
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24. Tatjewski, P.,  Lawryńczuk, M.: Soft computing in model-based predictive control.
International Journal of Applied Mathematics and Computer Science 16(1), 7–26
(2006)

25. Wang, L.: Model Predictive Control System Design and Implementation using
MATLAB. Springer Verlag, London (2009)

Piotr Tatjewski44



Damping of the pendulum during dynamic
stabilization in arbitrary angle position

Bialystok University of Technology
Bia�lystok, Poland
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Abstract. The paper presents an approach to dumping of the pendulum
during dynamic stabilization in an arbitrary angle. The rapid oscillations
of the pendulum’s suspension point cause that created effective potential
has a local minimum which guarantees the stability of the pendulum. The
external disturbances bring an additional energy into the system and the
pendulum increases the amplitude of oscillations around its equilibrium
position. The aim of this paper is to describe the damping method of
this excess oscillations during dynamic stabilization of the pendulum.

Keywords: dynamic stabilization, pendulum, damping of the pendu-
lum, LQR control

1 Introduction

Over a hundred years ago Andrew Stephenson discovered that the rapid os-
cillations of the inverted pendulum’s suspension point in the vertical direction
stabilized the pendulum in vertical position [1, 2]. In 1932, Lowenstern [3] de-
termined the equation of motion for pendulum exposed to fast oscillations but
did not explain why such a system is stable. About twenty years later, Peter
Kapitza [4] gave an explanation of this phenomenon using concept of an effec-
tive potential: fast oscillations of the pendulum’s suspension point in vertical
direction will lead to the formation of the effective potential, and the minimum
of this potential is for the pendulum’s vertical position. Method discovered by
Peter Kapitza is also used to describe some of the processes as well as in atomic
and quantum physics [5, 6], as in the control theory [7–12].

The most common cases of dynamic stabilization of the pendulum described
in the literature, concern the stabilization of the inverted pendulum by vertical
oscillations of the pendulum’s suspension point. It turns out that it is possible
to generalize the problem and demonstrate the possibility of stabilization of the
pendulum in an arbitrary position by oscillating the pendulum’s suspension point
at the appropriate angle [13, 14]. In [15] is shown an approach to the dynamic
stabilization of the pendulum when the desired angle of the pendulum’s position
changed in time. This is achieved by controlling the angle of oscillations of the
pendulum’s suspension point, and so it becomes possible to carry out a pendulum
from one stable position to another.
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Due to the fact that the force driving the pendulum’s suspension point dur-
ing dynamic stabilization is a conservative force, the equilibrium position of the
pendulum is Lyapunov stable but not asymptotically stable position, see for
example [16]. The pendulum deflected from its equilibrium position starts to
oscillate around this position because of a lack of energy dissipation. In prac-
tice, it is usually important to achieve asymptotically stable equilibrium state,
therefore some control technique to dampen these oscillations should be used.
The goal of the presented studies is to demonstrate a dumping control method
of the pendulum in the case of its dynamic stabilization.

2 Mathematical model

As the model of the pendulum, the perfectly rigid rod with mass m and length
l has been taken. The one end of the pendulum is the point of suspension. The
system is placed in a gravitational field g. The pendulum is allowed to move
only in the xy plane. The pendulum inclination angle with respect to the y-axis
is denoted as θ, see Fig. 1.

Fig. 1. Physical model of pendulum.

The position of the pendulum’s suspension point describes vector:

rb = (A cos(Ωt) sin(β), A cos(Ωt) cos(β)) (1)

where A is the amplitude of vibrations of the suspension point,Ω - the frequency
of vibrations of the suspension point, β – the direction angle of vibrations of the
suspension point. Oscillating change of the position of the pendulum’s suspension
point realizes the pendulum control. Using the Lagrange formalism, the equation
of motion of the pendulum was obtained [14]:

θ̈ =
3(AΩ2 sin(β − θ) cos(tΩ) + g sin(θ))

2l
(2)
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Figure 2 shows the numerical results for the time evolution of the pendulum’s an-
gle. This is a solution of the equation (2) for values: l = 0.5m, A = 0.05m, Ω =
80 rad/s, g = 9.81 m/s2, β = 0 rad, θ(0) = 0.3 rad, θ̇(0) = 0 rad/s

Fig. 2. Simulation results for the time evolution of the pendulum’s angle.

3 Stability analysis

According to results presented in Fig. 2, the swing of the pendulum is composed
of two vibrations:

θ(t) = φ(t) + ξ(t) (3)

Function φ(t) describes high amplitude and low frequency oscillations, ξ(t) is
small oscillations with high frequency. Thus a function φ(t) describes the ”smooth”
movement of the pendulum, averaged due to the rapid oscillations. According
to the procedure presented in [14], that is obtained by substituting (3) into (2)
and expanding the result in the first-order Taylor series with respect to the ξ(t)
(small oscillations). Then, the equation describing the ”smooth” motion of the
pendulum is obtained as following:

φ̈ =
9A2Ω2 sin(2(β − φ))

16l2
+

3g sin(φ)

2l
(4)

Due to the fact that the force driving the pendulum’s suspension point is a con-
servative force, one can write relationship between force and effective potential
energy as:

F = −∇Uef (5)

where Uef is the effective potential energy. In the case of the considered pendu-
lum, the equation (5) can be written as:

1
3ml2φ̈ = −dUef

dφ ⇒ Uef = − 1
3ml2

∫
φ̈ dφ.

Damping of the pendulum during dynamic stabilization ... 47



Then taking into account the equation (4), the effective potential energy of the
pendulum takes the form:

Uef =
1

2
glm cos(φ)− 3

32
A2mΩ2 cos(2(β − φ)) (6)

The Fig. 3 illustrates the effective potential of the pendulum for different val-
ues of angle β and fixed values of parameters: l = 0.5m, A = 0.05m, Ω =
80 rad/s, g = 9.81 m/s2,m = 0.1kg. As shown in Fig. 3, each graph of Uef has a

Fig. 3. Effective potential of the pendulum for various values of β.

local minimum of the potential and thus it satisfies the condition of the stability.
The condition for a minimum of the effective potential energy takes the form
[14]: ⎧⎪⎨

⎪⎩
β = βext =

1
2 (2φ− arcsin( 2 sin(φ)

λ ))

λ >
√
4sin2(φ) + cos2(φ) for φ ∈ 〈

0, π
2

〉
λ ≥ 2 sin(φ) for φ ∈ (

π
2 , π

) (7)

where λ = 3A2Ω2

4gl . The parameter λ, which determines the stability of the pen-

dulum is a function of variables describing the controlled object (the pendulum’s
length l) and variables controlling the pendulum (A,Ω). The equation (7) shows
that for any angle φ in 〈0, π ), the stability condition of the pendulum can
be written as λ > 2. This condition for λ is fulfilled for the example values:
l = 0.5m, A = 0.05m, Ω = 80 rad/s, g = 9.81 m/s2, for which the parame-
ter λ = 2.44648. The above-mentioned example values and the pendulum mass
m = 0.1 kg will be used in further analysis of the system.

If the parameter λ is constant in the experiment (and of course satisfies the
stability conditions), the only problem to solve is to define the angle φ at which
we want to stabilize the pendulum and then, according to (7), determine the
angle βext which is the direction of vibration of the pendulum’s suspension point.
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For example, if the pendulum has to be stable at position φ = π/4, direction of
vibrations of the pendulum’s suspension point according to (7) should be equal:

β = βext =
1
2

(
2 π/4− arcsin

(
2 sin(π/4)

λ

))
= 0.477 rad.

Figure 4 and 5 show the simulation results of the pendulummotion for λ=2.44648,
θ(0) = π/4+0.3, θ̇(0) = 0 rad/s and β = 0.477 rad. As can be seen, the pen-
dulum inclined to a certain angle starts to oscillate around the fixed point, in
this case equal to π/4. The pendulum oscillates around this point because for
θ(0) = π/4 function (6) has a minimum, and the pendulum moves in a potential
well around the equilibrium state. As can be seen in Fig. 4 and Fig. 2, the

Fig. 4. Numerical simulation result of equation (2) and (4)

Fig. 5. Numerical simulation result of equation (2) - phase portrait

pendulum deflected from its equilibrium position starts to oscillate around this

Damping of the pendulum during dynamic stabilization ... 49



position. The next chapter describe the control method for suppressing these
oscillations.

4 Damping of the pendulum

As a control variable, the angle of oscillations of the pendulum’s suspension point
β has been used. This control consists in changing the angle of oscillations of the
pendulum’s suspension point. Mathematical formula for such a control system
in the case of pendulum describes by equation (2) takes the form :{

θ̈ = 3(AΩ2 sin(β−θ) cos(tΩ)+g sin(θ))
2l

β̇ = u
(8)

where u is a control input. Equation (2) is a nonlinear and worse, depends on time
explicitly. To determine the control law, therefore the equation (4) describing the
”smooth” motion should be used. In this case the control system is as follow:{

φ̈ = 9A2Ω2 sin(2(β−φ))
16l2 + 3g sin(φ)

2l

β̇ = u
(9)

The equation (9) can be linearized around a desired operating point φ = φSET , φ̇ =
0, β = βSET = βext (φSET ):⎛

⎝ φ̇

φ̈

β̇

⎞
⎠ =

⎛
⎝ 0 1 0

−C1 + C2 0 C1

0 0 0

⎞
⎠

⎛
⎝φ

φ̇
β

⎞
⎠+

⎛
⎝0

0
1

⎞
⎠u (10)

where C1 = 9A2Ω2 cos(2(βSET−φSET ))
8l2 , C2 = 3g cos(φSET )

2l

4.1 LQR control

To determine the control of the pendulum, the state feedback control has been
used. This feedback is a linear function of the state vector, therefore the control
law takes the form:

u = −k1 (φ− φSET )− k2φ̇− k3 (β − βSET ) (11)

The regulator gains k1, k2, k3 can be obtained using linear–quadratic regulator
(see for example [17]), for quadratic cost function:

J =
1

2

∞∫
0

(Q11φ
2 +Q22φ̇

2 +Q33β
2 +Ru2)dt (12)

where: Q11 = 1
0.22 , Q22 = 1

22 , Q33 = 1
0.22 , R = 1

22 (according to the Bryson’s
rule [17]). The regulator gains depend on desired operating point, therefore re-
lationships between operating point φSET and regulator gains can be drawn
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Fig. 6. LQR gains

after numerical computation of gain parameters k1, k2, k3. This relationships are
shown in Fig. 6. In order to verify the correctness of designated control law, the
numerical simulation for φSET = π/4 was computed. As in the case shown in
Fig. 4, θ(0) = π/4+0.3 rad, θ̇(0) = 0 rad/s and βSET = 0.477 rad. The LQR
gains takes the values: k1 = 0.279985 1/s, k2 = 1.90619, k3 = 17.9996 1/s. After
two seconds of the numerical simulation of the equations (8) and (9), the con-
trol has been ”switched on”. The results of this simulation are shown in Fig. 7.
As can be seen in Fig. 7, for the equation (8) describing the ”real” pendulum,

Fig. 7. Numerical simulation result of equation (8) and (9) with control law (11)
(k1=0.279985 1/s, k2=1.90619, k3=17.9996 1/s).

control failed: the pendulum did not reach the equilibrium state . However, the
LQR control for the equation (9) describing the ”smooth” pendulum completed
successfully. This is due to the fact that control law was designated for the equa-
tion (9) describing smooth movement of the pendulum. To apply the designated
control in the case of real pendulum described by equation (8) some smoothing
filter has to be used.

Damping of the pendulum during dynamic stabilization ... 51



4.2 Damping of the pendulum using moving average

As a filtering method the moving average method has been used. The movement
of the pendulum, has to be averaged due to the rapid oscillations caused by
oscillations of the pendulum’s suspension point. The period of rapid oscillations
of the pendulum can be calculated as T = 2π/Ω, therefore the averaging the
oscillations must be done for this the period. Average value of θ and θ̇ are as
follows:

θ̄(t) = 1
n

n∑
i=1

θ(t− (i− 1)Tn )

¯̇
θ(t) = 1

n

n∑
i=1

θ̇(t− (i− 1)Tn )
(13)

where n define the number of samples in the period T used in averaging method.
The averaging has been done for Ω = 80 rad/s (therefore period T = 0.0785 s)
and for n = 4. The control law in the case of ”real” pendulum described by
equation (8) takes the form:

u = −k1
(
θ̄ − φSET

)− k2
¯̇
θ − k3 (β − βSET ) (14)

Repeated simulation of the equation (8) with control (14) and the equation (9)
with control (11) for φSET = π/4 rad, θ(0) = π/4+0.3 rad, θ̇(0) = 0 rad/s and
βSET = 0.477 rad rad gave the results shown in Fig. 8. As can be seen in Fig. 8,

Fig. 8. Numerical simulation result of the equation (8) with control (14) and the equa-
tion (9) with control (11) (k1=0.279985 1/s, k2=1.90619, k3=17.9996 1/s).

for the equation (8) with control law (14), the damping of the pendulum using
moving average completed successfully: the pendulum reach the equilibrium state
π/4 rad. The presence of small oscillations of the pendulum after damping should
be explained by a non-zero torque of gravity force acting on the pendulum in
state π/4 rad. In the case when φSET = 0 rad, θ(0) = 0.3 rad, θ̇(0) = 0 rad/s and
βSET = 0 rad (vertical oscillations of the pendulum’s suspension point presented
in Fig. 2) this small oscillations disappear what can be seen in Fig. 9.
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Fig. 9. Numerical simulation result of the equation (8) with control (14) and the equa-
tion (9) with control (11) (k1=0.345846 1/s, k2=1.82928, k3=19.06351 1/s).

5 Conclusions

The results presented in this paper demonstrate the possibility of dumping of
the pendulum using linear–quadratic regulator. The numerical solutions of equa-
tions (8) with control law (11) directly obtained from LQR showed that some
smoothing filter has to be used. Using the moving average filter define in equa-
tion (13) caused that the aim of control has been achieved what can be seen
in Fig. 8 and Fig. 9. The next step of research will be validation of this LQR
control in the presence of random disturbances and friction force and finally ex-
perimental realization of damping of the pendulum during dynamic stabilization
in arbitrary angle position.
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Simple example of dual control problem with almost analytical  
solution 

Piotr Bania1 
 Abstract: Example of dual control of linear uncertain system have been presented. The con-
trol task with short horizon (N=2) were solved using dynamic programming. It was shown that 
the optimal solution is ambiguous, the cost function is non-convex and has many local minima. 
Optimal control depends in a discontinuous manner on the initial conditions. It was also ob-
served that active learning occurs only when the uncertainty of the initial state exceeds a certain 
threshold. In this case, the amount of information transmitted from sensor to the controller is 
much greater than in the case of passive learning. 
 
Keywords: Dual control, adaptive control, stochastic control, optimal filter, uncertain parame-
ter, information, entropy, active learning. 
 
Introduction. Synthesis of the optimal feedback in stochastic systems is one of the 
most important tasks of the adaptive control theory. In particular, the problem of this 
type has been precisely formulated by Feldbaum (1960) and s known as dual con-
trol. 
However, state estimation is often contrary to the control task. Dual regulator is trying 
to reach a compromise between control and estimation. Usually this is done by mini-
mizing the expected value of a certain objective function. Feldbaum (1960, 
1961,1965) showed that the solution can be obtained by dynamic programming. It is 
well known fact that this method leads to the great computational difficulties and only 
few very simple tasks have been solved by dynamic programming.  Despite the great 
efforts of many researchers, the dual control problem still remains unsolved. Howev-
er, a number of properties of optimal solution have been identified, which led to the 
development of many approximate methods.  

The easiest way to obtain a suboptimal solution is to replace all stochastic 
variables by their expected values and finding a solution of deterministic problem. 
This approximation is known as Certainty Equivalent principle (CE, and 
Wittenmark 1995). The Open Loop Feedback method (OLF, Tse 1974, Filatov and 
Unbehauen 2000) is based on the solution of the corresponding stochastic control 
problem excluding future measurements and with the initial distribution obtained 
from the optimal filter. Linearization around the reference trajectory, cost decomposi-
tion and various other types of approximation have been studied in the work of Tse 
and Bar-Shalom (1973), Tse et. al. (1973a), Bar-Shalom and Tse (1976), Bar-Shalom 
(1981). Bi-criterial approach has been developed by Filatov and Unbehauen (2004). 
The first criteria was mean square of tracking error. The second was predicted covari-
ance of unknown parameters. Various approximations of dual control are also ana-
lyzed by Lindoff et. al (1999). Chen and Loparo (1991) studied the problem with 
finite number of uncertain parameters. They showed that total cost can be decom-
posed into CE cost which is independent on the measurements and the dual cost. 
Problem with uncertain parameters was also studied by Casiello and Loparo (1989), 
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Chen (1990), Li et. al. (2003, 2008) and Tenno (2010). Dual Model Predictive Con-
trol is practically important area of research. Typical dual MPC controller uses open 
loop feedback (OLF) with modified cost function. Modification of the cost usually 
enforces active learning, see Kumar et. al. (2015), Potschka et. al. (2016), Heirung et. 
al. (2017). Predictive algorithms typically require the solution of the filtering prob-
lem. The optimal filter for linear systems with uncertain parameters has been pro-
posed by Bania and Baranowski (2016). The existence of the optimal control for con-
tinuous time systems was proved by Fleming and Pardoux (1982). Bensoussan (1983) 
gave the stochastic maximum principle, which in contrast to the deterministic one,
leads to large complications. More information about dual and adaptive control and a 
comprehensive review of the literature can be found in books of Filatov and Un-
behauen (2004) and Astrom and Wittenmark (1995). Many researchers point out that 
dual control is substantially associated with the active exchange of information be-
tween the sensor and controller. The role of entropy is also significant. Hijab (1984) 
showed that the entropy of the state occurs naturally in the problem of dual control. 
The entropic formulation of dual and adaptive control has been given by Saridis 
(1988, 2001) and Tsai et. al (1992). Hordjewicz and  studied 
active learning problem. The criterion of learning was entropy of the state and param-
eters. Necessary condition of optimality in the problem of active learning has been 
given by Banek and Kozlowski (2005, 2006, 2010). Banek (2010) significantly de-
veloped the algorithm given by Rishel (1986, 1990) and proved a necessary condition 
of optimality in the case when the same noise disturbs the system and measurements. 
This article suggests that the optimality and exchange of information are closely 
linked. Application of methods of information theory for optimal filtration and exper-
imental design was studied by Feng and Loparo (1997) and  and Patan (2016). 
Touchette and Lloyd (2000) showed that the amount of information transmitted from 
the sensor to the controller may not be less than the reduction in entropy resulting 
from the application of the given controller. They also showed (2004), that basic con-
cepts of control theory, such as controllability, observability etc. can be defined in the 
context of information theory (see also Fang et. al. 2017). Sagawa and Ueda (2013) 
studied relationship between the amount of information exchanged by two dynamical
systems (eg. object and regulator) and the production of entropy. The so called Infor-
mation Based Control (Alpcan et. al. 2013, Alpcan and Shames 2015, Scardovi 2005) 
is a relatively new method which minimizes auxiliary cost INF

kJk
OLF
kJkJ

where OLF
kJ  represents OLF method and INF

kJ  represents the mutual information 
between the measurements and the state. Available literature contains only a few ex-
amples of dual control tasks for which the optimal solution is known. Examples of 
these are given in the works of  and and Witten-
mark  (1971), Bernhardsson (1989), Bohlin (1969), Cao et. al.  (2016), Chen and 
Loparo (1991), Chen (1990), Feldbaum (1960, 1961, 1965), Sternby (1976). The 
work of Sternby and the examples given by Feldbaum are rather far from typical ap-
plications of control theory. Cao et. al. (2016) provide exact solution for linear sys-
tems, in which only the observation matrix depends on an unknown parameter. The 
solution for linear systems with uncertain or random parameters is not known. There-
fore, the primary motivation, and the result of this work is to expand the list of dual 
control problems with known solutions. Section 1 contains a formulation of the task. 
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Next the solution of the filtering problem and short description of dynamic program-
ming has been given. Example of dual control are given in section 2. Due to the high 
complexity of formulas the number of time steps is equal two. The article ends with 
conclusions and list of literature.         

1. Dual control problem. Let us consider following stochastic system   

kwkuGkukuBkxkuAkx ),(),(),(1 , ,...2,1,0k , (1) 

kvkxCky )( , ,...2,1k .,     (2) 
nRkx , mRky , wnRkw , m

k Rv , ),0(~ INkw , ))(,0(~ VNkv , (3) 

Uku , }maxmin:{ uuurRuU , 1...,,2,1,0 Nk . (4) 

Equations (1) and (2) depends on parameter pR . The matrix functions 

VCGBA ,,,,  are of 1C  class. The prior distribution of parameter  will be denoted 

by 0p . The set of all initial distributions of  is defined as 

}11||0||0)(0);;(10{0 ppRLp . The set of symmetrical and posi-

tive defite matrices of dimension n will be denoted by )(nS . Assume that the initial 

distribution of the variables ),0(x  has the form 

)0,0,0()(0),0(0 SmxNpxq 2, nRm0 , )(0 nS S , 00p . (5) 
The first measurement is performed at time k=1. Measurements made until time 

1k  are denoted by mk
kk RyyyY ),...,,( 21  and additionally 0Y . The 

set of mappings URR nmk
k 00: S , 

),,,( 000 pSmYu kkk , 1,...2,1,0 Nk ,                   (6) 
will be called control strategy. Dual control task is to find the best strategy that mini-
mizes the functional 

N

k kRkkQkxENJ
1

2|1|2||2
1)1,...,0( , 2N , (7) 

where the expectation is calculated with respect to 

1100 ,..,,,, Nwwwx , 11,..., Nvv . The matrices 0, kRkQ  are symmetric. The 

optimal strategy in the k-th step is denoted by k . Optimal control corresponding to 

the concrete realization of a variable kY  will be denoted by 

),,,( 000 pSmYu kkk . Calculation of the expectation in (7) requires knowledge 

                                                
2 ))()(exp(||)2(),,( 12

1
2
1

mxSmxSSmxN Tn
, ),( SmN  de-

notes normal distribution with mean m and covariance S. 
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of the distribution of state, parameters and measurements. Theorem 1 gives way to 
calculate this distribution. 
Theorem 1. Let ),...,( 10 Nuu be fixed sequence and let ),()( iuAiA ,

),()( iuBiB , T
iuGiuGiD ),(),()( . If all previous assumptions are ful-

filled, then joint density of variables kYkx ,,1 , 1,...,2,1,0 Nk  equals  

),,1( kYkxp
k

i
iiiikkk WmCyNSmxNp

1
1110 ))(),()(,())(),(,()(   (8)    

where )(im , )(iS , )(iW  are given by the recurrence 

0)(0 mm , 0)(0 SS ,    (9) 

1)(1)(1)(1)( iuiBimiAim ,     (10)  

)(1)(1)(1)(1)( iDT
iAiSiAiS ,   (11) 

TCiSCViW )()()()()( ,   (12) 

)()()(1)()()()( iSCiWTCiSiSiS , (13) 

))()((1)()()()()( imCiyVTCiSimim  , (14) 

1,...,2,1 ki .      (15)  
Proof of the theorem can be found in (Bania and Baranowski 2016, see also Zabczyk 
1996). Dual control problem can be solved by dynamic programming. For this pur-
pose let us define the following sets 

}0,0,0{0 pSmI , }0,0{1 II , }1,1,1{ ykkk II , ,...3,2k . (16) 
All the information about the initial data, measurements and strategies used until time 
k-1 is included in the set kI . Let the minimum cost (7) at fixed 1,...,1 kyy ,

1,...,0 k , 000 ,, pSm  will be equal )( kkV I  and let 0)( NNV I . The optimal 
(see e.g. Filatov and Unbehauen 

2004, p. 7, Zabczyk 1996) 

1)(2|1|2
12||2

1
,

1
min)1()1(1 kdykkVRkkkQkxxE
k

kYpkkV III ,

Nk ,..,2 ,         (17) 

)1(1
2|0|2

1
1

2
1

|1|2
1

,
0

min)0(0 III VRQxxEV   (18) 

where the expectation of the measurable function ),( kxF  is defined as 

dxdkxFkY
k

xpkkxFxE ),()1|,(|),(, I .    (19) 
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The expression in braces in (17), (18) will be called partial risk and will be denoted by  

)(2|1|2
12||2

1
,)(1 kkVRkkkQkxxEkkR III . (20) 

The optimal strategy at time k-1 minimizes the partial risk i.e. 
)(1

1
minarg)(1 kkR

k
kk II .   (21) 

As we can see, the method of dynamic programming generates enormous computa-
tional difficulties and only very simple problems can be solved by it. Therefore be-
low, we will limit ourselves to one and two-dimensional systems with N=2. W
perform only one measurement 1y  and seek strategies 0  and 1 .

2. Dual control of first order system with random gain. Consider first order deter-
ministic system 
  )(22)())(()(2)( twcgtutcbtcat ,  (22) 

where and 2w  represent a change in gain and noise at the input of the system, 

respectively. If we assume that  is a Wiener process, and 2w  is white noise, the 
equation (22) can be written in the form of two Ito equations  

dwcGdtucBxucAdx ))(( ,
caucA

2

00
,

cbcB
0

, )2,1( cgcgdiagcG . (23) 

The first of equations (23) models the random gain variations, the second corresponds 
to the equation (22). The initial condition is Gaussian i.e. ),(~)0( 00 SmNx . The 
measurements have the form  

kkk vtxy )(2 , ),0(~ VNvk , 0kTtk , 00T , ,...,2,1k . (24) 

Assuming that control u is piecewise constant i.e. kutu )( , ),[ 1 kk ttt , we can 
make the discretization of (23). Discrete-time system corresponding to (23,24) has the 
form 

kkkkkk wuGBuxuAx )()(1 , kkk vCxy , ),(~ 000 SmNx , ]1,0[C , (25) 

23

1 0
)(

aua
a

uA
k

k ,
b

B
0

, 2
432

21)(
kk

k
k udddu

dud
uD , )()()( k

T
kk uDuGuG , (26) 

wherein individual elements of the matrix A, B, D can be calculated from formulas 

0)()( TuA
k

kceuA ,
0

0

)(
T

c
uA dBeB kc ,

0

0

)(2)()(
T

uA
c

uA
k deGeuD

T
kckc . (27) 

Note that (25) is a special case of the system (1), (2) with a fixed parameter 
looking for minimum of the performance index  

2
11

2
2,22

2
00

2
1,212

1
10 ),( rxqrxqEJ   (28) 
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where 1,2x , 2,2x  denote second component of vector kx  at time 2,1k  and 

0kq , 0kr . Matrices )( kuA , )( kuD  can be written as  

kk uAAuA 10)( , 2
210)( kkk uDuDDuD ,  (29) 

where 

20
01

0 a
a

A ,
03

00
1 a

A ,
30
01

0 d
d

D ,
0

0

2

2
1 d

d
D ,

4
2 0

00
d

D .   (30) 

Let A, B be square matrices of dimension n, and let 
n

ji jiBjiABA
1, ,,, .      (31) 

Using thm.1 and (17) and (19), after a rather laborious transformations we obtain the 
formula for risk in the last step 

)0,1(11)0,1(1
2
1)0,1(12

1)1,1,0(1 yyyyR (32) 
where 

12,2111)11(2)11()1,0(1 rQDTASABmAQTBmAy ,  (33a) 

2,10111102
1

102)11()1,0(1 QDTASATASAmAQTBmAy , (33b) 

2,00102
1

102012
1)1,0(1 QDASTAmAQTATmy ,  (33c) 

)0(1
1))0(1()0(1)0(1)0(1 CSTCCSVTCSSS (34) 

))0(11(1)0(1)0(1)1,0(1 CmyVTCSmym                  (35) 

and ]),0([ kqdiagkQ , 2,1k . It can be seen that 1,1,1  are rational func-

tions of the variable 0 , and the second degree polynomial for 1y . The optimal 

strategy minimizes 1R , hence 1  and minimal risk are equal  

)1,0(1

)1,0(1)1,0(1 y

y
y ,

)1,0(12

2)1,0(1)1,0(11 y

y
yR .   (36) 

From the Bellman equation (17) we get 

1)1),1,0(1,0(1))0(1),0(1,1()0(1 dyyyRTCCSVCmyNV . (37) 
Risk at the first step equals  

)0(1000
2
002

1)0(0 VR ,   (38) 

01,2101)01(1)01(0 rQDTASABmAQTBmA ,                     (39a)

1,10011002
1

001)01(0 QDTASATASAmAQTBmA ,             (39b)
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1,00002
1

001002
1

0 QDTASAmAQTATm .   (39c)

The strategy 0  minimizes (38). Minimal cost is equal )()( 0000 RV I . The 
integral (37) is calculated numerically. Parameters of the continuous time system and 

the sampling period were ca2  1, cb 1, 221 cc gg , 1.00T . Parame-

ters of corresponding discrete-time system are equal 1a 1, 2a 0.9048, 3a =

0.09516, 2b 0.09516, 1d 0.2, 2d 0.009675, 3d 0.1813, 

4d 0.6189 310 . The weights were 3
10 10rr , 01q , 12q . Initial 

conditions were equal Tmm ),0( 200 , ),( 20100 ssdiagS , 1.020s . Fig. 1 

shows the graph of the 0R  (see. 38)  for 020m  and several values of 10s . 
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Fig 1. Graph of function 0R  for 020m  and several values of 10s . 

According to (22) and (23) the number 10s  represents the uncertainty of the gain. If 
the uncertainty is small, the optimal control in the first step is zero. The increase in 
uncertainty above a certain threshold causes a zero is no longer optimal control de-
spite the initial condition is concentrated around zero. Non-zero control in the first 
step gives information about the gain of the system and use it in a second step. This is 
the result of control duality. Note that this effect occurs only above a certain threshold 
of uncertainty. In order to explore the optimal controller, Fig. 2 shows the dependence 
of optimal control 0 on initial condition 20m , for different values of uncertainty 

10s . A small uncertainty (Fig. 2a) gives a proportional controller. The increase in 
uncertainty locally reduces the gain and yields discontinuous dependence on the ini-
tial condition 20m . Further growth of uncertainty (Fig. 2b) results in active learning 
and the rapid increasing in the amount of information transmitted from the sensor to 
the controller. Measure of the amount of information is mutual information between 

),( 21 xx  and 1y . It can be shown that this information is equal to 

||ln|)0(1|ln2
1)1);2,1(( VTCCSVyxxI .                 (40) 
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Fig. 3a shows the dependence of mutual information on control 0u . Zero control 
does not contain information about the gain of the system, which also follows directly 
from (22), (23) and (24). Control with larger amplitudes generates more information 
Fig. 3b shows the amount of information transmitted from the sensor to the optimal 
controller Rising uncertainty over a certain threshold enforces active learning. 
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Fig 2. Dependence of optimal control 0 on initial condition 20m . 
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Fig. 3. a) Mutual information according to the initial control 0u . b) The amount of information 

transmitted from the sensor to the optimal controller as a function of initial uncertainty 10s .  

4. Summary. Simple problem of dual control of linear system with random parameter 
and quadratic cost has been solved. The number of time steps was 2. A small number 
of steps allowed to save the solution in a relatively simple form. Finding a solution 
requires a numerical calculation of one dimensional integral, which is not currently a 
serious challenge. It was found that cost function can have many local minima and the 
optimal solution can be ambiguous. The optimal controller is generally discontinuous 
function of the initial data. In both examples, the increased uncertainty resulted in a 
qualitative change in the nature of the control and rapid increase in the amount of 
information transmitted from the sensor to the controller. This additional information 
reduces the uncertainty. When the uncertainty is small, the dual effect is not present.
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Similar phenomena can be observed among living organisms. When the uncertainty is 
small, the optimal decisions are generally known. Then there is no need for substan-
tial modification of behavior. The large uncertainty typically enforces a change of 
strategy and creates a new quality. One can therefore formulated risky but not un-
founded hypothesis, that dual control theory may explain the qualitative changes of 
the behaviour of living organisms caused by increasing uncertainty. These changes 
may in fact result from minimizing the expected value of some cost.
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A Comparison of LQR and MPC Control
Algorithms of an Inverted Pendulum

Andrzej Jezierski, Jakub Mozaryn, Damian Suski

Institute of Automatic Control and Robotics, Warsaw University of Technology, ul.
Sw. A. Boboli 8, Warsaw, Poland

Abstract. The subject of this paper is a comparison of two control
strategies of an inverted pendulum on a cart. The first one is a linear-
quadratic regulator (LQR), while the second is a state space model pre-
dictive controller (SSMPC). The study was performed on the simulation
model of an inverted pendulum, determined on the basis of the actual
physical parameters collected from the laboratory stand AMIRA LIP100.
It has been shown that the LQR algorithm works better for fixed-value
control and disturbance rejection, while the SSMPC controller is more
suitable for the trajectory tracking task. Furthermore, the system with
SSMPC controller has smoother changes in the control signal, that can be
beneficial for an actuator, while LQR controller may generate adverse,
rapid changes in the control signal.

1 Introduction

The inverted pendulum on a cart (pole-cart system) is a popular benchmark
used for illustrating non-linear control techniques. Such system is inherently
unstable, when it has its center of mass above its pivot point. The control objective
is to bring and keep the pendulum in the upper unstable equilibrium position
by moving the cart (pivot point) horizontally.

An inverted pendulum on a cart belongs to a broad class of devices and
systems found in robotics and control theory called underactuated systems.
There are many unmanned underactuated systems, recently reaching popularity

underactuated task [1]. In general, the underactuated system is a system that has
fewer control inputs than degrees of freedom. Deficiency of input signals causes
the problem because external generalized forces are not able to command instan-
taneous accelerations in all directions in the configuration space. The control of
such systems is an open and interesting problem.

There are many approaches to tackle the problem of inverted pendulum con-
trol. They range from PID control [11] through state space optimal linear control
algorithms [5], model predictive control [12] to nonlinear approaches such as slid-
ing mode [10], neural-network [8], fuzzy logic [7] and energy-based [9] controllers.

Recent developments in Programmable Logic Controllers (PLC) and Pro-
grammable Automation Controllers (PAC) allow engineers to adopt in industrial
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applications control strategies based on a state-space description of a control sys-
tem. One can observe popularity of two such algorithms in industrial practice -
the Linear-Quadratic Regulator (LQR) [14] and the Model Predictive Controller
(MPC) [13],[17], [20]. Both belong to the class of pseudo-optimal algorithms.

The aim of this paper is to compare two control algorithms - namely LQR and
SSMPC (State Space Model Predictive Control) for positioning of the inverted
pendulum in the underactuated pole-cart system.

The scope of the article is as follows. Chapter 2 describes the mathematical
model of an inverted pendulum and its linearization in the upward position of the
pendulum. In Chapter 3 implemented LQR and SSMPC control algorithms are
presented. Chapter 4 gathers the results of simulation studies of the designed con-
trol systems including trajectory tracking and response to disturbances. Finally
in Chapter 5 research summary and suggestions for further work are presented.

2 Mathematical model of a cart-pole system

An inverted pendulum, considered in the article, is a pendulum (pole) that has
its center of mass above its pivot point, which is mounted on a horizontally
movable platform (cart). The pendulum is free to swing about its pivot point
and it has no direct control actuation. Therefore pole in an upright position is
inherently unstable and must be actively balanced. In considered case, it can be
done, by moving the pivot point (cart) horizontally, using a force applied to it,
as a part of a feedback system.

Schematic diagram of the considered cart-pole system and the picture of the
laboratory stand AMIRA LIP100 are given in Fig. 1.

Fig. 1. An inverted pendulum: (A) a schematic diagram of an inverted pendulum on
a cart (B), the laboratory stand: AMIRA LIP100
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The non-linear model of the pole-cart system can be described with the
following equations [4]

where: xW - a distance of the cart’s center of mass from its initial position
(output), θ - an angular position of the pendulum rod (output), M - a torque
generated by the actuator (control input), r - an actuator ratio, b - a viscous
friction coefficient, l - a distance from the pivot point to the center of gravity of
the pendulum, I - an inertia of the pendulum about its center of gravity, mP

- a mass of the pendulum, mW - a mass of the cart, g - an acceleration due to
gravity.

For the system given in Fig. 1: θ = 0 means that the pendulum is in the
upright position and xW = 0 means that the cart is in the middle of the guiding
bar.

Values of physical coefficients of the pole-cart system base on the measure-
ments performed at the laboratory stand AMIRA LIP100 and are gathered in
Tab.1.

Table 1. Values of physical coefficients of the pole-cart system: AMIRA LIP100

Parameter → l mW mP b I r g

m kg kg
N · s
m

kg ·m2 m
m

s2
0.437 4 0.241 6.5 0.0053 0.1 9.81

In order to design LQR and SSMPC controllers, model (1) was linearized at
the operating point, chosen as the upright position of the pendulum (θ = 0,
θ̇ = 0, xW = 0, ẋW = 0), and rewritten in the form of a state-space model{

ẋ(t) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t)

(2)

where

x(t) =

⎡
⎢⎢⎣
xW

ẋW

θ

θ̇

⎤
⎥⎥⎦ , y(t) =

[
xW

θ

]
, nx = 4, ny = 2 (3)
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ẍW =

M

r
− Fx − bẋW
mW

θ̈ =
−Fxl cos θ + Fyl sin θ

I
Fx = mP ẍW −mP lθ̇

2 sin(θ) +mP lθ̈ cos(θ)
Fy = mP g −mP lθ̇

2 cos(θ)−mP lθ̈ sin(θ)

(1)



are the state vector and the output vector respectively and state matrices can
be written as

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 1 0 0

0
−b(I +mP l

2)

I(mW +mP ) +mWmP l2
gm2

P l
2

I(mW +mP ) +mWmP l2
0

0 0 0 1

0
−mP Ib

I(mW +mP ) +mWmP l2
mP gl(mW +mp)

I(mW +mP ) +mWmP l2
0

⎤
⎥⎥⎥⎥⎥⎥⎦ ,

B =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
I +mP l

2

rI(mW +mP ) + rmWmP l2

0
mP l

rI(mW +mP ) + rmWmP l2

⎤
⎥⎥⎥⎥⎥⎥⎦ , C =

[
1 0 0 0
0 0 1 0

]
, D = [0]

After substitution of the values from the Tab. 1 in (2) and discretization, the
obtained discrete-time state-space model has the following form{

x(k) = Adx(k) +Bdu(k)
y(k) = Cdx(k) +Ddu(k)

(4)

where

Ad =

⎡
⎢⎢⎣
1.0000 0.0099 2 · 10−5 9 · 10−8

0 0.9840 0.0052 2 · 10−5

0 −0.0002 1.0011 0.0100
0 −0.0329 0.2120 1.0011

⎤
⎥⎥⎦ , Bd =

⎡
⎢⎢⎣

0
0.0246
0.0003
0.0506

⎤
⎥⎥⎦ , Cd =

[
1 0 0 0
0 0 1 0

]
, Dd = [0]

where: k - a discrete time, Tp - a sampling time (in simulations Tp = 0.01s),
t = kTp.
Internal states of the system i.e. pendulum and cart velocities were calculated
using two-point numerical differentiation as follows

ẋW (k − 1) =
xW (k)− xW (k − 1)

Tp
, θ̇(k − 1) =

θ(k)− θ(k − 1)

Tp
(5)

3 Description of control algorithms

3.1 Linear-Quadratic Regulator - LQR

LQR optimal control problem is defined as the problem of finding an optimal
control such that the following cost function is minimized [19]

JLQR =
∞∑
k=0

(‖x(k)‖2Q + ‖u(k)‖2R
)
, Q ∈ Rnx×nx , R ∈ Rnu×nu (6)
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where: Q - symmetric nonnegative definite matrix, R - symmetric positive defi-
nite matrix.

Usually, matrices Q and R are chosen to be diagonal matrices that determine
the significance of internal states and control signals on the cost function.

The optimal state-feedback LQR controller is a simple matrix gain of the
form

u(k) = −KLQRx(k − 1) ∈ Rnu ,KLQR ∈ Rnu × nx (7)

Assuming that matrices A, B, Q, R are all time-invariant, the control matrix
gain KLQR in (7) which minimizes the cost function (6), can be calculated as
follows [2]

(8)

where P is a solution of an algebraic Ricatti equation [15]

(9)

3.2 State Space Model Predictive Controller - SSMPC

In general a Model Predictive Control (MPC) is a family of different algorithms
i.e. Model Algorithmic Control (MAC), Dynamic Matrix Control (DMC), Gen-
eralized Predictive Control (GPC), State Space MPC (SSMPC) [16],[18].

In MPC approach, actual values of output and input signals and their pre-
dicted values are taken into consideration to determine the control signal that
over the prediction horizon N minimizes the cost function of the form

JSSMPC(k) =
N∑

p=1

‖e(k+p|k)‖2Ψp
+

Nu−1∑
p=0

‖Δu(k+p|k)‖2Λp
, Ψp ∈ Rny×ny , Λp ∈ Rnu×nu

(10)
where: k + p|k - predicted values for the moment k + p at the step k, Nu - a
control horizon, Ψp - a symmetric nonnegative definite matrix, Λp - a symmetric
positive definite matrix and e(k + p|k) is an output error defined as

e(k + p|k) = y(k + p|k)− ySP (k + p|k) (11)

where ySP is a reference trajectory.
The SSMPC controller determines the behavior of a plant model over a given

prediction horizon N . Solution of the cost function can be written in the form

ΔU(k) = KSSMPC (YSP (k)− Y0(k)) ,KSSMPC ∈ RNu·nu×N ·ny (12)

where: ΔU(k) = [Δu(k|k), . . . , Δu(k+Nu− 1|k)]T - a control increments vector
calculated for the entire control horizon, Y0(k) = [y0(k+1|k), . . . , y0(k+N |k)]T
- an expected output free trajectory, dependent only on past controls, YSP (k) =
[ySP (k+1|k), . . . , ySP (k+N |k)]T - an output reference trajectory over the pre-
diction horizon N .
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KLQR = (R+BTP (k)B)−1BTP (k)A

P (k − 1) = Q+AT [P (k)− P (k)B(R+BTP (k)B)−1BTP (k)]A



The gain matrix KSSMPC minimizing the cost function (10) over the predic-
tion horizon N can be determined as follows [21]

KSSMPC =
(
C̃P )TΨ + Λ

)−1

(C̃P )T (13)

where

C̃ =

⎡
⎢⎢⎢⎣
Cd 0 · · · 0
0 Cd · · · 0
...

...
...

...
0 0 · · · Cd

⎤
⎥⎥⎥⎦ ∈ RN ·ny×N ·nx (14)

P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Bd · · · 0
...

...
...

(ANu−1
d + · · ·+Ad + I)Bd

... Bd

(ANu

d + · · ·+Ad + I)Bd

... (Ad + I)Bd

...
...

...

(AN−1
d + · · ·+Ad + I)Bd

... (AN−Nu

d + ...+Ad + I)Bd

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∈ RN ·nx×Nu·nu

(15)
If the SSMPC controller determines control in each successive moment k, k +
1, k+2, . . . , to control the plant there are used only nu first rows of the calculated
matrix KSSMPC specifying increment of the control signal in the current step k

Δu(k) = Δu(k|k) = KSSMPC1
[YSP (k)− Y0(k)],KSSMPC1

∈ Rnu×N ·ny (16)

3.3 Properties of LQR and SSMPC algorithms

Comparing the cost functions of the LQR controller (6) and SSMPC controller
(10) there are significant differences.

First, controllers use different variables when determining the control matrix.
In the case of the LQR controller, the weight matrices correspond to the control
u(k) and internal states x(k). Thereupon, in the case of the underactuated sys-
tem, it does not have a direct impact on the weight of the outputs of the process
if the model is not implemented with some of the internal states corresponding
directly to its outputs. SSMPC controller determine the optimum control signal
using output error e(k) and increments of control signal Δu(k). In contrary to
LQR algorithm the choice of SSMPC cost function allows to adjust weights di-
rectly for each output. Unfortunately, because the second minimized parameter
use control increments, it is not possible to put weight directly on the control
signal.

The second significant difference is a form of the feedback that is used. The
solution of the LQR is the control matrix, which on the basis of the current
state determines the subsequent control. The criterion function SSMPC sets
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the control over the prediction horizon N which means, that in the case of the
inaccurate model, the control signal should be calculated at every step k.

It should also be noted that if the reference trajectory is known over the
prediction horizon, the SSMPC controller allows to enter information about its
course into the algorithm and thus to adjust the control signal to the upcoming
changes.

An important issue for the design LQR and SSMPC controllers is the choice of
the coefficients in weight matrices. They are diagonal matrices which determine
the significance of internal states, output signals, control signals or control signal
increments for the cost function.

In case of the LQR controller, the initial weights can be selected on the basis
of the Bryson’s rule [3]

Qii =
1

x2
iacc

, i = 1, ..., nx, Rjj =
1

u2
jacc

, j = 1, ..., nu (17)

where: xiacc, ujacc - maximum acceptable values of the i-th internal state and
j-th control signal.

Elements outside diagonals are set to 0. Determination of the maximum
acceptable values in (17) depends on the requirements and limitations put on
the proposed control system. In a situation when there are no limitations imposed
on some signals or internal states, the corresponding weights based on Bryson’s
rule should be equal to 0. If values of the diagonal weight matrix are chosen
using Bryson’s rule, the impact of each signal on the cost function is averaged.

It should be emphasized that the Bryson’s rule has been proposed for LQR
control algorithm but a similar analysis can be performed for SSMPC. Therefore,
we propose to set the weighting matrices as follows

Ψii =
1

e2iacc
, i = 1, ..., ny, Λjj =

1

Δu2
jacc

, j = 1, ..., nu (18)

where: yjacc and Δujacc - maximum acceptable values of the i-th output error
signal and j-th control signal increment. Elements outside the diagonals should
be set to 0.

Bryson’s rule usually is a starting point for a variety of iterative methods
(trial-and-error) which attempt to achieve desired properties of the control sys-
tem.

4 Simulations

4.1 Controllers setup

For comparison, both controllers were designed to control the inverted pendulum
described by the set of equations (1). Weight matrices of LQR and SSMPC
controllers were selected according to Bryson’s rule.
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Settings of LQR controller were chosen as follows

Q =

⎡
⎢⎢⎣
16 0 0 0
0 0 0 0
0 0 1000 0
0 0 0 0

⎤
⎥⎥⎦ , R = [0.44], KLQR =

[−5.8924 −8.9697 61.4290 8.8536
]
,

Settings of SSMPC controller were chosen as follows

N = 4 s, Nu = 2 s, Ψ(k) =

[
500 0
0 100

]
, Λ(k) = [4]

During tests, both controllers were complemented with a two-point limit on
the maximum input signal, representing the constraints of the actuator and a
saturation of a control signal to limit its value to± 1.5 Nm. Additionally SSMPC
controller had a limit on the control signal increment in the range of ± 0.5Nm.

4.2 Quality criteria of the control system

The quality of the each control system was analyzed in the time domain using
following criteria:

ex stat i eθ stat - Steady state error of the cart linear position and the pendu-
lum angular position.

ex max i eθ max - Maximum error of the cart linear position and the pendulum
angular position.

tr - Transient response time which is the time between the beginning of input
change (t0) and the moment when the error signal of chosen output reaches a
fixed value inside a boundary δ = 5%emax. Transient response time was chosen
as the higher value for both outputs of the system.

umax = max(u(k)) - The maximum value of the control signal u(k) gener-
ated by the controller after the moment of change (t0) of the reference trajectory
or introduction of disturbances.

IAC =
∫ tr
t0

|u(t)|dt - Absolute integral control quality index.

4.3 Comparison of SSMPC and LQR control systems

Trajectory tracking. In order to compare the quality of SSMPC and LQR
controllers, there were checked their step responses of cart position setpoint
change of 0.4 m.

As shown in Tab. 2 transient response time for LQR controller was equal to
5.14 s while for SSMPC controller 3.73 s. LQR controller worked slightly better
in terms of pendulum angle adjustment, the maximum absolute deflection of the
pendulum for LQR controller was 2.31 ◦ while for SSMPC controller it was equal
to 3.71 ◦.
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Table 2. Quality indices - step response

Parameter → tr ex stat ex max eθ stat eθ max umax IAC

[s] [m] [m] [deg] [deg] [Nm] [Nm·s]
SSMPC 3.730 0.000 0.418 0 3.71 0.579 0.486
LQR 5.140 0.000 0.418 0 2.31 1.500 0.435

Fig. 2. Step response of LQR and SSMPC control systems - a) position of the cart, b)
pendulum angular position, c) control signal

In Fig. 2 attention should be paid to the shape of the control signal. In
the case of LQR controller, this signal is changing very rapidly, especially when
the setpoint change occurs, while the control signal of SSMPCS controller is
smoother. This may be important during the further selection of actuators be-
cause these devices are adversely affected by sudden changes of the control signal.

Disturbance rejection. Then there was compared the response of both con-
trollers to the appearance of interference in the control signal. Given disturbance
took the form of the pulse with a value of 0.5 Nm, lasting 1 s. The obtained re-
sults are shown in Fig. 3 and gathered in Tab. 3. In this case, transient response
time for LQR controller was equal to 3.3 s while for SSMPC controller tr was
equal to 2.74 s.

Table 3. Quality indices - response to disturbances

Parameter → tr ex stat ex max eθ stat eθ max umax IAC

[s] [m] [m] [deg] [deg] [Nm] [Nm·s]
SSMPC 2.740 0 0.045 0.000 1.610 0.746 0.729
LQR 3.300 0 0.043 0.000 0.530 0.655 0.609

Analyzing the quality indices given in the Tab. 3, it was found that the values
of both ex max and eθ max are higher for SSMPC controller comparing with LQR
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Fig. 3. The response to disturbance in the control signal of LQR and SSMPC control
systems - a) position of the cart, b) pendulum angular position, c) control signal

controller. This may be due to the fact that to determine the value of the control
signal, SSPMC analyzes the whole prediction horizon. As a result, elimination of
the influence of the interference is averaged for the entire time horizon. Therefore
the prediction horizon should not be too long, because it slows down the reaction
of a controller to disturbances in the system. This problem does not occur in the
LQR control system, because it determines the control only on the basis of an
actual situation, without prediction.

5 Conclusions

From the comparison of the obtained results for different control cases, it is
clearly visible that LQR algorithm is performing better in the control task with
the disturbance rejection, while SSMPC controller gives better results in the case
of the trajectory tracking task. Moreover, SSMPC controller is characterized
by smooth changes in the control signal while LQR controller generates rapid
changes of the control signal, which is the important drawback because it affects
significantly actuator wear.

The size of the control matrix of the LQR controller depends only on the
number of internal states of the object. SSMPC controller sets the control ma-
trix for the whole prediction horizon. Therefore size of SSMPC control matrix
depends not only on the number of internal states but increases proportion-
ally with increasing the prediction horizon and shortening the sampling period.
This involves the increasing number of calculations that must be performed at
any time the control signal is calculated. This limits the possible applications
of SSMPC algorithm and is dependent on the capabilities of the used industrial
controller.

The proposed future work includes the experimental research at the labora-
tory stand AMIRA LIP100 with an application of modern industrial controllers,
the investigation of robustness of described LQR and SSMPC control systems of
an inverted pendulum, the investigation of Bryson’s rule and iterative choice of
weighting matrices in cost functions using multi-objective optimization methods.
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Design of modified PID controllers for 3D crane control 
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Abstract. From the control viewpoint, 3D crane is a dynamic, nonlinear and 
multidimensional electromechanical system. In this paper, five control systems 
using a set-point weighted PID controllers (modified controllers) are designed. 
These structures and properties are presented. Optimization process of control-
lers settings based on integral performance indices is made. Simulation tests of 
control systems are presented. Comparison of integral indices for control sys-
tems using classical PID controllers and modified PID controllers on physical 
model is presented. 

Keywords: modified PID controller, control system, optimization, 3D crane 

1 Introduction 

3D crane is used for large and heavy objects transport, e.g., in production halls and 
sea ports. Its target is moving load from point to point in workspace simultaneously 
minimalizing deviations of payload.  

In this paper, five control systems for 3D crane on physical model, made by 
INTECO [1], are designed. Three of them are being designed to control the carriage 
moving in three axes (X, Y and Z). Another two controllers are being designed to 
control deviations of the payload (X and Y axes). Modified PID controllers are em-
ployed. 

The issue is still current and is considered in different research works. 3D crane 
can be controlled from Matlab/Simulink [1] or LabVIEW [2]. It gives great opportu-
nities in the implementation of various control algorithms. In [3] 3D crane control 
issue has been taken. Authors suggested to control 3D crane using fuzzy controller. 
Control system using LQR is designed in [4] and PID controller is applied in [5]. 
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2 Description of 3D crane 

2.1 Physical model 

3D crane is a nonlinear, multidimensional, dynamic electromechanical system. The 
object can be divided into a hardware and software. The hardware includes a frame,
which size is 1 x 1 x 1 m, rail with a trolley on which the payload is mounted, DC 
(Direct Current) motors and incremental encoders (Fig. 1) [6].

  
Fig. 1. 3D crane construction [6] 

The payload can be lifted and lowered by line lift. Rotary motion is converted into 
plane motion using belt transmission. There are five incremental encoders measuring 
five variables: the payload position in horizontal axis (X) and vertical axis (Y), the 
lift-line length (Z axis) and two deviation angles of the payload (  and  angles). High 
resolution of encoders (4096 pulses per revolution) allows measuring displacement 
and deviation of the payload with high precision. The payload can be moved by three 
DC motors in three axes (X, Y, Z). There are also Power Interface Unit and data ac-
quisition board (RT-DAC/PCI) which are connected to the PC. This interface ampli-
fies control signals sent from the PC to DC motors. It also converts signals from in-
cremental encoders into a digital 16-bit form which can be read by the PC. 3D crane 
can be controlled by using an external toolbox in Matlab/Simulink which is supplied 
by INTECO [6]. 

2.2 Input and output signals 

The 3D crane input signals are sequence of PWM (Pulse Width Modulation) to con-
trol of DC motors. However, output signals are: position of the payload in three axes 
(X, Y, Z) and deviation angles ( , ). Furthermore, there is information from limit 
switches. These signals are sending to the PC by external data acquisition 
board (Fig. 2). 
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Fig. 2. Data exchange diagram 

3 Design of modified PID controllers 

3.1 Set-point weighted PID controller 

The classical PID controller bases on control error signal e(t) for each correction term. 
Modified structures of this controller can also base on controlled signal y(t). This is 
achieved through adding a second degree of freedom. It is necessary to specify the 
value of two additional parameters:  and , where  is set-point weighting parameter 
for proportional controller and  is set-point weighting parameter for derivative con-
troller [7]. The general structure of set-point weighted PID controller is illustrated in 
Fig. 3. 

Fig. 3. Structure of set-point weighted PID controller [7] 

where kp, ki and kd are non-negative proportional gain, integral gain and derivative 
gain, respectively; yref(t) is reference signal; u(t) is control signal; y(t) is controlled 
signal; e(t) is control error signal. 

The control signal is of the form: 

                      (1) 

In table 1  and  parameters for modified PID controllers are presented [7]. 

Table 1. Parameters  and  for set-point weighted PID controllers [7] 

Set-point weighting parameters Controller 
structure

0 0 PID
0 1 PI-D
1 0 ID-P
1 1 I-PD

0< <1 1 PI-PD
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3.2 PI-D controller 

When =0 and =1, PI-D controller is obtained. It makes that proportional and inte-
gral parts respond for control error signal e(t), while derivative part bases on con-
trolled signal y(t). This configuration avoids a large overshoot, which is the result of a 
step change in control error, involving a sudden change in set-point. At the same time 
it achieves a high quality control for a step change in disturbances because derivative 
term is not working on the control error signal [8]. 

3.3 I-PD controller 

When = =1, then I-PD controller is obtained. In this structure, only integral part of 
controller works based on control error signal e(t), while proportional and derivative 
parts respond for controlled signal y(t). It makes that this controller provides lower 
overshoot by avoiding a sudden of step change caused by proportional and derivative 
parts, compared to PI-D controller. This configuration makes that setting time for step 
change in reference signal is extended relative to PI-D controller [8]. 

3.4 ID-P controller 

When =1 and =0, ID-P controller is obtained. In this structure, integral and deriva-
tive parts respond for control error signal e(t). However, proportional part works 
based on controlled signal y(t). Compared to I-PD controller, ID-P controller response 
for step change in set-point is short due to the fact that derivative part bases on con-
trolled signal. Simultaneous, this structure avoids overshoot caused by proportion-
al part. Consequently, it provides a smooth reference tracking response compared to 
PI-D controller [7]. 

3.5 PI-PD controller 

When  value is between 0 and 1, and =1, PI-PD controller is obtained. It makes that 
integral part responds for control error signal e(t), while derivative part responds for 
controlled signal y(t). Parameter  is responsible for weighting set-point given to pro-
portional part. When  is closer to a value of 1, PI-PD controller reacts similar to I-PD
controller. When  is closer to a value of 0, PI-PD controller reacts similar to PI-D
controller. It makes that PI-PD controller is a compromise between I-PD and PI-D
controllers [7]. 

3.6 Control systems 

Control systems for 3D crane were designed and presented in Fig. 4. Limits on the 
minimum and maximum value of control signal u(t) and rate of that signal u(t) were 
included. 
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Fig. 4. 3D crane control systems 

where dx(t), dy(t), dz(t) are disturbances signals (e.g. friction, inertia). 

4 Simulation tests and results analysis 

4.1 Optimization of PID controller parameters 

Optimization process was carried out in Matlab environment using quasi-Newton 
method [9]. The following optimization problem was formulated as: 

decision variables: 

(2)

constraints: 

(3)

(4)

(5)

For optimization process, as performance functions, four integral indices based on 
control error signal were selected: 

Integral of Square Error – ISE: 

(6)

Integral of Absolute Error – IAE: 

(7)
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Integral of Time and Absolute Error – ITAE: 

(8)

Integral of Sum of Square Error and Weighted Square of Derivative Error: 

(9)

Optimization process was carried out in the following way: 

X axis position and deviation controllers parameters optimization, 
Y axis position and deviation controllers parameters optimization, 
Z axis position controller parameters optimization. 

Optimization process was made on mathematical model, supplied by INTECO [6]. 
This model is described by nonlinear differential equations, e.g., sine, cosine and 
quadratic functions. A detailed description can be found in [4]. The best results were 
implemented on the physical model. In table (2) – (3) obtained controllers settings are 
presented. 

Simulation tests on physical model were carried out for two cases: 

case I: X axis and  angle – PI-PD controllers, Y axis and  angle – PI-PD control-
lers, Z axis – ID-P controller, 
case II: X axis – I-PD controller, Y axis – ID-P controller, Z axis – PI-D controller,
 angle – PI-PD controller,  angle – PI-D controller. 

Table 2. Controllers settings (case I) 

Controller Application kp ki kd

PI-PD X axis 8.3317 0.9605 0
PI-PD Y axis 8.5583 0.3659 0.2729
ID-P Z axis 31.4108 1.0308 0
PI-PD  angle 9.4954 0.05 0.05
PI-PD  angle 1.2885 0.0469 0.05

Table 3. Controllers settings (case II)

Controller Application kp ki kd

I-PD X axis 7.1967 1.8982 0.5041
ID-P Y axis 6.9642 0.6817 0
PI-D Z axis 17.3198 0.006 0.0375
PI-PD  angle 9.4954 0.05 0.05
PI-D  angle 2.7855 0.8709 0.05
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4.2 Implementation of control systems on physical model 

In case I, the characteristic of position in X axis (Fig. 5) is without overshoot. Almost 
zero steady state control error and short setting time were achieved. The characteristic 
of deviation in this axis (Fig. 6) is not oscillatory. However, there is a small steady 
state control error. The characteristic of position in Y axis (Fig. 5) is without over-
shoot and smooth reference signal tracking is reached. Setting time is relatively long. 
The characteristic of deviation in this axis (Fig. 6) is oscillatory, but amplitude is 
slight. The characteristic of position in Z axis (Fig. 7) is without overshoot. Almost 
zero steady state control error and short setting time were achieved. It proves that 
control effects are satisfying. 

Fig. 5. Characteristic of horizontal and vertical position for PI-PD controllers (physical model) 

Fig. 6. Characteristic of deviations of the payload for PI-PD controllers (physical model) 
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Fig. 7. Characteristic of Z axis position for ID-P controller (physical model) 

In case II, the characteristic of position in X axis (Fig. 8) is oscillatory. However, 
short setting time was reached. The characteristic of deviation in this axis (Fig. 9) is 
not oscillatory. There is also a small steady state control error. The characteristic of 
position in Y axis (Fig. 8) is without overshoot and smooth reference signal tracking 
is achieved. Setting time is relatively long, similar like in case I. The characteristic of 
deviation in this axis (Fig. 9) is not oscillatory and steady state control error is almost 
zero. The characteristic of position in Z axis (Fig. 10) is without overshoot. Almost 
zero steady state control error and short setting time were achieved, similar like in 
case I for this axis. It proves that control effects are satisfying. 

Fig. 8. Characteristic of horizontal position for I-PD controller and vertical position for ID-P
controller (physical model) 
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Fig. 9. Characteristic of deviations of the payload in X axis for PI-PD controller and Y axis for 
PI-D controller (physical model) 

Fig. 10. Characteristic of Z axis position for PI-D controller (physical model) 

In table 4, comparison of performance functions for case I is presented. For X axis 
position and deviation control, I3 indicator value is less for control systems with mod-
ified PID controllers. For Y axis position and deviation control, I3 indicator value is 
also less for control systems with modified PID controllers. The value of indicator I4

is not much greater for control system with modified PID controller for Z axis posi-
tion control. In consequence, setting time is slightly longer. 

Table 4. Comparison of integral indices for control systems with classical and modified PID 
controllers (case I) 

Application Controller Indicator Modified PID Classical PID
X axis and angle PI-PD I3 0.6502 2.368
Y axis and angle PI-PD I3 0.4452 6.153
Z axis ID-P I4 0.02699 0.0131

In table 5, comparison of performance functions for case II is illustrated. For X ax-
is position control, I1 indicator value is a little bit less for control system with modi-
fied PID controller and control effects are satisfactory. Deviation control in this axis 
is effective and I3 indicator value is also less. For Y axis position and deviation con-
trol, satisfactory control results and effective payload stabilization are reached. The 
value of I4 indicator for deviation control in Y axis is minimally less for control sys-
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tem with modified PID controller. For Z axis position control, I3 indicator value is 
less for control system with modified PID controller which means effective reference 
signal tracking and short setting time were achieved. 

Table 5. Comparison of integral indices for control systems with classical and modified PID 
controllers (case II) 

Application Controller Indicator Modified PID Classical PID
X axis I-PD I1 0.05295 0.6664
Y axis ID-P I2 0.8253 0.5831
Z axis PI-D I3 0.2887 0.3093

angle PI-PD I3 0.2717 0.6722
angle PI-D I4 0.0008244 0.00094

5 Conclusions 

In this paper, 3D crane control systems were presented and control results analysis 
was done. Optimization process using several integral indices based on control error 
signal was carried out. The evaluation of obtained control results was presented. The 
implementation of modified PID controllers for 3D crane control systems was suc-
cessful. In some configurations, values of integral indices were less compared to con-
trol systems using classical PID controllers. In many cases, the application of set-
point weighted PID controller allows to obtain more effective control results. This is a 
right possibilities extension of classical PID controller. 
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{
dx(t)
dt − C dx(t−r)

dt = Ax(t) +Bx(t− r)

x(t0 + θ) = ϕ(θ)
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J =

∞̂

t0

xT (t, ϕ)Wx(t, ϕ)dt

x(t, ϕ) ϕ ∈ PC1([−r, 0],Rn)
t ≥ t0

v ϕ ∈ PC1([−r, 0],Rn)

J = v(ϕ) = ϕT (0)[U(0)− U(−r)C − CTUT (−r) + CTU(0)C]ϕ(0)+

+2ϕT (0)

0ˆ

−r

[U(−θ − r)− CTU(−θ)][Bϕ(θ) + C
d

dθ
ϕ(θ)]dθ+

+

0ˆ

−r

0ˆ

−r

[Bϕ(θ) + C
d

dθ
ϕ(θ)]TU(θ − ξ)[Bϕ(ξ) + C

d

dξ
ϕ(ξ)]dθdξ

U

d

dξ
U(ξ)− d

dξ
U(ξ − r)C = U(ξ)A+ U(ξ − r)B

U(−ξ) = UT (ξ)

−W = ATU(0) + U(0)A−ATU(−r)C − CTUT (−r)A+

+BTUT (−r) + U(−r)B −BTU(0)C − CTU(0)B

U(ξ − r) = UT (−ξ + r)

d

dξ
U(ξ)− d

dξ
UT (−ξ + r)C = U(ξ)A+ UT (−ξ + r)B

t ≥ t0 θ ∈ [−r, 0] r > 0 x(t) ∈ Rn A, B, C ∈ Rn×n

ϕ ∈ PC1([−r, 0],Rn)
[−r, 0] ‖ ϕ ‖PC1=

sup
θ∈[−r,0]

‖ ϕ(θ) ‖
C
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d

dτ
UT (−τ + r)− CT d

dτ
U(τ) = −ATUT (−τ + r)−BTU(τ)

{
d
dξU(ξ)− d

dξU
T (−ξ + r)C = U(ξ)A+ UT (−ξ + r)B

d
dξU

T (−ξ + r)− CT d
dξU(ξ) = −ATUT (−ξ + r)−BTU(ξ)

Z(ξ) = UT (−ξ + r)

{
d
dξU(ξ)− d

dξZ(ξ)C = U(ξ)A+ Z(ξ)B
d
dξZ(ξ)− CT d

dξU(ξ) = −ATZ(ξ)−BTU(ξ)

{
d
dξU(ξ)− CT d

dξU(ξ)C = U(ξ)A−BTU(ξ)C + Z(ξ)B −ATZ(ξ)C
d
dξZ(ξ)− CT d

dξZ(ξ)C = −BTU(ξ) + CTU(ξ)A−ATZ(ξ) + CTZ(ξ)B

ξ ∈ [0, r] U(0) Z(0)

U(−r) = UT (r) = Z(0)

−W = ATU(0) + U(0)A−ATZ(0)C − CTZT (0)A+

+BTZT (0) + Z(0)B −BTU(0)C − CTU(0)B

[
d
dξ colU(ξ)
d
dξ colZ(ξ)

]
= H

[
colU(ξ)
colZ(ξ)

]

[
colU(ξ)
colZ(ξ)

]
=

[
Φ11(ξ) Φ12(ξ)
Φ21(ξ) Φ22(ξ)

] [
colU(0)
colZ(0)

]

Φ(ξ) =

[
Φ11(ξ) Φ12(ξ)
Φ21(ξ) Φ22(ξ)

]
colU(0) colZ(0)

Z(r) = UT (0)

τ = −ξ + r
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colZ(r) = colUT (0) = Φ21(r)colU(0) + Φ22(r)colZ(0)

ATU(0) + U(0)A−ATZ(0)C − CTZT (0)A+BTZT (0)+

+Z(0)B −BTU(0)C − CTU(0)B = −W

Φ21(r)colU(0)− colUT (0) + Φ22(r)colZ(0) = 0

⎧⎪⎨
⎪⎩

dx(t)
dt = − 1

T x(t) +
k0

T u(t− r)

u(t) = −px(t)− 1
Ti

´ t
0
x(ξ)dξ − Td

dx(t)
dt

x(θ) = ϕ1(θ)

t ≥ 0 x(t) ∈ R θ ∈ [−r, 0] k0 T Ti Td p ∈ R r ≥ 0 k0
T ϕ1

p Ti Td

x1(t) x2(t)⎧⎪⎨
⎪⎩
x1(t) = x(t)

x2(t) =
1
Ti

´ t
c
x(ξ)dξ

x2(0) = x20

c

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

dx1(t)
dt + k0Td

T
dx1(t−r)

dt = − 1
T x1(t)− k0p

T x1(t− r)− k0

T x2(t− r)
dx2(t)

dt = 1
Ti
x1(t)

x1(θ) = ϕ1(θ)

x2(θ) =
1
Ti

´ θ
0
ϕ1(ξ)dξ = ψ(θ)

x2(0) = x20

t ≥ 0 θ ∈ [−r, 0]

J =

∞̂

0

[x1(t, ϕ1, ψ), x2(t, ϕ1, ψ)]W

[
x1(t, ϕ1, ψ)
x2(t, ϕ1, ψ)

]
dt
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W =

[
w1 0
0 w2

]
> 0 xi(t, ϕ1, ψ)

i = 1, 2 (ϕ1, ψ)

p Ti Td

A B
C

A =

[− 1
T 0
1
Ti

0

]

B =

[−k0p
T −k0

T
0 0

]

C =

[−k0Td

T 0
0 0

]

d

dξ

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

U11(ξ)
U21(ξ)
U12(ξ)
U22(ξ)
Z11(ξ)
Z21(ξ)
Z12(ξ)
Z22(ξ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

[
Q11 Q12

Q21 Q22

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

U11(ξ)
U21(ξ)
U12(ξ)
U22(ξ)
Z11(ξ)
Z21(ξ)
Z12(ξ)
Z22(ξ)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

Q11 =

⎡
⎢⎢⎢⎢⎣
− T+k2

0pTd

T 2−k2
0T

2
d

0
T2

Ti

T 2−k2
0T

2
d

0

−k2
0Td

T 2 − 1
T 0 1

Ti

0 0 0 0
0 0 0 0

⎤
⎥⎥⎥⎥⎦

Q12 =

⎡
⎢⎢⎢⎣
−k0Td+k0pT

T 2−k2
0T

2
d

k0TTd
Ti

T 2−k2
0T

2
d
0 0

0 −k0p
T 0 0

−k0

T 0 0 0

0 −k0

T 0 0

⎤
⎥⎥⎥⎦

Q21 =

⎡
⎢⎢⎢⎣

k0Td+k0pT
T 2−k2

0T
2
d

0 −
k0TTd

Ti

T 2−k2
0T

2
d
0

k0

T 0 0 0

0 0 k0p
T 0

0 0 k0

T 0

⎤
⎥⎥⎥⎦
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Q22 =

⎡
⎢⎢⎢⎢⎣

T+k2
0pTd

T 2−k2
0T

2
d
−

T2

Ti

T 2−k2
0T

2
d

0 0

0 0 0 0
k2
0Td

T 2 0 1
T − 1

Ti

0 0 0 0

⎤
⎥⎥⎥⎥⎦

[
G11 G12

G21 G22

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

U11(0)
U21(0)
U12(0)
U22(0)
Z11(0)
Z21(0)
Z12(0)
Z22(0)

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−w1

0
0

−w2

0
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

G11 =

⎡
⎢⎢⎢⎢⎣
− 2(T+k2

0pTd)
T 2

1
Ti

1
Ti

0

−k2
0Td

T 2 − 1
T 0 1

Ti

−k2
0Td

T 2 0 − 1
T

1
Ti

0 0 0 0

⎤
⎥⎥⎥⎥⎦

G12 =

⎡
⎢⎢⎣
− 2k0(Td+pT )

T 2
2k0Td

TTi
0 0

−k0

T −k0p
T 0 0

−k0

T −k0p
T 0 0

0 − 2k0

T 0 0

⎤
⎥⎥⎦

G21 =

⎡
⎢⎢⎣
Φ51(r)− 1 Φ52(r) Φ53(r) Φ54(r)
Φ61(r) Φ62(r) Φ63(r)− 1 Φ64(r)
Φ71(r) Φ72(r)− 1 Φ73(r) Φ74(r)
Φ81(r) Φ82(r) Φ83(r) Φ84(r)− 1

⎤
⎥⎥⎦

G22 =

⎡
⎢⎢⎣
Φ55(r) Φ56(r) Φ57(r) Φ58(r)
Φ65(r) Φ66(r) Φ67(r) Φ68(r)
Φ75(r) Φ76(r) Φ77(r) Φ78(r)
Φ85(r) Φ86(r) Φ87(r) Φ88(r)

⎤
⎥⎥⎦

Φ(ξ) = [Φij(ξ)]

i, j = 1, ..., 8

(ϕ1, ψ)
ϕ1
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ϕ1(θ) =

{
x0 for θ = 0

0 for θ ∈ [−r, 0)

ψ(θ) =
´ θ
0
ϕ1(ξ)dξ ϕ1

ψ(θ) = 0 θ ∈ [−r, 0]

J =
[
x0 x20

] [U11(0) U12(0)
U21(0) U22(0)

] [
x0

x20

]

x0 = 1 x20 = 0.5 w1 = 1 w2 = 1
k0 = 1 T = 5

U(ξ)
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k0=1, T=5
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Abstract. The first order sensitivity analysis is performed for a class
of optimal control problems for time lag parabolic equations in which
retarded arguments appear in the integral form with h ∈ (0, b) in the
state equations and with k ∈ (0, c) in the Neumann boundary conditions.
The optimality system is analyzed with the respect to a small parameter.
The directional derivative of the optimal control is obtained as a solution
to an auxiliary optimization problem. The control constraints for the
auxilary optimization problem are received.

Keywords: sensitivity analysis, optimal control, parabolic systems with
retardations

1 Introduction

Sensitivity analysis of optimal control systems constitute very important field
of automatic control, mechanical engineering, mathematical control theory and
optimization theory. Such problems have been investigated, discussed and sub-
sequently published for a wide class of distributed parameter systems.

For example, in the papers [1], [2], [4] the first order sensitivity analysis
was performed for a class of optimal control problems for parabolic [1] and
hyperbolic [4] systems and for parabolic equations with constant time lags [2] and
with integral time lags [3]. Moreover, the bibliography concerning the sensitivity
analysis of optimal control problems was presented.

In particular, the purpose of the paper [4] is to perform sensitivity analysis
of optimal control problems described by the hyperbolic equation. The small
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parameter describes the size of an imperfection in the form of a small hole or
cavity in the geometrical domain of integration. The initial state equation in the
singularly perturbed domain is replaced by the equation in a smooth domain.
Consequently the imperfection is replaced by its approximation defined by a
suitable Steklov’s type differential operator. For approximate optimal control
problems the well-posedness is verified. One term asymptotics of optimal control
are derived and motivated for the approximate model. The crucial role in the
arguments is played by the so called ”hidden regularity” of boundary traces
generated by hyperbolic solutions.

In this paper the first order sensitivity analysis is performed for a class of
optimal control problems for time lag parabolic equations in which retarded
arguments appear in the integral form with h ∈ (0, b) in the state equations and
with k ∈ (0, c) in the Neumann boundary conditions.

Sufficient conditions for the existence of a unique solution for such retarded
parabolic systems are presented [5].

The cost function has a quadratic form. The time horizon is fixed. Finally,
we impose some constraints on the boundary control. Making use of Lion’s fra-
mework [6] necessary and sufficient conditions of optimality with the quadratic
cost function and constrained control are derived for the Neumann problem.

We consider an optimal control problem in the domain with small geometrical
defect. The size of the defect is measured by small parameter ρ > 0 (Fig. 1). The
presence of the defect results in the singular perturbation of the parabolic time
lag equation. Such a perturbation is transformed to the regular perturbation in
the truncated domain ΩR for any R > ρ > 0 (Fig. 2). The domains B(ρ), Ωρ, ΩR

are defined in [1], [2], [4] respectively. We perform the sensitivity analysis in the
truncated domain using the Steklov-Poincaré operator defined on the circle ΓR.
The construction of asymptotic approximation for the Steklov-Poincarè opera-
tor is given in [8].

The optimal control problem in a singularly perturbed geometrical domain
Ωρ is investigated with the respect to a small parameter ρ > 0. The one-term
asymptotic expansion of optimal controls is derived. The auxilary optimal con-
trol problem is formulated. The first term of the expansion of the order ρ2 is
uniquely determined as the optimal solution for such control problem. Using a
property of conical differentiability of metric projection in L2 spaces, the cont-
rol constraints for the auxiliary control problem are obtained. Our approach is
innovative and can lead to numerical procedures for determination of the first
order approximations of the optimal controls.

2 Preliminaries

Consider now the distributed parameter system described by the following pa-
rabolic time lag equation
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∂y

∂t
−Δy +

b∫
0

y(x, t− h)dh = f in Ωρ × (0, T )× (0, b)

in Ωρ × (0, T )× (0, b)
y(x, t′) = Φ0(x, t

′) in Ωρ × [−b, 0)

∂y

∂η
=

c∫
0

y(x, t− h)dh+ v on Γ × (0, T )× (0, c)

y(x, t′) = Ψ0(x, t
′) on Γ × [−c, 0)

∂y

∂η
= 0 on Γρ × (0, T )

y(x, 0) = y0(x) in Ωρ

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(1)

where: Δ =

n∑
i=1

∂2

∂x2
i

,
∂

∂η
is a normal derivative at Γρ directed towards the ex-

terior of Ωρ.

Fig. 1. The domain Ωρ in two spatial dimensions.

First we shall present sufficient conditions for the existence of a unique solu-
tion of the mixed initial-boundary value problem (1).
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For this purpose for any p of real numbers r, s ≥ 0, we introduce the
Sobolev space Hr,s(Q) ( [7]) defined by

Hr,s(Q) = H0(0, T ;Hr(Ω)) ∩Hs(0, T ;L2(Ω)) (2)

which is a Hilbert space normed by⎛
⎝ T∫

0

∥∥∥y(t)∥∥2
Hr(Ω)

dt+
∥∥∥y∥∥∥2

(Hs(0,T ;L2(Ω))

⎞
⎠

1/2

(3)

where: the spaces Hr(Ω) and Hs(0, T ;L2(Ω)) are defined in [7] (Vol.1, Chapter
1).

The case of parabolic system (1) in which time lags appear in the integral
form with h ∈ (0, b) in the state equations and with k ∈ (0, c) in the Neu-
mann boundary conditions is very sophisticated. We cannot use in this case
a classical constructive method in the proof about the existence of a unique
solution of the parabolic system (1), since the values of lower limits of inte-
gration are equal to zero. Consequently, using the transposition method and
interpolation Theorem 14.1 ( [7], Vol. 2, p.68) we can ommit such restriction.

The following theorem about existence and uniqueness of solution is presen-
ted in [5].

Theorem 1 Let y0, Φ0, v and f be given with y0 ∈ H1/2(Ωρ), Φ0 ∈ H3/2,3/4(Ωρ×
[−b, 0)), Ψ0 ∈ L2(Γ×[−c, 0)), v ∈ L2(Γ×(0, T )), and f ∈ (H1/2,1/4(Ωρ×(0, T ))′.
Then there exists a unique solution y ∈ H3/2,3/4(Ωρ × (0, T )) for the problem
(1).

3 Problem formulation. Optimality conditions.

We shall now consider the optimal boundary control problem in domains Ωρ and
ΩR respectively. Let us denote by U = L2(Γ × (0, T )) the space of controls. The
time horizon T is fixed in our problem.

Let us consider in Ωρ × (0, T ) the following retarded parabolic equation

∂y

∂t
−Δy +

b∫
0

y(x, t− h) dh = f in Ωρ × (0, T )× (0, b)

supp f ⊂ ΩR × (0, T )
y(x, t′) = Φ0(x, t

′) in Ωρ × [−b, 0)

∂y

∂η
=

c∫
0

y(x, t− h)dh+ v on Γ × (0, T )× (0, c)

y(x, t′) = Ψ0(x, t
′) on Γ × [−c, 0)

∂y

∂η
= 0 on Γρ × (0, T )

y(x, 0) = y0(x) in Ωρ; supp y0 ⊂ ΩR

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(4)
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Fig. 2. The domain ΩR.

The cost function is given by

I(v) =
1

2

∫
ΩR

|y(x, T ; v)− zd|2dx+
α

2

T∫
0

∫
Γ

|v|2dxdt (5)

Finally, we assume the following constraints on the control v ∈ Uad:

Uad = {v ∈ L2(Γ × (0, T )), 0 ≤ v(x, t) ≤ 1} (6)

We consider in ΩR × (0, T ) the following retarded parabolic equation

∂y

∂t
−Δy +

b∫
0

y(x, t− h)dh = f in ΩR × (0, T )× (0, b)

y(x, t′) = Φ0(x, t
′) in ΩR × [−b, 0)

∂y

∂η
=

c∫
0

y(x, t− h)dh+ v on Γ × (0, T )× (0, c)

y(x, t′) = Ψ0(x, t
′) on Γ × [−c, 0)

∂y

∂η
= Aρ(y) on ΓR × (0, T )

y(x, 0) = y0(x) in ΩR

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(7)
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The cost function and constraints on the control are given by (5) and (6).
Result: The solution of the problem (7) (in the domain ΩR) is a restriction
of the solution of the problem (4) (in the domain Ωρ) to ΩR. Thus, we have
the possibility of replacing the singular perturbation of the domain B(ρ) by the
regular perturbation of boundary conditions on the artificial boundary ΓR in
a smaller domain ΩR. We shall analyse the optimal boundary control problem
(5)-(7) in the domain ΩR. We assume that the small parameter ρ > 0 is fixed.
The solving of the formulated optimization problem is equivalent to seeking for
a control v0 ∈ Uad such that I(v0) ≤ I(v) ∀v ∈ Uad.
From Lions’ scheme (Theorem 1.3 [6], p. 10) it follows that for α > 0 a unique
optimal control v0 is characterized by the following condition

I ′(v0)(v − v0) ≥ 0 ∀v ∈ Uad (8)

Using the form of the cost function (5) we can express (8) in the following form:∫
ΩR

(y(x, T ; v0)− zd)(y(x, T ; v)− y(x, T ; v0)dx +

+
α

2

T∫
0

∫
Γ

v0(v − v0)dxdt ≥ 0 ∀v ∈ Uad

(9)

To simplify (9), we introduce the adjoint equation and for every v ∈ Uad. we
define the adjoint variable p = p(v) = p(x, t; v) as the solution of the following
equation

−∂p

∂t
−Δp+

b∫
0

p(x, t+ h)dh = 0 in ΩR × (0, T )× (0, b)

p(x, t; v) = 0 in ΩR × (T, T + b)

∂p

∂η
=

c∫
0

p(x, t+ h)dh on Γ × (0, T )× (0, c)

∂p

∂η
= Aρ(p) on ΓR × (0, T )

p(x, T ; v)=y(x, T ; v)−zd in ΩR

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(10)

Theorem 2 Let the hypothesis of Theorem 1 be satisfied. Then for given zd ∈
L2(ΩR) and any v0 ∈ Uad, there exists a unique solution p(v0) ∈ H3/2,3/4(Q)
for the problem (10).

We simplify (9) using the adjoint equation (10). Consequently, after transforma-
tions we obtain the following formula

T∫
0

∫
Γ

(p+ αv)(v − v0)dxdt ≥ 0 ∀v ∈ Uad (11)
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Theorem 3 For the problem (7) with the cost function (5) with zd ∈ L2(ΩR)
and α > 0, and with constraints on the control (6), there exists a unique optimal

control v0 which satisfies optimality condition (11). Moreover, v0 = PUad

(
− 1

α
p

)
where PUad

is the L2-projection onto the set of admissible controls.

4 The sensitivity of optimal controls

We obtain the following expansion for the Steklov-Poincaré operator Aρ [8]:

Aρ = A0 + ρ2B +O(ρ4)
in the operator norm
L(H1/2(ΓR), H

−1/2(ΓR))
(12)

where: the remainder O(ρ4) is uniformly bounded on bounded sets in the space
H1/2(ΓR).

We shall search the expansion of the solution yρ in ΩR × (0, T ):

yρ = y0 + ρ2y1 + ỹ = y0 + ρ2y1 + ρ4ŷ (13)

The Neumann boundary condition in (7) can be rewritten as

∂yρ

∂η
= Aρ(y

ρ) = A0(y
ρ) + ρ2B(yρ) + ρ4Ã(yρ) (14)

Substituting (13) into (14) we obtain

∂y0

∂η
+ ρ2B

∂y1

∂η
+

∂ỹ

∂η
= A0(y

0 + ρ2y1 + ỹ)+

+ ρ2B(y0 + ρ2y1 + ỹ) + ρ4Ã(yρ)

(15)

Comparing components with the same powers we get

ρ0 :
∂y0

∂η
= A0(y

0)

ρ2 : ρ2
∂y1

∂η
= ρ2[A0y

1 +By0]

⎫⎪⎪⎬
⎪⎪⎭ (16)

Thus it follows the following expansion of solutions:
Let us denote by y0 the solution of the problem (7) corresponding to a given

parameter ρ = 0.
Then, y1 corresponding to a given parameter ρ2 is a solution of the equation

(18).
The optimization problem (in a singularly perturbed geometrical domain Ωρ)

is examined with the respect to a small parameter ρ > 0. The one-term asymp-
totic expansion of optimal controls is derived. The first term of the expansion
of the order ρ2 is uniquely determined as the optimal solution to the auxiliary
optimization problem.
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Theorem 4 We have the following expansion of the optimal control in L2(Γ ×
(0, T )), with respect to the small parameter,

vρ = v0 + ρ2q + o(ρ2) (17)

for ρ > 0.

We assume that ρ is a sufficiently small. The function q in (17) is a unique
solution of the auxiliary optimal control problem:

The state equation

∂w

∂t
−Δw +

b∫
0

w(x, t− h)dh = 0 in ΩR × (0, T )× (0, b)

w(x, t′) = Φ0(x, t
′) in ΩR × [−b, 0)

∂w

∂η
=

c∫
0

w(x, t− h)dh+ q on Γ × (0, T )× (0, c)

w(x, t′) = Ψ0(x, t
′) in Γ × [−c, 0)

∂w

∂η
= A0(w) +B(y0) on ΓR × (0, T )

w(x, 0) = 0 in ΩR

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(18)

where: w = y1.

The cost function

I(u) =
1

2

∫
ΩR

|w(T, x)|2dx+
α

2

T∫
0

∫
Γ

|u|2dxdt (19)

The adjoint equation

−∂z

∂t
−Δz +

b∫
0

z(x, t+ h)dh = 0 in ΩR × (0, T )× (0, b)

z(x, t; v) = 0 in ΩR × (T, T + b)

∂z

∂η
=

c∫
0

z(x, t+ h) dh on Γ × (0, T )× (0, c)

∂z

∂η
= A0(z) +B(p0) on ΓR × (0, T )

z(x, T ) = w(x, T ) in ΩR

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(20)

where: z = p1.

Sensitivity analysis of optimal control parabolic systems with retardations 105



Then, the optimal control q is characterized by

∫
ΩR

w(x, T ; q)(w(x, T ;u)− w(x, T ; q))dx+

T∫
0

∫
Γ

q(u− q)dxdt ≥ 0 ∀u ∈ Sad

(21)
where: Sad is a set of admissible controls such that

Sad =
{
u ∈ L2(Γ × (0, T ))

∣∣∣
u(x, t) ≥ 0 on the set E0 = {(x, t)|v0(x, t) = 0},
u(x, t) < 0 on the set E1 = {(x, t)|v0(x, t) = 1},
T∫

0

∫
Γ

(p0 + αv0)udxdt = 0
}
,

(22)

where: p0 is a adjoint state for ρ = 0, v0 is a optimal solution for ρ = 0 such
that 0 ≤ v0(x, t) ≤ 1.
We simplify (21) using the adjoint equation (20). After transformations we obtain
the following optimality condition in the form of variational inequality

T∫
0

∫
Γ

(z + αq)(u− q)dxdt ≥ 0 ∀u ∈ Sad (23)

The latter condition means that the optimal control q is the metric projection
of −z/α onto the set Sad.

Theorem 5 For the retarded parabolic problem

∂w

∂t
−Δw +

b∫
0

w(x, t− h)dh = 0 in ΩR × (0, T )× (0, b)

w(x, t′) = Φ0(x, t
′) in ΩR × [−b, 0)

∂w

∂η
=

c∫
0

w(x, t− h)dh+ q on Γ × (0, T )× (0, c)

w(x, t′) = Ψ0(x, t
′) in Γ × [−c, 0)

∂w

∂η
= A0(w) +B(y0) on ΓR × (0, T )

w(x, 0) = 0 in ΩR

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(24)

with the cost function (19) with w(T ) ∈ L2(ΩR) and α > 0, and with constraints
on the control (22), there exists a unique optimal control q which satisfies opti-
mality condition (23).
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5 Conclusions

The results presented in the paper can be treated as a generalization of the
results obtained in [1]- [3] onto the case of integral time lag parabolic systems
in which retarded arguments appear in the integral form with h ∈ (0, b) in the
state equations and with k ∈ (0, c) in Neumann boundary conditions.

The asymptotic analysis of the time lag parabolic equation is performed.
In particular the nonlocal boundary conditions on the interior boundary of the
truncated domain ΩR are defined. The optimal control problem in Ωρ is replaced
by a family of optimal control problems in the truncated domain ΩR. The main
results are presented (Theorem 3), and the asymptotic formula with respect
to ρ for optimal controls is established (Theorem 4). Necessary and sufficient
conditions of optimality (23) are proved for a linear quadratic problem (18), (19),
(22), (Theorem 5). In this paper we have considered the mixed initial boundary
value problems of parabolic type. We can also consider similar optimal control
problems for hyperbolic systems. Finally, we can consider such optimization
problems for time lag hyperbolic systems.
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Optimality conditions for optimal control
problems modeled by integral equations.
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27, 50 370 Wroc�law, Poland. wojciech.rafajlowicz@pwr.edu.pl

Abstract. In this paper a method of solving optimal control problems
of systems described by Fredholm type integral equations was described.
Special attention was given to difficult problems with point constraints
imposed on the state of the system.

1 Introduction

The use of integral equations in control theory have paralleled differential equa-
tions up to the 1970s. Subsequent technological changes like the decline of analog
computations, have the field of integral equations at a point of stagnation. Re-
cently however we can notice growing interest in them. In this paper we show
some contemporary results for the use of integral equations in control systems.
Use of them can grossly simplify mathematics used and opens the road for ap-
plying new types of control signals unobtainable with differential equations only.

The first approach to optimal control of systems described by integral equa-
tions can be seen in a multipart paper by Vinokurov [8]. With some other as-
sumption a form of maximum principle is obtained. This result was questioned
by other authors, who pointed out some mistakes [9].

At some point in time interest in optimal control of systems modeled by inte-
gral equations had diminished mainly due to changes in computation methods.

In recent years there has been a huge increase in interest in integral equations
and control of systems described by them.

Integro - algebraic model is a model where some parts of system are described
by integral equation and others by algebraic equation. Recently a good example
was given in the book [6]

In this paper we would consider solving some control problems for systems
described by Fredholm type equations. Some work in this field, using maximum
principle was done previously see [4],[10],[2]. Results published here were pre-
sented in PhD thesis [3].

2 Optimality conditions for Fredholm equations

Let us consider the following Fredholm equation

y(x̄) = y0 +

∫
Ω

K(x̄, x̄′)(y(x̄′) + ku(x̄′))dx̄′, (1)

108© Springer International Publishing AG 2017
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where Ω ⊂ Rd, d ≥ 1 is a bounded set with smooth boundary Γ . Denote by
L2(Ω) the space of all real valued, squared integrable functions on Ω. Unless
otherwise stated, all the functions are assumed to be from L2(Ω).

This kind of a problem can arise from partial differential equations

Axy(x̄)− y(x̄) = −u(x̄), (2)

for x̄ ∈ Ω and y(x̄) = 0 for x̄ ∈ Γ . Where Ax = ∂2

∂x2 lub Ax = ∂4

∂x4 . For equation
(1) we can find u∗ ∈ L2(Ω) f for which the following functional attains its
minimum.

Q(u) =

∫
Ω

(y∗(x̄)− y(x̄))2dx̄+ γ

∫
Ω

u2(x̄)dx̄, (3)

where γ > 0 is weighting factor. Concerning kernel K, we assume the following:

1. symmetry K(x̄, x̄′) = K(x̄′, x̄),
2.

∫
K(x̄, x̄)dx̄ < ∞,

3. nonnegative definiteness ∀f∈L2(Ω)

∫ ∫
f(x̄′)K(x̄, x̄′)f(x̄)dx̄dx̄′ ≥ 0.

From [7] we know that there exists the ortogonal and complete in L2(Ω)
sequence of functions v1(x̄), v2(x̄), ... such, that

K(x̄, x̄′) =
∞∑
i=0

λivi(x̄)vi(x̄′) (4)

where λi’s are eigenvalues of the integral equation with kernel K, while vi(x),
are the corresponding eigenfunctions

We assume that these functions are normalized
∫
Ω
v2k(x̄) dx = 1, k = 1, 2, . . ..

Usually λi =
c
i2 or even λi =

c
i4 . Thus (4) can be approximated with relatively

short series.
We are looking for control function in the form of

u∗(x̄) =
∞∑
i=1

uivi(x̄). (5)

We must notice that vi is complete so it can be used to represent any function
including u(x̄) and

y(x̄) =
∞∑
i=1

yivi(x̄).

The above two series represent u∗(x̄) and y(x̄) from L2(Ω) in the sense that they
are convergent in the L2(Ω) norm. By substituting (4) into (1) and assuming
y0 = 0 we obtain ∫

Ω

K(x̄, x̄′)(y(x̄′) + ku(x̄′))dx̄′ = (6)

∞∑
i=1

∫
Ω

⎡
⎣
⎛
⎝ ∞∑

j=1

λjvj(x̄)vj(x̄′)

⎞
⎠(

yivi(x̄′) + kuivi(x̄′)
)⎤⎦ dx̄′ =

Optimality conditions for ontrol problems ntegral equationsoptimal c modeled by i 109



=
∞∑
i=1

∞∑
j=1

λjvj(x̄)

∫
Ω

vj(x̄′)vi(x̄′)dx̄′(yi + kui)

because ∫
Ω

vj(x̄′)vi(x̄′)dx̄′ = δij

where δij is Kronecker delta, for the right hand side of (6) we obtain

=

∞∑
i=1

λivi(x̄)(yi + kui) (7)

Finally the equations have the following form

∞∑
i=1

yivi(x̄) =

∞∑
i=1

λivi(x̄)(yi + kui) (8)

By multiplying both sides by vj(x), integrating with respect to Ω, assuming
λi �= 1, we obtain

∀i=1,2,... yi = λi(yi + kui) (9)

∀i=1,2,... yi =
λikui

1− λi

Applying the Parseval equality to (3) and using (9) we obtain the following
result.

Theorem 1 Let for K assumptions 1)-3) hold. Then, the minimization problem

(3), constrained by (1) can be obtained by to the following unconstrained

minui

∞∑
i=1

(
y∗i −

λikui

1− λi

)2

+ γu2
i (10)

and substituting its solution u∗
i , i = 1, 2, . . . into (5).

Remark: notice that when there are no other constraints on u and y, then (10)
splits to the sequence of the quadratic minimization problems for ui’s.

3 Example problem

In the framework of L2 theory that was presented in the previous section one
can infer about convergence of truncated orthogonal sequence in L2 norm. When
a particular sequence of vk;s is considered, the pointwise or even uniform con-
vergence of truncated approximation can be proved.

We illustrate this statement by considering the optimal control problem for
the Fredholm equation arising from the steady-state heat conduction problem.

W    oj ciech  Rafajlowicz 110



We shall proceed in two steps. Firstly, we derive a solution quite formally,
in the L2 framework and then we shall prove the uniform convergence of the
truncated series to a continuous function. The last fact is of importance when
one consider pointwise constraints imposed on the system state, because one can
not uniquely define y(x̄0) for y ∈ L2(Ω).

Optimal control problem (3) is equivalent to q quadratic programming prob-
lem (10) when n = ∞. For n sufficiently large it can be approximated as a finite
dimensional quadratic programming problem.

Now let’s consider a heat conduction equation in the steady state

a
∂2y

∂x2
− by = −u(x) (11)

y(0) = 0, y(π) = 0, a > 0, b ≥ 0

We know that (see [5])

y(x) =

∫
Ω

K(x, x′)u(x′)dx′,

where the kernel K has the following form:

K(x, x′) =
∞∑
k=1

1

ak2 + b
sin(kx)sin(kx′)

so λk = 1
k2a+b , vi =

√
2/π sin(ix).

The functional (3) can be expanded into series

Q =
∞∑
k=1

(y∗k − yk)
2 + γ

∞∑
k=1

u2
k. (12)

As an example we consider the following function on fig. 1

y∗(x) = −|x−
π

2
|+

π

2
. (13)

By expanding this function into series vi = sin(ix) and using five terms we
obtain a sufficiently good approximation shown in fig. 2.

The stated optimal control problem become an unconstrained optimization
problem.

minui

n∑
i=1

(
y∗i −

λiui

1− λi

)2

+ γu2
i (14)

The minimizing sequence is unique ad it has the form

u∗
K =

(λk − 1)λk

γ − 2γλk + λ2
k(γ + 1)

y∗k, k = 1, 2, ..., (15)

where y∗k is k-th Fourier coefficient of y∗.
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Fig. 1. Reference function y∗.
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Fig. 2. Function y∗ expanded into five term sinus series.
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Denote by ŷN (x) the system response to the truncated optimal input signal

u∗
N (x) =

∑N
k=1 u

∗
kvk(x), where

vk(x) =

√
2

π
sin(kx). (16)

According to (9), ŷN (x) has the following form

ŷN (x) =

N∑
k=1

cky
∗
kvk(x) (17)

where y∗k’s are the Fourier coefficients of the reference function y∗(x), while ck’s
are defined as follows

c−1
k =

γ

λ2
k

−
2γ

λk
+ γ + 1 = (18)

γ(k2a+ b)2 − 2γ(k2a+ b) + γ + 1.

Theorem 2 If y∗ ∈ L2(0, π) and N → ∞ then the series (17) is convergent

in the L2 norm and also almost everywhere (a.e.) in [0, π] with respect tp the

Lebesgue measure

Proof. By assumption y∗ ∈ L2(0, π) we have
∑

k = 1∞y∗2k < ∞. From (18) it is
clear that also the series

∑∞
1 c2ky

∗2
k < ∞. Thus, convergence of ŷN in L2 norm,

as N → ∞, to ŷ(x) =
∑N

k=1 cky
∗
kvk(x) follows from the Parseval equality. The

second statement follows immediately from the fact that ŷ ∈ L2(0, π) and from
the Carleson theorem [1].

To prove the uniform convergence

lim
N→∞

sup
x∈(0,π]

|ŷN (x)− ŷ| = 0, (19)

we need the following result from [11] Chapter 5.11 and the bibliography cited
therein.

Theorem 3 (Channdy and Jollife (ChJ)) If αk ≥ αk+1 → 0 as k → ∞,

a necessary and sufficient condition for the uniform convergence of the series∑∞
k=1 αkvk(x) (vk’s given by (16) is that kαk → 0 as k → ∞.

Theorem 4 Let us assume that the reference signal y∗(x) has uniformly con-

vergent Fourier series in the basis (16). Furthermore, we assume that y∗k+1 ≥ y∗k.
Then, the series (17) is uniformly convergent to ŷ in (0, π] and ŷ(x) is a con-

tinuous function.

Proof. From the assumptions on y∗ and ChJ theorem, we know that ky∗k → 0.
With possible exception of a finite number of initial terms, sequence ck’s is
nonnegative, monotone and convergent to zero as k → ∞. Thus, so is also the
sequence ck · y∗k , k = 1, 2, ... Additionally, the fact ky∗k → 0 implies kcky

∗
k → 0

as k → ∞. Thus, we can invoke ChJ theorem once again to infer the uniform
convergence sequence of continuous functions has a continuous function as its
limit.
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Let us take a = 1,b = 1,k = 1. When γ = 0 (no control cost), we get solution
as in fig. 3. With γ = 0.2 result is a more flattened see fig. 4.
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Fig. 3. Solution γ = 0.
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Fig. 4. Solution for γ = 0.2.

4 Handling point constraints

Handling point constraints on y requires its continuity. In the previous section
sufficient conditions have been provided. Using the same reasoning as in the
proof of Theorem 4 and different variants of ChJ theorem (see [11] chap. 5.11)
one may obtain another conditions imposed on y∗.
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In this section we assume that the solution of the system state Fredholm
equation has a continuous solution.

Let us consider once more (3) with additional constraints as follows:

y(ξ) = ŷξ (20)

where ŷξ is a required value. By expanding y into series we obtain

y(ξ) =
∞∑
i=1

yivi(ξ) = ŷξ (21)

after substituting yi we get

∞∑
i=1

λivi(ξ)

1− λi
ui = yξ

As a result we obtain linear constrain with respect to ui.
Optimal control problem (3) with constraints (20) is equivalent, assuming

n → ∞, to a quadratic programming problem with linear constraints:

minui

n∑
i=1

(
y∗i −

λiui

1− λi

)2

+ γu2
i (22)

n∑
i=1

λivi(ξ)

1− λi
ui = yξ

To our previous example let’s add additional requirement y(0.3) = 0.35,
leaving other parameters unaltered.

��
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Fig. 5. Temperature with additional, point constrain.

In practice the temperature profile as in fig. 5, can be achieved by using
inductive heating or laser heating. In many cases it can be cheaper to heat on
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constant segments, so now we would consider step basis for control function as
in fig. 6. The result is acceptable as shown in fig. 7.
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Fig. 6. Control is step base.

After numerically solving (22) we obtain solution fig. 7.
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Fig. 7. Temperature profile for step control.

5 Concluding remarks

In the paper the method of solving optimal control problems for Fredholm inte-
gral equation of a second kind was described. Examples for constrained problems
were provided for heat equation with and without point-wise constraints, which
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are easy to handle in this approach. Further research would be desirable in order
to extend the proposed approach for nonlinear equations.
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State vector estimation in descriptor electrical circuits 
using the shuffle algorithm 

Kamil Borawski 
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Abstract. Observers for descriptor electrical circuits by the use of the shuffle 
algorithm are proposed. Necessary and sufficient conditions for the existence of 
the observers are given. The effectiveness of the proposed method is demon-
strated on a numerical example. 

Keywords: Observer synthesis, descriptor, electrical circuit, shuffle algorithm. 

1 Introduction 

Descriptor (singular) linear systems have been investigated in [2-7, 10, 14, 17, 20, 
22]. The eigenvalues and invariants assignment by state and input feedbacks have 
been addressed in [9, 10]. The computation of Kronecker’s canonical form of a singu-
lar pencil has been analyzed in [23]. 

Descriptor observers for standard and fractional descriptor linear systems have 
been proposed in [8, 13, 15]. The minimum energy control of descriptor linear sys-
tems in has been analyzed in [11, 12, 18]. Stability of positive descriptor systems has 
been investigated in [24]. Comparison of three different methods for finding the solu-
tion for descriptor fractional discrete-time linear system has been presented in [21]. 
Comparison of two different methods of observer synthesis for descriptor discrete-
time linear systems has been investigated in [1]. Fractional linear systems and electri-
cal circuits have been analyzed in [19]. 

In this paper the observer synthesis for descriptor electrical circuits based on the 
shuffle algorithm is proposed. 

The paper is organized as follows. In Section 2 some definitions and theorems con-
cerning descriptor electrical circuits are given. The shuffle algorithm method is pre-
sented in Section 3. In section 4 the shuffle algorithm is applied to establish observers 
for descriptor electrical circuits. A numerical example is presented in Section 4. Con-
cluding remarks are given in Section 5. 

The following notation will be used:  - the set of real numbers, mn  - the set 
of mn  real matrices and 1nn , nI  - the nn  identity matrix, C  - the field 
of complex numbers. 
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2 Preliminaries 

Consider the linear electrical circuit 

)()()( tButAx
dt

tdxE , (1a)

)()( tCxty , (1b) 

where ntx )( , mtu )( , pty )(  are the state, input and output vectors and 
nnAE, , mnB , npC . It is assumed that 0det E , rErank  and 

0]det[ AEs  for some Cs . (2) 

It is well-known [19] that any linear electrical circuit composed of resistors, coils, 
capacitors and voltage (current) sources can be described in transient states by (1). 
Usually as state variables (components of the vector )(tx ) currents in the coils and 
voltages on the capacitors are chosen. 
Definition 1. The linear electrical circuit described by (1) and satisfying the assump-
tion (2) is called a descriptor electrical circuit. 
Theorem 1. [19] Linear electrical circuit is descriptor if it contains at least one mesh 
consisting of only ideal capacitors and voltage sources or at least one node with 
branches with coils. 
In next section it will be shown that the electrical circuit (1) can be described in the 
following equivalent form 

1

1

110
)(...)()()()(

q

q

q dt
tudB

dt
tduBtuBtxA

dt
tdx , (3a)

)()( tCxty , (3b) 

where q is called the index of the pair ),( AE  [10], nnA , mn
kB ,

1,...,1,0 qk . 
Theorem 2. The solution )(tx  of the equation (3a) for a given initial condition 

0)0( xx  and input )(tu  has the form 

t q

q
tAtA d

d
udB

d
duBuBexetx

0

1

110
)(

0
)(...)()()( . (4) 

Proof. The proof is similar to the one given in [10]. 
Definition 2. [10] The continuous-time linear system (3) is called asymptotically sta-
ble if 0)(lim tx

t
 for any finite nx0  and 0)(tu . 
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Theorem 3. [10] The continuous-time linear system (3) is asymptotically stable if the 
zeros (the eigenvalues of the matrix A ) 1 , …, n  of the equation 

0...]det[ 01
1

1 aaaAI n
n

n
n (5) 

satisfy the condition 

0Re i  for ni ,...,1 , (6) 

where Re denotes the real part. 

3 Shuffle algorithm method 

Using the shuffle algorithm [10] we obtain the following. Performing elementary row 
operations on (1a) we obtain 

)()()(
0 2

1

2

11 tu
B
B

tx
A
A

dt
tdxE

, (7) 

where nnE 1
1  has full row rank ( 11rank nE ) and nnA 1

1 , nnnA )(
2

1 ,
mnB 1

1 , mnnB )(
2

1 . Differentiation of the second equation of (7), i.e. 

)()(0 22 tuBtxA (8) 

with respect to time yields 

dt
tduB

dt
tdxA )()(

22 . (9) 

The equations (7) and (9) can be rewritten in the form 

dt
tdu

B
tu

B
tx

A
dt

tdx
A
E )(0

)(
0

)(
0

)(
2

11

2

1 . (10) 

If the matrix 

(11) 

is nonsingular then from (10) we obtain 

dt
tdu

B
tu

B
tx

A
A
E

dt
tdx )(0

)(
0

)(
0

)(
2

11
1

2

1 . (12) 

If the matrix (11) is singular then performing elementary row operations on (10) we 
obtain 
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dt
tdu

C
C

tu
B
B

tx
A
A

dt
tdxE )()()()(

0 2

1

4

3

4

32 , (13) 

where nnE 2
2  has full row rank ( 22rank nE ) and 21 rankrank EE ,
nnA 2

3 , nnnA )(
4

2 , mnCB 2
13, , mnnCB )(

24
2, . Differentiation of 

dt
tduCtuBtxA )()()(0 244 (14) 

with respect to time yields 

2

2

244
)()()(

dt
tudC

dt
tduB

dt
tdxA . (15) 

From (13) and (15) we have 

2

2

24

133

4

2 )(0)()(
0

)(
0

)(
dt

tud
Cdt

tdu
B

C
tu

B
tx

A
dt

tdx
A
E

. (16) 

If the matrix 

(17) 

is nonsingular, then we can solve (16) in a similar way to (10). If the matrix (17) is 
singular, we repeat the procedure for (16) and for finite number of steps 1q  we 
obtain 

1

11

1

1 )(0
...)(

0
)(

0
)(

0
)( q

q

q

qqq

q

q

dt
tud

Ddt
tduC

tu
B

tx
A

A
E

tx , (18) 

which is equivalent to the equation (3a). 

4 Observer synthesis by the use of the shuffle algorithm 

Definition 3. The continuous-time system 

)()(...)()()(ˆ)(ˆ
1

1

110 tHy
dt

tudG
dt

tduGtuGtxF
dt

txd
q

q

q  (19) 

where ntx )(ˆ  is the estimate of )(tx  and mtu )( , pty )(  are the same input 

and output vectors as in (3), nnF , mn
kG , 1,...,1,0 qk , pnH  is 

called a state observer for the system (3) if
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2 4

T T T

AE  



0)]()([lim txtx
t

. (20) 

Let 

)(ˆ)()( txtxte . (21) 

From (21), (3) and (19) we have 

.)()(...)()()(ˆ)()(

))()(...)()(ˆ(

)(...)()()(ˆ)()(

1

1

1100

1

1

10

1

1

10

q

q

qq

q

q

q

q

q

q

dt
tudGBtuGBtxFtxHCA

tHCx
dt

tudGtuGtxF

dt
tudBtuBtxA

dt
txd

dt
tdx

dt
tde

 (22) 

If the matrices F , kG , 1,...,1,0 qk , H  are chosen so that 

HCAF , kk BG , 1,...,1,0 qk (23) 

then from (22) we obtain 

)()( tFe
dt

tde . (24) 

If the system (24) (the matrix F) is asymptotically stable then 0)(lim te
t

 and the 

observer (19) asymptotically reconstructs the state vector  of the system (3).
Theorem 4. [10] The system (3) has a state observer (19) if and only if there exists a 
matrix H such that all eigenvalues of the matrix HCAF  satisfies the condition 
(6).
It is well-known [10] that the finite eigenvalues of the matrix F can be arbitrary as-
signed if and only if the system (3) is observable, i.e. one of the following conditions 
is satisfied 

1) n

AC

AC
C

n 1

rank , (25) 

2) n
C

AsInrank  for Cs . (26) 
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5 Numerical example 

Example 1. Consider the electrical circuit shown in Figure 1 with given resistances 
1R , 2R , 3R , inductances 1L , 2L , 3L  and source voltages 1e , 2e . 

Fig. 1. Electrical circuit of Example 1 

By Theorem 1 the electrical circuit is descriptor since it contains at least one node 
with branches with coils. Using the Kirchhoff’s laws we may write the equations

.0

,

,

321

3
333

2
2222

3
333

1
1111

iii
dt
diLiR

dt
diLiRe

dt
diLiR

dt
diLiRe

(27) 

As the output of the system we choose 

31 iiy . (28) 

The equations (27) and (28) can be written in the form (1) 

2

1

3

2

1

3

2

1

e
e

B
i
i
i

A
i
i
i

dt
dE ,  (29a)

3

2

1

i
i
i

Cy . (29b) 

where 
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000
0

0

32

31

LL
LL

E ,
111

0
0

32

31

RR
RR

A ,
00
10
01

B , ]101[C . (30) 

The pencil is regular since 

32321

213312321
2

32321

3322

3311

)(
)]()()([])([

111
0

0
]det[

RRRRR
sLLRLLRLLRsLLLLL

RsLRsL
RsLRsL

AEs

 (31) 

is nonzero for every positive values of the resistances and inductances. 
For further analysis we assume the following values:  221 RR ,  43R ,

H 131 LL , H 22L . Therefore, we have the descriptor continuous-time electrical 
circuit (1) with the matrices 

000
120
101

E ,
111
420
402

A ,
00
10
01

B , ]101[C . (32) 

From (32) we have 

22

111

0
00111000
10420120
01402101

][
BA
BAE

BAE . (33) 

Performing the shuffle on (33) we obtain 

0000000111
0010420120
0001402101

00
0

22

111

BA
BAE

. (34) 

The matrix 

111
120
101

2

1

A
E

(35) 

is nonsingular and from (12) we have 
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),()(
2.04.0
4.02.0
2.06.0

4.24.08.0
8.08.04.0
6.14.02.1

0
00

0
2

1

3

2

1

2

1

22

11

3

2

1
1

1

2

1

3

2

1

tuBtxA
e
e

i
i
i

e
e

dt
d

Be
eB

i
i
i

A
A
E

i
i
i

dt
d

 (36) 

since 02B . 
The output equation has the form (29b). The system (36), (29b) is observable since 

n
AC
AC

C
3

8.128.06.5
402

101
rank

2
. (37) 

Let 10ˆˆˆ 321 sss  be the desired poles of the observer (19). Applying well-
known pole assignment techniques [10] we obtain 

TH ]28.11784.98988.142[ (38) 

and 

100030030
88.1144.048.116

64.9908.044.989
48.1444.008.144

]ˆdet[ 23
3 sss

s
s

s
CHAsI . (39) 

From (23) we have 

88.1144.048.116
64.9908.044.989
48.1144.008.114

HCAF , 
2.04.0
4.02.0
2.06.0

00 BG  (40) 

and the matrix H has the form (38). The desired observer (19) for the system (36) has 
the form 

.
28.117

84.989
88.142

2.04.0
4.02.0
2.06.0

88.1144.048.116
64.9908.044.989
48.1144.008.114

ˆ
ˆ
ˆ

)(ˆ

2

1

3

2

1

3

2

1

y

e
e

i
i
i

i
i
i

dt
d

dt
txd

 (41) 
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Let us assume the initial conditions A 1)0(1i , A 2)0(2i , A 3)0(3i  for the 
electrical circuit (36) and zero initial conditions for the observer (41). The currents 
and their estimates for V 51e , V 102e  are presented in Figure 2. 

Fig. 2. Real and estimated currents of the electrical circuit 

6 Concluding remarks 

Observers for descriptor electrical circuits by the use of the shuffle algorithm have 
been proposed. Necessary and sufficient conditions for the existence of the observers 
have been given. The effectiveness of the proposed method has been demonstrated on 
a numerical example. 

The considerations can be easily extended to fractional and positive descriptor 
electrical circuits. 
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Abstract. The paper discusses the subject of estimation of potential fi-
nancial benefits achievable with the rehabilitation (modification or tun-
ing) of the control system. This issue appears almost in any process
improvement initiative giving arguments for control upgrades. The sub-
ject exists in literature for several years with well established the same
limit approach. The procedure is based on the assumption of Gaussian
properties of the considered variable reflected in its histogram. Review
of industrial data shows frequent situations when process variables are of
different character featuring long tails. Such properties are well described
by α-stable distributions. This paper presents extension of the method
on such general probability density functions family. The analysis is il-
lustrated with the simulation and industrial data examples.

1 Introduction

Industrial processes are often non-stationary time-varying systems with many
cross-correlations and disturbances of unknown character and origin. Such con-
ditions bring about challenges for the control system implementation, design and
tuning. Goals are addressed by base control with single point or cascade PID
loops. There are many reports showing that base control regulation fine tuning
brings significant financial benefits. Further improvement may be reached with
supervisory Advanced Process Control (APC) and/or Process Optimization.

Thus there is a need for methods to compare control improvement initiative
cost against expected economic benefits. Such decisions are mostly based on
the financial basis. There exist estimation techniques allowing calculation of
the possible financial benefits resulting from the control system improvement.
These profits are mostly associated with increased production efficiency, lower
energy and material consumption, higher throughput or lower environmental
fees. The cost element of the decision is simple, as it may be easily derived from
past projects or obtained from control system vendor. The benefit part has to
be evaluated specifically for each installation. The algorithm is based on the
decrease of process variability leading to quantitative results. The method called
the same limit rule assumes that the shape of the controlled variable histogram
is Gaussian and normal standard deviation σ is used as the variability measure.
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The rationale of this paper derives from observations gained in many com-
mercial control improvement projects. It appears that behavior and shape of
obtained trends and curves does not follow expected Gaussian properties. It is
frequently fat tail. Lévy α-stable probability density function enables to achieve
better fitting. To follow this observation, non-Gaussian method is proposed with
modified Lévy α-stable the same limit method. Approach is more powerful as we
may use more degrees of freedom, i.e. Probability Density Function’s (PDF’s)
stability, skewness and scaling.

The algorithm is proposed and the analysis of the distribution factors’ impact
is presented. The evaluation is visualized with industrial examples.

1.1 Statistical measures

Normal distribution delivers many popular performance indicators. Mean value
and standard deviation are commonly used. Standard deviation σ informs about
signal variability. Higher value means larger variations and poorer control, while
small values reflect opposite situation. Importance of these measures and their
acceptance is unquestionable. But they are valid, when signal properties are
Gaussian. It may be validated graphically through visual inspection of histogram.
We may also use normality tests.

Review of control loops from various process industries [1] shows that only
minority (≈ 6%) has normal properties. Majority is characterized by fat tails well
approximated with Lévy α-stable distribution (> 60%). This may be explained
by process complexity, correlations, varying delays and human impact. Thus,
the use of stable PDF is justified.

An α-stable density function belongs to the family of stable distributions. It
has four degrees of freedom (1) with four parameters (see Fig. 1); the character-
istic function has in this case the following form:

Sα,β,δ,γ (x) =

⎧⎪⎨
⎪⎩

exp
(
−γα|x|α{1− iβsign(x) tan(−πα

2
)}+ iδx

)
for α �= 1

exp

(
−γ|x|{1 + i

2

π
βsign(x) ln |x|}+ iδx

)
for α = 1

,

(1)

0 < α ≤ 2 is called stability index, |β| ≤ 1 is a skewness factor, δ ∈ R is location
and γ > 0 is scale parameter. Stability parameter α is responsible for shape.
Location δ keeps information about function position. Additionally we have two
more shaping parameters. β informs about distribution skewness, while scaling
γ keeps information about density function broadness. The family of α-stable
distributions is a rich class, including following PDFs as subclasses:

– normal Gauss distributions N(μ, σ2) given with S(2, β, σ√
2
, μ),

– Cauchy PDF with scale γ and location δ given by S(1, 0, γ, δ),
– Lévy distribution (Inverse-Gaussian or Pearson V), with scale γ and location

δ given by S(12 , 1, γ, δ).

There are methods [2] dedicated to PDF to histogram fitting. α-stable case
uses Koutrouvelis [3] regression approach.
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2 Benefit estimation

The task to predict possible improvements associated with upgrade of a control
system exists in literature for a long time [4]. From early days it was mostly
associated with the implementation of the APC. There are three well established
approaches called: same limit, same percentage and final percentage rules [5, 6].
All of them use assumption about Gaussian shapes of the controlled variable.
Normal approach is followed by extensions with other PDFs.

2.1 Standard Gaussian approach

The same limit method is based on the evaluation of the normal distribution for
selected variable keeping information about economic benefits and its modifica-
tions. Thus it assumes Gaussian properties of the process. Improvement potential
is evaluated on the basis of the well-established algorithm presented below [7]:

1. Evaluate histogram of the selected variable or the performance index.
2. Fit normal distribution to the obtained histogram which is described by two

parameters: mean value and standard deviation σ.
3. It is assumed that mean value (Mimprov for the improved system and Mnow

for the original one) is kept within the same defined distance from potential
upper (or lower limitation). The idea is to shift the mean value towards the
respective constraint. For the confidence level of 95% it is equal to a = 1.65.
Such a value is used in the calculations. The mean value for the improved
operation is estimated. Standard deviation σ0 relates to the original system
and σ1 to the improved one.

Mimprov = Mnow · a · (σ0 − σ1) (2)

4. Finally percentage improvement is calculated on the basis of the following
equation:

ΔM = 100 · Mimprov −Mnow

Mimprov
(3)

Assume we have fitted distribution to the histogram with parameters (x0, σ0).
We also have to keep the same limit at point of x∗ = x0+k ·σ0, where k describes
the same limit point position. We assume that better control improves variability
by factor c, i.e. new σ1 = c·σ0. Thus we may maintain the same limit with density
function shifted by benefit (4).

M = k · σ0 − c · σ0

√
2(

k

2
− ln c) (4)

Let us assume that k = 2.0, c = 0.75, u0 = 1.0, γ0 = 0.5 (solid black line).
Resulting limiting value is at point x∗ = 2.0 with function value of 0.106. We
obtain new improved variability of γ1 = 0.38 (blue dashed line). Thus we may
shift distribution by benefit factor M = 0.198 towards the same limit (green
dotted line). Fig. 2 presents graphical visualization of the above example.
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Fig. 1. Examples of Lévy PDFs Fig. 2. Gauss same limit rule example

2.2 Algorithm for Lévy distribution

Control improvement benefit estimation using Lévy density function is not as
straightforward as normal distribution, when there is single factor responsible
for variability, i.e. σ standard deviation. Right now there are three parameters
addressing variability. Scaling γ is responsible for distribution broadness, stabil-
ity α for long tails and skewness β, which may also impact tail limit. We need
to take into consideration combinations of these parameters in solving the same
limit rule. It is infeasible analytically. Additionally each of these parameters
addresses different aspects of the control loop tuning. Distribution broadness re-
flected by γ should be a measure of control quality. It plays the role of a robust
Control Performance Assessment (CPA) measure [8].

Stability factor (α) may also impact control quality. It reflects persistence
properties of the variable, i.e. control system. Skewness also informs about con-
trol quality. It is not always wrong. In some cases we may allow variations in the
direction opposite to the constraint reducing dangerous ones in direction of the
limitation (e.q. steam desuperheater control). Analyses of the α-stable factors
impacting the rule of the same limit are evaluated through simulations.

As the function describing the PDF is complicated, a numerical approach
was used to calculate the benefit obtained after control system tuning. The
method relies on finding the zero of the difference of two PDF functions in the
reference point, i.e. the function with ”after tuning” parameters and the original
one ”before tuning” being shifted. The ’fsolve’ Matlab function is used to obtain
the result. The developed method is efficient and can be used with any PDF.

2.3 Simulation results

Simulation experiments were performed according to the predefined procedure,
designed to verify assumed hypothesis. The results for the situation, when skew-
ing factor remains unchanged during loop improvement (β = 0.1) is sketched in
Fig. 3. Situation, when tuning causes symmetrization of the control error his-
togram, i.e. skewness factor after loop improvement becomes zero (β = 0.0) is
presented in Fig. 4.
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Diagrams below present respective shapes of the probability density functions
change during the experiments. Selected plots show extreme cases only. Minor
improvement (10%) in scale and situation of unchanged persistent behavior (α =
1.2 → 1.2) is sketched in Fig. 5, while Fig. 6 reflects shifting the system towards
uncorrelated properties with α = 1.2 → 2.0. Figs. 7 . . . 8 depict respective plots
for large scale improvement of 80 %. Respective presentation of all the results
in tabular form is presented in Tables 1 and 2.
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Fig. 3. Predicted improvement M ver-
sus PDF scale γ assuming unchanged
skewness factor, i.e. β = 0.1 for differ-
ent values of stability factor α.
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Fig. 4. Predicted improvement M ver-
sus PDF scale γ assuming symmetriza-
tion with skewness factor β = 0.0 for
different values of stability factor α.

Table 1. The same limit rule results of M and δ shifts for symmetric scenario β = 0.0

α
γ = 0.45 γ = 0.40 γ = 0.30 γ = 0.20 γ = 0.10
M δ M δ M δ M δ M δ

1.2 0.11 0.9378 0.17 0.9979 0.31 1.1353 0.47 1.3034 0.69 1.5239
1.6 0.05 0.8760 0.13 0.9566 0.31 1.1357 0.51 1.3441 0.77 1.5954
2.0 0.00 0.8345 0.10 0.9282 0.30 1.1341 0.54 1.3691 0.81 1.6433

Table 2. The same limit rule results of M and δ shifts for asymmetric scenario β = 0.1

α
γ = 0.45 γ = 0.40 γ = 0.30 γ = 0.20 γ = 0.10
M δ M δ M δ M δ M δ

1.2 0.05 1.0396 0.12 1.0844 0.26 1.1925 0.43 1.3337 0.67 1.5313
1.6 0.02 0.8903 0.10 0.9674 0.28 1.1399 0.50 1.3427 0.75 1.5905
2.0 0.00 0.8345 0.10 0.9282 0.30 1.1341 0.54 1.3691 0.81 1.6433
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Fig. 5. 10% change in γ, α = 1.2 → 1.2
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Fig. 6. 10% change in γ, α = 1.2 → 2.0

variable
0 0.5 1 1.5 2 2.5 3

pr
ob

ab
ili

st
ic

 d
en

si
ty

 fu
nc

tio
n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

same limit at 2.0 (PDF=0.117) 

benefit M = 0.670

same limit rule for α-stable distribution: free optimization

α=1.200 : β=0.100 : γ=0.500 : δ=1.00
α=1.200 : β=0.100 : γ=0.100 : δ=1.53

Fig. 7. 80% change in γ, α = 1.2 → 1.2

variable
0 0.5 1 1.5 2 2.5 3

pr
ob

ab
ili

st
ic

 d
en

si
ty

 fu
nc

tio
n

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

same limit at 2.0 (PDF=0.117) 

benefit M = 0.810

same limit rule for α-stable distribution: free optimization

α=1.200 : β=0.100 : γ=0.500 : δ=1.00
α=2.000 : β=0.100 : γ=0.100 : δ=1.64

Fig. 8. 80% change in γ,α = 1.2 → 2.0

We notice that 10% change in γ, when α = 1.2 → 2.0 results in no improve-
ment for both skewness scenarios. In all the other scenarios the shift in δ is
accompanied with the M improvement. There are two other interesting obser-
vations. First of all the points form curves well approximated with second order
polynomial. We also see that the curves cross. Larger benefit is obtained with
persistent properties for small improvement in PDF broadness γ, while in case of
large narrowing of the histogram, the bigger profits appear once stability factor
shifts toward uncorrelated value of α = 2.

3 Industrial validation

Industrial validation is performed on the anonymous control data from gas pro-
cessing industry. The process has undertaken major tuning initiative. Thus there
exists possibility to compare data before and after tuning. Four variables are se-
lected, called Var1, Var2, Var3 and Var4. Plots of the variable histograms with
fitted probability density function before the tuning are presented in the Figs.
9. . . 12. Next the histograms with fitted PDFs for variables after the tuning are
presented in the consecutive Figs. 13. . . 16.
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Fig. 9. Untuned Var1 histogram
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Fig. 10. Untuned Var2 histogram
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Fig. 11. Untuned Var3 histogram
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Fig. 12. Untuned Var4 histogram

Comparison of presented data consists of three elements. Table 3 shows mean
square error representing fitting quality of each PDF to the variable histogram.
As one can see variables Var1 and Var 4 are of Gaussian character, which is also
visible in histogram graphs. In contrary two other variables hold fat tail prop-
erties. We are unable to find better normal density function fitting due to the
histogram fat tails. The following two tables present comparison of the Gaus-

Table 3. PDF to histogram fitting mean square error

Var1 Var2 Var3 Var4
before after before after before after before after

Gauss 10.54 5.84 62.61 29.09 28.47 27.53 11.84 9.8
Lévy 8 2.65 10.59 10.93 21.61 15.27 9.63 9.39

sian (Table 4) and α-stable (Table 5) distribution factors for process variable
histograms evaluated for loop before and after the tuning procedure.

First of all we may notice that the results for changes in normal mean value
μ and position factor δ for all the variables are consistent and show the same
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Fig. 13. Tuned Var1 histogram
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Fig. 14. Tuned Var2 histogram
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Fig. 15. Tuned Var3 histogram
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Fig. 16. Tuned Var4 histogram

Table 4. Comparison of Gaussian factors for loops before and after the tuning

Var1 Var2 Var3 Var4
μ σ μ σ μ σ μ σ

before 514.6 2.735 439.1 1.663 71.1 0.716 66.0 0.640
after 530.0 0.430 450.0 0.390 68.0 0.166 67.0 0.470

change % 3% -84% 2% -77% -4% -77% 2% -27%

values. Normal variability factor of standard deviation σ shows for each of the
loops significant improvement in dynamic properties. Additionally we may notice
that for variables Var1 and Var4, which have the strongest Gaussian properties
improvements in both factors, i.e. σ and γ are very similar to each other.

Variable Var2 features evident fat tail properties. In that case normal stan-
dard deviation shows bigger improvement in dynamics, as σ improves by 77%,
while γ by 68%. Simultaneously we notice visible change in stability factor α.
It improved from strongly persistent behavior towards expected to be optimal
value of 2 reflecting uncorrelated time series.

Other effects are seen in the behavior of Var3 histograms. The same limit
goal is achieved by two means. Improvement in the variability (density func-
tion broadness) is enhanced with asymmetric performance reflected in increased

Estimation of control improvement benefit with -stable distributionα 135



Table 5. Comparison of α-stable PDF factors for loops before and after the tuning

Var1 Var2

α β γ δ α β γ δ

before 1.887 0.92 1.785 514.55 1.131 0.06 0.436 439.10
after 1.853 -0.32 0.270 530.00 1.433 -0.11 0.141 450.00

change % -2% -135% -85% 3% 27% -283% -68% 2%

Var3 Var4

α β γ δ α β γ δ

before 1.656 0.11 0.387 71.13 1.939 0.12 0.406 66.01
after 1.400 0.42 0.065 68.02 1.940 -0.08 0.317 67.00

change % -15% 282% -83% -4% 0% -167% -22% 1%

skewness β. This effect is only visible with fat tail distribution as symmetric
normal PDF does not have such an ability.

4 Conclusions

The paper deals with the subject of the estimation of potential benefits that
may be obtained from control system rehabilitation, i.e. structure upgrade, tun-
ing or implementation of advanced control. There are well established methods
supporting that task. They are based on the same limit rule idea and address re-
ductions of process fluctuations resulting from control improvements. Variability
is measured with the standard deviation of normal probability density function.
Thus the method relies on the assumption that the properties of the analyzed
variables are Gaussian.

Actually, there are frequent situations when assumption about variable nor-
mality does not hold, with evident fat tail properties. Following that observation
the same rule method was extended towards fat-tail distributions. Respective re-
lations were evaluated. It is also shown that comprehensive results are obtained
with distributions having more degrees of freedom, like α-stable density function.

Results confirm complex properties of the applied fat tail distribution ap-
proach. More degrees of freedom in shaping of the histogram allow for more
interpretations. The biggest impact was put on improvements, which directly
influence control error histogram broadness. It is reflected in scaling factor γ.
Earlier works confirm the hypothesis that this parameter is a good measure of
the loop dynamic quality and its improvement may be achieved with the con-
troller tuning. The other two interesting parameters of the α-stable distribution
enable further interpretations.

Stability parameter α reflects persistent properties of the loop. The reasons
for them are much broader and very often are associated with non-Gaussian
noises, process complexity reflected in embedded correlations and human inter-
ventions into the loop operation. Thus it is not the result of direct controller
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tuning. Improvement in it is rather associated with process modifications (tech-
nology). Finally asymmetric performance is the result of human interventions
or process nonlinearities, often associated with installation equipment. Thus its
changes are impacted with the other type of the installation improvements.

Concluding we see that application of the fat tail α-stable distribution into
the process of potential benefit estimation out of control improvement delivers
more degrees of freedom extending standard the same limit rule. It reflects con-
troller tuning, with much more comprehensive perspective covering process tech-
nology and installation equipment.

The method requires further extended validation in industrial environment
to detect and match proper reasons of shapes shifting behaviour. Investigation of
the best practice values for associated parameters to predict control improvement
benefits requires further attention as well, through thorough analysis of a large
number of different cases, in particular.
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Abstract. Time-varying communication delays, data packet dropping,
and other network-induced phenomena are inherent in networked control
systems. Their presence can deteriorate noticeably control quality and
narrow stability margins forcing designers to adopt conservative con-
troller tuning. Control quality drop can be to some extent remedied by
employment of network packet buffering or queuing, finite horizon state
estimation, and continual time delay identification methods applied to
networked control loops. The paper presents a modular structure for a
networked control system where the named techniques are deployed in a
network node located on the actuator site. A case study for a DC mo-
tor servomechanism and a periodic trajectory tracking problem is given.
Simulation results are provided.

Keywords: networked control systems, distributed control systems, net-
work induced time-varying communication delay, packet dropout, packet
buffering, packet queueing, state prediction, state reconstruction, state
estimation, Luenberger state observer, least mean squares method, delay
time identification, linear-quadratic controller, DC motor servomecha-
nism, tracking control, servo control

1 Introduction

Networked control systems (NCS) are more and more popular in almost
all fields of automatic control including factory floor automation, building
automation systems, road vehicles, and home appliances. A fieldbus or a
communication network interconnects sensors, controllers, and actuators
in NCS systems and helps to reduce costs involved by an excessive ca-
bling often present in a traditional solution. On the other hand, presence
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of a network introduces several new phenomena into the control loop.
Depending on the underlying network type, they may include: random
time-varying communication delays, packet dropout resulting in data un-
availability, packet duplication or packet order reversal, nonsimultaneous
delivery of packets originated from separate nodes, and many others. They
can cause control quality deterioration and compromise stability condi-
tions. To maintain acceptable level of robustness, controller designers have
to resort to conservative tunings resulting in a further performance drop.

Many methods have been proposed in the literature to overcome or
mitigate unfavourable phenomena incurred by network presence [4]. Some
of them focus on control algorithms and try to adopt them to network-
induced phenomena. That approach is called control over network [10].
Other adjust network protocols and algorithm in order to make the net-
work more suitable for automation purposes. This attempt is referred
to as control of network. There are also combined efforts described as
co-design strategies [7,6].

Variance of the network-induced time delay can be reduced by a buffer
or a queue implemented in a sensor, controller or actuator network node
[1,14]. The buffer can also reduce packet dropping effects. State recon-
struction and prediction techniques are widely employed to compensate
for communication delays [13]. Smith predictor based solutions are often
selected [1,15] to address network dead time problem. Controller parame-
ters may also be adjusted according to gain scheduling scheme [5]. An in-
teresting approach is presented in [17] where state observers implemented
on sensor nodes in a MIMO system and connected to a shared network
are used do control transmission rate and to reduce network traffic.

An important research area is stability analysis of distributed con-
trol systems [18]. In case of slowly varying network characteristics robust
control framework can be used. Otherwise, if network properties change
rapidly, switched systems or Markov chains theory may be applied [16].
Stability can be ensured with Lyapunov function and linear matrix in-
equalities (LMI) approach [16,9]. An interesting stability analysis for a
system with packet dropping network is given in [11].

The solution proposed in this papers combines several methods origi-
nating from control and networking theory to improve quality of control
in a networked control system. They include: packet buffering, clock ad-
justment, continual delay identification, a state observer, a state predic-
tor, incorporation of a plant model into the control algorithm, and set
point prefiltering. Resulting synergetic, adaptive closed-loop solution is
intended for networked control systems following the structure shown in
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Fig. 1. There is a control plant P coupled tightly with a sensor S and
an actuator A. The actuator is driven by a device constituting a single
network node Na where a control algorithm is implemented. A separate
network node Ns acts as a device measuring signal y from the sensor.
Measurement results are transmitted via a computer network or a field-
bus N. Thus a control loop is closed over the network.

P SA

N

NsNa

TsTa

u y

Fig. 1. Structure of networked control system: P – plant, A – actuator, S – sensor, N
– fieldbus or computer network, Na – actuator node, Ns – sensor node, Ta – actuator
clock, Ts – sensor clock

The paper is organised as follows. In section 2 a detailed structure of
the system is presented and functions of all its components are explained.
Section 3 presents a simulational study with the control system applied to
a DC servomechanism. Final remarks are gathered in section 4 preceding
a bibliography list.

2 Control System Structure and Operation Principle

The structure of the closed loop networked control system considered
in the paper is shown in Fig. 2. It complies with the simplified block
diagram depicted in Fig. 1 while presenting in details internals of sensor
and actuator network nodes. A buffer B collects data packets sent by
a sensor node Ns via network N and passes them on to other blocks
in an organised manner. It also adjusts timer Ta governing the actuator
node Na operation. Communication delays are continually identified by I
block cooperating with a plant modelM. Identification results are used by
estimator E reconstructing an unknown plant state. The state estimate
is fed to the controller C of a 2DoF structure, cooperating with a set
point prefilter F forming reference and feedforward signals. The set point
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is provided by generator R. Purposes of all individual modules and ways
in which they cooperate are explained in following subsections.
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Fig. 2. Control system structure: P – plant, A – actuator, S – sensor, N – fieldbus
or computer network, Na – actuator node, Ns – sensor node, NIC – network interface
controller, ADC – analog to digital converter (sampler), DAC – digital to analog con-
verter (ZOH – zero order hold), Ta – actuator node clock (interval timer), Ts – sensor
node clock, B – packet buffer (queue), M – discrete-time plant model, I – time delay
identification block, E – state estimator (one-step identity Luenberger observer, d-step
state predictor), C – proportional state feedback controller, F – set point prefilter (ref-
erence state trajectory and dynamic command feedforward signal generator), R – set
point generator.

2.1 Control Plant

A control plant P is coupled with actuator A and sensor S. Plant input
signal u(t) ∈ Rp may be of arbitrary dimension p > 0 while plant output
y(t) ∈ R is assumed to be scalar. A mathematical model is given as linear
continuous time state space equations ẋ = Ax(t) +B u(t), y(t) = C x(t),
x(t) ∈ Rn or a transfer function G(s), which can be easily realised as the
former model. As the control system works within a digital framework,
equivalent discrete time model of the form xk+1 = Φxk+Γ uk, yk = C xk
is employed, with state and input matrices Φ = ehA, Γ =

∫ h
0 et AB dt.

Here h > 0 is a sampling period and k is an index corresponding to
a discrete time instant tk = k h. It is assumed that both continuous
and discrete time models are observable, controllable and stable (a single
integrating action is also allowed). Plant-model mismatch is considered
and is assumed to be of a parametric type.
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2.2 Sensor Node

A sensor node Ns samples plant output signal y using ADC converter
with a constant sampling period h. It sends each yk sample within a sin-
gle packet using NIC controller via the network N the actuator node Na.
These actions are triggered by the local clock Ts. All packets are sup-
plemented with their serial numbers. Thus the receiver is able to remove
duplicates and to rearrange packets should they arrive in an altered order.

2.3 Fieldbus or Computer Network

Data packets travel via network N possibly shared with other control
loops and experience time-varying communication delay. It is assumed
that the delay consists of two limited components: slowly varying, result-
ing mainly from changeable network load conditions and rapidly varying,
caused for example by random, unscheduled medium access method. Spo-
radically the network may drop or duplicate a packet or change packets
order. Time-varying delays and packet dropout make control task in NCS
considerably harder than for conventional systems.

2.4 Packet Buffer and Actuator Node Clock

The main purpose of the buffer B is to reduce time delay variability mak-
ing resultant delay almost constant or slowly varying [14]. That simplifies
controller design and allows application of standard control theory meth-
ods. The buffer intercepts data packets incoming in random time instants
an releases them in a more systematic manner. It accepts data packets
from the network as soon as they come. It also sorts them according to
their serial numbers and removes duplicates, if any. Data release process,
on the other hand, is controlled by a clock Ta associated with the buffer.
The clock should rather be referred to as an interval timer, since it does
not keep a constant period. Instead the time interval is adjusted from
step to step depending on data availability. If the buffer is empty, time
interval is slightly extended compared to sensor sampling period h. The
buffer does not wait for the missing data indefinitely, but rather releases
a notice of data absence. If the buffer is not empty, the interval is slightly
shortened. This process is governed by the following formula

δk = h (1 + α (r − sk))

where δk is a time interval for the k-th step, sk is a flag indicating avail-
ability (sk = 1) or lack (sk = 0) of data packet (signal s in Fig. 2),
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α > 0, α ≈ 0 is an interval length correction factor, and 0 < r < 1 is a de-
sired rate of data availability. Shortened and extended intervals are equal
h1 = h (1 + α (r − 1)) and h2 = h (1 + α r) respectively, h1 < h < h2.
Adaptively adjusted step size δk allows the controller to keep track of
the time-varying communication delay while reducing delay variation at
the same time. Variation reduction is controlled mainly by the α fac-
tor, while r trades off packet dropout versus resultant filtered time delay.
The timer Ta triggers not only the buffer action but also all other al-
gorithms implemented on the actuator node. Thus, the buffer acts as a
device synchronising sensor and actuator node clocks. Clocks frequencies
are comparable (with an error dependent on α and r parameters) while
phase shift follows a slowly varying component or an envelope (for r ≈ 1)
of network induced communication delays. Both parameters should be
selected carefully based on communication time delay characteristics. A
large value of α can make delay filtration ineffective while small may re-
sults in insufficient tracking capabilities. Parameter r value too close to
either 0 or 1 makes the buffer respond sluggishly to increasing or decreas-
ing time delay respectively. Figure 3 demonstrates an example of adaptive
buffer operation.
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Fig. 3. Reduction of delay variation as a result of adaptive buffer introduction: time
delays of packet entering (grey) and leaving (black) the buffer.
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2.5 Time Delay Identification

To make the control algorithm able to compensate for the time delay it
is necessary either to measure or estimate it. The first solution is possible
only if both network nodes clocks are synchronised in frequency and phase
and network packets are timestamped. That however involves troublesome



and resource-intensive implementation of time synchronisation protocols
like NTP or PTP as well as application of stable oscillators. The solution
proposed in the paper employs an alternative method with delay being
continually identified with the I block implementing LMS FIR filter algo-
rithm [2] and making use of a plant model M. Both delayed plant output
measurement results yd and present plant model output computation re-
sults ym are fed to the I block. As both the plant P and its model M are
fed with common control signal u (see Fig. 2), their outputs should only
be time shifted, provided that initial conditions are identical and there are
neither modelling errors nor external disturbances. The impulse response
of a transport delay system has a form of a Dirac (continuous time) or
Kronecker (discrete time) delta on a compact carrier. Hence, it can be
approximated by a FIR filter. The I block estimates the time delay as a
centre of gravity (CoG) of impulse response obtained with the LMS algo-
rithm [15]. First differences with respect to time of discrete signals yd and
ym rather that original signals themselves are fed to the LMS algorithm
to avoid errors caused by the bias or offset (see Fig. 4). Thus it is possible
to use the algorithm with plants exhibiting integrating characteristic or
experiencing a constant load. An additional delay of N/4 steps has been
introduced into yd signal path where N ·h is the FIR filter window width.
It helps to avoid identification results lying near the starting point of the
analysis window where computation result may be expected to be quite
inaccurate. To make the identification possible, persistently exciting con-
trol signal u has to be secured [2]. In case of a periodic set point wave
special care should be taken to make the LMS FIR filter window width
smaller than the set point period to avoid spurious delays detection. On
the other hand, N should be large enough to allow identification of the
expected worst case time delay.
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If the rank of the output matrix C is lower than state space di-
mension, the state x cannot be calculated based on the instantaneous
value of output signal y. It may be however reconstructed with an ob-
server provided the system is observable or at least detectable. An iden-
tity Luenberger observer has been employed in the presented system.
Modified version that introduces no additional delay has been chosen [3]:
x̂k = (I − LC) (Φ x̂k−1 + Γ uk−1) + Lyk. Observer gain matrix L has to
be selected in such a way that the matrix Φ − LC Φ appearing in an
equation describing estimation error evolution is Schur stable.

If in a particular calculation step the yk sample is missing a state
predictor rather than the Luenberger observer has to be applied. The state
predictor can be considered a “trivial” observer. The missing packet rate
should be low enough not to compromise estimate convergence property.

To compensate partially for τk communication time delay dk-step state
predictor can be employed. Here dk = [τk/h] where square brackets rep-
resent rounding operation.

Summing up, calculations performed by block E at each time step con-
sist of exactly d̂k+1 stages (see Fig. 5) where d̂k is the estimate of dk. At
the first stage x̂k−d̂k|k−d̂k

is computed from x̂k−d̂k−1|k−d̂k−1, uk−d̂k−1 and
yk−d̂k

, if available. Either identity Luenberger observer or state predictor
algorithm is used depending on the availability of yk−d̂k

. All remaining
stages make use of simple predictor formula x̂j|k−d̂k

= Φ x̂j−1|k−d̂k
+Γ uj−1

for j ∈ {k − d̂k + 1, . . . , k}.
It is necessary for block E to maintain memory for storing past values

of control signal u and state estimates x̂. At each time step some x̂i|j values
get overwritten by x̂j|j+1 calculated as explained earlier. Overwrites occur

in an irregular manner as d̂k is not guaranteed to be constant and may
change from step to step.
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2.6 State Estimator

A state estimator block E compensates for insufficient rank of the model
output matrix C, missing data samples and the communication time delay
[8].
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Fig. 5. A series of identity Luenberger observer and predictor stages constituting a
single state estimation step.

2.7 Controller

A linear-quadratic algorithm has been selected for the controller C in the
system. Proportional gain matrix K can be calculated based on the con-
tinuous plant model and an integral performance index of infinite horizon
J =

∫∞
0 (x(t)TQx(t) + u(t)TRu(t)) dt. Both model and performance in-

dex can be concurrently discretised with sampling period h [12] and the
controller matrix can be computed from a solution of a discrete algebraic
Riccati equation.

By itself the LQ controller is well suited for stabilization (regulatory)
rather than tracking (servo) control. Hence, some modifications shown in
Fig. 6 has been introduced resulting in 2DoF controller structure. Feed-
forward control signal is added to the controller output (u = ulq + uff)
while its input is driven by the difference between reference trajectory and
plant state estimate replacing an unknown plant state (xerr = xref −xest).
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ff

x
ref

x
err

x
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uu
lq

Fig. 6. 2DoF tracking LQ controller structure.
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2.8 Set Point Prefilter

Both reference state trajectory xref and command feedforward signal uff
are provided by a prefilter F. Its internal structure is shown in Fig. 7. It is
inspired by the model following control (MFC) scheme and is build around
the discrete time plant model M. Proportional state feedback controller
gainKf is selected to obtain a desired dynamical relationship between the
set point ysp and the reference signal yref using pole placement method.
The relation is usually expressed in terms of a set of required eigenvalues
or poles. Poles of discretised n-th order lag system of a given time constant
Tf are often selected to that end. The scalar coefficient kf in the set point
path is chosen to obtain unit steady state gain between ysp and yref . A
model of actuator saturation is incorporated into the structure to ensure
physical realizability of reference trajectories provided by the prefilter.
Model parameters depend on the actuator type.

M

u
ff

x
ref

y
refy

sp

k
f

K
f

actuator

saturation

model

Fig. 7. Set point prefilter.

2.9 Set Point Generator

The set point source is represented by block R in Fig. 2. Since the pro-
posed solution involves continual identification, the system must be per-
sistently excited. If the original set point time series does not fulfil this
requirement injection of a small amplitude pilot signal exhibiting that
property should be considered. Square wave with a period adjusted to
the plant dynamics is usually a good choice.

3 Simulational Case Study

The complete closed-loop control system behaviour has been modelled in
MATLAB-Simulink environment. A DC servomotor has been selected as
a control plant. It is modelled as a lag element of gainKm = 2.22 and time
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constant Tm = 0.18 s followed by an integrator. Motor angular position
and velocity have been chosen as state variables (x1 = ϕ, x2 = ω) with
output signal equal to the position (y = x1). The continuous time plant
is represented by the following state space equations

ẋ(t) =

[
0 1
0 −1/Tm

]
x(t) +

[
0

Km/Tm

]
u(t), y(t) =

[
1 0

]
x(t)

Symmetric actuator saturation limits have been assumed with absolute
value Um = 15. To represent plant-model mismatch plant parameters
has been deviated by 5% as follows: Kp = 0.95 · Km, Tp = 1.05 · Tm.
Symmetric square wave set point signal has been applied with ampli-
tude Asp = 0.5 and period Tsp = 0.9 s. Discrete-time prefilter has been
tuned to mimic second order lag relationship between ysp and yref with
double time constant Tf = Tm/5 = 36 · 10−3 s. Resulting filter settings
are: Kf =

[
40.71 2.902

]
, kf = 40.71 (see Fig. 7). Fixed sampling period

of h = 18 · 10−3 s has been selected for the sensor node. It was also
used for calculation of the discrete time equivalent of the plant model.
Discrete-time LQ controller has been designed for infinite horizon integral
performance index weight matrices Q = diag(10, 0) and R = 2 ·10−5. The
controller gain matrix is given by K =

[
236.6 5.866

]
(see Fig. 6). Identity

Luenberger observer gain matrix has been calculated to make both eigen-
values of estimation error evolution equation matrix equal to zl = 0.9.

The result is L =
[
0.1048 0.0015

]T
. Window length of N = 33 has been

chosen for LMS FIR filter as it is smaller than Tsp/h = 50. The addi-
tional delay in yd signal path equals h (N − 1) /4 = 8. A band-limited
white noise with spectral power of 5 · 10−3 and sample time equal to
h/10 = 1.8 · 10−3 s has been injected into the control signal at the plant
input to represent external stochastic disturbances acting on the system.
Actuator clock period correction factor α = 0.075 and desired packet de-
livery rate r = 0.9 has been chosen to govern buffer and actuator node
clock operation. Network delays with slowly and fast varying components
have been assumed. The fast component has been modelled using cen-
sored normal distribution with zero mean value and standard deviation
σ = 1.5 · h = 27 · 10−3 s. The slow component is represented by sum of
constant value of 6 · h and harmonic function with 4 · h amplitude and
72 s period (see Fig. 3).

Several simulation tests with zero initial conditions have been con-
ducted to verify effectiveness of the proposed solution and to compare it
with a few alternative simplified structures. Figure 8 presents result of
continual time delay identification for a selected simulation trial. It con-
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firms effectiveness of the employed identification method. Corresponding
enlarged time series of plant input and output signals are shown in Fig.
9. They reveal relatively good tracking capabilities of the control system.
Table 1 compares performance indices computed over a finite horizon of
75 s for several different variants of control systems. The first one rep-
resents the complete solution proposed in the article. Other correspond
to simplified structures with one or more key elements removed. Consid-
erable quality differences justify employment of the full solution rather
than a simplified structure.
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Fig. 8. Time delay identification results: actual time delay at the buffer output (solid),
CoG calculation result (dash), CoG result rounded to integer value (dash-dot).
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Table 1. Comparison of performance index values J for several control system variants.

Variant J

complete solution with buffer, delay identification and
state observer and predictor

4646

no delay identification, constant delay τ = 8 · h assumed 10250

no delay identification, zero delay (τ = 0) assumed 228700

no buffer, no delay identification, τ = 8 · h assumed 196500

no buffer, no delay identification, τ = 0 assumed 11840
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4 Conclusions

In the solution presented in the paper packet buffering, state estima-
tion, and delay identification are combined together to improve quality
of control in a networked control system. The system is given a modular
structure and relies on several elementary tasks that have been analysed
and implement independently. That approach involves some simplifica-
tions but makes the problem more tractable.

Presence of the identification block makes the control system nonlin-
ear while the network-induced delay causes it to be time-varying. Both
these properties makes analytical stability analysis difficult. Simulational
approach has been employed by the authors instead. As that method is by
no means exhaustive, stability cannot be guaranteed. Hence in applica-
tions the presented algorithm should be supplemented with an emergency

shut-down procedure activated as soon as an unstable behaviour is de-
tected.



As an identification method is involved in the control algorithm, a
persistently exciting stimulus must be provided and maintained. If a con-
tinual excitation is not acceptable an alternative possible solution is to
activate the delay estimation algorithm intermittently and to use a burst
test signal rather than an uninterrupted one.

The presented solution is formulated for single output (SISO and
MISO) systems. However, it can relatively easily be extended to a MIMO
or SIMO case, provided that all plant output signals are measured syn-
chronously by a single sensor node and all samples corresponding to a
given time instant are transmitted within a single network packet. All
blocks involved in the control algorithms have to be accommodated to
the multi-output framework with delay identification (I) and prefilter (P)
blocks requiring arguably most attention. If individual output signal are
measured by separate network nodes and transmitted asynchronously, a
solution similar to that presented in [17] may be employed.

The assumption made in the paper that the controller is located on the
actuator side is quite realistic one. Actuators often consume large power
and are connected via individual lines directly to combined or coupled
controller and power amplifier units located in a control cabinet or a
control box. Sensor on the other hand usually exhibit low power demand
and hence can use common power source and exchange data with the
controller over a shared network or a fieldbus.

It should be also noted that the assumption on delay characteristics,
i.e. superposition of slowly varying component and normal noise given in
section 2.3, is important. If not fulfilled, the effectiveness of the controller
could be lower.
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Part III
Autonomous Vehicles



Control Systems in Semi and Fully Automated
Cars
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Abstract. The paper focuses on essential elements of the control sys-
tems that are currently used in semi-automated cars and those that will
be used in fully automated cars named as autonomous cars. Autonomous
car is a vehicle that is capable of sensing its environment and navigating
without human input. The highest level of automated driving assumes
that all activities done by the driver can be replaced by a suitable con-
trol system. In this context, the autonomous car can be regarded as a
control system working in a closed-loop setting. The desired value for
the defined control system is a vehicle state specified in the destination
point where the car should be placed starting a ride from a given initial
state. The car in automated driving mode affects other cars in traffic,
elements of road infrastructure and other road users, such as pedestrians,
cyclists, animals, etc. Set of sensors provides data on the environment
surrounding the car in the area defined by their field of view. These
data after initial pre-processing are used for detecting objects surround-
ing the vehicle. Data from different types of sensors are combined with
each other in order to increase the confidence level of the objects de-
tected in the vehicles neighbourhood. Having the list of detected objects
a vehicle environmental model is created, which is used to analyse the
current situation and then plan the trajectory of the vehicle to the desti-
nation state. Besides the vehicle environmental model an important role
in fully automated cars plays the driver model by means of which can
be determined the characteristics for the actuators in such a way that
the dynamics of the vehicle is as close as possible to the situation in
which the driver manually guides the vehicle. Models of vehicle kinemat-
ics and dynamics are essential to tune controllers that are responsible for
determining the trajectory of the vehicle and its stability properties. It
should be emphasised that due to the nature of the automotive industry
a fully automated driving will not happen overnight, but as technology
develops. Control systems already on the market are gradually developed
and their functionalities will work towards taking overall control of the
vehicle.

Keywords: autonomous car, automated driving, control system
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1 Introduction and Motivation

Autonomous vehicle can be defined as a vehicle capable of sensing its environ-
ment and navigating without human input. There are other names functioning
in the literature: driverless vehicle, uncrewed vehicle, self-driving vehicle, robotic
vehicle, automated vehicle. The latter name seems to be the most appropriate
as the vehicles currently driving on roads, both prototypes and series ones, can
be considered as automated vehicles at different levels of automation. Therefore,
autonomous vehicle should be defined as a fully automated vehicle. The prob-
lem of building an autonomous vehicle can be then formulated as the problem of
adding senses and brain to the vehicle so it is aware of its driving environment
to first assist, and next substitute the driver. Senses in the vehicle are sensors
with perception algorithms, they are sometimes called intelligent sensors; brain
in the autonomous vehicle has the form of a distributed embedded software
system where independent microprocessor systems communicate together using
different communication networks.

As it may be difficult to determine in what percentage the vehicle moves in an
automatic manner, the so-called levels of automation have been introduced. The
Society of Automotive Engineers (SAE) identifies six levels of driving automation
[21] from No Automation (level 0) to Full Automation (level 5). No Automation
means that all aspects of the dynamic driving task, that is, execution of steer-
ing, acceleration, deceleration, monitoring of driving environment and fallback
actions are performed by the human being. Full Automation stands for the sit-
uation when all aspects of the dynamic driving tasks under all roadway and
environmental conditions are managed by an automated driving system. Newest
vehicles, that are currently offered in dealer shops, are on level 3 (Conditional
Automation). It means that the automated driving system monitors the driving
environment and can perform itself selected dynamic driving tasks however with
the expectation that the human driver will respond appropriately to a request to
intervene. The National Highway Traffic and Safety Administration (NHTSA)
classifies the automated driving modes in 5 levels’ scale [23], where the lowest
level 0 means No Automation and the highest level 4 means Full Self-Driving
Automation.

According to the report of the World Health Organisation (WHO) concerning
safety on roads [25], in 2013 the number of deaths caused by road accidents
amounted approximately to 1.25 million per year. It is estimated that the annual
costs related to treatment of road accident related injuries in European Union
(EU) exceed 180 billion Euro. 3 571 persons died in road accidents on Polish
roads in 2012 [3]. However, the number of victims has been decreasing every
year which is due to the safety standards applied to vehicle construction. The
most frequent reasons of accidents are due to the drivers fault and they are
connected to failure to adapt speed to the conditions on the road, failure to
give priority of passage, improper driving through pedestrian crossings, improper
overtaking, and failure to keep a safe distance between vehicles. Accidents caused
by pedestrians are typically due to careless entrance on the road (running across)
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in front of a driving vehicle (including from behind another vehicle), on red lights
or jaywalking.

Thanks to the enhanced development of passive safety systems, such as safety
belts, air bags, etc., further improvement will be possible but not sufficient. These
systems mainly protect the drivers and passengers but this protection is not ab-
solute. The passive safety systems allow to minimise the accident effects but can
neither eliminate nor prevent them. The problem of pedestrians’ and bike and
motor bike riders’ safety in road traffic remains unsolved. Further improvement
of the safety is possible thanks to the development of active safety systems,
semi and finally fully automated vehicles. These systems can support the driver
regardless of the part of the day and weather conditions. For instance, the func-
tion of autonomous emergency braking will significantly reduce the number of
accidents involving pedestrians, bike and motor bike riders. Systems warning
the driver against falling asleep or swerving off the lane will allow for avoiding
accidents which cause great people, vehicle and road infrastructure damage. Au-
tonomous vehicles will finally ensure comprehensive safety. Autonomous drive
especially in long distances will allow for reducing of the drivers tiredness. In
the cities the systems will provide for a smoother traffic which can translate into
quantifiable economic benefits both for the state budget and drivers.

One of the purpose of the road traffic policy in EU is to promote mobility
which is efficient, safe and environmentally friendly. The European Commission
(EC) decided [6] that the road infrastructure is the third pillar of the road
traffic safety policy which should to a great extent contribute to achieving the
Community’s goal that is reduction of the number of accidents. The EU action
programme for road safety for the years 2011–2020 [8] sets a goal which assumes
reduction of victims in road accidents in Europe by half within the next ten
years that is by 2020. The programme includes ambitious proposals concerning
increasing the vehicle safety, improvement of infrastructure and changing the
road users behaviour. Autonomous vehicles which allow for significant reduction
of human errors caused by for instance tiredness are very much within the goals.

EU directives [4, 5, 7] provide guidelines concerning fuel economy for new
vehicles, both for passenger and truck vehicles, including guidelines concerning
emissions of: nitric oxide (NOx), hydrocarbon (NC), carbon monoxide (CO),
carbon dioxide (CO2) and particulate matter (PM). Application of the eco-drive
rule will allow for fuel savings from 5 to 25%. The level of savings in every
case depends on the drivers engagement and focus which is another source of
tiredness. Automated driving in a natural manner allows for application of the
eco-drive rule and savings in fuel consumption by approximately 15%.

The safety issue is also motivated by consumer’s needs. Car manufacturers try
to obtain best score results in the Euro NCAP (European New Car Assessment
Programme) tests. Assessment criteria in these tests concern mainly the safety
of passengers and other road users. It is worth mentioning that in a few years
it will be possible to receive the highest score in those tests only if cars are
equipped with active safety systems. So there is essentially no turning back from
the introduction of active safety systems on the market.
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The first systems in the automotive history containing automated driving
features were simple adaptive cruise control and lane departure warning systems
that were put into production around 2000. Currently, some serially produced
cars from upper market segments contain features that enable automatic control
over the vehicle in certain conditions. The driver can turn off the automated
function at any moment of time and take back full control over the vehicle. Ac-
cording to automotive industry experts, cars that allow fully automated driving
will appear on public roads around 2025. According to analysts from McKinsey
Global Institute [16] autonomous cars are at the sixth position in the ranking of
disruptive technologies that will change the world in the next 10 years. The same
report features a calculation assessing the impact of this technology on the global
economy in 2025 at the level of 0.2− 1.9 trillion US dollars. The basis of those
calculations is the vision of road traffic without any accidents that would allow
to reduce road accidents in the interim period and eliminate them completely
in the future. It is estimated that autonomous cars will entirely eliminate fatal
accidents. This is strictly connected to the fact approximately 90% of accidents
are because of the driver’s fault [24]. The vision of road traffic without collisions
and accidents is thus the main motivator and driving force behind actions taken
by the largest automotive companies and corporations from other sectors.

2 Automated Car as a Control System

Automated car can be considered as a control system working in a closed-loop
setting (Fig. 1). The endpoint for this control system is specified by the condition
of the car in the destination where the car should be starting a ride from a given
initial state. The car during driving influences other cars in traffic, elements of
road infrastructure and other road users, that is, pedestrians, cyclists, animals,
etc. Sensors provide data on the vehicle’s surrounding in the area specified by
their field of view. It is worth noticing that each car from the traffic block on
Fig. 1 can work in the same way, so control systems for all cars located in a
certain area are overlapping and influencing each other.

A vehicle software system is a distributed embedded software system where
independent microprocessor systems, called Electronic Control Units (ECUs),
communicate together using different communication networks. The list of wired
protocols used in today’s automotive industry includes: CAN (Controller Area
Network) bus [13, 14], LIN (Local Interconnect Network) bus [15], MOST (Media
Oriented System Transport) bus [17], FlexRay [10], and recently also Ethernet.
Typical vehicle functionality is realized by several ECUs communicating with
each other. The number of ECUs in vehicles, as well as their complexity, has
been increasing from year to year. Nowadays, an average middle class vehicle is
equipped with about 30 different co-operating microprocessor systems and the
electronics comprises up to 40% of the total vehicle cost [2, 22]. A typical vehicle
software system architecture is shown in Fig. 2.

An automotive ECU is a control system that processes continuously changing
input signals and provides the appropriate output signals based on the inputs.
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Fig. 1. Block diagram of a control system for automated cars

Fig. 2. Typical vehicle software system architecture

ECU behaviour can be categorised into three different types [9, 11]: discrete com-
binational (logical operation defined) behaviour, discrete sequential (state de-
fined) behaviour, and continuous behaviour. Typically combinational behaviour
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is modelled using Boolean algebra (in practice represented by predicates, logic
gates, or graphs such as cause-effect graphs [1, 18]). State behaviour is modelled
using graphs (usually state charts [12, 1, 9]). Continuous behaviour is modelled
using differential equations (in practice represented by graphs of different Laplace
transfer functions [19]). Automotive ECU behaviour is a combination of some
or all of the above three basic behaviours.

Sensors are essential elements of automated driving. They are being used
in perception algorithms to monitor and interpret the vehicle’s surrounding. It
looks that automated driving features will be based on the following set of sen-
sors: cameras, radars, lidars, GPS (Global Positioning System), V2V (Vehicle-
to-Vehicle) and V2I (Vehicle-to-Infrastructure) systems (Fig. 3). Camera takes

Fig. 3. Essential sensors for automated driving features: camera (left), radar (middle),
lidar (right)

images of the road that are further interpreted in real-time by a computer pro-
gram in order to distinguish and classify objects. The camera-based systems that
are currently used in the automotive allow to distinguish and classify a variety
of objects, such as: cars, trucks, pedestrians, small and large animals, road lanes,
traffic lights, all types of traffic signs, barriers, and many others (Fig. 4). Radars
provide a good measurement of the position and velocity of objects, both static
and dynamic ones. Radar sends radio waves that are bounced from the objects
and then received for interpretation (Fig. 5). Currently used radar systems are
equipped with intelligent algorithms that besides high-quality range and veloc-
ity information are able also to classify some objects such as cars, pedestrians,
barriers. Lidar works on the same principle as radar but instead of microwaves it
uses light pulses that are sent out, reflected from the objects and then received
for interpretation. Due to its high resolution lidar can be used to measure both
the position and velocity of an object as well as classify several classes of objects.
GPS receivers with detailed 3D maps are important to localise the vehicle and
for path planning tasks. V2X (V2V + V2I) or V2E (Vehicle-to-Everything) are
communication systems between other vehicles and elements of road infrastruc-
ture with intention to enhance reliability of perception algorithms.

Data from different types of sensors are combined with each other in order to
increase reliability of the detected objects from the vehicle’s surrounding. Due
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Fig. 4. Detection of objects using a vehicle camera

Fig. 5. Detection of objects using a vehicle short range radar

to the fact that the objects from the vehicle’s surrounding can be detected with
low confidence, the sensor data fusion allows to increase this confidence making
the detected objects more reliable (Fig. 6). Using local objects provided by the
sensing systems, objects identified by other cars and static objects from 3D maps
a 3D model can be created for virtual representation and understanding of the
vehicle’s surrounding environment (Fig. 7). The model is dynamically changing
over time during vehicle drive. This model shall be next used for implementation
of the functionalities such as adaptive cruise control, autonomous emergency
braking, lateral control, ad-hoc safety zones, control trajectories steering the
vehicle from the starting point to the defined destination, etc. Besides the vehicle
environmental model an important role in fully automated cars plays the driver
model by means of which can be determined the characteristics for the actuators
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Fig. 6. General overview of sensor data fusion

in such a way that the dynamics of the vehicle is as close as possible to the
situation in which the driver manually guides the vehicle. Models of vehicle
kinematics and dynamics are essential to tune controllers that are responsible
for determining the trajectory of the vehicle and its stability properties. Sets
of objects detected by the sensors must be analysed always in the context of
the road situation which takes place at every moment of time when the control
decision should be made. Situational context on the road is changing rapidly and
the same set of detected objects may cause other decisions relating to vehicle
control. For instance, other decisions should be taken in a situation where a
pedestrian intends to cross the street, and the other when he walks down the
sidewalk next to the street. Other decisions are also taken in the event of changing
traffic lights. Planning the trajectory of the vehicle is also extremely difficult and
complex task. This is a multi-criteria optimisation problem that should consider
such performance indices as travel distance, driving time, fuel consumption, etc.
Path planning is updated usually every 50 ms (i.e., at a frequency of 20 Hz) and
should take into account such situations as changing lanes, overtaking, turning
to traffic, etc.

Due to the nature of the automotive industry a fully automated driving will
not happen overnight, but as technology develops. Control systems already on
the market are gradually developed and their functionalities will work towards
taking overall control of the vehicle. The list presented below [20] may be con-
sidered as an overview of common active safety and advanced driver assistance
features which are already available in serially produced cars and which will
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Fig. 7. Model of the vehicle’s environment using radar detections only

be further developed and incorporated into semi and fully automated driving
modes.

– Adaptive Cruise Control (ACC) — a cruise control of a new generation that
increases the comfort of driving and enables speed regulation, not only on a
set level but also in case of appearance of a vehicle that precedes the host.
The speed and distance between vehicles is adjusted to safe values.

– Queue Assist (QA) – this may be an additional option to ACC that, unlike
the ACC, works in the range of low speed together with full stop. QA is able
to make the car start to move, keep the distance, and stop, which is a typical
situation for a traffic jam.

– Traffic Jam Assist (TJA) — this is the QA feature with additional ability
to control the steering wheel autonomously. Moreover, it can be considered
as fully automated driving feature in restricted working conditions.

– Autonomous Emergency Braking (AEB) — this feature is responsible for
braking if the system predicts unavoidable collision with an object in front
of the host car. Since rear-end crushes without applying any braking action
by the driver constitute significant percentage of accidents, this is a very
promising feature in the case of rising safety level.

– Collision Warning (CW) — it alerts the driver about the possible danger
of an accident. This exact signal implies the last chance of avoiding the
collision. If the driver does not react, AEB is going to activate on its own.

– Collision Mitigation Support (CMS) — other name for the system which
mitigates or avoids the collision; it consists of CW and AEB.

– Lane Departure Warning (LDW) — the purpose of this feature is to warn the
driver in case a vehicle is crossing the lane marker while the turn indicator is
not activated. The system interprets such situation as an effect of distraction
or drowsiness, which may lead to an accident. After a few warnings the
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system sends information that is displayed on the instrument panel cluster
advising the driver to make a break.

– Lane Keep Aid (LKA) — it works in a similar way to the LDW. The system
recognises lane markers on the road but tries to keep the vehicle on the
proper lane by applying a force to the steering wheel.

– Curve Speed Warning (CSW) — this feature provides warning to the driver
if the speed of a vehicle is not adapted to the road curvature.

– Road Friction Information (RFI) — information about road friction may
come from wireless network or may be based on autonomous tests. This
information adds to the increase of performance of ACC, AEB, CW and
CSW.

– Intelligent Speed Adaptation (ISA) — it is based on traffic signs captured
by camera or information provided by any external source. The system mon-
itors current speed limit and reacts when the vehicle is moving too fast. A
reaction device either alerts the driver or performs an automatic intervention
concerning the speed of a vehicle.

– Adaptive Highbeam Assist (AHA) — adaptation of headlight beam distance
depending on the position of vehicles on the road, in order not to dazzle
other drivers.

– Blind Spot Information System (BLIS) — it is based on information from
cameras located in the side mirrors. This feature warns the driver when the
vehicle is in a blind spot. Warning is more intense if host car cuts in other
vehicle path white changing the lane.

3 From Prototype to Series Production

Designing an embedded control system for automotive applications is a complex
and error prone task. Embedded systems intended for automated driving ap-
plications are becoming increasingly sophisticated and their software content is
growing rapidly. Although some prototypes with automated driving features are
already available and work pretty well in a controlled environment, the way to
serially produced cars seems to be a long journey. This is because every fault in
such safety critical system may cost in worst case human life and can slow down
or even stop the development of such systems. Therefore the main problem on
the way to industrialise existing prototype solutions is related to the proof of
robustness, safety and reliability of the system. In this context, advanced and
automated development and testing methodologies will play a crucial role.

Exhaustive testing is impossible what means that testing everything (all com-
binations of inputs and preconditions) is not feasible except for trivial cases. This
is valid in particular for software systems developed for automated driving ap-
plications. The number of important road scenarios for such system is actually
infinite. Currently, all prototypes of active safety, advanced driver assistance
and automated driving control systems must be verified in real conditions. This
means that the system must be verified on a data set collected from about 1
million kilometres as this is a very basic car manufacturer’s requirement. Based
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Fig. 8. Verification of automated driving perception algorithms using virtual scene
generation

on the data collected, performance and reliability metrics are calculated. It is
also estimated that for control systems implementing features of highest levels of
automation according to SAE or NHTSA ranking, there will be a need to collect,
store, re-process and analyse data from many millions of kilometres in order to
proof the proper quality level of the system. A solution for this problem might be
model-based testing and simulation approaches with artificially generated data.
Then some of the tests can be done pretty fast in virtual environment without
the need of having real vehicle drives (Fig. 8).

4 Conclusions

Elon Musk said that ”Making rockets is hard, but making cars is really hard”.
Indeed, number of possible road scenarios that shall be properly handled by the
perception systems in a vehicle is theoretically infinite. Much less demanding
environment is valid for planes and rockets. So the straightforward conclusion
would be that fully automated cars that can handle all possible road scenarios
are by definition not possible. Nevertheless, the automotive industry will con-
tinue the development of automated vehicle towards this unreachable (at least
theoretically) goal. Many car manufacturers and automotive suppliers have an-
nounced fully automated vehicle available in next years. However, at current
stage of the development, we can say that there are nice prototypes available
but there is far way in the front of us in order to industrialise these solutions.
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There are still a lot of aspects that should be taken into account until all issues
will be resolved. More sceptics predict these car available in 2035. We should
expect this date would be rather close to 2035 than 2020.
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Abstract. The paper analysis the stability property of a series of cars
following each other and functioning in adaptive cruise control mode.
The adaptive cruise control mode controls the acceleration and decelera-
tion of the car in order to maintain a set speed or to avoid a crash. Such
series of cars can be mathematically represented by an equivalent system
consisting of a set of masses, springs and dampers. Using this represen-
tation, the dynamic behaviour of the cars in a chain can be described by
a matrix-vector differential equation of second-order. The paper analyses
this model and formulates stability conditions.

Keywords: stability, adaptive cruise control, car

1 Introduction

Adaptive cruise control (ACC) is a control system which function is to keep safe
distance from the vehicle ahead. Driver sets desired speed and time interval to
the car ahead. When system detects slower vehicle the speed is automatically
adapted so the vehicle ahead is followed with a setup distance between. Once
road is clear again the car returns to the selected speed. The ACC functionality
is based mostly on vision and radar sensor systems. Radar provides high quality
range and velocity information (see Fig. 1) and camera provides high quality
object detection. Fusion algorithms are used to combine both radar and camera
data for reliable target detection. The detected target vehicle is used by the
ACC application as the vehicle to be followed (vehicle marked in red rectangle
on Fig. 2).

ACC systems are based on various control theory methods. A review of the
applied methods can be found in [8, 33]. Proportional-Integral (PI) and Lin-
ear Quadratic (LQ) controllers [31], Balance-Based Adaptive Control (B-BA)
algorithm methods [30], quadratic optimal control [1], Proportional-Integral-
Derivative (PID) controllers [6], Sliding Mode Control (SLM) [9, 14] can be
enumerated as examples of possible to implement control algorithms. Model
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Fig. 1. Radar provides range and velocity information for ACC functionality

Fig. 2. Data fusion combines radar and camera information for reliable target detection

predictive control is also popular control method of ACC systems [2, 24, 29] as
well as neural [4, 25] and fuzzy controllers [5, 28]. The majority of ACC control
systems can be considered as hybrid control systems as those systems contain
usually a logical part responsible for appropriate classification of an occurrence
and a relevant controller for the classified situation [10, 22, 34].

In recent years there has been a growing attention to studies on ladder net-
works because they are strictly correlated to integrated interconnection prob-
lems, coupled mechanical systems, analog neural nets, distributed amplifiers,
and so on. Ladder networks may be described as networks formed by numerous
repetitions of an elementary cell. In case of an mechanical ladder network, the
elementary cell may consist of masses, springs, and dampers connected in series
or in parallel. Electrical ladder networks have similar dynamics as mechanical
ladder networks and they consist of resistors, inductance coils, and capacitors.
If all the elementary cells are identical, the ladder network is said to be homo-
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Fig. 3. Series of n-cars following each other in adaptive cruise control mode
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Fig. 4. Mechanical equivalent model of a series of n-cars driving in adaptive cruise
control mode

geneous; if the elementary cells are not identical, the ladder network is called
inhomogeneous. The properties of ladder networks, especially electrical ladder
networks, have been already studied in the past. Control problems for linear
RL, RC, LC, and RLC electrical circuits are widely discussed in [3, 16, 18, 21,
20]. The dynamics and detailed characteristics of nonlinear electrical circuits are
considered in [7, 15]. Control problems for nonlinear RLC circuits are discussed
in [11, 12, 23, 26].

In this paper we investigate stability of a chain of cars following each other
and functioning in adaptive cruise control mode. The car indicated as m0 is
chosen to lead the chain (see Fig. 3). It is assumed that the system is in an
equilibrium state. This means that all cars in the chain have desired speed set
to at least the same value as the leading car. Thus, in the equilibrium state each
car in the chain shall maintain the safe distance to the car ahead only. The goal
is to investigate dynamic behavior of the cars in the situation when the leading
car will do an unexpected manoeuvre as acceleration or braking.

2 Mathematical Models

A series of cars following each other and functioning in adaptive cruise control
mode can be represented by an equivalent system consisting of a set of masses and
springs as depicted on Fig. 4. The masses mi, where i = 1, 2, . . . , n, correspond
to the masses of the cars, m0 is the mass of the leading car. The coefficients ki,
where i = 1, 2, . . . , n, are related to gains of the controllers responsible to keep
a set safe distance to the vehicle ahead.

The dynamic behaviour of n-cars driving in adaptive cruise control mode can
be represented by a matrix-vector linear differential equation of second-order of
the following form

Eẍ(t) +Ax(t) = 0 , x(0) = x0 , ẋ(0) = xd0, (1)
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Fig. 5.Mechanical equivalent model with damping elements of a series of n-cars driving
in adaptive cruise control mode

where x(t) = [x1(t) x2(t) . . . xn(t)]
T ∈ Rn is a vector representing displace-

ments of the masses from the equilibrium state, x0 ∈ Rn, xd0 ∈ Rn are given
initial conditions, A ∈ Rn×n, E ∈ Rn×n are matrices of the order n×n and the
following form

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k1 + k2 −k2 0 . . . 0 0 0
−k2 k2 + k3 −k3 . . . 0 0 0
0 −k3 k3 + k4 . . . 0 0 0
...

...
...

. . .
...

...
...

0 0 0 . . . kn−2 + kn−1 −kn−1 0
0 0 0 . . . −kn−1 kn−1 + kn −kn
0 0 0 . . . 0 −kn kn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
n×n

, (2)

E = diag (m1,m2,m3, . . . ,mn−2,mn−1,mn) . (3)

By adding damping elements to the model from Fig. 4 we can include in the
investigation the ACC controller that takes into consideration the derivative of
a vehicle position. Then the dynamic equation will have an extended form, that
is,

Eẍ(t) + F ẋ(t) +Ax(t) = 0 , x(0) = x0 , ẋ(0) = xd0, (4)

where F ∈ Rn×n is a matrix of the order n× n and the form

F =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

c1 + c2 −c2 0 . . . 0 0 0
−c2 c2 + c3 −c3 . . . 0 0 0
0 −c3 c3 + c4 . . . 0 0 0
...

...
...

. . .
...

...
...

0 0 0 . . . cn−2 + cn−1 −cn−1 0
0 0 0 . . . −cn−1 cn−1 + cn −cn
0 0 0 . . . 0 −cn cn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
n×n

, (5)

with the parameters ci > 0 for i = 1, 2, . . . , n. The matrices A and B have the
same meaning as in Eqs. (2) and (3).

In applications, values of the coefficients ki, i = 1, 2, . . . , n can depend on
the vehicle positions as during braking and acceleration usually various settings
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of the control algorithms are used. Also the matrix F should be considered in
general as a matrix with nonlinear elements if we would like to include into the
model aerodynamic or other types of friction forces. In such situation, the dy-
namic behaviour of the vehicle chain can be described by a nonlinear differential
equation of the following form

Eẍ(t) + F (x, ẋ)ẋ(t) +A(x)x(t) = 0 , x(0) = x0 , ẋ(0) = xd0 . (6)

Here, E ∈ Rn×n is a square matrix with real entries as described in Eq. (3), F :
Rn×Rn ⊃ Ω×Ω → Rn×n andA : Rn ⊃ Ω → Rn×n are matrices whose elements
are nonlinear functions, that is, F (ξ,η) = [fij(ξ,η)]n×n, A(ξ) = [aij(ξ)]n×n,
i, j = 1, 2, . . . , n, Ω ⊂ Rn is a neighborhood of zero (0 ∈ Rn). The matrices
A and F have the same symmetric tridiagonal structure as in Eqs. (2) and (5)
except that in place of the constant coefficients ki and ci are nonlinear functions
ki(x) and ci(x, ẋ) which are continuous with continuous derivatives with respect
to each variable in the set Ω.

3 Stability Analysis

In this section we investigate stability properties of the systems described by
Eqs. (1), (4) and (6).

Lemma 1. The matrix A is positve definite.

Proof. As the matrix A is symmetric with real values, all its eigenvalues are real
numbers. According to the Gershgorin circle theorem [32] every eigenvalue of
the matrix A lies within at least one of the Gershgorin discs D(aii, Ri), where

aii = ki + ki+1 for i = 1, 2, . . . , n− 1 and ann = kn , (7)

is the centred point of the disc that is equal to the i-th diagonal element of the
matrix A,

R1 = k2 Ri = ki + ki+1 for i = 2, 3, . . . , n− 1 and Rn = kn , (8)

is the radius of the disc that is calculated as the sum of the absolute values of
the non-diagonal entries in the i-th row of the matrix A. It is easy to notice that
all Gershgorin discs D(aii, Ri) lie in the right-half of complex plane including
zero. Thus all eigenvalues of the matrix A must be non-negative. It should be
also noticed that the matrix −A is the Metzler matrix (see [19]) as its all off-
diagonal entries are nonnegative. Following the analysis presented in [17] it can
be concluded that detA �= 0. Consequently, the matrix A is positve definite.

In a similar way we can prove the following lemma.

Lemma 2. The matrix F is positve definite.

Theorem 1. The system (1) is oscillatory.
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Proof. Stability of the system (1) is determined by its eigenvalues, that is, roots
of the characteristic equation

(λiE +A) vi = 0, i = 1, 2, . . . , n , (9)

where vi = vRi
+ jvIi is a eigenvector corresponding to the eigenvalue λi, vRi

,
vIi stand for the real and imaginary parts of the vector vi. Multiplying left the
equation (9) by v∗i we get

λ2
i v

∗
i Evi + v∗i Avi = 0, i = 1, 2, . . . , n . (10)

Because the matrices E and A are symmetric, thus

vTRi
EvIi = vTIiEvRi , (11)

vTRi
AvIi = vTIiAvRi . (12)

From Eq. (10) we can obtain

αeiλ
2
i + αai = 0, i = 1, 2, . . . , n , (13)

where
αei = vTRi

EvRi
+ vTIiEvIi , (14)

αai = vTRi
AvRi + vTIiAvIi . (15)

For positive definite matrices E and A the parameters αei and αai are positive.
In such case, the eigenvalues of the system (9) are placed on imaginary axis, that
is,

λi = ±j

√
αai

αei
, j2 = −1, i = 1, 2, . . . , n . (16)

This proves that the system (1) is oscillatory.

Theorem 2. The system (4) is asymptotically stable.

Proof. The characteristic equation of the system (4) has the form(
λ2
iE + λiF +A

)
vi = 0, i = 1, 2, . . . , n , (17)

where vi = vRi
+jvIi is a eigenvector corresponding to the eigenvalue λi, vRi

, vIi
are the real and imaginary parts of the vector vi. Let multiply left the equation
(17) by v∗i

λ2
i v

∗
i Evi + λiv

∗
i F vi + v∗i Avi = 0, i = 1, 2, . . . , n . (18)

Because the matrices E, F and A are symmetric thus

vTRi
EvIi = vTIiEvRi , (19)

vTRi
F vIi = vTIiF vRi

, (20)
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vTRi
AvIi = vTIiAvRi

. (21)

Using (19), (20) ad (21) into (18) we have

αeiλ
2
i + αfiλi + αai = 0, i = 1, 2, . . . , n , (22)

where

αei = vTRi
EvRi

+ vTIiEvIi , (23)

αfi = vTRi
F vRi

+ vTIiF vIi , (24)

αai = vTRi
AvRi + vTIiAvIi . (25)

For positive definite matrices E, F and A the parameters αei, αfi and αai are
positive. In such case, the eigenvalues of the system (17) are located in the open
left half plane. This means that the system (4) is asymptotically stable

Lemma 3. If 〈x,A(x)x〉 > 0 for x ∈ Ω\{0}, then the line integral
∫ x

0
xTA(ξ) dξ

along the straight line in the space Rn from the beginning point 0 to the ending
point x ( x �= 0) is positive.

Proof. The proof can be conducted in the same manner as in the proof of similar
lemma of [27].

Theorem 3. The zero equilibrium point of the system (6) is locally asymptoti-
cally stable (in the Lyapunov sense).

Proof. Consider the following Lyapunov functional

V (x̃) =
1

2
ẋ(t)TEẋ(t) +

∫ x(t)

0

ξTA(ξ) dξ , (26)

where x̃(t) = col (ẋ(t),x(t)). It can be concluded with the help of Lemma 3 that
V (x̃) > 0 for x̃ �= 0 and V (x̃) = 0 for x̃ = 0.

The derivative of V with respect to time t can be described by the following
equation

V̇ (x̃) = ẋ(t)TEẍ(t) +∇x

(∫ x(t)

0

ξTA(ξ) dξ

)
ẋ(t) , (27)

and next

V̇ (x̃) = ẋ(t)TEẍ(t) + x(t)TA(x)ẋ(t) . (28)

Along the solutions of the system (6) it holds that

V̇ (x̃) = ẋ(t)T (−F (ẋ,x)ẋ(t)−A(x)x(t)) + x(t)TA(x)ẋ(t) , (29)

what is equivalent to

V̇ (x̃) = −ẋ(t)TF (ẋ,x)ẋ(t) ≤ 0 . (30)
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According to LaSalle’s theorem [13], the trajectories of the system (6) enter
asymptotically the largest invariant set in S, where

S =
{
x̃ ∈ Ωc : V̇ (x̃) = 0

}
, (31)

and Ωc for c > 0 is a compact set defined as follows

Ωc =
{
x̃ ∈ Ω ×Ω ⊂ R2n : V (x̃) < c

}
. (32)

It should be noted that V (x̃) > 0 for x̃ ∈ Ωc\{0}, V (0) = 0 and V̇ (x̃) ≤ 0 for
x̃ ∈ Ωc. From the condition V̇ (x̃) = 0 it follows that ẋ(t) = 0 and based on (6)
x(t) = 0. This means that S contains zero equilibrium point of the system (6)
only, thus S = {0}. In result, the origin 0 ∈ R2n is asymptotically stable (in the
Lyapunov sense).

4 Conclusions

The paper presents investigations on the stability of a series of cars following
each other and functioning in adaptive cruise control mode. The main conclu-
sion is that dynamics of such system is mathematically described by differential
equations of second-order. This implies that in the system undamped or damped
oscillations might occur. To avoid or minimise these oscillations the controller
responsible for keeping the safe distance to the vehicle ahead shall take into
consideration both position and velocity information.
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Abstract. Control systems in autonomous vehicles can be considered as
distributed embedded software systems where independent microproces-
sor systems communicate together using different communication proto-
cols. Typical autonomous driving functionality is then realised by several
microprocessors communicating with each other. Quality assurance and
safety standards combined with increasing complexity and reliability de-
mands make the development of such systems challenging. In order to
assure the required quality and compliance with safety standards, a for-
mal and methodical approach for testing and verification is required. The
paper presents a proposal of such approach for verification and testing
of control systems in the automotive applications covering active safety,
advanced driver assistance and autonomous driving systems. The main
focus of this approach is black-box testing and includes test design, im-
plementation and execution.

Keywords: embedded system, autonomous vehicle, testing, verification

1 Introduction

Autonomous driving is topic of the day. Autonomous vehicles (sometimes called
automated vehicles) are vehicles that can navigate and operate with reduced or
no human intervention. The majority of automotive manufacturers are highlight-
ing right now the benefits of this technology which definitely will enable in the
near future a revolution in ground transportation. The potential benefits of au-
tonomous vehicles include increased safety with the vision of zero road accidents,
reduced carbon dioxide emissions, increased flow of cars in urban environments
and increased productivity in the trucking industry.

A vehicle control system is a distributed embedded software system where
independent microprocessor (very often multicore) systems, called Electronic
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Control Units (ECUs), communicate with each other using communication net-
works. Each ECU in this distributed architecture can be considered as a sub-
control system that processes continuously changing input signals and provides
appropriate output signals based on the inputs and internal states. As those
inputs and outputs include a mix of electrical, video, radar, light and communi-
cation signals, the development of such systems becomes especially challenging
(see e.g., [18]).

Designing an embedded software system for automotive applications is a
complex and error prone task. Within the last decades embedded systems have
become increasingly sophisticated and their software content has grown rapidly.
The increasing miniaturisation of embedded software systems on the one hand
and rising functional demands on the other hand require advanced and auto-
mated development and testing methodologies [5, 13, 15, 19].

It it worth to mention the difference between testing and verification. Test-
ing is the process of trying to discover every conceivable fault or weakness in a
work product. Testing can show that defects are present, but cannot prove that
there are no defects [10]. Testing reduces the probability of undiscovered defects
remaining in the software but, even if no defects are found, it is not a proof of cor-
rectness. Verification is the process of evaluating a system to determine whether
the product satisfies the requirements [6] what is a very basic manufacturers’
demand. Poorly tested systems may cost producers billions of dollars annually
especially when defects are found by end users in production environments [8,
9, 14]. Barry Boehm’s research analysis [4] indicates that the cost of removing a
software defect grows exponentially for each stage of the development life cycle
in which it remains undiscovered. Boris Beizer [2] estimates that 30 up to 90
percentage of the effort is put into testing. Another research project conducted
by the United States Department of Commerce, National Institute of Standards
and Technology [11] estimated that software defects cost the U.S. economy $60
billion per year.

Exhaustive testing is impossible what means that testing everything (all com-
binations of inputs and preconditions) is not feasible expect for trivial cases. This
is valid in particular for software systems developed for autonomous driving ap-
plications. The number of important road scenarios for such system is actually
infinite. Testing dynamic aspects of autonomous driving requires tests that utilise
time continuous input signals and time continuous output signals (even when the
system is digitally processed). The process of selecting just a few of the many
possible scenarios to be tested is a difficult and challenging task and currently
is most often based on qualitative best engineering judgment [17].

The paper presents a formal approach for testing embedded software systems
developed for autonomous driving applications. In the next section, test automa-
tion framework is presented. After that, the concept of testing with a model as
an oracle is explained. In the following section, the system under test is specified
and represented in the form of input/state/output, allowing tests to be described
independently of test methodology, implementation and execution. The key idea
is to describe all signals being part of a test case as one-dimensional continuous-
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Fig. 1. Architecture of test automation framework.

time signals, with each one part of the test case mathematically described by a
set of discrete time markers with linear interpolation. The details are provided in
the next section. After that, test comparator mechanism is presented that is used
to judge whether a test case passes or fails. The approach presented in the paper
can be realised in a modelling framework to ensure efficient test automation and
real-time execution as described in the last section before conclusions.

2 Testing Framework

Fig. 1 presents the main elements of the test automation framework used to
implement a model-based, real-time testing approach dedicated for embedded
control systems. In the presented framework models play an important role, as
they are used to model the system under test (SUT) and possible behaviour of
the SUT environment, automatically generate test cases, develop a test oracle
mechanism, implement a test harness, calculate test coverage and report test
results. Arrows in the diagram indicate the direction of the information flow
between the elements.

3 Testing Concept

The term test oracle describes a source used to determine expected results to
compare with the actual result of the SUT [1]. The role of such a source in
the model-based approach is often played by the model assuming that it fully
represents the requirements. Fig. 2 illustrates a possible test scenario where the
same inputs (from a logical point of view) are applied to both the physical SUT
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Fig. 3. State space modelling concept of the SUT

and the model. In this scenario, the signals are physical in the case of the SUT
and virtual in the case of the model. The judgment of whether a test result
conforms with the model is delegated to a test comparator, which is a tool that
compares the actual output produced by the SUT with the expected output
produced by the model.

4 Representation of the System Under Test

The modelling concept called state space representation (or input/state/output
representation) provides a convenient way to model and analyse systems with
multiple inputs and outputs. The state space model (Fig. 3) can represent the
function, unit, module, system etc. that is being tested. It is constructed at a
certain level of abstraction and describes the functionality of the system at that
level. The state space model consists of a set of input {u1(t), u2(t), . . . , ur(t)},
output {y1(t), y2(t), . . . , ym(t)}, and internal state {x1(t), x2(t), . . . , xn(t)} vari-
ables that can be expressed as vectors, that is u(t), y(t) and x(t) respectively.
The values of input, output and internal state variables may change over time
t. The relationship between those variables is determined by the system re-
quirements. For a distributed control system, each sub-system can be considered
separately or in combination with other sub-systems as illustrated in Fig. 4.
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5 The Proposed Test Notation

The state space modelling concept of the SUT illustrated in Fig. 3 implicates
the notion of a single test case in the following form:

T(j)
case =

{
T (j),x

(j)
0 ,u(j)(·),y(j)(·)

}
, (1)

in case of black-box testing [3], or

T(j)
case =

{
T (j),x

(j)
0 ,u(j)(·),x(j)(·),y(j)(·)

}
, (2)

in case of gray-box testing [12]. Here, u(j) : [0, T (j)] → Rr is an input vector
function represented signals applied to the SUT, x(j) : [0, T (j)] → Rn is an
expected vector state function of internal signals, and y(j) : [0, T (j)] → Rm is
an expected vector output function represented measured signals on the SUT

when the system starts from an initial condition x
(j)
0 , j = 1, 2, . . . , N is a label

to indicate different test cases. A collection of one or more test cases forms a
test suite Tsuite =

{
T

(1)
case,T

(2)
case, . . . ,T

(N)
case

}
.

In the implementation every one-dimensional continuous-time signal being
part of the test case, (1) or (2), can be approximated by a set of discrete points
with linear interpolation [16]. Such an approximated signal can then be charac-
terized by a pair (stime, svalues), where stime = [t1 t2 . . . tk]

T stands for the time
coordinate and stime = [v1 v2 . . . vk]

T stands for the value coordinate of the
signal. Fig. 5 illustrates this approximation approach for digital and analogue
signals, typical in practical applications.

The essential element of the autonomous driving constitutes a 360 degree
sensing system that enables object detections and interpretation of sensor in-
formation. The objects are provided by the sensing system, identified by other
cars and delivered from 3D maps. Next, multi-domain fusion algorithms allow
combining information coming from the sensors into reliable object detections.
The list of objects is next used for implementation of the functionalities such as
adaptive cruise control, autonomous emergency braking, lateral control, ad-hoc
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Fig. 5. Representation of digital (left) and analogue signals (right)

safety zones, control trajectories steering the vehicle from the starting point to
the defined destination, etc. As those objects are coming from sensors of different
nature (camera, radar, lidar, GPS) it might be difficult to describe them math-
ematically in unique way. Therefore, the key idea is to characterise every object
(i.e., input to SUT) from the vehicle’s surounding by a set of one-dimensional
continuous time waveforms. This is nothing new as such process is performed by
the environment perception algorithms which include data segmentation, clus-
tering, labelling and classification. Figs. 6 and 7 present a typical test scenario
for autonomous emergency braking functionality. The ego vehicle (marked as
a red rectangle on Fig. 7) shall detect a pedestrian that is going to cross the
street behind other car and then enable emergency braking action. Fig. 8 and 9
illustrate how to describe such test scenario using the notation proposed. First
waveform represents the information about the presence of the object detected,
the others represent position and velocity characteristics.

Fig. 6. A test scenario for autonomous
emergency braking functionality (3D view)

Fig. 7. A test scenario for autonomous
emergency braking functionality (2D view)
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Fig. 8. 1D characteristics of a ’pedestrian’
type object in the test scenario for au-
tonomous emergency braking functionality
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Fig. 9. 1D characteristics of a ’vehicle’ type
object in the test scenario for autonomous
emergency braking functionality

6 Test Comparator Mechanism

The test comparator implements a mechanism for determining whether a test

passes or fails [7]. The comparison mechanism for a given test case T
(j)
case can be

defined by tolerance range and expressed mathematically as follows:

z(T(j)
case) =

{
0 if ∀t∈[0,T (j)]∀i∈{1,2,...,m} εlow(t) ≤ y

(j)
si (t)− y

(j)
i (t) ≤ εup(t),

1 otherwise.

(3)
The formula (3) means the executed test case is qualified as pass (z = 0) if every
one-dimensional output produced by the SUT is within predefined tolerance
ranges: lower tolerance εlow and upper tolerance εup relative to the expected
output, otherwise the test is qualified as fail (z = 1).

The implementation of a comparison mechanism for digital signals requires
two additional tolerances [16]: left and right tolerances (see Fig. 10). This is
caused by the fact that a digital signal is not a continuous function. The left
tolerance means the maximum allowed difference in time if the step on the actual
output signal appears before the step on the expected one. The right tolerance
stands for the maximum allowed difference in time if the step on the actual
output signal appears after the step on the reference signal.

7 Test Execution Harness

Fig. 11 presents a block diagram of the environment that can be used to in-
voke the SUT, provide test inputs, control and monitor execution and report
test results. Such an environment is called a test harness or test driver [6] and
can be implemented in most of the modelling frameworks. Signal Builder and
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Fig. 10. Representation of expected digital (left) and analogue signals (right) with
tolerance ranges
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Fig. 11. Block diagram of the test harness

Expected Signal Builder blocks are used to create the waveform of the input sig-
nals applied to the SUT and the output signals expected from the SUT. Signal
Conditioner blocks convert one type of the signal into another that is usually
required and imposed by the test instrumentation. Input Interface and Output
Interface blocks are used to communicate with external hardware, sensors and
actuators. Signal Comparison blocks implement the comparison mechanism. All
blocks are triggered and synchronised by a Test Enable signal.

The following part of this section describes the configuration of the test
harness that has been designed using Simulink R© tool in the MATLAB R© envi-
ronment. Besides standard Simulink R© blocks dSPACETM Real-Time Interface
(RTI) library has been used to link test application software with test system
hardware.

Figs. 12 and 13 present examples of signal flow graphs generated by the test
system which are then directed through the RTI interface to the corresponding
inputs of the system being tested. Three types of flow graphs have been shown in
these figures which correspond to digital, analogue and resistance signals (these
signals are inputs for the tested system and outputs for the test system) and can
be freely multiplied. When IN Signal X Enable flag is unset, the corresponding
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Fig. 12. Flow graph created in SimulinkR© for the input signals applied to the SUT

Fig. 13. Flow graph created in SimulinkR© for the input signals applied to the SUT
(view of IN Signal X Test) subsystem

signal is excluded from the experiment which is started when TestEnable flag
is set. In this case, the signal can only be changed in manual mode. When
TestEnable flag is set, then a waveform defined in SIGNAL TestBlock will be
applied to the corresponding input of the SUT.

Figs. 14 and 15 present examples of signal flow graphs measured by the
test system and available through the RTI interface in the Simulink R© model.
When OUT Signal X Enable flag is unset, this signal is excluded from the ex-
periment when the TestEnable flag is set. When the TestEnable flag is set, the
measured signal is compared with the reference signal waveform defined by SIG-
NAL TestBlock. The TestEnable flag is then a synchronization trigger for all
enabled input and output flow graphs.

SIGNAL TestBlock (Fig. 16) is a Simulink R© block that compares two signals
named as input and reference in every time step, each with a given tolerance.
The input signal shall be connected to the output of the SUT, while the reference
is defined by time and value vectors delivered to the block as parameters. Fig. 16
shows the Time and Reference vectors. The user must define four kinds of tol-
erances: upper tolerance (maximum difference if the input signal is higher than
the reference), lower tolerance (maximum difference if the input signal is below
the reference), left tolerance (maximum difference if the step on the input signal
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Fig. 14. Flow graph created in SimulinkR© for the output signals measured by the test
system from the SUT

Fig. 15. Flow graph created in SimulinkR© for the output signals measured by the test
system from the SUT (view of OUT Signal X Test) subsystem

appears before the step on the reference signal) and right tolerance (maximum
difference if the step on the input signal appears after the step on the reference
signal). SIGNAL TestBlock expects values for each time step. If the number of
elements in Reference vector is smaller than the number of time steps (defined
in Time vector), then the last value from the Reference vector is used. The left
and right tolerances are not defined for time steps but for each step (trigger)
in the reference signal. This means the block will trigger on the reference signal
and check if the same trigger appears on input signal with the defined toler-
ance. SIGNAL TestBlock can be used in a number of scenarios. In the first, two
signals are compared with fixed tolerance values. In this case, all tolerances are
defined as one element vector and set up from the Block Parameters window.
Those values will be used during the whole experiment, because they are the last
elements of the parameter vectors. In the second, two signals are compared with
dynamic tolerance values. In this case, the user can define tolerances with the
Block Parameters window as a vector with different values for each time step.
The last value will be used for each time step of the experiment if the number of
time steps exceeds the number of the vector elements. The SIGNAL TestBlock
values can be defined by Signal Builder, remembering that the signal configura-
tion can be also imported to Signal Builder from MATLAB R© Workspace from
external tools such as csv files or MS Excel.
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Fig. 16. SIGNAL TestBlock and its parameters

8 Conclusions

The testing and verification methodology presented in this paper can be suc-
cessfully used in safety critical applications. Test cases include continuous time
signals what allows checking a system not only in discrete moments of time.
Moreover, the approach can be easily implemented and executed on real-time
platforms what means that test evaluation is done online and the results are
provided immediately with the added benefits of test engineers not having to
spend additional time and effort on offline analysis of test logs.
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A new current based slip controller for ABS
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Abstract. A laboratory Anti-Lock Brake System (ABS) is examined.
The architecture of the ABS system is shown. The real-time experiments
related to a control action to stabilize the slip at a certain level are
taken into consideration. A new slip control algorithm differs from the
previously used approaches. It is based on the measured current of the
braking DC motor. The experimental results collected in the real-time
for an old (relay) and new (current based) slip control are compared.

1 Introduction

All modern automotive vehicles are equipped with an anti-lock brake system. It
is used to prevent the lockup of the wheels during the braking action. Avoiding
the car wheel lock is crucial from a safety point of view. In general, when a
wheel slip occurs (wheels stop because of the brakes) the car controllability
is constrained and the braking distance is extended. This might happen on the
snowy or wet surfaces. ABS optimizes braking effectiveness to keep wheels rolling
on the road and reduce braking distance [1] [2]. Several algorithms have been
developed in recent works. The most common approach is to use fuzzy-logic
controllers, learning neural networks, sliding modes and genetic algorithms [3]
[4] [5] [6]. However, even the most complex algorithmic method will not help
if there is no measurement of the braking force applied to the wheel. In this
study, a new controller based on measuring of the DC motor current responsible
for the braking action is considered. The laboratory ABS system manufactured
by the INTECO company, depicted in Fig. 1, has been equipped with the extra
measurement. It is just the DC motor current proportional to the braking torque.
The paper is organized as follows. In Sect. 2 the ABS device and its parameters
are introduced. The slip control based on the measured current of the DC brake
motor is described in Sect. 3. Experimental results are shown in Sect. 4. Final
remarks are given in Sect. 5.

2 System Overview and Its Physical Parameters

The ABS laboratory system used in experiments consists of two rolling wheels:
the car wheel and the car road wheel animating the relative road motion. The
upper car wheel remains permanently in a rolling contact with the lower wheel.
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Fig. 1. Photography of the ABS (source: http://www.inteco.com.pl/)

The car road wheel has a smooth surface which can be covered by a given
material to simulate a surface of the road. It is also used to accelerate both
wheels to the desired initial angular velocity before the braking action begins.
The car road wheel is driven by a powerful flat GPN12LR DC motor. GPN12LR
is supplied with a voltage of +24 VDC and a maximum current equal to 11A.
The car wheel is rigidly connected to a disk brake system. This brake system
is linked via hydraulic coupling to the brake lever which is driven by the small
flat GPN9 DC motor by the tight side and tightening pulley. This DC motor
is supplied with a voltage of +12 VDC and a maximum current equal to 6A,
Both DC motors are controlled with a Pulse-Width Modulation (PWM) signals
with a frequency of 10 kHz to 20 kHz. To prevent unexpected vibrations, the
car wheel has a damper attached to the rigid frame. The angular position of
two wheels are measured by two identical incremental encoders of HEDM-5055
type. The encoders resolution is 4096 pulses per revolution (quadrature mode),
giving the accuracy equal to 0.001534 rad. The corresponding angular velocities
are reconstructed from these two positions using the simple Euler formula.

The architecture of a control system is shown in Fig. 2. The laboratory rig
is directly connected to a power interface. It amplifies the PWM signals and
separates them from a PC. Measurements of the DC motors current levels are
taken with an integrated LEM CAS 6-NP (brake, the nominal current equal to
6A) and LEM CAS 15-NP (driving, the nominal current equal to 16A) cur-
rent transducers, utilizing the Hall effect. An analog electronic circuit allows to
condition output voltage signal from LEM by changing gain and offset.

All the examined digital and analog I/O signals from the power interface unit
are connected to the RT-DAC/USB multipurpose I/O board. The whole logic
necessary to activate and read the encoder signals, to generate PWM signals and
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Fig. 2. Architecture of the control system

to handle ADC converter is configured in the Xilinx chip of the RT-DAC/USB
board. The system sampling period is set to 0.01 s.

Real-time control algorithms and data acquisition are implemented in MAT-
LAB/Simulink environment installed on PC. Rapid prototyping technique with
automatic code generation is used. MS Windows 7 operating system is adapted
to a soft-real time platform, using RT-CON software. RT-CON provides a real-
time engine for executing Simulink models on MS Windows OS.

The process of obtaining a model of the laboratory ABS is presented in [7].
The grey-box method and data fitting technique are used in the identification
process. The ABS brake torque is modelled with the first order differential equa-
tion with a brake control delay. The further research revealed that the braking
torque control depending on the brake motor voltage is insufficient on account
of brake force moment fluctuations and the brake current stabilization shall be
applied. In fact, for the stabilization of the braking torque the measurement of
the current flowing into the DC motor is required. The braking torque is propor-
tional to the current. The controller is not based on the dynamical model from
[7]. Therefore, the dynamical model is not used in this work.

3 The new Slip Controller Based on Brake DC Current
Measurement

The new ABS slip controller is a combination of hybrid slip controller and brake
DC motor current controller. First, the DC current measurement filtering is
presented. Then the current controller is introduced and tuned. Finally, the
obtained controller is connected to the output of the root slip controller.
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3.1 The Brake DC Current Measurement Filtering

The Hall effect sensors tend to introduce noise to output voltage signal mea-
sured on USB RT-DAC board. Additionally, due to the fact that DC motor is
controlled by PWM signal, the resulting current is affected by high frequency
voltage changes. No filtering is applied to the sensor signal in the measurement
board. The signal is filtered only in MATLAB/Simulink control and measure-
ment model.

The measured sensor voltage signal obtained from the A/D converter is in
the range [0.375, 4.625]V and the value 2.5V denotes 0A current value. Before
the voltage signal is converted into corresponding current signal the filter is
applied. In order to smooth the data the moving-average filter is introduced.
The window size is set to 10. The filtered voltage signal is utilized to calculate
the current using linear transformation. The bias is set to 2.493V measured by
the A/D converted when the DC motor control is set to 0V. The gain is set to
104.2mV/A. It is based on the sensor technical specification.

Figure 3 presents the current sensor output filter response to the DC motor
voltage control change. One can notice a noise contained in the raw signal and
the filtering effect which enhances the current signal quality.

Fig. 3. The current sensor output filter performance
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3.2 The Brake DC Current Controller

The DC motor current signal has a direct impact on the braking force moment
acting on car wheel therefore it is a key requirement to control the current at the
desired level during the braking maneuver. In order to realize such requirement
the current controller must be employed.

In this work PI controller is designed and tuned for DC motor current con-
trol. The input to the controller consists of the current error calculated as the
difference between the desired current (designated by the root slip controller see
Sect. 3.3) and the actual current. The output is the DC motor PWM voltage
control limited in the range [30, 50] %. The limitation of the controller output is
applied in order to prevent high control values which cause rapid wheel velocity
decrease which leads to wheel lock-up.

The tuning procedure of the proportional gain kbp and integral gain kbi was
conducted using trial and error method. The goal was to find parameters which
ensure fast reaching of the desired current and accurate tracking of the set point.
The obtained parameters are kbp = 0.1 and kbi = 0.5.

The controller performance is depicted in Fig. 4. The slope of the desired
current is driving the controller. The upper plot shows the actual and desired
current and the lower plot presents the PI controller output signal. The DC
motor current is properly tracking the monotonically increasing reference signal.

3.3 The Slip Controller Based on Current Control

The objective of the ABS is to keep the wheel slip at the required level during
braking. In the examined system the control of a slip is performed by steering
the DC motor PWM voltage. Originally, when there is no DC motor current
measurement, the control strategy might only by based on wheels velocities.
With the addition of the mentioned feedback signal from the brake the control
algorithms gain extra input which might be utilized to improve control laws and
their performance.

For the purpose of this work a daisy chain of system controllers was prepared.
The block diagram of the hybrid controller is presented in Fig. 5. The PI current
controller examined in previous Sect. 3.2 is governed by the slip root controller.
The role of the master controller (slip root controller) is to provide the desired
DC motor current to the slave controller (current controller) in such a way that
the desired slip ratio is maintained.

The slip controller is a heuristic controller realized as a combination of PD
controller and two-states controller. The control law is as follows:

id =

⎧⎨
⎩

imax
d , : λe ≥ 0.1
PD(λe), : |λe| < 0.1
imin
d , : λe ≤ −0.1

(1)

where id and λe denote respectively the desired current of the brake DC motor
and slip error values. The limits of the current (imax

d and imin
d ) are set to 9A and

6A. The lower limit corresponds to the end of brake dead zone (current level
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Fig. 4. The brake DC motor current controller performance

Fig. 5. The new slip controller block diagram
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the application of which does not generate braking force). The PD controllers
tunable parameters were obtained based on an experimental observation and the
trial and error approach. The proportional gain is set to 20 and derivative gain
is set to 1.

4 Experimental Results

The new ABS slip controller performance is compared with classic two-states
relay controller. This controllers input is also λe although the control variable is
the brake DC motor PWM voltage ub. The control law is as follows:

ub =

{
umax
b , : λe ≥ 0

umin
b , : λe < 0

(2)

The limits of PWM voltage (umax
b and umin

b ) are set to 30 and 50 [%] in order
to be compliant with the limits applied to the PI current controller.

The performance assessment of the new ABS slip controller is presented in
Fig. 6 and the behavior of relay controller is depicted in Fig. 7. The desired slip
ratio is set to 0.5 in both cases. The plots time range is limited to a span of
approximately 1 s. During the time before the depicted period the wheels are
accelerated to the speed of about 2200RPM. When this happens the controllers
are enabled and the braking maneuver begins (the first jumps of control denote
controllers start). After the presented one second period, the wheels speed de-
creases to the level when slip stabilization is not applicable. One can notice that
during the control period the new ABS slip controller outperforms the classic
one in the desired slip tracking (the maintained slip is closer to the reference
and the oscillations are smaller).

5 Conclusions

No information about the braking force in the ABS during its operation certainly
was an astonishment to the authors. Therefore this additional measurement
signal based on the current supplied to the braking DC motor which is now
installed in the ABS, facilitates, and even makes it possible to stabilize the slip
in the car. A reconstruction of the physical quantities which cannot be measured
is a challenging task for the engineer. Less ambitious but recommendable is to
benefit from the new measurement.
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Fig. 6. The performance of the new ABS slip controller
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Fig. 7. The performance of the relay slip controller
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Abstract. Several problems may arise when multiple trains are to be
tracked using two IP camera streams. In this work, real-life conditions
are simulated using a railway track model based on the Pomeranian
Metropolitan Railway (PKM). Application of automatic clustering of op-
tical flow is investigated. A complete tracking solution is developed using
background subtraction, blob analysis, Kalman filtering, and a Hungar-
ian algorithm. In total, six morphological, convolutional and non-linear
filtering methods are compared in sixty-three combinations. Accuracy
and performance of the system are evaluated, and the obtained results
are analysed and commented on.

Keywords: Computer vision, Cameras, Object tracking, Signal processing, Mo-
tion detection, OpenCV

1 Introduction

Although the problem of object tracking in video streams has been approached
by many in the past three decades, it continues to be a great challenge. Re-
cent increase in affordable computational power and active development of open
source frameworks make tackling the problem increasingly more appealing to
companies as well as individual engineers.
As research in machine learning is currently sky-rocketing, its contribution to

image and video analysis is immense. Object tracking can use trained detectors
instead of hand-engineering new features or heuristic methods for detection of
objects. Learning algorithms are fed with hundreds of thousands of samples and
find the best features on their own. Machine learning has already surpassed clas-
sical methods in accuracies at object detection task but the problem of tracking
is still relatively fresh. Using detectors leads to great results [1,12,11,10] and
ConvNets have a potential for use in end-to-end tracking solutions [9]. Detectors
require a lot of data for either tracking or detection even when only fine-tuning a
network pre-trained for general image classification. Data acquisition, labelling,
developing models and training of detectors by oneself can be time consuming
even with the state-of-the-art hardware.
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To the best of our knowledge, there is no publicly available research on any
visual systems for train tracking. In [2] and [8] authors rely on background sub-
traction, discard detections that do not last for a certain minimum number of
frames and use Mixture of Gaussians (MOG)-like background subtraction. The
first method uses window correlation score and checks if motion superimposes
with the detections, while the second one uses a Hungarian algorithm for match-
ing and a Kalman filter for trajectory refinement. It is impossible to tell which
method achieves higher accuracy based on the provided information.
In this paper, having no dataset for train detection, we propose to use a pure

motion analysis approach. We review an attempt to clustering of similar motion
regions and present a motion-based Pomeranian Metropolitan Railway (PKM)
train tracking algorithm built up on [8]. The proposed system simultaneously
tracks all visible trains in the Field Of View (FOV) of multiple independent
Internet Protocol (IP) cameras as they move on a testing track (Fig. 1). It
projects the position, ID and velocities of all trains detected and tracked on
the image of the railway track on-line. The purpose is to deliver localization
information about trains on the PKM railway testing track model for indoor
use. The system filtering out objects which are not trains, is resistant to changes
in lighting conditions and other possible sources of noise such as camera grain.

Fig. 1. General architecture of the tracking system for PKM railway [6].

This paper is organised as follows. Sect. 2 explains streaming and merging
of frames. Sect. 3 reviews the approach of similar motion regions clustering.
Sect. 4 describes background subtraction. In Sect. 5 the final performance of this
tracking solution is described on a set of representative situations, highlighting
the advantages and disadvantages of this specific implementation. Finally, we
summarize our work in Sect. 6.

2 Streaming

Multiple IP camera feeds are streamed using a LibVLC media framework in sep-
arate threads. Streams can be manipulated (position and scaling) on the screen
at any time. The detection and drawing is performed in the main thread. Re-
ceived frames are updated to a single frame whenever a new update comes. If a
stream is slower, its last frame is reused.

System for tracking multiple trains on a test railway track 201



We first merge frames, then we apply processing. Otherwise, the edges of
frames would require special attention when overlapping or or adjoining. Most
morphological operations and filtering based on blob dimensions may produce
different results for both approaches as shown in Fig. 2. If the minimum preserved
blob size is 7 or bigger, half of the motion information is lost, because the top
frame contains only 6 pixels.

Fig. 2. Train (blue) traversing frames (red and green).

Calibration [3,14] was unnecessary with distortions within tolerance. Com-
position of two IP camera streams on the screen joins smoothly, resulting in a
barely visible contact line where the overlapping streams meet.

3 Clustering of motion vectors

The proposed idea for a detection algorithm was to calculate optical flow on the
input image and cluster the output using automatic k-means and a Calinski-
Hrabasz criterion for evaluating the optimal number of clusters. Clustering in a
Cartesian representation was hard, but trivial for polar coordinates, as shown in
Fig. 3. Although trains are close to each other, their speed vectors are opposite
and have different magnitudes.

Fig. 3. Simplified model in the expected parameter space of the flow data.

Feasibility was verified in MATLAB simulation. Each circle in Figs. 4a and 4b
has a random colour and represents spatial coordinates of a pixel. Randomly
coloured dotted lines represent motion vectors of pixels to which they are at-
tached. The colours of the rectangles represent clusters to which they were au-
tomatically assigned.
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(a) Dataset A. (b) Dataset B.

Fig. 4. Two exemplary datasets (A and B) and their clustering.

Motion vectors were additionally processed with a Gaussian filter. Datasets
drawn in all orthogonal projections and coloured according to cluster member-
ship, are shown in Fig. 5. A 4D plot is shown in Fig. 6. The lengths of mo-
tion vectors are in a feasible range for speed of SA136 series diesel multiple
units owned by the PKM joint-stock company [7]. On the screen of a laptop
at comfortable viewing settings the length of translation vector ‖v‖ = 2

√
2

px per frame at 30 frames per second (fps) represents roughly speed of s =
2
√
2 px

frames × 30 frames
s × 2.883

16
m
px ≈ 55 km

h in the real world.

(a) Dataset A. (b) Dataset B.

Fig. 5. 2D projections of the data.

The performed simulations have shown quite promising results. The algo-
rithm has correctly found 2 clusters with the upper limit of 4 set. The encour-
aging outcome motivates further tests on real data.

3.1 Clustering of motion vectors on real data

With the Farnebäck’s [4] dense optical flow from OpenCV applied, the perfor-
mance of the algorithm has dropped to 4.53 fps.
As illustrated in Figs. 7a to 8b, motion is detected only on small patches

of the trains. Dots are the points for which the optical flow is drawn and lines
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(a) Dataset A. (b) Dataset B.

Fig. 6. Clustering in 4D space, where size represents magnitude.

represent their motion vectors. In Figs. 7b and 7c vector magnitudes are ampli-
fied by the factor of 5 to emphasize on noise in the surroundings, which might
be caused by diffused reflections and shadows on the surface. In Figs. 8a and 8b
colours represent magnitude and angle according to the HSV colour space, where
H is the angle, while S and V are both 200 times the magnitude saturated at 255.
Colouring indicates how the motion directions span across the trains. The red
and the aquamarine, for instance, correspond to opposite directions of motion
(on the HSV colour-wheel), and yet are very close to each other in the image.
This algorithm has poor performance in our environment both in the speed

and quality of detection. Slow processing leaves no room for clustering and track-
ing on-line. With this quality of motion detection, it is not likely that clustering
could effectively work. As the results were unsatisfactory, background subtrac-
tion has been considered.

4 Background subtraction based multiple train tracking

The second approach relied on background subtraction and blob analysis. Com-
parisons available in the Internet claim superiority of MOG, which even supports
shadow removal, over similar methods provided by the OpenCV library. We have
confirmed the results as well.
Trains were frequently split into smaller blobs. In order to refine the fore-

ground mask, a number of filters were tested. Tile-based discretisation of size
5 × 5 will be called discretisation for simplicity. In this algorithm, each tile is
filled with either white or black colour depending on the count of white pixels
inside of it; acording to [5], where it was used to filter out all the small noisy
pixels. If there are at least N non-black pixels in each square, the colour is white,
and if there are less, it is black.
Sixty-three combinations of 6 filters were tested and the results are presented

in Fig. 9 (all of the possible combinations, but not all permutations). Empty
label means no filtering. The median and Gaussian filters were the only ones
applied to the colour image before background subtraction. The remaining filters
were applied after thresholding. The execution frame-rate of the main thread is
presented in Tab. 1.
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(a) (b) (c)

Fig. 7. Optical flow, where exemplary pictures (b) and (c) were five times amplified.

(a) Normal. (b) Amplified 5 times.

Fig. 8. Optical flow, where angle is represented by colour and magnitude by intensity.

Table 1: Filter combinations and their average frame-rate.

filter fps filter fps filter fps filter fps

original 31.66 GS 21.52 MG 20.4 ML 21.13
B 29.93 GSB 21.15 MGB 20.58 MLB 21.03
C 28.93 GSC 21.15 MGC 20.74 MLC 20.98
CB 30.91 GSCB 22.25 MGCB 22.99 MLCB 21.11
G 27.39 L 30.33 MGL 20.79 MLS 19.27
GB 28.95 LB 28.98 MGLB 20.23 MLSB 19.54
GC 24.74 LC 27.88 MGLC 20.27 MLSC 19.48
GCB 27.57 LCB 28.12 MGLCB 21.13 MLSCB 19.86
GL 26.61 LS 22.95 MGLS 17.06 MS 19.29
GLB 25.95 LSB 24.23 MGLSB 18.49 MSB 19.95
GLC 23.81 LSC 22.45 MGLSC 17.51 MSC 19.85
GLCB 27.61 LSCB 22.05 MGLSCB 20.95 MSCB 20.66
GLS 21.41 M 21.14 MGS 18.24 S 25.57
GLSB 21.11 MB 20.98 MGSB 18.15 SB 24.64
GLSC 26.26 MC 21.34 MGSC 17.5 SC 23.27
GLSCB 21.49 MCB 21.34 MGSCB 18.36 SCB 23.72
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Fig. 9. Original, B&W and 63 combinations of filters (5 × 5 kernel) applied in the
following order: G – Gaussian filter, M – median filter, C – morphological closing,
L – morphological dilation, S – discretisation (8 px threshold), B – logical sum with
previous frame.
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The logical sum with the previous frame (B) has only effect if in between con-
secutive main thread updates all of the streams were updated. Small differences
can be seen in the case of MGLS vs. MGLSB, where the little blob on the bot-
tom of the longer train was joined with the body of the train. Also in MLSC
and MLSCB the split of a smaller train’s blob was prevented. In the case of S
vs. SB there is no result as the proceeding frame was identical, and in the C
vs. CV the sum is actually worse, which need not to be deterministically-based.
The frame-rate drop is above 5%.
The morphological closing (C) operation deals well with joining sparse pixels

into a single blob. It is visible in the simplest case (no filter versus C) and in
other cases as well. In the cases of MGS vs. MGSC, M vs. MC and G vs. GC
improvement is apparent. The drop in the frame rate is almost 9%.
The morphological dilation (L) leaves no disconnected parts of a longer train,

although it can also connect them with the shadow to the left. Even small trains
can be well segmented. It looks more robust as compared to the closing operation,
which has barely preserved the connection at the bottom of a longer train. The
frame-rate drop caused by dilation is approximately only 4%.
The discretisation (S) filter makes blobs better defined, and is good for noise

removal if not done in-place. In the L vs. LS dilated noise has amplified (as it
exceeded a threshold). Shadow was merged with the blob. Our simple suboptimal
implementation resulted in a significant drop, above 19%, in the frame rate.
Gaussian (G) filter shows no improvement over clean mask. In C vs. GC,

the effect is good as longer train is thicker. In S vs. GS, the effect is positive.
In combination with dilation (L) noise reduction improves. In total, the effect of
the filter seems positive but at the expense of around 13% frame-rate drop.
The median filter (M) smooths out the area inside a longer train as compared

to a clean mask, but at the same time, it can split it near the top. The bottom of
a longer train is jagged, and a smaller train is split. In the C vs. MC, the influence
of shadow is reduced with the median filter, but the long train is also shorter at
the bottom. The small train without the median filter is split into 3 instead of
2 blobs. The median filter has negative influence on background subtraction and
it also suffers from the substantial drop of the frame-rate, resulting in the most
drastic loss of more than 33%.
To summarize, the median filter is definitely not improving the segmentation

quality and has a high computational cost. The Gaussian filter improves the
filtering results on average, but not always. The logical sum with previous frame
is fast, but too often the frames are the same. The discretisation is effective but
slow, and is not a competitor to the dilation or closing. The best two were the
dilation and closing operations. Being computationally cheap, they also outper-
form others. Since the shadow is not interesting, only the closing operation was
selected.

4.1 Blob analysis, detection matching and tracking

With a filtered mask, blobs with its area a in the range of 50 < a < 320 ×
240 square pixels were found. The range was chosen empirically and the remain-

207System for tracking multiple trains on a test railway track



ing blobs were ignored. The contours of those areas were stored in an array as
hypothesized detections of trains. Their centroids and lengths were extracted.
These parameters were later used to match the current detections with the ones
already being tracked. Tracking was done in two steps. First, the Hungarian
algorithm was used with a quadratic distance metric:

di,j = (xi − x′
j)

2 + (yi − y′j)
2 + (li − l′j)

2 (1)

where i is the index of a train, j is the index of a blob, di,j is the distance
value between them, (xi, yi) are the train’s coordinates, (x′

j , y
′
j) are the blob’s

coordinates, li is the train’s length and l′j is the blob’s length. The applied vision
system uses the following approximation:

di,j ≈ (TPCi −BCj)
2 + (TLi −BLj)

2 (2)

where TPCi is the centroid of the i-th train predicted by a Kalman filter,
TLi is its minimum area bounding rectangle’s length, BCj is j-th blob’s cen-
troid and BLj is its minimum area bounding rectangle’s length. If the Hungarian
algorithm [13] finds the best matches and the value of distance is less than em-
pirically selected threshold τ = 400, then it is assumed that the hypothesis of
a blob being a train is correct and the model is updated with its coordinates.
A Kalman filter is applied to each of the tracks to refine its trajectory. Next, a
prediction of their next state is updated, and the cycle repeats.
Trains were modelled with a set of two second order linear differential equa-

tions of Newtonian dynamics. Let px and py be the coordinates, vx = ṗx and vy =
ṗy be the corresponding velocities, ax = p̈x and ay = p̈y be the corresponding
accelerations. Then

px(t) = px(0) + Vx(t)t+
axt

2

2
(3)

py(t) = py(0) + Vy(t)t+
ayt

2

2
(4)

which in state-space representation can be written as

ẋ = Ax+Bu (5)

y = Cx+Du (6)

where the state and control vectors are

x =
[
px py vx vy ax ay

]T
u =

[
0 0 0 0 0 0

]T
along with the following matrices:

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 t 0 t2

2 0

0 1 0 t 0 t2

2
0 0 1 0 t 0
0 0 0 1 0 t
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦B =

[
0 0 0 0 0 0
0 0 0 0 0 0

]
C =

[
1 0 0 0 0 0
0 1 0 0 0 0

]
D =

[
0 0 0 0 0 0
0 0 0 0 0 0

]
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As the measured state variables of the trains represent the screen coordinates,
the output vector is y =

[
px py

]T
. Since there is no input to the system (u is

zero), both the input matrix B and the feed-through matrix D can be omitted.
For the sampling rate t = 1 we fix A(t = 1), the measurement matrix

H =

[
1 0 0 0 0 0
0 1 0 0 0 0

]

and the process noise covariance and the measurement noise covariance matrices
as Q = 0.01I6 and R = 10I2. The process is thus expected to be trusted more
than the measurement of the centre of the train. The noise of measurement is
assumed to have the variance of σ2 = 10 as opposed to the variance of the process
noise, which is σ2 = 0.01 for all the state variables. It is assumed that all
the noisy signals in the process are orthogonal. The initial state vector assigned
during the first appearance of a train is x(0) =

[
px(0) py(0) 0 0 0 0

]T
, where

px(0) and py(0) are the coordinates of the newly discovered blob’s centroid. It is
safe to initialize the velocity and acceleration to zero rather than to a value that
might have the opposite signs.
Despite the efforts made, the system is not robust to occlusion. When a train

approaches or comes out of the other side of a bridge, the contours change their
sizes accordingly. The Kalman filter does not deal with this problem satisfac-
torily. Since an attempt to counter this by replacing the train’s length with an
Exponentially Weighted Moving Average (EWMA) of the length failed (provid-
ing worse overall accuracy), the algorithm has been reverted back to the simple
assignment approach.
To stop generating many random train labels on the image, a track disposal

condition from [8] has been augmented by additional conditions. The specifics
of our trains was that they are significantly long in one dimension and do not
move fast. Thus a train is deleted when any of the criterions used in [8] or the
following four conditions is met:

– age < 8 and totalV isibleCount
age < 0.6

– ratio < 2
– speed > 16
– consecutiveInvisibleCount ≥ 16

where ratio is the ratio of the minimum area rectangle’s dimensions, speed is
the average translation from up to 10 last iterations. A simplified diagram of the
algorithm in its final state is shown in Fig. 10.

5 Tracking tests

Trains are assigned IDs based on their detection order. Velocity is measured in
pixels per frame. The colours of the text and path are the same. A path is drawn
by the centroid of the shape at the predicted position in each frame. The black
irregular shapes are the contours of motion blobs that have passed through
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Fig. 10. Simplified block diagram of the final algorithm.

(a) (b)

Fig. 11. Examples of successful tracking of short (a) and long (b) trains.

the filters. They are not yet classified as trains. One of those contours can be seen
in Fig. 13b. The rectangle represents the last detected minimum area bounding
rectangle of the contour. The last of the shapes is train’s contour centred at
the predicted position of the centroid. Colour of the contour is the same as that
of rectangle. The fact that the contour is centred at the predicted position, while
the rectangle stays at the last seen position allows us to see where the detections
are lost but are kept being predicted.
The system performs well (Fig. 11) as long as the models are in motion,

not occluded, and background is mostly distinguishable from trains. The paths
travelled in Figs. 11a and 11b are consistent for both fast and slow trains. Lack of
determinism can be observed by different label assignment in Figs. 12a and 12b
due to poor synchronization between the threads.
The examples in Fig. 13 show lowlights of the algorithm. In Fig. 13c the longer

train was last seen inside the white rectangle and the predicted position of
the train is at the centre of the white contour. The small train to the right
was tracked until it started vanishing under the bridge. A false positive appears
close to the bridge. In Fig. 13b the train on the left is about to stop it’s down-
ward motion while it is no longer seen as moving, but the background around
its bottom end was detected. Looking at the foreground mask image, it became
clear that the pixels occupied by the train are scattered, forming smaller blobs
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that could not pass through the filters. This means that the modelled back-
ground around that spot was hardly distinguishable from train. Our algorithm
does not handle stationary trains such as the one on the right. The problem of
merging trains passing each other can be seen in Fig. 13a. The train on the right
was successfully tracked for a number of frames going upwards, then the track
is being intercepted by the train going downwards. Beside the successful part,
there are also effects of occlusion in Fig. 11b. Successful green detection fades
out right before the bridge and the new one emerges on the other side. Fig. 13d
indicates the problem of adaptive background modelling. The MOG model has
adapted to the colours of pixels of the train before it has started to move. The
space which was previously occupied, started to differ from what was learned;
and it was classified as a train. The smaller train approaching on the left merged
together with the false positive into a bigger blob.
The system was tested with two 1280× 1024 10 fps video streams from USB

3.0 HDD, on a laptop running Windows 10 Pro 64-bit with Intel Core i7-4720HQ
@ 2.60 GHz, 8, 0 GB RAM. The average frame-rate is approximately 32.78 fps
with the lowest inter frame delay settings. The system required approximately
28 MB of RAM and engaged less than 25% of the CPU usage (Fig. 14).

6 Summary

A vision system for on-line tracking of PKM trains on a railway testing track
was developed. It labels and tracks detected trains on multiple video streams
such as IP cameras. The user interface provides a comfortable way of stream
arrangement. Several ways of improving the accuracy were mostly unsuccessful.
Accuracy is far from the state of the art, but it does well under favourable
conditions.
Although the approach of clustering of similar motion regions using the

Calinski-Hrabasz criterion seemed promising in simulation, it has turned out

(a) (b)

Fig. 12. Non-determinism. Trains labelled 5 and 4 (a) seen as 6 and 7 (b).
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(a) (b) (c) (d)

Fig. 13. Examples of tracking problems.

Fig. 14. CPU utilization over time, from launch to exit.

unreliable with the actual video streams due to the insufficient quality of optical
flow estimation. After several tests on the actual camera streams, poor results
led to a dead end. A better established approach based on the sample code
from MathWorks tutorial was used to complete the solution. By a set of tests of
filtering methods of the output foreground mask image we have found that mor-
phological closing had the best effect on the correctness of blob segmentation.
The system does not handle occlusion well, what could not be accomplished by
detection of the change of train’s size and pattern of motion on the other side
of an obstacle.
The system could be improved by taking the actual frame rate into the

Kalman filter (instead of t = 1), which could improve the accuracy of predictions.
Correction of colour, or other pre-processing might also improve the background
detection accuracy in places where the trains are confused with background.
Overall performance could be improved by adapting a ConvNet for either detec-
tion or semantic image segmentation. In this way the stationary trains could be
detected or segmentation be made more accurate.
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The clipped LQ control oriented on driving safety
of a half-car model with magnetorheological

dampers
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Abstract. The problem of improving driving safety for vehicles equipped
with magnetorheological (MR) dampers is considered. It is proposed to
control the MR dampers using the clipped LQ (Linear Quadratic) con-
trol which can be regarded as the two-dimensional Skyhook algorithm.
The strategy is applied to a half-car model with four degrees of free-
dom, oriented on roll dynamics. Here, control algorithm optimised with
respect to minimisation of roll vibrations is considered. Simulation ex-
periments were performed assuming the model is subjected to impulse
excitation generated as a torque applied in the centre of gravity, that is
equivalent to a manoeuvre in the form of a sudden turning. The quality
of the algorithm was validated using the RMS-based performance index
and the results confirm the effectiveness of the proposed solution for the
semi-active suspension.

Magnetorheological damper, driving safety, Skyhook control, clipped LQ con-
trol, half-car model

1 Introduction

The primary aim of the vehicle suspension is to isolate the vehicle body from
uncomfortable vibrations generated by road roughness and transmitted through
the tires. Concurrently, the control strategy should be designed in a way which
provides driving safety. However, improving ride comfort usually deteriorates
driving safety while the latter requires more attention. Different safety issues
can be distinguished including road holding and ride handling. The road holding
factor can commonly be improved with the cost of ride comfort, and inversely,
improving the ride comfort deteriorates traction of the vehicle to the road surface
resulting in a significant decrease in driving safety [6, 14].

Modelling and simulation of vehicle dynamics, especially in the field of driv-
ing safety, has become an important area of research in the recent years [8,17,19].
In general, roll and pitch motions of the vehicle body are caused by two types
� Corresponding author. Email: jerzy.kasprzyk@polsl.pl. Tel.: +48-32-237-1046. Fax:

+48-32-237-2127.
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of disturbances that can occur while driving: kinematic excitation due to road
irregularities and inertia forces caused by longitudinal and lateral vehicle accel-
erations. Presented studies are focused on cornering manoeuvres that are related
to roll, as it is more important for safety problem. It is assumed that this body
motion is caused by an inertial load acting directly on the body centre of gravity
that causes torque roll with respect to the longitudinal axis of the body.

Numerous control strategies related to improvement of driving safety have
been studied in the literature, e.g. PID control [13], Groundhook [7], H∞ control
[4], predictive control [1], fuzzy control [3], active anti-roll control [12] and others.
In this paper the clipped LQ (Linear Quadratic) control which can be regarded
as the two-dimensional Skyhook algorithm is considered in order to improve
driving safety.

The paper is organized as follows. First, half-car model used to analyse the
effect of rolling is derived. Subsequently, models of magnetorheological (MR)
dampers are discussed and details related to the applied control strategy are
described. Then, the results of the system performance for roll motion of the
vehicle body are presented and concluding remarks are formulated.

2 Half-car model of roll dynamics

Rotation about the longitudinal axis of the vehicle (x -axis) is called roll and
it will be denoted by angle ϕ, whereas rotation about the lateral axis (y-axis)
is referred to as pitch. Fig. 1 presents the body diagram related to roll. It is
assumed that the centre of gravity is located above the centre of roll motion.

Fig. 1: Body diagram for roll motion

In the vehicle one can distinguish the sprung mass (vehicle body) and the
unsprung mass (wheels). The forces acting in the vertical direction at the points
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of support of the sprung mass are given by:

Fr(t) = −csr(żsr − żur)− ksr(zsr − zur) + Fmr
r sin(αmr

r ),

Fl(t) = −csl(żsl − żul)− ksl(zsl − zul) + Fmr
l sin(αmr

l ),
(1)

where Fmr
r and Fmr

l represent forces generated by the MR dampers mounted
in the right and left side of the suspension. Viscous damping coefficients cmr

r

and cmr
l of the MR dampers can be changed by applying the control currents

imr
r and imr

l , respectively. In general, the relationships Fmr
r (imr

r ) and Fmr
l (imr

l )
are non-linear and are discussed in details in Section 3. Angles αmr

r and αmr
l

describe the configuration of the MR dampers in the suspension (Fig. 1). The
sprung and unsprung parts of the vehicle are denoted by subscripts s and u,
respectively.

Equations describing vertical displacement and rotation of the sprung mass
take the following form:

msz̈s(t) = Fr(t) + Fl(t)− Fg,

Ixxϕ̈(t) = −lFlcosϕ+ lFrcosϕ+ hroll(Fycosϕ+ Fgsinϕ),
(2)

where Fy is the lateral (horizontal) force in the direction of y axis caused by
the road irregularity or cornering manoeuvres, Ixx is the moment of inertia of
the sprung mass with respect to the roll axis, hroll is the distance between the
centre of gravity of the sprung mass and the roll centre, ϕ is the roll angle of
the sprung mass, l is the transverse distance between the centre of gravity of the
sprung mass and the points of support.

Substituting (1) into (2) yields:

msz̈s(t) =− csl(żsl − żul)− ksl(zsl − zul) + Fmr
l sin(αmr

l )

− csr(żsr − żur)− ksr(zsr − zur) + Fmr
r sin(αmr

r )−msg,

Ixxϕ̈(t) =lcsl(żsl − żul)cosϕ+ lksl(zsl − zul)cosϕ− lFmr
l sin(αmr

l )cosϕ

− lcsr(żsr − żur)cosϕ− lksr(zsr − zur)cosϕ+ lFmr
r sin(αmr

r )cosϕ

+ hroll(Fycosϕ+msgsinϕ).

(3)

To obtain a half-car model, equations (3) are complemented by equations of
motion of the unsprung masses:

mur z̈ur = csr(żsr − żur) + ksr(zsr − zur)− cur(żur − żrr)− kur(zur − zrr)

− Fmr
r sin(αmr

r )−murg,

mulz̈ul = csl(żsl − żul) + ksl(zsl − zul)− cul(żul − żrl)− kul(zul − zrl)

− Fmr
l sin(αmr

l )−mulg.

(4)

Displacements and velocities of road-induced excitations of the right and
left wheels are denoted as zrr, żrr and zrl, żrl, respectively. Displacements and
velocities of the sprung mass at the points of support are related to displacement
and velocity of the centre of gravity of the sprung mass by the following relations:
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zsr = zs + lsinϕ =⇒ żsr = żs − lϕ̇cosϕ.

zsl = zs − lsinϕ =⇒ żsl = żs − lϕ̇cosϕ.
(5)

Parameters of the simulated half-car model can be found in [11].
Preliminary results of the precise half-car model showed that the roll angle

varies in the range of a few degrees. Furthermore, synthesis of the proposed
clipped LQ control needs the linear matrix form of the vehicle model. Thus, for
the purpose of further analysis and synthesis of the control scheme the presented
half-car model of roll dynamics was linearised assuming small roll angles, and
the following replacement was proposed for the angular expressions: sinϕ ⇒ ϕ
and cosϕ ⇒ 1. Additionally, since all elements of the suspension model represent
a linear stiffness relationship, a gravitational acceleration was neglected in the
model. Thus, the matrix form of the linearised half-car model can be formulated
as follows:

Ẋ = A ·X +B · U + T ·Mr, (6)

where X = [(zuf −zrf ), żuf , (zur−zrr), żur, (zsf −zuf ), (zsr−zur), żs, ϕ̇s] repre-
sents a vector of state variables, U = [Fmr

r , Fmr
l ] denotes a vector of MR damper

forces, and Mr is the additional roll torque of the body. Matrices A, B, and T
can be derived directly from the equations (1) to (5).

3 MR damper models for simulation and control

The semi-active vehicle suspension system is equipped with MR dampers which
are the energy-dissipating devices controlled by a magnetic field. They are filled
with MR fluid whose viscosity changes in the external magnetic field, making it to
behave as free-flowing in the absence of magnetic field and as a viscous liquid, or
even semi-solid, with increasing magnetic field strength. Consequently, damping
coefficient cmr of the MR damper changes upon the applied control current imr.
As a result, the force yield by the damper may change even by an order of
magnitude with a very small energy consumption. Therefore, the MR dampers
seem to be very attractive in semi-active suspension. However, a detailed analysis
of their behaviour revealed that the force-velocity characteristics is non-linear
with the hysteresis loop and saturation. There exist a number of references that
propose different models of the MR damper behaviour. Among them, the Bouc-
Wen model [5, 16] is considered to be one of the more accurate and this model
is applied in this paper. It is described by the following equation:

Fmr
bw = f(zmr, żmr) + αbww, (7)

where f(zmr, żmr) is the non-hysteretic component being a function of the in-
stantaneous relative displacement zmr and velocity żmr of the damper piston,
and w is an evolutionary variable representing the hysteretic component of the
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model. Parameter αbw is a scaling factor for the Bouc-Wen model. The non-
hysteretic component is given by:

f(zmr, żmr) = cbwżmr + kbw(zmr − xbw), (8)

where cbw, kbw are the viscous damping and stiffness coefficients, respectively. An
initial displacement of the spring xbw is introduced to model the impact of the
gas accumulator in the MR damper. The hysteretic component w is described
by the non-linear first order ordinary differential equation:

ẇ = −γbw · |żrm| · w · |w|n−1 − βbw · żmr · |w|n +Abw · żmr. (9)

Parameters γbw, βbw, Abw and n are used to shape the hysteresis loop. The
scale and general shape of the hysteresis loop are governed by γbw, βbw and Abw,
whereas the smoothness of the force-velocity characteristic is controlled by n.

To obtain the model which is valid for the varying strength of the magnetic
field, the model parameters αbw and cbw are assumed to be current-dependent.
They can be approximated by the third order polynomial according to the rec-
ommendation given in [18]:

αbw =
3∑

i=0

αbw
i (imr)i , cbw =

3∑
i=0

cbwi (imr)i. (10)

The other parameters are assumed to be constant. Values of the identified
parameters of the Bouc-Wen model are listed in Tab. 1. The model was fitted
to the measurement data obtained for the commercially available MR damper
produced by Lord Corporation in identification experiments performed on the
MTS (Material Testing System) machine.

It is observed in practice that the response time of the MR damper depends
on the control current and kinematic excitation. In real-world applications this
response time is approximately within the range from 20 ms to 40 ms [10]. Thus,
in the suspension model a first order filter with the time constant Tmr = 12 ms
was added at the output of the Bouc-Wen model.

Most of the strategies used to control semi-active suspension systems require
the so-called inverse model of the MR damper. This model should provide cal-
culation of the control current for a given (i.e. measured) piston velocity and
for the damping force determined by the control algorithm. Here, it is proposed
to approximate the MR damper behaviour by a model based on the hyperbolic
tangent function as follows [9, 15]:

Fmr
ht = −αhttanh[βhtżmr + γhtsign(zmr)]− chtżmr − khtzmr, (11)

where αht = α0 +α1

√
imr is a factor defining the height of the hysteresis, βht is

the scale factor of the damper velocity defining the slope of the hysteresis, γht is
the scale factor determining the width of the hysteresis, cht and kht contribute
to the representation of a conventional damper without hysteresis. The inverse
model can be determined explicitly as:

imr
ht =

1

α2
1

( −Fmr
ht − chtżmr − khtzmr

tanh[βhtżmr + γhtsign(zmr)]
− α0

)2

, (12)
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where imr
th denotes the value of control current that yields the desired force Fht

mr

for piston velocity żmr.
Such approach makes the simulation closer to reality, in this sense that the

model used for control constitutes an approximation of the real plant (here
simulated as the Bouc-Wen model).

Table 1: Parameters of the MR damper models

Bouc-Wen model of the MR damper

imr ∈ (0.0 ; 1.33) A Tmr = 12 ms

n = 2 kbw = 0.001 xbw = 1.5

[αbw
0 , αbw

1 , αbw
2 , αbw

3 ] = [93506 , 888021 , 27374 , -294583]

[cbw0 , cbw1 , cbw2 , cbw3 ] = [792 , 4195, -6390 , 2565]

γbw = 987288 βbw = 983237 Abw = 7.979

Tanh-based model of the MR damper

α0 = -23.05 α1 = 1215 βht = 36.47

γht = 1.6 cht = 1203 kht = 1297

4 Clipped LQ control dedicated to driving safety

The quarter Skyhook control related to the quarter-car model is generally applied
for the semi-active devices due to its simplicity. This algorithm is used here as
a reference to be compared with the clipped LQ control. Each quarter of the
vehicle suspension denoted with index i is controlled separately using the quarter
Skyhook according to the following formula:

Fmr
ht,i(n) = −gvs,i · vs,i(n), (13)

where vs,i denotes velocity of the selected quarter of the vehicle body. The gain
gvs,i

was obtained by trial and error method in order to improve the driving
safety performance index defined by (19).

The quarter Skyhook algorithm can be generalised to the multi-dimensional
clipped LQ control. Constraints denoted as SX and SU are assumed as the input
parameters of the considered control scheme. They are set on the selected state
and control variables, respectively, and are related to their maximum acceptable
amplitudes. For the clipped LQ control the following time-infinite cost function
is minimized:

J =

∫ ∞

0

[
X(τ)TQX(τ) + U(τ)TRU(τ)

]
dτ, (14)
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where Q and R denote cost matrices related to the state and control variables
denoted as X and U , respectively. The minimized cost function (14) is valid
for vibration control applied for roll motion. Matrices Q and R are obtained
according to the Bryson’s rule [2], as follows:

Q = S−2
X , R = S−2

U . (15)

The clipped LQ problem can be evaluated by solving the continuous-time Alge-
braic Riccati Equation (ARE):

ATP + PA+BPR−1BTP +Q = 0, (16)

where P denotes the solution of ARE used for determination of the control gains
G according to the following formula:

G = R−1BTP. (17)

Matrices A and B were defined in (6) obtained by reformulation of the differential
equations (3 - 5) into the matrix form.

Because in the real measurement system a limited number of sensors is avail-
able, so it was also assumed that the vector of output variables is limited. Only
heave and pitch velocity of the body denoted as vs and ωs, respectively, were
selected since they have decisive influence on vehicle handling. Thus, the desired
control forces for the analysed pairs of the front and rear, or right and left MR
dampers are expressed as follows:

Fmr
ht,i(n) = −gvs,i · vs(n)− gωs,i · ωs(n), (18)

where the selected control gains gvs,i and gωs,i are included in the vector G
and are evaluated according to equations (16) and (17), subject to constraints
assumed in matrices SX and SU . Finally, the desired values of the control current
imr
ht are determined based on the inverse MR damper model (12) using control

forces Fmr
ht,i obtained for quarter Skyhook or clipped LQ control.

5 Results of simulation

The algorithms were validated for an impulse excitation generated as a torque
which influences roll motion of the vehicle body. Simulation environment consists
of two modules: one related to the vehicle dynamics simulation and the other
corresponding with the control algorithm execution. The differential equations
related to the half-car model and to the Bouc-Wen model were solved numeri-
cally using the Runge-Kutta method with variable integration step. The control
algorithms were executed with the sampling period equal to 2 ms. Such approach
corresponds to the real-world application, where a continuous plant is controlled
by a digital controller with the sampling period limited by the hardware.
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The quality of vibration control was validated using the following RMS-based
performance index related to vehicle handling (VH) and calculated in the time
domain:

JV H =

√√√√ 1

N

N∑
n=1

x2(n), (19)

where x(n) is the roll angle and N is the number of simulated samples. In order
to achieve comparable operating conditions for both control strategies, their
parameters were optimised with respect to the vehicle dynamics. Results of the
algorithms optimised for sudden turning manoeuvres are presented in Fig. 2.
It can be noticed that the clipped LQ control allows for obtaining the better
value of the performance index than the quarter Skyhook. However, it is more
sensitive to the proper tuning of the algorithm contrary to the quarter Skyhook.
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Fig. 2: Quality of safety control in the case of sudden turning: a) for different
parameters of the quarter Skyhook control, b) for different parameters of the
clipped LQ control

A similar analysis was performed for the passive suspension with the control
current varying from 0 to 0.9 A. Generally, the results show that the higher
level of control current means the greater value of the performance index, and
consequently, the worse driving safety.

Torque impulse responses are compared for different control strategies in
Fig. 3. It was shown that the semi-active control of the vehicle suspension is
favoured over the passive suspension for both soft and hard types. Furthermore,
it is recommended to extend the well-known quarter Skyhook approach to the
clipped-LQ strategy if the sufficient number of measurement signals is available.
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Fig. 3: Results of sudden turning simulation for passive suspension, quarter Sky-
hook and clipped LQ control: a) roll torque excitation, b) angle of the vehicle
body roll

6 Conclusions

The problem of driving safety plays a crucial role in the exploitation of the road
vehicles. The clipped LQ control was modified in order to improve driving safety
of an off-road vehicle model equipped with the automotive MR dampers. The
presented studies are based on simulations performed for the 4-DOFs half-car
model and the Bouc-Wen model of the MR damper. Different control strate-
gies were compared including the passive suspension as well as the semi-active
control like the quarter Skyhook and the simplified clipped LQ control. The be-
haviour of the vehicle was analysed for situation related to turning manoeuvres.
Similar considerations can be also made for pitch motion related, e.g., to sudden
braking. Presented simulation results show the usefulness of the clipped LQ for
improvement of driving safety.
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Abstract. The paper presents review of key aspects associated with

object detection and tracking algorithms in sensing systems for automo-

tive applications covering active safety, advanced driver assistance and

autonomous driving systems. The role of discussed systems is to estab-

lish location and monitor relative movement of objects and environment

with main focus on identification of vulnerable road users. The object

detection algorithms allow to classify and differentiate both static and

dynamic objects in the vehicle’s surrounding. The analysis will be focused

on selection of most suitable platform for development of optimized and

safe vulnerable road user detection system.

1 Introduction

As a result of recently publicized guidelines from vehicle safety organization such

as [N1] Euro NCAP or [NT1] NTHSA the major scope of improvement of safety

conditions in upcoming years is to focus the development and implementation of

ADAS systems on detection of Vulnerable Road Users. According to the state-

ment provided by Euro NCAP half of the fatalities in accidents involve VRUs,

listed as most frequent scenarios are cyclist crossing, turning or traveling down

the road. Along with increased urbanization those data are considered as the
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driving element towards popularization of advanced driver assistance systems

focused on counteracting hazards for pedestrian, cyclist and other vulnerable

occupants of the road. Popularization which is indicated by organizations is

directly linked to deployment of ADAS systems to lower segments, economy

vehicles, thus imposing cost boundaries for such solutions.

1.1 Explanation of challenges and needs for VRU detection

To understannd the challanges behid the perception systems used in Advanced

Driver Assistance Systems and Autonomous Driving, we need to have an outline

of what exactly the vehicle has to ”see”. From the point of view of the end user we

only see features like Lane Keeping Aid, Highway Pilot or Intersection Assist or

a system providing some level of autonomous driving. All the discussed features

require information about surrounding environment with precise distinction be-

tween object types and parameters describing the surrounding environment. As

the current state of technology allows us to differentiate between stationary

and moving object with property assignment in abstract type definitions cov-

ering most of types of obstacles that could be encountered in traffic (vehicles

- trucks, passenger cars, lanes, road signs, barriers, pedestrians, motorcyclists

ect.) a special group has been defined mainly as a result of EURO NCAP orga-

nization guidelines, called Vulnerable Road Users. Scenarios in which detection

of a pedestrian is obligatory to engage breaking are already implemented and

excercised during rating test. Similar scenario for wich [N2]detection of bicyclist

model will be required is expected for 2018

From the point of view of automotive standards one of the most critical as-

pects considered in designing any automotive system is safety. [I1]This area of

expertise over time evolved in to its own domain called Functional Safety, which

is an independent factor driving requirements and architecture of implementa-

tions towards compliance with ISO 26262 and it’s derivatives. Second most sig-

nificant challenge that is encountered in automotive design is the cost efficiency,

which imposes certain limitations directly impacting hardware design, this in-

fluence on hardware design on the other hand, indirectly impacts the design of

software and algorithms. Major points in which cost efficiency has an impact on

algorithmic and software solutions is in available computational resources which

can be split into two major factors: computational power and available mem-
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ory, thus requiring thoughtful design as well as optimization of implementations.

As a result conditions mentioned above and advancing regulations, a demand

for low cost reliable system has been created as more and more segments of

vehicles will require capability for detecting VRU’s. As well as increased demand

in sensor performance (accuracy and resolution) is required for higher segments

with focus on Autonomous Driving. In further chapters a review of existing

systems will be provided with a review of technical principles standing behind

various types of sensors common for both automated driving and ADAS. As a

result of the review, a comparison of different methods will be presented with

focus on detection capability, and safety levels allowed by each of the systems.

2 Presentation of currently existing systems

As a result of presented constrains several different approaches have been formed

to tackle the problem of detection and tracking of traffic participants and envi-

ronment. On a course of history first implementations of detection and ranging

system s were not providing any abstract classification of objects, those systems

were just used to determine the distance to whatever obstacle or object was

receding it, without angular discrimination.[UTK1] First type of object that has

been classified in detection methods for commercially available systems was in

general form a ”vehicle”. Early stage systems mainly based on ultrasonic sen-

sors (further called PDCs) and radars - evolving from single to dual beam and

further to scanning radars. In parallel a development of vision based systems

was ongoing, in the early stages the use of vision systems was mainly limited to

lane detection to precisely locate the host inside the driving lane. Along with

regular vision systems more specialized implementations have been presented to

the market such as Near Infrared and Far Infrared cameras.

2.1 Radar Based

One most widespread type of sensors that is currently in use for commercial

systems is a microwave radar, the principle of operation of this devices mainly

relay on phased array transducers capable of generating high frequency electro-

magnetic modulated pulses. [UTK1]In typical solutions the frequencies of those

pulses are either in 24 or 77GHz. A systemic diversification has been introduced

Pawe  Markiewicz et al.226



for separation into 3 major groups of such sensors, with respect on range of op-

eration. Most of the automotive radars are continuous wave electronic scanning

radars, that emit the series of frequency swept pulses, and after performing mul-

tiple FFTs extract the range, range rate and azimuth information which further

is processed to extract the target information.

Long Range Typically Long range radars operate in ranges up to 250m in

distance, [UTK1] the usual field of view of this type of device is narrow 10◦ to 15◦.
This type of devices are mainly used for features such as ACC for identification

of large targets mainly vehicles - at a greater distance. In many implementation

cases long range radars are integrated with medium range radars with switchable

mode of operation allowing performing different types of scanning.

Medium Range This type of devices as mentioned before are usually fused

with long range radars and used for front sensing - this means mounted on

vehicles front end, usually the front grill or behind front bumper. Medium range

radars are ”workhorses” of the ADAS systems, providing capability of detection

in much more diverse types of objects, such as vehicles, barriers road edges,

pedestrians and motorcyclist, but for the last mentioned types classified as VRU

a specific type has to be used that allows ASIL B or D level discrimination with

use of Micro-Doppler principle to distinguish VRUs, for those objects to be used

in consumer functions with such safety level (such as Autonomous Emergency

Braking or Collision Avoidance with vehicle Path Change. Those devices provide

the field of view of ranging from 65◦ to 70◦.

Fig. 1. Example of Medium Range Radar - Delphi MRR.
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Short Range Most recently systems of such type gained more popularity in

autonomous driving applications mainly for environment sensing, output of the

devices is applied to support of vehicle position and orientation estimation for

autonomous driving, but is not only limited to that task, they provide sensible

information on objects such similarly to medium range radar (i.e. vehicles, VRUs

- with Micro Doppler, barriers ect.). They are in most use cases used in pairs

mounted on corners of the host vehicle - providing view to the sides of the car.

with some areas overlapping in front of the vehicles. Pairs are usually mounted

in front and rear of the vehicle []. This devices in many cases are providing along

the regular object information feature like free space detection, which later can

be consumed in example by automated parking assistance or lane change merge

aid functions. typically the range of those devices is up to 80m and operate in

same frequencies as allocated for automotive radars.

2.2 Vision Based

Next very heavily used family of sensors that find application in all solutions

ranging from driver support systems to automated driving solutions, are based

on image processing. Two main types can be distinguished from main principle

of operation point of view, systems that base on visible light spectrum come

mainly in two forms - single vision cameras and stereo vision. Those types of

systems gained much popularity due to easy implementation of image processing

methods (mainly software) not much sophisticated hardware is required like in

case of radars.

Mono Vision The most common approach in application of the vision sensing

systems come in a form of single lens and single image matrix solution allowing

capturing of image data in resolutions spreading from VGA up to UHD reso-

lutions, providing effective field of view of 70deg. In early stages of commercial

implementations the systems were used mainly for road edge and lane detec-

tion, in most recent systems a widespread set of objects can be safely identified.

The main advantage of camera systems is ability to distinguish various types of

objects, on the other hand the ranging and velocity measurements are not the

strongest attitude. As cameras are ambient sensors they have to be able to cope

with many different factors influencing their ability to ”see”, such as weather

conditions, occlusion or darkness.
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Fig. 2. Example of Mono Vision Camera - Delphi IFV200.

Stereo Vision Systems equipped with 2 cameras are much more capable in

acquiring geometrical parameters from the environment, such us distance and

height of the object. Ability to extract distance is based on capability to deter-

mine the perspective. Current advanced of this sensors in commercial segments

find main application in front sensing.[UF1]Similarly to mono vision systems this

solution is prone to problems with ambient conditions yet due to redundancy

provides more reliable information than optical systems with one lens. Various

different implementations exist with dual lens solutions, in which there are two

lenses with different focal lengths feeding alternately image to one sensor.

NIR Due to the high dependence on ambient conditions of regular monochrome

cameras attempts have been taken in integration of near infrared spectrum cam-

eras for automotive purposes, along with integration of such systems for image

processing (1 in each 4 pixels in sensors used to provide intensity in NIR spec-

trum) auxiliary systems were provided for the driver in form of head up displays

with live streaming of superimposed images providing wider view in bad weather

conditions and in darkness. Integration of NIR sensing into mono vision sensors

is a common practice in modern ADAS sensing systems.

FIR As an extension of solutions provided by NIR senors similar approach has

been applied to sensing that is focused in spectrum not including visible light in

any way. This approach enables providing higher contrast on objects with higher

temperature, similarly as in previously discussed sensor stand alone operation

without monochrome in visible spectrum is not most efficient solution.

Surrounding Cameras Image based sensors find application in sensing not

only the area in front of the car but as a source of information on area behind

and on the sides of the car. In commercial application the main features that
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consume data from this sensors can be split in to two modes of operations. In low

speeds the system composed of 4 cameras building a 360◦ field of view sometimes

called bird eye’s view or top view. Usually the data from this kind of sensor is

merged in external processing unit and then processed by sensing algorithm that

determine obstacles position mainly for automated parking. Second implemen-

tation is based on 2 cameras mounted under side mirrors providing data on lane

markers and surroundings along with object data for features warning the driver

on presence of objects in so called blind spot.

2.3 Laser

Ever since the invention of laser, the system has found application in ranging

applications, the described systems base on the similar principle yet imply two

different approaches for beam forming and apply to different philosophies of

sensor application.

Laser Rangefinders Simple range finders can be found in many commercially

available systems as a low cost ADAS sensor for autonomous emergency break-

ing, This sensors usually do not provide a capability to distinguish between

object types in front of the vehicle yet provide information on distance to reced-

ing and stationary object in narrow field of view. Due to low cos this systems

have been broadly implemented in various segments of passenger cars providing

a reasonable impact on number of accidents.

LIDAR The most know sensor applied currently in research and development

of autonomous driving system.[UTK1]In Laser Imaging, Ranging and Detection

systems most common approach in generation of 3D meshes is to measure range

to objects using laser beam deflected by a moving mirror, during a rotation and

tilting of the mirror several number of measurements is carried out to estimate

distance and in some applications velocities of points reached by laser beam.

Commercial application of currently existing solution is limited due to still high

unit cost of production of those devices [EA1]. Systems on the other hand provide

very detailed representation of the environment what imposes also high demands

in computational power for processing the data obtained from such sensor. Pro-

cessing is required for extraction of abstract definition of objects for further

processing in control algorithms for automated driving purposes. Currently an

intensified research and development efforts are invested in introduction of solid
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stare LIDARs, which would be much more compact and lower cost than their

industrial derivatives.

Fig. 3. Examples of Automotive LIDARs - Velodyne LIDAR Family
(http://velodynelidar.com/)

2.4 Other

Apart from the presented previously system, there are sensor that don’t fall

exactly into the defines sub types.

PDCs Parking Distance Control sensors have found a successful application in

supporting automated parking applications as well as adaptive cruise control and

blind spot monitoring. [FMC1]Those system usually rely on ultrasonic sensors

which emit acoustic pulses in frequencies above 20kHz. Angular discrimination

is usually obtained by placing independent sensors along the bumper and mea-

surement the round trip time of the pulse. Those systems are pretty primitive in

comparison to previously discussed systems but are good enough for low speed

operations even though they do not provide an abstract interpretation of the

environment. Major advantage of those sensors is the low cost of production.

Fusion (Radar + Camera in one sensor) Devices based on merging two

sensors gained popularity on the market as they provide a reliable source of in-

formation on moving and stationary objects in front of the vehicle, off course

sensor fusion is a popular method of increasing the reliability of measurements

and is commonly implemented with all mentioned above sensor, yet on the sys-

tem level such fusion is carried out by an external device (like centralized safety

unit). Yet there exist commercially successful implementations in which part of

the sensor fusion is carried out in the device directly [LB1]. In case of fusion of

radar system (medium and long range) with mono vision camera, objects de-

tected and identified by camera are used to refine object information from radar
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systems. Due to redundant implementation of sensors it is possible to implement

a functional safety mechanisms that allow to identify faults for achieving high

goals in functional safety requirements, this includes VRU detection for functions

imposing direct activation of breaks.

Fig. 4. Example of Integrated Fusion System - Delphi RACam (Integrated Radar and
Camera).

3 Synthetic Comparison

In this chapter a comparison of key components will be provided in tab1
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4 Proposal of Sensor Optimization for Fusion Purposes

Depending on direct application - with regards on consumer of sensor data dif-

ferent levels of interaction between sensors are implemented in commercially

existing solutions. As with every kind of implementation done for automotive

industry - optimization of the cost vs. performance has to be accounted in the

design process.

Various different methods for performing data fusion has been presented

described and implemented through recent years. [HE1]From fully centralized

methods in which raw data from sensors is fed to central processing unit for

deriving object properties - Example A, to approaches in which already processed

information in a form of object information is supplied to central unit for sensor

fusion - Example B through hybrid approaches in which object data from one

type of sensor are used to facilitate object detection in different type of sensor -

Example C.

Fig. 5. Examples of Fusion Solutions

As most of the sensors operate on quite complicated raw data which usually

would require large amounts of scarce memory to store (such as raw video data

or raw radar reflection data), an approach is proposed in which chunks of raw

data are being populated to centralized unit. This could be easily confused with

original method presented in Example C and B - as objects generated by sensors

when the detection part is performed inside the sensor - are in fact a derivative of
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raw data. But in this case the idea behind this approach is to populate windowed

out areas of low level data.

Fig. 6. Proposed Downselection Method

Populated chunks of low level data then would be processed for object detec-

tion which could include time domain tracking of low level information - as the

central unit would allow for bigger computational resources and complex fusion

algorithms.

As we are focusing on sensor design in this subject - this would allow re-

duction of sensor computational needs - to the point in which sensor is capable

of determine regions of interest (without tracking) - from which low level data

would be populated to central computational unit at a cost of higher need for bus

throughput. The bus load on the other hand would be lower than in Example A

from Fig 5. On top of that to reduce the computational needs of sensor. Area of

interest selection will be auxiliary supported by information from central unit on

already identified objects similarly to Example C. Proposed approach would be

beneficial mainly for Radar and LIDAR systems which in most cases are limited

to object building on their own. Reduction of tasks performed by an externally

mounted sensor would transfer cost distribution towards the Centralized Con-

troller, which is beneficial due to the fact sensor mounted on boundaries of the

vehicle are prone to damage.
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5 Conclusions and further steps

As a result of review of all currently applied methods of environment and obsta-

cle sensing for Advanced Driver Assistance Systems and Autonomous Driving, a

comprehensive comparison is provided to visualize advantages and disadvantages

of certain solutions. The comparison had in mind not only blind performance

comparison but as well taking into account influence of cost effectiveness and

achievable safety goals. This comparison has as a target description and diver-

sification of current state of the art solutions for better understanding on their

application. This approach enables to reach a common ground between perfor-

mance needs for performing required system tasks and cost impact delivered by

a chosen solution. The review outlines possible paths of further development for

some groups of systems for future increase of their competitiveness with opti-

mization of sensors to cooperate with centralized fusion as a synergistic system.
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Abstract. There are typically two main control loops with PI con-
trollers operating at each turbo-generator set. In this paper a model
predictive controller QDMC for the steam turbine is proposed - instead
of a typical PI controller. The QDMC controller utilize a step-response
model for the controlled system. This model parameters are determined,
based on the simplified and linear model of turbo-generator set, which
parameters are identified on-line with RLS algorithm. It has been found
that the proposed QDMC controller realize the reference trajectories of
the effective power and the angular velocity, and damp the electrome-
chanical oscillations with satisfactory quality in comparison to the typical
PI and DMC controllers.

1 Introduction

The electrical energy plays unique and significant role in development of the
modern society. With fast economic development, grows demand for the electric
power. Accordingly, there is a growing need to increase the power plants efficiency
and improve the electrical energy quality. The conventional power plants and
nuclear ones, utilize turbine-generator sets, the steam turbine cooperating with
the synchronous generator, to produce electrical energy. The aim of the work
described in the paper is to improve the quality of the steam turbine control,
operation of the whole turbo-generator set and in the consequence the electrical
energy quality delivered to the power system network.

The steam turbine and the synchronous generator are the complex objects
with non-linear character. Currently used methods for the steam turbine control
are typically based on the Proportional-Integral (PI) controllers. With the cur-
rent state of control theory and access to the modern computing units, with high
computing power, it become possible to use the more complex and sophisticated
control algorithms for control purposes. This paper deals with model predictive
control (MPC) methodology for the stem turbine control purposes. With the
MPC technology one can design a truly multi-variable optimizing control sys-
tem that can handle the process constraints and accommodate the model-based
knowledge combined with the hard measurements ( [1], [10], [11], [15], [16]). Pro-
posed in the paper controllers are designed and implemented in the form of Dy-
namic Matrix Control (DMC) and Quadratic Dynamic Matrix Control (QDMC)
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algorithms [10]. In the first case, the DMC controller calculates moves on manip-
ulated variables which minimize future predictions of controlled variable errors
and constraint violations in the least-squares sense. And in the second case, the
QDMC consists of the on-line solution of a quadratic program (QP) which mini-
mizes the sum of squared deviations of controlled variable predictions from their
set-points to maintaining predictions of constrained variables within bounds. In
contrast with DMC controller, where constraints are enforced via least squares
method, the use of a QP provides rigorous handling of constraint violations by
formulating them as linear inequalities, and allowing tighter constraint control.

The mathematical models of the turbo-generator set elements can be divided
into two main groups, the first of which is related to complex and accurate mod-
els, while the second represents less accurate, reduced and simple models. These
two groups have different applications and purposes. The first group models may
be used in design, or detailed analyses of phenomena and nature of processes
occurring in the turbo-generator set elements ([4], [6], [8]). On the other hand,
the less accurate models composing the second group can be used in control
systems synthesis, and for education or training purposes ([9], [12], [13]). The
second group models should also comply with several aspects which the first
group is unable to fulfil, for instance easy implementation, convenient calcula-
tion time, or simple description. The DMC and QDMC controllers use a system
unit step-response model. Taking into account the system wide range of oper-
ating point changes, the step-response model parameters are calculated, based
on the simplified linear model of the turbo-generator set, which parameters are
identified on-line with the recursive least squares algorithm (RLS). The models
from the second group are used in the paper as a reference models for proposed
controllers evaluation during simulation tests.

The paper is organized as follows. In Section 2 the typical control structure of
the turbo-generator set is briefly described. In Section 3 the complex and simpli-
fied linear models of the steam turbine and the synchronous generator are shortly
presented. In Section 4 the steam turbine control structure with DMC/QDMC
controller is described. The results of simulation tests are presented in section
5. Finally, a brief summary of the obtained results is given in Section 6.

2 The turbo-generator set - typical control structure

The turbo-generator set consist of steam turbine and asynchronous generator.
The work produced by steam in the steam turbine sections has a form of the
rotary energy of the steam turbine shaft. The steam turbine is installed on the
one shaft with the synchronous generator. Hence, the rotary energy is further
converted into electrical energy by the synchronous generator.

The Fig. 1 present the simple diagram of the steam turbine cooperating with
the synchronous generator, which are connected to the power system network.
There are also shown theirs typical control system structures, with two main
control loops operating at each turbo-generator set. The PI controller in the firs
control loop, regulates generator’s active power by manipulating the steam mass
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flow rate to the turbine, and in consequence impacting on the mechanical torque.
The generators active power is almost equivalent to its electrical torque, hence
mechanical and electrical torques must be equal to keep system in its steady
condition. While, the PI controller in second control loop, regulates voltage on
the generator’s terminal by manipulating the exciter voltage in the synchronous
generator excitation system. This second PI controller, typically cooperate with
the power system stabilizer ([6]). The power system stabilizer generate additional
control signal for the PI controller in order to damp the potential electromechan-
ical oscillations and to improve the dynamic stability of the turbo-generator set
connected to the power system network. In the paper is assumed that the second
control loop operate with the typical PI controller and power system stabilizer.

In order to improve the performance of the main control loops (Fig. 1), a nu-
merous techniques have been proposed by various authors over the years [13]. In
the paper, the data of the steam turbine 4CK-465 [8] and the synchronous gen-
erator GTHW-600 [4] are used in all simulation tests. That turbo-generator set
was planned to be used in a first polish nuclear power plant (NPP) in Żarnowiec
in 1989.

Fig. 1. Typical control system structure of the turbo-generator set.

3 The models of the turbo-generator set elements

3.1 The complex models

Steam turbine model The complex model of the steam turbine, used in the
paper as a reference model, is described in terms of the mass and energy conser-
vation equations, semi empirical relations and thermodynamic state conservation
([3], [5], [8], [9]). The stem turbine mass conservation equation, angular speed of
turbine shaft and total mechanical power generated by the steam turbine may
be presented shortly by set of the ordinary differential and algebraic equations
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equations [8]
dpn
dt

=
1

τn
[ṁn,in − ṁn,out], (1)

Pmech =
n∑

i=1

Pi =
n∑

i=1

Δhiṁi,out, (2)

dωr

dt
=

1

Θ
(
Pmech

2πf
− 2πbf −Mg), (3)

where: pn denote steam pressure in the n-th steam turbine interstage space, τn is
a time constant, ṁn,in and ṁn,in are steam mass flow through the n−th turbine
stage, Pmech is overall steam turbine mechanical power, Pn is mechanical power
of the n-th steam turbine stage, Δhn is change of enthalpy at n-th steam turbine
stage, Θ is moment of inertia, ωr is angular speed of the steam turbine shaft, b is
damping coefficient, Mg is synchronous generator torque, and f is shaft rotation
frequency. All equation of the steam turbine complex model are presented in
[12].

Synchronous generator model The complex model of the synchronous gen-
erator, used in the paper as a reference model, may be presented in the form of
basic non-linear differential and algebraic equations ([4], [6])

[
Ud, Uq, Efd, 0, 0

]T
= [Z]

[
Id, Iq, Ifd, Ikd, Ikq

]T
+

1

2πf

[
Ψ̇d, Ψ̇q, Ψ̇fd, Ψ̇kd, Ψ̇kq

]T
,

(4)[
Ψd, Ψq, Ψfd, Ψkd, Ψkq

]T
= [X]

[
Id, Iq, Ifd, Ikd, Ikq

]T
, (5)

Pg = UdId + UqIq Qg = UdId − UqIq, (6)

Mg = ΨdIq + ΨqId, (7)

where: Ud, Uq are generator’s voltages in q and d axis; Efd is excitation voltage;
Id, Iq, Ikd, Ikq ,Ifd are stator, damper winding and field winding currents; Ψd, Ψq,
Ψkd, Ψkq ,Ψfd are magnetic fluxes; f is frequency; Pg, Qg are generator’s active
and reactive power; Mg is electrical torque; X, Z are reactance and impedance
matrices (angular velocity and magnetic saturation depended). All equations of
the synchronous generator complex model are presented in ([4], [6]), while its
parameters may be found in [13].

3.2 The simplified linear models

Steam turbine model The complex model of the steam turbine has been
reduced to the simplified linear model with two first order inertias [12], where
each of them represent high and low pressure turbine corps, respectively. That
model can be described in Z-domain as follows

Pmech(z) = gt(z)α(z) = K(
K1

2T1(z−1)
T (z+1) + 1

+
K2

2T2(z−1)
T (z+1) + 1

)α(z), (8)
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where: Pmech is stem turbine mechanical power, α - degree of the control valve
opening, andK,K1,K2, T1, T2 are model parameters. Notice, that the numerical
values of the model parameters identified for various operating points of the
steam turbine 4CK-465 may be found in [12].

Synchronous generator model The complex model of the synchronous gen-
erator has been reduced to the simplified 5-th order linear model, which may be
presented in Z-domain in the following matrix form [7][

ω(z)
Pg(z)

]
=

[
g11(z) g12(z)
g21(z) g22(z)

] [
Pmech(z)
Efd(z)

]
. (9)

Notice that the detailed definition of g11, g12, g21 and g22 parameters may be
found in [7].

Turbo-generator set model Taking into account the stem turbine model (Eq.
8) and the synchronous generator model (Eq. 9) the turbo-generator set model
may be presented also in Z-domain as follows[

ω(z)
Pg(z)

]
=

[
g11(z)gt(z) g12(z)
g21(z)gt(z) g22(z)

] [
α(z)

Efd(z)

]
, (10)

and finally, model may be presented as discrete model in time domain in its
general form as follows

ω(k) =

7∑
j=1

a(j)ω(k − 1− j) +

7∑
j=1

b(j)α(k − j) +

7∑
j=1

c(j)Efd(k − j), (11)

Pg(k) =
7∑

j=1

d(j)Pg(k − 1− j) +
7∑

j=1

e(j)α(k − j) +
7∑

j=1

f(j)Efd(k − j), (12)

where a, b, c, d, e and f are model parameters vectors. Those parameters should
be identified on-line according to the wide range of turbo-generator set operat-
ing point changes. In the paper the recursive least-squares (RLS) identification
algorithms for that purposes is proposed. With the RLS algorithm the unknown
model parameters (Eqs. 11-12) are estimated on-line based on the set of the
input and output measurements data [2]. Next, based on the identified simpli-
fied model (Eqs. 11-12) a unit step-response model for the QDMC and DMC
controllers is determined.

4 The turbo-generator set - proposed control structure

4.1 The QDMC and DMC algorithms

The multi-variable QDMC quadratic optimization problem for a system with
S controller outputs (manipulated variable) and R measured variables can be
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presented in the following form ([10])

min
Δu

J = [e−AΔu]
T
ΓTΓ [e−AΔu] + [Δu]

T
ΛTΛ [Δu] (13)

subject to the constrains

Δus,min ≤ Δus ≤ Δus,max, (14)

us,min ≤ us ≤ us,max, (15)

yr,min ≤ yr ≤ yr,max, (16)

where r denote the r-th process measured variable (r = 1, ..., R), s denote the
s-th process manipulated variable (s = 1, ..., S), e is the vector of predicted
errors for the R measured process variables over the next P sampling instants
(prediction horizon), u is the vector of manipulated variables changes for the S
controller output variables computed for the next M sampling instants (control
horizon), yr is the predicted process variable profile for the r-th measured process
variable over the next P sampling instances, A is the multi-variable dynamic
matrix formed from the unit step response coefficients of each controller output
to measured process variable pair, ΓTΓ is the matrix of controlled variable
weights, and ΛTΛ is the matrix of move suppression coefficients. The matrix
ΛTΛ is a square-diagonal matrix of dimensions M · S × M · S. The leading
diagonal elements of the i-th M × M matrix block along the diagonal of ΛTΛ
are λ2

i (i = 1, ..., S)– all off-diagonal elements are zero. Similarly, the P ·R×P ·R
matrix of controlled variable weights ΓTΓ , has the leading diagonal elements as
γ2
i (i = 1, ..., S) – all off-diagonal elements are zero.

Finally, optimal vector of changes in manipulated variables is obtained based
on the solution of quadratic optimization problem (Eqs. 13-16). Only the firs
elements from that resulting vector are applied as the control signal to the plant.
In the next time instant the optimization task is solved again.

The optimization problem (Eqs. 13-16) without inequality constraints (Eqs.
14-16) has a unique solution, which can be expressed as the DMC control low

Δu =
(
ATΓTΓA+ ΛTΛ

)−1
ATΓTΓe. (17)

4.2 The ontrol structure with the QDMC controller for the steam
turbine

Typical turbo-generator set control system consists of the two control loops with
the PI controllers (Fig. 1). In this paper instead of the typical PI controller a
model predictive one QDMC for steam turbine is proposed (Fig. 2). It is done
to improve the quality of the steam turbine control, the operation of the turbo-
generator set and in consequence the electrical energy quality delivered to the
power system network.

Pawe  Sokólski et al.246



Fig. 2. Proposed control structure with DMC/QDMC stem turbine controller.

5 Simulation test results

The proposed control system and the reference process model were simulated
with Matlab/Simulink environment. The results obtained with tree different con-
trollers for steam turbine were compared: typical PI controller with a standard
power system stabilizer ([13], [14]), the DMC controller, and QDMC controler.
During simulation studies, it was assumed that the synchronous generator was
controlled by the typical PI controller cooperating with simple power system
stabilizer. There was also assumed that the turbo-generator set was operated
with the power system via the simple infinite-bus ([13], [14]).

The synchronous generator PI controller and power system stabilizer were
characterized by following set of the parameters [14]: KP = 12.82, KI = 29.03,
T1 = 0.65, T2 = 1.74. While, the parameters for DMC and QDMC controllers
were assumed as follows: the control step T = 0.01s, the prediction horizon
P = 43, the control horizon M = 1, and weights λi and γi equal 1. The con-
straints considered in the simulation test with the QDMC controller include the
constraints on the control valve opening degree (manipulated variable) α.

The selected simulation results are based on the changes of the synchronous
generator’s active power reference trajectory. Initially synchronous generator
worked with nominal active power equal 1p.u. (470MW ), voltage on the gener-
ator’s terminal equal 1p.u. (21kV ) and angular velocity 1p.u. (314rad/s). Then
active power set-point was changed ±10% at every 20 second of simulation. The
results are shown in Figs. 3-6. To evaluate the performance of tested controllers,
the performance index in the form of ISE criterion (integral of square error) was
introduced and calculated (Tab. 1).

The use of DMC and QDMC predictive controllers increased the accuracy of
the active power reference trajectory realization, but it causes deterioration of
the generator voltage and angular velocity stabilization quality (Tab. 1). In that
case the QDMC controller has almost four time smaller performance index than
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Fig. 3. The active power reference trajectory and its realization with PI, DMC and
QDMC controllers.

Fig. 4. The angular velocity reference level its realization with PI, DMC and QDMC
controllers.

Fig. 5. The generator’s terminal voltage reference level its realization with PI, DMC
and QDMC controllers.
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Fig. 6. The control valve opening degree (manipulated variable) generated with PI,
DMC and QDMC controllers.

Table 1. The controllers performance index

ISE Pg ISE Ug ISE ω

PI 0.2659 0.0045 5.2e−8

DMC 0.1247 0.0077 1.2e−7

QDMC 0.0650 0.0077 1.2e−7

the PI controller. However, the PI controller has twice time smaller performance
index in the case of angular velocity and generator’s voltage reference trajecto-
ries realizations. In Figs. 3-5 can bee seen that the settling time for DMC and
QDMC predictive controllers is shorter then for the PI controller, but the bigger
overshoots are observed.

6 Summary

Paper proposed an approach to design a model predictive controller of a nuclear
power plant steam turbine. Three different control algorithms were compared:
the typical PI controller, the DMC controller based on the algebraic control low
without considering the constraints of the process, and the QDMC controller
which at the each time sampling instant solving on-line an optimization prob-
lem with constrains for manipulated and controlled variables, expressed as linear
inequalities. In both cases the recursive least squares (RLS) algorithm was used
to obtain accurate simplified turbo-generator set model parameters, in order
to determine appropriate unit step-response model for DMC and QDMC con-
trollers. Simulation test shows that the QDMC controller realize the reference
trajectories of the effective power and the angular velocity, and damp the elec-
tromechanical oscillations with satisfactory quality in comparison to the typical
PI and DMC controllers. The authors ongoing work focuses on the improving
control quality of the turbo-generator set, for example by application the model
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predictive controller for the synchronous generator, and implementation a func-
tional mechanism of cooperation between these two controllers.
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Comparison of the feedforward control design
methods for nonminimum-phase LTI SISO

systems with application to the double-drum
coiling machine
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Abstract. Due to the presence of right-half plane zeroes in the transfer
function of a nonminimum-phase plant, conventionally designed feedfor-
ward controller becomes unstable. Main focus of this article is put on a
comparison of the Extended Bandwidth Zero Phase Error and recently
proposed fixed-structure approximate inverse feedforward control design
methods applicable to the nonminimum-phase systems. Comparison of
the techniques presented in the paper is based on the frequency analysis
of a closed-loop error transfer function, followed by simulation examples
and experimental validation on a laboratory setup with a double-drum
coiling machine. Both simulation and experimental results showed the
superiority of trajectory tracking obtained by the fixed-structure ap-
proximate inverse method under the assumed conditions.

1 Introduction

In case of minimum-phase systems, model-inverse based two degrees of freedom
(2DOF) control structure, including feedback loop and feedforward (FF) con-
troller, is a basic commonly used method of improving the quality of trajectory
tracking. For nonminimum-phase (NMP) system (which characteristic feature
is the presence of at least one zero in the right-half plane (RHP) of its trans-
fer function (TF), see [5]), the model-inverse feedforward controller becomes
unstable. Many techniques capable of providing a stable approximation of the
inverse TF were presented in the literature. In this article, approximation meth-
ods are divided into two groups. First group contains classical methods, that is,
the nonminimum-phase zero ignore (NZI) tracking control, zero magnitude error
(ZME) tracking control, and zero phase error (ZPE) tracking control described
in [1], [2], [8], and [7]. Approximation of the inverse plant dynamics computed
with these techniques depends only on a form of the plant TF parameters. Feed-
forward controllers obtained with the methods belonging to the second group,
i.e., Extended Bandwidth Zero Phase Error (EBZPE) tracking control [9], [3],
� This work was supported by the statutory grant No. 09/93/DSPB/0611.

251

Institute of Automation and Robotics (IAR), Poznań University of Technology (PUT),

© Springer International Publishing AG 2017
(Eds. ), Trends in Advanced Intelligent Control, Optimization and Automation, 

Advances in Intelligent Systems and Computing 577, DOI 10.1007/978-3-319-60699-6_24
W. Mitkowski et al. 



and recently proposed fixed-structure approximate inverse (XAI) method [6],
depend also on the values of specific design parameters.

In the article, all of the aforementioned methods are compared using formal
analysis, simulation examples and experimental validation made on the model
of a double-drum coiling machine. The comparison between XAI and classical
methods have been presented before in [6], while the main contribution of this
paper is the additional comparison of EBZPE and XAI methods.

2 Preliminary information

2.1 System description

The general Linear Time-Invariant, Single-Input, Single Output (LTI SISO)
plant with input u(t) and output y(t) can be described by the transfer func-
tion

G(s) � G∗(s)e−sT0 =
dmd

smd + dmd−1s
md−1 + ...+ d1s+ d0

cnd
snd + cnd−1snd−1 + ...+ c1s+ c0

e−sT0 , (1)

where di ∈ R, i ∈ {1, ...,md}, cj ∈ R, j ∈ {1, ..., nd} are the parameters of TF,
while T0 ≥ 0 ∈ R is a time delay.

Assumption 1 Transfer function G∗(s) is proper or strictly proper (md ≤ nd),
values of coefficients ci, di and T0 are perfectly known, while polynomials in the
numerator and the denominator does not have any common factors.

All of the selected FF control design methods require system representation in
the form of a rational TF, so the time-delay term has to be approximated, e.g.
by using Taylor series approximation

e−sT0 ≈ 1

1 + z1s+ z2s2 + ...+ zνsν
, zi =

T i
0

i!
, ν ∈ N, (2)

where ν determines an approximation degree. Using (2), an approximation of
the general form of LTI SISO system (1) can be represented by

G(s) ≈ bmsm + bm−1s
m−1 + ...+ b1s+ 1

ansn + an−1sn−1 + ...+ a1s+ a0
=

Bp(s)Bn(s)

A(s)
, (3)

where Bp(s) : Bp(sp) = 0 ⇒ �(sp) > 0 is a part of the numerator containing
zeroes from RHP, while Bn(s) : Bn(sn) = 0 ⇒ �(sn) ≤ 0 is a part containing
zeros from the open left-half plane (LHP).

Upon (3), it can be easily shown that the inverse plant dynamics G−1(s) =
A(s)

Bp(s)Bn(s) is unstable for the NMP system - polynomial Bp(s) in the denomina-
tor introduces RHP poles into G−1(s) transfer function.

Block diagram of the considered 2DOF control structure used in further
analysis is presented in Fig. 1, where yd denotes a reference trajectory, GFF (s)
is a feedforward controller, GR(s) is a stabilizing controller, y is an output of
the system, while e stands for a tracking error defined as

e(t) � yd(t)− y(t). (4)
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Fig. 1: Block diagram of the 2DOF control structure

Assumption 2 The reference trajectory yd(t) : R≥0 → R is a bounded and
sufficiently smooth function of class Cξ with sufficiently large ξ > 1, and signals
yd(t), y

(1)
d (t),...,y(ξ)d (t) are exactly known for any time instant t ≥ 0.

Based on the tracking error definition (4), let us define the error transfer
function

GE(s) �
E(s)

Yd(s)
=

1−G(s)GFF (s)

1 +G(s)GR(s)
= S(s)[1−G(s)GFF (s)] = S(s)Γ (s) (5)

where S(s) is called a sensitivity transfer function, while Γ (s) is the so-called
feedforward mismatch transfer function introduced in [6]. The tracking control
performance can be improved by introducing to the system a FF controller with
the best possible stable approximation to the inverse plant dynamics G−1(s).
When GFF (s) � G−1(s), the mismatch function Γ (s) ≡ 0. If G−1(s) is stable,
than one can obtain a perfect tracking of the reference trajectory yd(t) satisfying
Assumption 2.

2.2 Feedforward control design methods

Inverse plant TF approximations obtained with the classical techniques (NZI,
ZME, ZPE) depend only on the parameters of the approximated TF (3). FF con-
troller obtained with NZI method is defined by GNZI

FF (s) � A(s)
Bn(s)Bp(0) and simply

ignores the influence of RHP zeros in the plant dynamics. Application of ZME
method results in the FF controller in a form GZME

FF (s) � A(s)
Bn(s)Bp(−s) , which

is designed in such a way, that the magnitude of an inverse plant model and its
approximation are equivalent in the frequency domain. Feedforward controller
GZPE

FF (s) = A(s)Bp(−s)
Bn(s)[Bp(0)]2 obtained with the ZPE method provides an approxi-

mation with phase changes equivalent in the frequency domain to the inverse
plant TF.
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Second group of the FF control design methods is dependent not only on the
form of a plant TF, but also on the specific design parameters. FF controller
obtained with EBZPE method, see [3], has the form

GEBZPE
FF (s) = GZPE

FF (s)

q∑
k=0

[1−G(s)GZPE
FF (s)]k, q ∈ N, (6)

where q is a prescribed design parameter, that affects the accuracy of an inverse
TF approximation. Considering the limit case q → ∞, one can write that

lim
q→∞GEBZPE

FF (s) = GZPE
FF (s) lim

q→∞

q∑
k=0

[1−GZPE
FF (s)G(s)]k (7)

= GZPE
FF (s)

1

1− (1−GZPE
FF (s)G(s))

= G−1(s).

Geometric series included under the limit operation in (7) converge to a finite
value, when the magnitude of its common ratio satisfy |1−GZPE

FF (s)G(s)| < 1.
The fixed-structure feedforward control law (XAI)

GXAI
FF (s) = P (s) =

μ∑
k=0

pks
k, μ ∈ N, pk ∈ R, (8)

depends on the design parameter μ. The fixed-structure FF control law is called
corrected-approximate-inverse (CAI) controller, when μ = n (where n is a degree
of denominator of (3)), and the extended-approximate-inverse (EAI) controller,
when μ > n. Design parameters pk have the values determined as follows [6]:⎧⎨

⎩
p0 � a0,

pk � ak −∑k
i=1 bipk−i, for k ∈ {1, ..., n},

pk � −∑k
i=1 bipk−i, for k ∈ {n+ 1, ..., μ}.

(9)

Unlike the other feedforward controllers presented before, GXAI
FF (s) does not

have a complex polynomial in the denominator (fixed-structure control law),
leading to simplicity of its implementation, especially on digital controllers run-
ning physical control systems.

Based on the form of the feedforward mismatch function Γ (s) introduced
in (5), one is going now to compare achievable tracking control accuracy in the
2DOF control system from Fig. 1 for the selected feedforward control design
methods.

3 Comparison of presented methods

Following [6], feedforward mismatch functions (5) derived for NZI, ZME, and
ZPE methods get the forms

ΓNZI(s) = 1− Bp(s)

|Bp(0)| = −βγs
γ − ...− β1s, (10)
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ΓZME(s) = 1− Bp(s)

Bp(−s)
= − [(−1)γ − 1]βγs

γ − ...− 2β1s

(−1)γβγsγ + ...− β1s+ 1
, (11)

ΓZPE(s) = 1− Bp(s)Bp(−s)

|Bp(0)|2 = −β̄2γs
2γ − ...− β̄2s

2, (12)

where βi, β̄i are some scalar coefficients, while γ stands for a number of positive
zeros in the plant TF. Mismatch functions ΓNZI(s) and ΓZPE(s) have an easy
to analyze polynomial form, additionally ΓZPE(s) includes only even powers
of operator s. ΓZME(s) has a complex polynomial in the denominator, and its
numerator includes only odd powers of operator s.

Derivation of the feedforward mismatch function for the EBZPE method can
be explained as follows:

ΓEBZPE(s) = 1−G(s)GZPE
FF (s)

q∑
k=0

[ΓZPE(s)]k

= 1− (1− ΓZPE(s))

q∑
k=0

[ΓZPE(s)]k

= 1− [β̄2γs
2γ + ...+ β̄2s

2 + 1] · [β̂2qγs
2qγ + ...+ 1]

= −β̃2(q+1)γs
2(q+1)γ − β̃(2(q+1)γ−2)s

(2(q+1)γ−2) − ...− β̃2s
2, (13)

Mismatch function (13) is a complex polynomial of the operator s with a degree
2(q+1)γ dependent on the design parameter q, and similarly to the ZPE method
includes only even powers of operator s.

Recalling the results presented in [6], a mismatch function for the XAI
method with pk coefficients calculated according to (9) has the form

ΓXAI(s) = 1−G(s)GXAI
FF (s) =

A(s)−B(s)P (s)

A(s)
=

W (s)sμ+1

A(s)
, (14)

where W (s) � wm−1s
m−1+ ...+w0 is a resultant complex polynomial. Function

ΓXAI(s) has the minimal degree of s operator equal μ+1, what allows its descrip-
tion in a logarithmic scale as LmXAI(ω) � 20log|ΓXAI(jω)| = 20(μ+1)log(ω)+
20log|W (jω)| − 20log|A(jω)|. One can approximate a slope of LmXAI(ω) in a
low frequency range as

NXAI(ω) � d LmXAI(ω)

d logω
≈ 20(μ− i+ 1) dB/dec, (15)

where i is a number of poles equal to zero in the plant TF. Slopes for the other
methods can be conservatively evaluated by using (10)-(13), that is,

NNZI(ω) � 20γ dB/dec, (16)

NZME(ω) � 20γ dB/dec, (17)

NZPE(ω) � 40γ dB/dec, (18)

NEBZPE(ω) � 40(q + 1)γ dB/dec. (19)
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By comparing (15) with (16) - (19), one may conclude for low frequency range

NXAI > NNZI , if μ > γ + i− 1, (20)

NXAI > NZME , if μ > γ + i− 1, (21)

NXAI > NZPE , if μ > 2γ + i− 1, (22)

NXAI > NEBZPE , if μ > 2(q + 1)γ + i− 1. (23)

Based on the expressions (20) - (22), one can conclude that there exists suffi-
ciently large μ that guarantees NXAI to be larger than the slope of any other
Γ (s) obtained with the considered methods (in a low frequency range ). The
comparison between XAI and other selected methods is possible due to the de-
termination of a slope of ΓXAI(s) in (15) for the specific values of μ. Although
slopes of Γ (s) obtained for the EBZPE and classical methods, determined by
(16) - (19), are described with the inequalities - on the basis of (7) and satisfying
|1−G(s)GZPE

FF (s)| < 1 we can conclude that NEBZPE ≥ NZPE for any q value.

4 Numerical examples

Numerical comparison of the discussed feedforward controllers has been made
using two exemplary plant transfer functions, denoted as Ga(s) = −0.1s+1

s2+s

and Gb(s) = −0.4s+1
0.3s2+0.8s+1.5e

−0.5s. Transfer function Ga(s) concerns a strictly
proper nonminimum-phase second order integrating plant with one positive
zero z1 = 10 and two poles s1 = −1 and s2 = 0. Gb(s) is a nonminimum-
phase second order TF with positive zero z1 = 2.5, two complex poles s1 =
−1.333 + 1.7951j, s2 = −1.333 − 1.7951j, and time delay T0 = 0.5 s. Tay-
lor series approximation (ν = 2) of the time delay part of Gb(s) results in
Ĝb(s) =

−0.4s+1
0.0375s4+0.25s3+0.8875s2+1.55s+1.5 .

Feedforward control law for the EBZPE method was derived in both cases
for the design parameter q = 1. In case of the XAI methods, the maximum value
of μ parameter was selected so that the degree of a complex polynomial GXAI

FF (s)
is equal to the degree of a polynomial in the numerator of GEBZPE

FF (s) (μ = 5

for Ga(s), μ = 7 for Ĝb(s)). Equal degrees of the aforementioned polynomials
guarantee the use of a reference trajectory and its derivatives up to the same
degree by the controllers obtained with both methods.

Feedback control is realized by the stabilizing P-type controller GR(s) = kp
with the gain kp = 0.25 for Ga(s) and kp = 1.0 for Gb(s). For the simulation
purposes, a reference trajectory was set to be a sinusoidal function yd(t) =
Ad sin(ωdt) with amplitude Ad = 1.0 and frequency ωd = 0.31622 rad/s.

The Bode magnitude plot presented in Fig. 2 concerns the Ga(s) case. By
increasing the value of μ parameter for the FF controller obtained with XAI
method, the error TF magnitude is gradually reduced. Referring to (20) - (23),
XAI controller for μ = 5 ensures lower steady state tracking errors compared
to the ones obtained with other selected FF design methods. Exemplary time-
plot of the control error |e| is presented in the logarithmic scale in Fig. 3. The
reference frequency ωd is marked as a dashed vertical line in Fig. 2 and Fig. 4.
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Bode magnitude plot of the error transfer function for Gb(s) is presented
in Fig. 4. Characteristics obtained for EBZPE and XAI methods (for all μ)
converge to a common asymptote in the range of low frequencies. The reason
of such convergence is the model uncertainty caused by a Taylor approximation
of the time delay part. Due to these uncertainties, further extensions of μ and
q parameters are not providing any improvement to the accuracy of control
system (Fig. 4). It is however possible to improve tracking quality by increasing
the Taylor approximation degree ν.

5 Experimental validation

In order to verify the trajectory tracking performance in the presence of mea-
surement noise and parametric uncertainty of a plant model, described feed-
forward controllers have been implemented in a fast-prototyping system with a
double-drum coiling machine. Exchange of signals between the machine digital
controller and the PC equipped with VisSim+RealTimePRO environment was
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realized through the I/O card PCI-DAS 1602/12 in a way presented in Fig. 6.
Input signal u and output y are voltage analogue signals that can be interpreted
as a scaled reference velocities for the drums and actual position of the weight
attached to the coiled material, respectively. Sampling time interval was set to
Ts = 0.01 s.

Fig. 6: Functional schema of the double-drum coiling machine control system.

The TFs obtained for particular drums, describing the relation of weight
position to the drum rotational speed have the form G1(s) =

γ1r1η1GF1(s)
2γ2s

, and

G2(s) = γ1r2η2GF2(s)
2γ2s

, where γ1, γ2 are positive constants connected with the
input/output signal scaling, η1 = 1 : 21, η2 = 1 : 51 are the gear ratio values of
the drums actuators, while r1 and r2 correspond to the radii of coiled material
on each drum. GF1(s) =

k1

sT1+1 and GF2(s) =
k2

sT2+1 are the low-pass filters with
gains k1, k2 and time constants T1, T2. Resultant TF of the double-drum coiling
machine takes into account the movement of both drums and has the form

G(s) =
Y (s)

U(s)
� G2(s)−G1(s) =

γ1
2γ2s

[r2η2GF2(s)− r1η1GF1(s)]. (24)

Rewriting (24) in a more detailed manner, the plant TF takes the form

G(s) =
γ1k2η2r2 − γ1k1η1r1

2γ2
·

k2η2r2T1−k1η1r1T2

k2η2r2−k1η1r1
s+ 1

s(sT1 + 1)(sT2 + 1)
=

= k · sT + 1

s(sT1 + 1)(sT2 + 1)
, (25)

where k is a resultant gain, while s = −1/T is a value of the plant zero. Setting
the the gain values to be k1 = k2 = 1, and assuming r1 ≈ r2 - inequality T1 >
51
21T2 has to be satisfied to assure the presence of RHP zero in the coiling machine
TF. It can be obtained for the exemplary pair of time constants T1 = 0.2s and
T2 = 0.01s which allow one to clearly illustrate the tracking quality differences
for selected FF methods. Parameters of a plant model have been identified using
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SVF-RLSλ method, see [4], leading to the model

Ĝ(s) = 0.35058 · −0.09490s+ 1

s(0.2s+ 1)(0.01s+ 1)
. (26)

Coiling machine TF has one positive zero z1 = 10.537 and three poles s1 = −100,
s2 = −5, and s3 = 0. During the experiment, control system was excited by the
reference trajectory yd(t) = 4+0.25 sin (7.07t), while the trajectory tracking per-
formance was specified with Integral of Absolute value of Error (IAE) criterion
Je �

∫ t2
t1

|e(t)|dt.
Fig. 7 presents Bode magnitude plot of the error transfer function obtained

for the model (26). Vertical dashed line marks the reference trajectory frequency
used in the experiment. The choice of a relatively high frequency is caused by
the presence of a measurement noise. Comparison of the tracking performance
in a low frequency range was impossible, because the values of the tracking error
were much lower than the measurement noise level, what made the values of IAE
criterion approximately equal for all of the considered FF design methods.

Table 1 contains the values of IAE criterion calculated in the steady condi-
tions, between t1 = 5 s and t2 = 16 s. According to (20)-(23), the FF controller
obtained with XAI method for μ > 4 guarantees better control accuracy than the
controllers based on the other methods. Relative tracking quality between con-
sidered FF control design methods is slightly different than the one presented in
Fig. 7. Comparing tracking quality based on the values of IAE criterion, and the
ones presented on the Bode magnitude diagrams, one can see that the tracking
quality obtained with NZI method was better than CAIμ=3, and ZPE overcame
EAIμ=4. It is caused by the presence of a measurement noise, and close location
of NZI/CAIμ=3 and ZPE/EAIμ=4 characteristics on the Bode plot.

6 Conclusions

The results described in this paper complements the considerations presented
in [6]. The main contribution of this article is the comparison of EBZPE with
other selected FF design methods, including its experimental verification on the
specific physical system - double-drum coiling machine. It has been shown that
for the same reference trajectory, while degrees of the numerators of GXAI

FF (s)
and GEBZPE

FF (s) are equal, the fixed-structure approximate inverse method en-
sures more accurate tracking relative to Extended Bandwidth Zero Phase Error
tracking control method. For a perfectly known transfer functions without a time
delay term, increasing values of the design parameters μ and q gradually increase
tracking accuracy of, respectively, XAI and EBZPE method. In the presence of a
measurement noise and/or parametric uncertainty of the plant transfer function,
the use of EBZPE and XAI feedforward controllers with large values of q and μ
seem unjustifiable, due to practical limitations of improving a tracking quality.
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Fig. 7: Ĝ(s): Bode magnitude plot of the
error transfer function

Table 1: Values of IAE criterion Je for
selected FF design methods

Method Je
NFF 1.8805
NZI 1.2394
ZME 2.3562
ZPE 0.9694

EBZPE 0.8679
CAIμ=3 1.3321
EAIμ=4 1.0386
EAIμ=5 0.7978
EAIμ=6 0.6759
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Abstract. Our aim is to discuss briefly methods of using cameras in
control systems. Then, we concentrate on a new approach to iterative
learning control (ILC) for nonlinear repetitive production processes. Fi-
nally, we propose the methodology of applying a camera for tuning ILC
and illustrate it by the example of a multilayer system for laser power
control in selective laser melting (SLM).

Keywords: Camera in the loop, iterative learning control, selective
laser melting

1 Introduction

The idea of applying a camera in a control loop has been present in the literature
for many years. In most of its applications, especially at the initial phase of
development, a camera played the role of a measurement device or a sensor. More
advanced applications of cameras in the loop for regulating industrial processes
are described rather rarely (see [2], [15], [6], [6], [9] for several examples). Much
more has been done in the area of computer vision quality monitoring (see [3]
and extensive bibliography cited therein).

One can roughly classify the methods of using cameras for control of indus-
trial processes into three groups, namely:

G1) image-driven control systems, which are completely or partly model free,
G2) model-based control systems that contain (a) camera(s) as an important

part, i.e., an inference from a sequence of images is used in the control system,
G3) immediate usage of current images after their simple processing.

In this paper we briefly discuss G1) group of methods (Section 2). Our main
focus is on G2) group with the particular emphasis on the repetitive processes
that are dominate in modern day production processes. Within this group we
propose an iterative learning of optimal control (ILOC) approach for nonlinear
systems (Section 3) that is applicable to selective laser melting (SLM) processes
(Section 4), which are expected to be a technology of the future. We skip dis-
cussion of the G3) group of methods, since they are simpler and well described
in the literature, especially on robotics.

261© Springer International Publishing AG 2017
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2 Image-driven control

A direct, model free, image driven control (IDC) seems to be a new idea. One
can consider at least the following two ways of its implementation:

IDC1) features of a process to be controlled are extracted from images, then a
decision unit is the subject of learning and finally, the decision unit with a
feature extractor is fed by new images and control actions are provided as
its outputs.

IDC2) as above, but the feature extraction is not made, instead the decision
unit is learnt directly from whole images and this unit is also fed by whole
images that serve as a base for decision making.

IDC1) approach was presented in [12]. One of the possible ways of implementing
IDC2) is proposed in [13]. The images of flames of an industrial gas burner are
clustered into groups using a (dis-)similarity measure between images. Then, de-
cisions on increasing or decreasing the air supply rate to the burner are attached
to each cluster. After this semi-supervised learning phase a decision unit is ready
for decision making. When a new image is acquired, it is classified to one of the
clusters and the corresponding decision on the air supply rate is provided as the
output.

3 ILC algorithm for nonlinear repetitive processes

The theory and practice of ILC for repetitive processes has a relatively long
history (see [16] and [10] for monographs of the field and the bibliography cited
therein). The closest approaches to the one presented here can be found in [11],
[4]. There are however also important differences, the main being in the con-
trol quality criterion. The approach considered in this paper extends the one
proposed in [14] to nonlinear repetitive systems.

3.1 Description of a repetitive process

Consider the following repetitive process

ẋn(t) = f(xn(t), un(t), a), t ∈ (0, T ], xn(0) = x0, n = 1, 2, . . . (1)

where xn(t) = [x(1)
n (t), x

(2)
n (t), . . . , x(d)

n (t)]tr is d × 1 the state vector at time t
and pass n. For simplicity of the exposition, we shall assume that un(t) is a
scalar input signal at time t and n-th pass. By a ∈ Rm we denote the vector
of parameters. We know their nominal values a0, but we would like to design a
control system that is – to some extent – robust to their changes. We also assume
that the initial condition xn(0) = x0 is the same for each pass. We assume that
function f : Rd × R × Rm → Rd is continuously differentiable w.r.t. all of its
arguments.

T denotes the length of the pass. We shall assume that T is constant and
known. It is convenient to define the optimality criterion as a function Q : Rd →
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R that operates on the final state only, i.e., Q(xn(T )), where Q is nonnegative
and continuously differentiable. This is the so called Mayer functional (see, e.g.,
[1] page 10).

Clearly, one can easily incorporate the integral quality criterion (the Bolza
functional)

∫ T

0
q(xn(t), un(t)) dt into this framework by defining an additional

state variable.
An ILOC procedure that is proposed in this paper attempts to find a mini-

mizer of Q(.) by proper selection of an operator Ψ which provides a new control
signal along the pass un(.) = Ψ(un−1(.), xn−1(.)), based on the past pass of the
control signal and state.

3.2 Optimal control problem for one pass and the Frechet derivative

Let us consider one, typical pass of the process (1), assuming that the parameters
a have their nominal values a = a0. Define J(u(.)) as the quality criterion of a
given input signal u(.), which is equal to as Q(x(T )), in which the dependence
of x(T ) on u(.) is implicitly defined through the solution of the state equations:

ẋ(t) = f(x(t), u(t), a0), x(0) = x0 (2)

for a given x0.
For one pass of the process we formulate the following problem: find a piece-

wise continuous function u∗(t) and the corresponding trajectory x∗(t), t ∈ (0, T ]
for which

min
u

J(u(.)), s.t. ẋ(t) = f(x(t), u(t), a0), x(0) = x0. (3)

is attained. For simplicity of the exposition, we do not formulate explicitly con-
straints neither on control signals nor on state variables, assuming that they are
included (e.g., as penalties) into Q.

Assumption 1 We assume that there exists a certain (possibly very large)
closed and bounded domain D ⊂ Rd such that x(t) ∈ D for all t ∈ [0, T ]. Sim-
ilarly, values u(t) is selected from a certain (possibly large) interval [−Û , Û ],
which is not considered as a constraint, but rather as a numerical safety bound
for our searching procedures.

We assume that a solution of problem (3) exists and the pair (u∗(.), x∗(.)) as
well as J(u∗(.)) = Q(x∗(T )) are our reference points that should be found by an
iterative learning of optimal control procedure.

Whenever it is clear that we consider one pass of our process in the nominal
cases, i.e., a = a0, then we shall write ẋ = f(x, u), instead of (3). We shall
denote by fu(x, u) the d × 1 vector of derivatives with respect to u. Similarly,
d× d matrix fx(x, u) denotes derivatives w.r.t. elements of x. In the same vein,
fuu(x, u) is the vector of second derivatives, while fux(x, u) is the matrix of
derivatives of fu w.r.t. x, while Qx is the gradient of Q.
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Assumption 2 (Differentiability) We assume that all the above defined deriva-
tives of f exists and they are continuous in D × [−Û , Û ] (hence, also bounded
there).

It is useful to express the Frechet derivative of J at u(.) in terms of adjoint
variables ψ(t) ∈ Rd and the Hamiltonian H, which is defined as follows

H(u, x(t), ψ(t)) = ψtr(t) f(x(t), u), (4)

where ψ is a solution of the following adjoint equations:

˙ψ(t) = −fx(x(t), u(t)) ψ(t), ψ(T ) = Qx(x(T )). (5)

Under our differentiability assumptions, there exists the Frechet derivative F of
J at u(.), which – for t ∈ [0, T ] – is given by

F (u(t), x(t), ψ(t)) = Hu(u(t), x(t), ψ(t)) = ψtr(t) fu(x(t), u(t)), (6)

(see, e.g., [8] for the definition of the Frechet derivative), which is an abstract
version of a gradient.

3.3 Iterative learning algorithm

In Algorithm 1 that is presented below one can easily recognize that it is a
functional analog of the gradient search algorithm. Assuming that the model
contains nominal (exactly known) parameters a0, it can be run off-line.

Algorithm 1 (Iterative learning of optimal control)

Step 0 Select step length γ > 0 and an initial guess for control signal along the pass
u0(t), t ∈ [0, T ]. Set the pass counter n = 0. Select ε > 0 as a parameter for
stopping the procedure and 0 < χ < 1 as a factor for the step length reduction.

Step 1 Solve the state equations ẋn = f(xn, un, a0), xn(0) = x0 to get xn and
calculate the quality criterion J(un).

Step 2 Solve the adjoint equations ψ̇n = −fx(xn, un, a0) ψn, ψn(T ) = Qx(xn(T )).

Calculate the Frechet derivative F (xn(t), un(t), ψn(t), a0)
def
= ψtr

n (t) f(xn, un, a0)
for all t ∈ [0, T ].

Step 3 If maxt∈[0, T ] |F (xn(t), un(t), ψn(t))| < ε, then STOP (provide un(.) as the
result). Otherwise, improve un as follows:

un+1(t) = un(t) − γ F (xn(t), un(t), ψn(t)), t ∈ [0, T ]. (7)

Step 4 If J(un+1 < J(un), then set n := n+1 and go to Step 1. Otherwise, reduce
gamma as follows γ := χ γ and go to Step 3.

Algorithm 1 runs in the continuous time between passes. It is possible to im-
plement it in this way using such systems as Mathematica. In more traditional
implementation one can either calculate and store un on a sufficiently fine grid
or to use a more coarse grid and an interpolating algorithm.
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3.4 Convergence of iterative learning

We need one more assumption on behavior of the Hamiltonian in the vicinity of
optimum.

Assumption 3 There exist constants �̄ > 0 and � > 0 such that

�̄ ≥ Huu(u, x∗(t), ψ∗(t))
∣∣∣
u=u∗(t)

≥ � > 0, t ∈ [0, T ], (8)

where Huu denotes the second derivative of H w.r.t. u.

We shall state the following result without proof,

Theorem 1 Let Assumptions 1, 2 and 3 hold. Then, assuming that the stopping
condition in Step 3 is switched off
A) the sequence un(t), n = 0, 1, . . . generated by Algorithm 1 is convergent to
a control signal u∗(t) such that the Frechet derivative of J(u) vanishes at each
point t along the pass t ∈ [0, T ] at which u∗(t) is continuous,
B) limn→∞ J(un) = J(u∗),
C) limn→∞ ||xn(t) − x∗(t))||d = 0 at each point t along the pass t ∈ [0, T ] at
which u∗(t) is continuous.

The proof is based on the fact the Frechet derivative for the optimal input signal
is zero using also a functional analog of Taylor’s expansion.

4 Multilayer system for laser power control

The results presented in the previous section form a base for proposing here a
multilayer control system for a selective laser melting (SLM) process (see Fig. 1
left panel) and [7], [5] and the bibliography cited therein. It is natural to consider
this process as a repetitive system, since the laser head moves back and forth
when constructing a 3D body, e.g., a wall.

4.1 SLM process and its model

For a multi-pass SLM process we adopt a model developed in [17]. This model
describes the a dependence between the temperature of the melted lake at k-th
pass at time t, denoted as yk(t) and the laser power Wk(t). For our purposes
it has to be extended by including the heat exchange between passes. In or-
der to incorporate the influence of the temperature at k-th pass yk(t) on the
temperature at (k + 1) pass we assume the model of the following form:

τ y′
k+1(t) + yk+1(t) = K (Wk+1(t))β + ξ yk(t), yk+1(0) = Yk(0), , (9)

for passes k = 0, 1 . . . and t ∈ (0, T ), where T > 0 is the pass length (the time
that the laser head needs to travel along a 3D object under construction), while
ξ is the coefficient that governs the influence of the temperature at k-th pass,
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Fig. 1. Left panel – schematic view of the selective laser melting process (new powder is
deposited and leveled). Right panel – images of deposits: upper image – proper width,
lower image – a too fat deposit at the end of the wall

denoted as Yk(t), on the lake temperature at the next pass. Due to the back and
forth movements of the laser head, for t ∈ [0, T ] Yk(t) is defined as follows:

Yk(t) =
{

yk(t) if k odd,
yk(T − t) if k even. (10)

The initial condition along the pass is assumed to be Y0(t) = Y0 = const,
t ∈ [0, T ], where Y0 is the temperature of the base. Notice that model (9) is
nonlinear due to the presence of the term: (Wk+1(t))β . The constants in (9)
were identified experimentally in [17]):
– β = 6.25 10−2 is an experimentally selected constant,
– τ = 2.96 10−2 – in sec. is the system time constant
– K = 1413.58 – overall system gain (depends on a metallic powder supply rate
and the laser head speed).

4.2 Scheme of a multilayer control system with camera

The laser has its own local PI controller. However, this controller is not able to
work properly at the ends of a formed 3D body (wall). This is visible in Fig. 1
(right panel). The upper image shows a proper width of the wall (bright yellow
line) in its middle, while at the end point the wall is too thick. The reason is in
that the laser head turns back at this point and stays longer in this area. For
this reason the multilayer system (see Fig. 2) is proposed.

The role played by its blocks is the following:

Controller: The PI controller is applied. Its reference signal is calculated in the
ILC block. In practice, the output signal, i.e., the temperature of the melted
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Fig. 2. Block diagram of the proposed multilayer control system of the laser power(see
description in the text).

lake is provided by a pyrometer (in the simulations presented below, we use
the solution of (9) as the output signal).

Camera: The camera provides images of the cladding process. Its main axis is
parallel to the laser beam. The width of the cladding wall is estimated from
images and the sequence of these widths is stored (at least for images taken
along the present pass).

ILC: The main role of the ILC block is to provide a reference signal for several
passes, This is done in two phases.
Phase 1. After an analysis of the stored sequence of widths a decision is

made as to what should be a desirable reference signal, which is further
denoted as ydes(t). In the simulations reported below, we take ydes(t)
of the trapezoidal form (see Fig. 4 – dashed line). This form is aimed
at reducingthe negative turning point effect, while the analysis of the
sequnce of the wall widths allows to establish its parameters (the length
of the flat area and the angles of its sides).

Phase 2. As J criterion we take the following one

∫ T

0

[
(ydes(t) − yk+1(t))2 + δ W 2

k+1(t)
]

dt, (11)

where yk+1(.) and Wk+1(.) are constrained by (9), while δ > 0 is a
penalty factor for the excessive use of the laser squared power. Criterion
(11) is to be minimized using the algorithm presented in the previous
section (one can make one or more of its iterations). The resulting yk(.)
is passed to the lower layer as the reference signal for PI controller yref (.)
at the next laser head pass.

Two questions may arise concerning the above multilayer control scheme. The
first one is: why do we not use directly the signal ydes(.) as the reference signal
for the PI control loop ? The reason is in that we can not be sure whether ydes(.)
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would be sufficiently safe for the laser system. By selecting sufficiently large δ
we can assure that yref (.) obtained as above will be safe. The second question
is: why do we not use the input signal, also calculated in the ILC block, that
corresponds to yref (.). In fact, one can use this signal as a leading input signal
and to use the PI controller to introduce necessary corrections. We have selected
the way of not using this signal directly by technical reasons only – in order to
avoid complicating further the control scheme. Notice that the camera and ILC
block interfere with the built-in laser power PI control system only by yref (.).
Remark 1. One can add one more layer to the scheme in Fig. 2, namely a direct
use of estimated wall widths for correcting the input signal of the SLM block. A
discussion of this extension is outside the scope of this paper.

4.3 The results of simulations

The multilayer control system for (9) was simulated with δ set to 1. in (11). The
results are shown in Fig. 3 and Fig. 4. The former one indicates that the rate of
convergence of the ILOC algorithm is sufficiently fast, both for the optimality
criterion (left panel) as well as for the mean squared tracking error (right panel).
The l.h.s panel of the latter compares ydes(.) (dashed line) with the system
output after 15 iterations (solid line). The difference between them indicates
that y15(.) is a good candidate for yref (.) signal, since the approximately optimal
input signal (right panel) stays within safe bounds. One can further reduce the
tracking error by reducing δ.

Alternatively, one can try to apply yk(.) also for k < 15 from pass to pass,
but this discussion is outside the scope of this paper. Two remarks are in order
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Fig. 3. Convergence rate of decay of (11) criterion (left panel) and the mean squared
tracking error (right panel). Both plots are in log-scale.

concerning Fig. 4.
1) As it was explained in Section 3, signal uopt in Fig. 4 (right panel) is not
passed to the laser power system. Hence, it is not visible in Fig. 2. Instead, the
calculated reference signal (solid line in Fig. 4 (left panel) is passed to the PI
control system.
2) Initial oscialtions visible in Fig. 4 resulted from stopping the simulations after
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Fig. 4. Left panel – approximately optimal output signal of the ILC block (solid line)
and the desired signal (dashed line). Right panel – approximately optimal input signal
after 15 iterations.

15 iterations only. The starting point was the input constant signal with the level
780 W.

5 Conclusions

In the main part of the paper the algorithm of iterative learning control for
repetitive, nonlinear processes was proposed. The results concerning its conver-
gence are stated without proofs, by the lack of space. They will be published
elsewhere. This algorithm formed a base for the multilayer control scheme with
a camera that was proposed in Section 4 together with the results of simulations.
The simulations indicate that the convergence rate of this approach is sufficiently
fast for the SLM process, since its one pass takes 6 seconds.

In Section 2 preliminary ideas of image driven, model free control systems
are also presented. It seems that this approach is promising, but requires further
research.
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Abstract. This paper describes an approach for tracking objects in 3D
scene using Stereo Vision System with the control of cameras gaze and
vergence. The goal of camera positioning mechanism is to keep cameras
fixed on a common visual target. Mechanical linkage between cameras
ensures separate control of vergence and gaze angles and the same dis-
tance from the left and the right camera to the fixated world point.
Keeping the tracking target fixated causes that object lies near horopter
- a surface with zero disparity. It means that stereo images of this object
have a narrow range of disparities and makes it possible to use stereo
algorithm that accepts only a limited range of disparities. On the other
hand, most of the stereo matching algorithms need fully rectified input
images or at least accurate camera calibration parameters. Side effect
of such active control of cameras positioning is a continuous degradation
of calibration and needs re-calibration or estimation of stereo parameters
for each new position.

Keywords: Stereo Vision, Vision-Based Control, Visual Servoing, Cam-
era Positioning System

1 Introduction

The vergence angle of a stereo vision system is the angle between the optic
axes of its cameras. This angle together with baseline length and gaze direction
of a binocular system determine a particular fixation point, as shown in figure 1.
Having the cameras verged toward each other causes that zero disparity occurs
at a finite distance and it might be necessary to achieve greater depth resolution
in the proximity of that particular distance determined by fixation point [1].
Keeping the fixation point near some visual target implies that object lies near
zero disparity surface called horopter [7]. As a result stereo images of this object
have a narrow range of disparities and it is possible to use stereo algorithm
which operates only on limited range of disparities to reconstruct 3D space in
neighbourhood of target object. Stereo correspondence algorithms, even in the
basic correlation-based form, are computationally expensive[2], so using such
approach can significantly speed up process of searching correspondences. Above
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z x
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Fig. 1: Vergence control mechanism

features became a main motivation to build stereo vision system with active
vergence and gaze control.

From the mechanical point of view, cameras vergence can be controlled by
separate motors, each camera independently, or by a single motor that converges
both cameras symmetrically via mechanical linkage. The second design ensures
separate control of vergence and gaze angles and the same distance from the
left and the right camera to the fixated world point. This approach was cho-
sen to build this vision system (Fig.1). Detailed information about mechanical
construction and parameters optimization of mechanical linkage was descibed in
[6]. To control gaze and vergence angle DC motors with encoder feedback were
used.

2 Visual servo system

Active Stereo Vision positioning control system, at the most abstract level, may
be described by four major components typical for vision-based control [3]: joint
controller that generates a response to the error between measured and required
joint positions, active stereo vision system that executes the joint controller
commands and produce stereo pair images on the output, feature extractor that
converts image data to feature feedback, and image-based visual servo controller,
that estimates required vergence and gaze angle based on feature feedback signal.

Fig. 2: Image-based visual servo system

272 Przemys aw Szewczykł



These components can be mapped onto the traditional block diagram model of
a feedback system, shown in figure 2.

Internal feedback loop from figure 2 can be considered as a standard closed-
loop position control of DC motors and implementing joint controller as a pair of
discrete PID regulators is quite natural. The desired behaviour of motor position-
ing system is to achieve required position as soon as possible without ”ringing”
effect, which has huge impact on quality of captured images(especially for CMOS
rolling-shutter cameras). Good tuned PID controllers are critical for the whole
system.

Feature extractor block, which is working directly on image data, for each
stereo frame returns pixel positions of visual target relative to principal point
of each single camera, what can be written as pair [dl, dr]. Because gaze control
mechanism has only one degree of freedom and tilt angle cannot be adjusted,
only horizontal x-component is taken for calculation. The task of whole system
is to keeping the fixation point near some visual target and for this case measured
pixel positions [dl, dr] are close zero, so reference feature signal form figure 2 can
be written as a zero vector.

Estimation of required vergence and gaze angles is done by IBVS controller
in each iteration in following way:

αk = αk−1 +KG(d̂lk + d̂rk)

βk = βk−1 +KV (d̂lk − d̂rk)
(1)

Where: αk - estimated gaze angle, αk−1 - gaze angle from previous iteration, KG

- empirically determined gain for gaze component, βk - estimated vergence angle,
βk−1 - gaze vergence from previous iteration, KV - empirically determined gain

for vergence component, d̂lk, d̂
r
k - x-component of visual target relative position

respectively for left and right camera, values predicted using Kalman filter.

3 Motor-based stereo camera parameters estimation

When two cameras view a 3D scene from two distinct points, there are a geomet-
ric relations between the 3D points and their projections onto the 2D images that
lead to constraints between the image points. These relations can be described
by epipolar geometry and precise determination of these relations is necessary for
further stereo processes, such as image rectification, calculating image disparity
or 3D reconstruction. Epipolar geometry is based on the assumption that the
cameras can be approximated by the pinhole camera model. This assumption can
be easily fulfilled complementing the pinhole camera model by Brown-Conrady
distortion model, which ensures good results for standard-focal length camera
lenses. All parameters describing above pinhole camera and distortion models
can be closed respectively in intrinsic camera matrix Mi and distortion coeffi-
cient vector D. Assuming that these parameters are constant for ones calibrated
cameras, they can be used as an input for stereo calibration process, which sim-
plifies to computing geometrical relationship between two cameras in space. This
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relation can be expressed by a pair of rotation matrix R and translation vector
T or in more compact form by essential matrix E.

For mono-camera calibration Zhang’s method was used. This method uses
regular planar pattern - chessboard and calculates planar homography, which is
defined as projective mapping from one plane to another (in this case, from the
object plane to the image plane) and can be described by homography matrix H.
Doing the decomposition of calculated H matrix not only intrinsic and distor-
tion parameters can be determined but also relation between camera coordinate
system and object coordinate system - external camera parameters (rotation
matrix Rc and translation vector Tc). Using this method for both synchronised
cameras, any given 3D point P in object coordinates can be put in the left and
right camera coordinates:

Pl = RclP + Tcl

Pr = RcrP + Tcr

(2)

Where: Pl, (Pr) - locations of the point P from the left and right camera coordi-
nate system respectively, Rcl, Tcl, (Rcr, Tcr) - rotation matrix and translation
vector from the left and right camera coordinate system respectively to the point
P . Knowing that two views of point P are related by Pl = RT (Pr −T ), where R
and T are the rotation matrix and translation vector that bring the right camera
coordinate system into the left, above relations can be transformed to:

R = RcrR
T
cl

T = Tcr −RTcl

(3)

Using above method, rotation and translation between cameras are slightly
different for each chessboard pair due to image noise and rounding errors so
algorithm calculate median values of the R and T and use them as input for
a robust Levenberg-Marquardt iterative algorithm to find the minimum of the
reprojection error of the chessboard corners for both camera views, and the
solution for R and T is returned.

The problem occurs when the vergnece angle changes. This calibration method
is computationally expensive and needs planar pattern visible in both cameras,
so cannot be used for recalibration of system in real time. Also direct calcula-
tion of rotation matrix R and translation vector T is not possible due to some
construction obstacles such as: it is not possible to mount cameras so that their
axes of rotation pass through the nodal points - in this case each vergence move-
ment includes translation components, the mechanical linkage in vergence control
mechanism causes that cannot be measured rotation of each camera separately,
mechanical linkage itself can be not ideally symmetrical.

Knowing that the relation between motor angle and vergence angle is not
linear and can be expressed in general form by:

β = f(θ, γ) (4)

where: β - vergence angle, θ - motor angle, γ - parameter vector,
the whole motor angle range can be divided into few uniform subranges and the
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stereo calibration process can be run for N motor angles. Next, doing the con-
version of each rotation matrix R to vector form u = [uxuyuz]

T using Rodriguez
formula:

sin(β)

⎡
⎣ 0 −uz uy

uz 0 −ux

uy ux 0

⎤
⎦ =

R−RT

2
(5)

the vergnece angle β and associate unit vector s representing the rotation axis
can be calculated from formulas:

β = ‖u‖
s =

u

‖u‖
(6)

From collected during calibration measurements in form of N pair (βi, θi) it
is possible to determine relation (4) and next based on this relation for any
motor angle θ a new vergnece angle β can be calculated. Any vergence angle
complemented with s is transformed back to R matrix from equation:

R = cos(β) · I + (1− cos(β)) · uuT + sin(β) ·
⎡
⎣ 0 −uz uy

uz 0 −ux

uy ux 0

⎤
⎦ (7)

4 Experiments and Results

4.1 Hardware and Software configuration

Figure 3 shows a system component diagram with selected data flow. There are
three main blocks:

• Active Stereo Vision, where are located two PointGrey Dragonfly2 cameras
with 1/3-inch global- shutter sensors. Cameras heads with fixed 4mm focal
length lenses are mounted on rotating platforms, which can be precisely
adjustable to minimise displacement between cameras nodal points and their
axes of rotation (Fig.11). The vergence angle is changed by DC gearhead
motor with ratio 172:1 and the angle position is returned to Joint controller
from encoder attached by motor side. To change gaze angle of vision system,
the whole platform with both cameras are rotated around the axis of rotation
located in the centre of baseline. For gaze adjustment also DC gearhead
motor with encoder is used.

• Embedded Control System with the FreeRTOS system running on STM32F4
ARM processor with DSP and FPU cores. The block is responsible for joints
control and cameras synchronisation. Joint PID controller task works with
5ms period. For each camera capture requests positions of vergence and gaze
angles are send to the Host PC. The System also controls DC motors currents
to protect motors against damage.
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Fig. 3: System component diagram

• Host computer with the ROS system on board. The whole image processing
part is done by this block. Figure 3 shows main system which use ROS inter-
process communication. The image processing part has cascaded pipeline
architecture and operate on nodelets blocks, which provide a way to run
multiple algorithms in the same process with zero copy transport between
algorithms [5].

4.2 Vergence and gaze control system tuning

The quality of the motor system is critical for the work of whole system. To
achieve fast response to setpoint signal and avoid any oscillation a good model
of motor system or plant is needed. DC motors traditionally are modelled as
second order linear system, which ignores the dead nonlinear zone of the motor.
Unfortunately, the dead zone caused by the nonlinear friction has huge impact
to servo systems [4]. For plant identification and get higher-fidelity model of the
DC motor System Identification Toolbox from MathWorks was used. Nonlinear
ARX model, which has various adjustable components, such as model orders,
delays, type of nonlinear function, and the number of units in the nonlinear
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Fig. 4: Motors’ responses to the square wave, step and triangle signals (Sampling
time Ts = 5ms)

function, was chosen. After added regressors that represent saturation and dead-
zone behavior and several iterations excellent fit greater than 85% was achieved.
Motors’ responses to the square wave, step and triangle signals were used as
estimation and validation data (Fig.4)
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Fig. 5: Closed-loop system responses (Ts = 33ms)

The discrete PID controller gains were chosen using trial-and-error approach
to achieve slightly underdamped response. Closed-loop system responses to mixed
sinusoidal and step signal was shown on figure 5.

4.3 Stereo camera parameters estimation results

To verify quality of estimation stereo camera parameters the whole range of ver-
gence motor angle θ was divide onto Nk = 80 uniform subranges. For each θi,
where i = 1..Nk, process of stereo calibration was repeated and in the result set
of (Ri, Ti) was obtained. Figures 6,7,8 shows respectively translation vector Ti
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and pair - unit vector si and vergence angle βi obtained form decomposition of
rotation matrix Ri, for each motor angle θi.

0
-20

-40
-60

-80

x

-100
-120

-140
-1600

-180

10

20

30

y

40

4

50

z

0

60

Fig. 6: Translation vector Ti calulated in calibration process for each θi

10-3

z -100

0

-0.1

-0.2

-0.3

-0.4

y

-0.5

-0.6

-0.7

-0.8

-0.9

x

0.1

0

Fig. 7: Unit vector si representing the rotation axis for each θi

Figure 7 shows that rotation axis does not coincide perfectly with y-axis and
it tends to slight move with θ changes. On figure 8, next to relation between βi

and θi calculated in stereo calibration process, the theoretical relation obtained
from kinematic model of mechanical linkage was added [6].

During the mono calibration process a quality of calculated parameters is
verified by using the reprojection method [1]. It means that 3D points of the
checkerboard are transformed using the computed intrinsic and extrinsic param-
eters, projected to the left and the right image and compared to the detected
corners. The reprojection error can be defined in below form:

erri =

√(∑NCNI

j=0 ‖p̂ijL − pijL‖
)2

+
(∑NCNI

j=0 ‖p̂ijR − pijR‖
)2

2NCNI
(8)
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where: p = [x, y] - a image point of chessboard pattern, respectively for left and
right image, p̂ - the same point obtained by reprojection, NC - number of corners
in chessboard pattern, NI - number of chessboard images.

To verify correctness of rotation matrix R estimation, the similar to above
approach was used. For some vergence motor angles θi (for which calibration
process was done) the reprojection error was calculated, but instead of using ex-
trinsic camera parameters from calibration, for one camera, extrinsic parameters
were obtained from equation 3 using estimated rotation matrix R and converted
from vector form by (7). The results are shown in figure 9.

Visual verification of estimated stereo parameters presents figure 10, where
the estimated stereo camera parameters were used as an input for Bouguet’s
rectification algorithm.
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Fig. 9: Reprojection error for parameters obtained from calibration(filled circle)
and for estimated prarmeters (empty circle)
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Fig. 10: Result of stereo rectification for vergence angle β = 19deg

Fig. 11: Active stereo vision system

5 Concluson

The results described in this paper show that estimation of stereo parameters
based on motor angle is sufficient for practical use. Unfortunately, for cases
where relation between motor angle and vergence angle is highly nonlinear it
needs many singular calibration processes. Because algorithm operates only on
stereo parameters from previous calibrations and updating only already obtained
parameters, it can be use in real-time implementation.
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Abstract. The paper addresses the issue of the state estimation prob-
lem of a class of discrete-event systems. The receding-horizon approach
is employed to solve above problem. The system and its variables are de-
scribed within the (max,+) algebra. Thus making possible to incorporate
robustness within the overall framework. The paper also shows the trans-
formation of the interval cost function into the scalar one, and hence,
making the computational procedure trackable within the quadratic pro-
gramming framework. Resulting in interval estimates of the system state,
which can be used for both fault diagnosis and control purposes.

Keywords: (Max,+) algebra, interval arithmetics, observers, predictive
control

1 Introduction

Nowadays industrial systems increases in complexity, that a proper control and
detailed insight into them become more and more difficult. The industrial plants
have to work more efficiently, they should be cheap to built and their mainte-
nance costs should be as low as possible. At the same time, plant safety as well as
quality of products need to be at the highest possible level. Taking into account
above properties of systems and the scope of control engineering, it is obvious
fact that a single strategy is not able to guarantee all industrial demands. In
the flexible production systems, the low level control (e.g., PLC or PAC) re-
quires some upper level scheduling of individual production tasks, which usually
depend on current production times. In this paper, a Discrete Event Systems
(DES) are taken into consideration, while in real life a lot of plants are driven
by events occurred during the operation time. In this class of systems, a main
description formalism is a (max,+) algebra, which, due to a nature of DES, is
a very natural and intuitive mathematical formalism [6, 10]. While the control,
and especially, Fault-Tolerant Control (FTC) [11, 13, 14] and Fault Diagnosis
(FD) [9] are mainly developed in conventional algebra and used to maintain a
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sub-systems of industrial plants (e.g., manipulators), DES are still in the shadow
of the main research areas of FTC [12, 8] and FD [5]. Due to the fact that there
is a need for development of such tools for DES, (max,+) algebra is a natu-
ral candidate. The main contribution of this paper is to provide a tool that
can be applied to state estimation of uncertain DES using (max,+) algebra.
To the best of authors knowledge, there is no tool like that for uncertain DES.
The only available state estimator is proposed in [5]. However, it can be used
for deterministic systems only. Moreover, it is obvious that he direct measure-
ment of all operation times is not possible in a highly sophisticated, especially
in distributed industrial plant. This means that their (state variables) estima-
tion can be of leading importance. In this paper, the idea of receding horizon
observers [15, 4, 7] is extended for (max,+) algebra [5]. The paper is organized
as follows. Section 2 describes essential definitions and concepts. The receding-
horizon approach for state estimation is provided in details in Section 3. Then
,section 4 contains a complete description of the muliticopter assembly system.
The performance of the proposed approach is illustrated as well. Eventually, the
last section concludes the paper and indicates future research directions.

2 Preliminaries

The main objective of this section is to recall interval arithmetics and define
mathematical concept (imax, +) algebra in order to cope with uncertain systems.

2.1 (Max,+) Algebra

The (max,+) algebraic structure (Rε,⊕,⊗) is defined as follows:

Rε � R ∪ {−∞},
∀a, b ∈ Rε, a⊕ b = max(a, b), (1)

∀a, b ∈ Rε, a⊗ b = a+ b,

where R is the field of real numbers. The operators ⊕ and ⊗ denote the (max,+)
algebraic addition and (max,+) algebraic multiplication, respectively. The main
properties of (max,+) algebra operators are as follows:

∀a ∈ Rε : a⊕ ε = a and a⊗ ε = ε,
∀a ∈ Rε : a⊗ e = a,

(2)

where ε = −∞ and e = 0 are the neutral elements for the (max,+) algebraic
addition and (max,+) algebraic multiplication operators, respectively.
For matrices X,Y ∈ Rm×n

ε and Z ∈ Rn×p
ε

(X ⊕ Y )ij = xij ⊕ yij = max(xij , yij), (3)

(X ⊗Z)ij =

n⊕
k=1

xik ⊗ zkj = max
k=1,...,n

(xik + zkj) (4)
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Further definitions and details related to the (max,+) algebra formalism can be
found in [1, 2]. In general, the description of a discrete event system is nonlinear in
a conventional algebra. However, there exists a class of DES - called the (max,+)
linear discrete event systems - that can be described by (max,+) linear model.
In the linear discrete event system there is only synchronization of tasks but no
concurrency. Typical examples of linear DES are transportation systems with
tight connection constraints (railway network), logistic systems (conveyance and
storage of goods) and flexible manufacture systems with fixed scheduling rules.
An example of the last kind of DES constitutes the subject of this paper and is
described in 4. Thus, using (max,+) algebra, DES can be described by:

xk+1 = A⊗ xk ⊕B ⊗ uk, (5)

yk = C ⊗ xk, (6)

where the index k is an event counter, while:

– xk ∈ Rn
ε represents the state typically containing the time instants at which

the internal events occur for the kth time,

– uk ∈ Rr
ε is the input vector containing the time instants at which the input

events occur for the kth time,

– yk ∈ Rm
ε states for the output vector containing the time instants at which

the output events occur for the kth time,

– A ∈ Rn×n
ε is the state transition matrix, B ∈ Rn×r

ε is the control matrix,
C ∈ Rm×n

ε is the output matrix.

Having a general system description, there exist the possibility of developing its
uncertain version with interval-based representation.

2.2 Interval Arithmetics

While exact values of any physical variable are impossible to obtain or mea-
sure, interval arithmetics can be an appealing alternative to typical stochastic
description of the uncertainty. In the stochastic case, the core task is to assign
appropriate distribution to an uncertain variable. Therefore instead of deliber-
ating on the nature, source and distribution of noise/disturbances it is more
valuable (to the common sense) to obtain the maximum and minimum value of
a given variable.
An interval is a closed connected set of reals:

a = [a, ā] = {x ∈ IR | a ≤ x ≤ ā} (7)

where a and ā are upper and lower endpoints, respectively. For a, b ∈ IR arith-
metic operations are defined by:

∃a, b ∈ IR, a ◦ b := {x ◦ y | x ∈ a, y ∈ b}, ∀◦ ∈ {+,−, ·, /} (8)
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where IR is the closed set of real compact intervals with respect to these opera-
tion. Each operation a ◦ b can be represented by using only the bounds of a and
b, and hence, the following hold:

a+ b = [a+ b, a+ b], a− b = [a− b, a− b]

a · b = [
min{ab, ab, ab, ab},max{ab, ab, ab, ab}] (9)

a/b = a · (1/b), where 1/b = {1/x : x ∈ b} = [1/b, 1/b] if 0 /∈ b

2.3 Interval (Max,+) Algebra

The goal of this point is to provide a novel methodology that can be applied to
express the robustness to parameter uncertainties of the matrices A, B and C
related to the system (5)–(6). This idea has never been used for state estimation
purposes, but it was only applied to analyze uncertain systems [3].
The (imax,+) algebraic structure (IRε,⊕,⊗) is defined as follows:

IRε is a set of real compact intervals of the form

a = [a, a] = {x ∈ IRε | a ≤ x ≤ ā}
∀a, b ∈ IRε, a⊕ b = [max(a, b),max(a, b)] (10)

∀a, b ∈ IRε, a⊗ b = [xij + y
ij
, xij + yij ]

Similarly as in the previous point, for matrices X,Y ∈ IRεm×n and Z ∈ IRn×p
ε :

(X ⊕ Y )ij = xij ⊕ yij = [max(xij , yij),max(xij , xij)]

(X ⊗Z)ij =
n⊕

k=1

xik ⊗ zkj =
n⊕

k=1

[xik + zkj , xik + zkj ].

Having a general (imax,+) framework, it is possible to extend the usual (max,+)
linear model state-space model to interval matrices. The equations (5)–(6) can
be described in a robust form that takes into account parameter uncertainty:

xk+1 = A⊗ xk ⊕B ⊗ uk, (11)

yk = C ⊗ xk, (12)

– xk ∈ IRn
ε is n-dimensional state vector;

– uk ∈ IRr
ε is r-dimensional input vector ;

– yk ∈ IRε)
m is m-dimensional output vector;

– A ∈ IRn×n
ε is the state transition matrix, B ∈ IRn×r

ε is the control matrix,
C ∈ IRm×n

ε is the output matrix;

3 Receding-horizon approach to state estimation

In this section, an algorithm is proposed, which allows solving a receding-horizon
state estimation problem of (11)–(12) using available output measurements. In
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the receding-horizon strategy, at any time k = N,N + 1, . . . , one has to deter-
mine estimates of xk−N using the output measurements yk

k−N collected over
a predefined time window [k − N, k]. Let us define x̂k−N,k, . . . , x̂k,k the es-
timates of xk−N , . . . ,xk made at the k − th event counter. Moreover, apart
from the state estimate, a prediction of the state is defined as well x̃k−N =
A⊗ x̂k−N−1,k−1⊕B⊗uk−N−1. Due to applying (imax,+), it is also convenient
to define an interval matrix:
Definition 1. Let A,A ∈ Rm×n

ε . The interval matrix is composed as follows
A = [A,A] = {M ∈ Rm×n

ε : A ≤ M ≤ A}, where matrices A and A contain
the lower and upper bound of A ∈ IRm×n

ε , respectively.
The observation vector yk

k−N , over a given time interval [k−N, k], can be written
as follows:

yk
k−N = F ⊗ xk−N,k ⊕H ⊗ uk−1

k−N (13)

where

uk−1
k−N =

⎡
⎢⎢⎢⎣

uk−N

uk−N+1

...
uk−1

⎤
⎥⎥⎥⎦ , ỹk

k+N =

⎡
⎢⎢⎢⎣

yk−N

yk−N+1
...
yk

⎤
⎥⎥⎥⎦ ,

Using (11)–(12) it can be show that:

F =

⎡
⎢⎢⎢⎢⎢⎣

C
C ⊗A

C ⊗A⊗2

...

C ⊗A⊗N

⎤
⎥⎥⎥⎥⎥⎦ , H =

⎡
⎢⎢⎢⎢⎢⎣

ε ε . . . ε
C ⊗B ε . . . ε

C ⊗A⊗B . . . ε . . . ε
...

. . .
. . . ε

C ⊗A⊗N−1 ⊗B . . . C ⊗A⊗B C ⊗B

⎤
⎥⎥⎥⎥⎥⎦ ,

(14)

where the F and H are in IRε.
Thus, the elements of ŷk

k−N are represented by intervals and can be written as
follows:

yk
k−N = [yk

k−N
,yk

k−N ], (15)

ŷk
k−N = [ŷk

k−N
, ŷ

k

k−N ]. (16)

Therefore (13) can be split into

ŷ
k

k−N = F ⊗ x̂k−N,k ⊕H ⊗ uk−1
k−N , (17)

ŷk

k−N
= F ⊗ x̂k−N,k ⊕H ⊗ uk−1

k−N (18)

Similarly, the state prediction can be formulated in an interval fashion as

x̃k−N = [x̃k−N , x̃k−N ], (19)
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with lower and upper bounds

x̃k−N = A⊗ x̂k−N−1,k−1 ⊕B ⊗ uk−N−1, (20)

x̃k−N = A⊗ x̂k−N−1,k−1 ⊕B ⊗ uk−N−1 (21)

leading to the interval state estimate

x̂k−N = [x̂k−N , x̂k−N ], (22)

which has to be determined. In order to obtain the above estimate, it is necessary
to define the output error

εkk−N = [εkk−N , εkk−N ] = yk
k−N − ŷk

k−N , (23)

yk
k−N − ŷk

k−N = [yk
k−N − ŷ

k

k−N ,yk
k−N − ŷk

k−N
], (24)

and the prediction error

ek−N = [ek−N , ek−N ] = x̂k−N,k − x̃k−N , (25)

x̂k−N,k − x̃k−N = [x̂k−N,k − x̃k−N , x̂k−N,k − x̃k−N ]. (26)

Having in mind the fact that the estimate should be a possibly thigh interval,
the cost function can be defined as follows:

J = ‖x̂k−N,k − x̃k−N‖2Q + ‖yk
k−N − ŷk

k−N‖2V (27)

where the positive definite matrices Q and V can be used as design parame-
ters. Assuming a diagonal form of weighting matrices, the cost function can be
described using the following quadratic forms:

εk
T

k−NQεkk−N =

[
m·N∑
i=1

qi(ε
k
k−N,i)

2,
m·N∑
i=1

qi(ε
k
k−N,i)

2

]
(28)

where Q = diag(q1, q2, . . . , qm·N ) and

eTk−NV ek−N =

[
n∑

i=1

vie
2
k−N,i,

n∑
i=1

vie
2
k−N,i

]
(29)

where V = diag(v1, v2, . . . , vn). Having in mind that the intervals of the output
and prediction errors should be as thigh as possible, using (28)–(29) the cost
function (27) can be refoemulated as follows:

J =
n∑

i=1

vi(e
2
k−N,i + e2k−N,i) +

m·N∑
j=1

qi

(
(εkk−N,j)

2 + (εkk−N,j)
2

)
(30)

Since the quadratic cost function (30) is defined, it is possible to introduce the
constraints, which govern the system behavior. Indeed, since all states represent
given times let the set Pr contain all pairs (j, r), which determine the order of
individual operations. This means that jth operation precedes rth one in the
production route. Thus, the resulting constrains are:
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– the precedence of operations, means that there are operations, which have
to be finished before the subsequent operation begins

xj,k ≤ xr,k ∀(j, r) ∈ Pr (31)

– the cycle duty, the operation on a given product needs to be finished, before
the same operation on a new instance will begin

xj,k ≤ xj,k+1 ∀j = 1, 2, . . . , n, k = 1, 2, . . . (32)

Finally, the estimation problem can be defined as follows: given the pair (x̃k−N , ykk−N ),
find the optimal estimate x̂∗

k−N,k, which minimizes the cost (27) under con-
straints (31)–(32), where N is prediction horizon. It is also obvious the above
optimisation problem can be solved with conventional efficient quadratic pro-
gramming solvers.
To summarize, the state estimation algorithm has the following structure: Hav-

Algorithm 1: (max,+) receding horizon state estimation

Step 0: Select x̂0

Step 1: At any time k = N + 1, N + 2, . . . obtain the prediction x̃k−N by means of
(11) and x̂∗

k−N−1,k−1 i.e.

x̃k−N = A⊗ x̂k−N−1,k−1 ⊕B ⊗ uk−N−1

x̃k−N = A⊗ x̂k−N−1,k−1 ⊕B ⊗ uk−N−1

Step 2: Solve the problem

x̂∗
k−N,k = arg min

x̂k−N,k

J

Step 3: Set k = k + 1 and go to Step 1.

ing the state estimation algorithm it is possible to examine its performance with
a real-life example production system.

4 Example: Battery Assembly System

A flexible Battery Assembly System (BAS) will be introduced for high volume
serial production system containing two assembly cycles. The sequence of the
first production cycle starts with the robots: 1 and 2 in a starting setting. A robot
1 goes to the frame storage to pick up an empty battery module frame. Then,
the battery module controller is mounted into this frame. At the same time, the
robot of type 2 provides the appropriate number of basic cells. The type 1 robot
transports the final assembly of the battery module to a meeting position with
the type 3 robot. After transferring the module to the type 3 robot, the robot of
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type 1 returns to its starting position. A robot of type 3 receives the assembled
battery module from the robot of type 1. Then it transports this module to the
final assembly system. The robot of type 4 picks up additional wiring. Then it
moves to the storage of the rack housings to pick up the housings and bring
them to the assembly system. Subsequently, the robot of type 3 returns to the
rendez-vous position (with the robot of type 1) and the robot of type 4 brings
the fully assembled rack to the final storage and returns to its initial position.
Due to the size of system, only the first production cycle (Fig. 1) is considered.
The processing times and transportation times from one to another station are
clearly depicted in (Fig. 1) For the interval processing and transportation times

Fig. 1. Details of the assembly process cycle 1

described in the Table 1, the system matrices are given below. The initial
state for the system is x0 = [4, 12, 4, 19, 31]T while the one for the observer is
x̂0 = [3, 14, 2, 21, 34]T . All output measurements are portrayed in Fig. 4.

Table 1. Nominal and interval processing and transportation times for the battery
assembly system

Nominal time Interval time [min] Nominal time Interval time [min]

d1 6 [4,7] d2 3 [3,4]
d3 5 [4,6] d4 8 [6,10]
d5 3 [3,4] t1 4 [3,5]
t2 4 [3,5] t3 2 [2,3]
t4 4 [3,5] t5 4 [3,5]
t6 4 [3,5]

A =

⎡
⎢⎢⎢⎢⎣

[4, 7] ε ε ε ε
[10, 17] [3, 4] ε ε ε

ε ε [4, 6] ε ε
[16, 26] [9, 13] [11, 17] [6, 10] ε
[25, 41] [18, 28] [20, 32] [15, 25] [3, 4]

⎤
⎥⎥⎥⎥⎦B =

⎡
⎢⎢⎢⎢⎣

[3, 5] ε
[9, 15] ε

ε [3, 5]
[15, 24] [10, 16]
[24, 39] [19, 31]

⎤
⎥⎥⎥⎥⎦C =

[
ε ε [4, 6] ε ε
ε ε ε ε [3, 4]

]
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Having the initial estimates and the output measurements collected within a
moving window, it is possible to apply Algorithm 1.
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Fig. 2. Output measurements
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Fig. 3. Real state x1 and its interval esti-
mate

As a result the interval estimates are obtained (see Figs. 3– 5). For the
purpose of experimental comparison the real states x1, x2 and x4 were measured
as well.
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Fig. 4. Real state x2 and its interval esti-
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Fig. 5. Real state x4 and its interval esti-
mate

The obtained results clearly show that the interval estimates bounds the real
states with a decent quality.

5 Conclusion

The main objective of this paper was to provide a novel robust state estimation
algorithm for a class of DES. For that purpose the (max,+) algebra was em-
ployed and suitably extended with interval arithmetics. As a result, an interval
DES description was proposed. Subsequently, the state estimation problem was
defined as a receding-horizon one and a suitable cost function was developed and
formed in a quadratic form. Moreover, the optimization problem was accompa-
nied with production constraints. The proposed approach was applied to the real
battery assembly system. The obtained results clearly show that the obtained
estimates closely overbound the real states. This recommends its practical appli-
cation. The objective of the subsequent research is to use the proposed approach
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along with the existing control strategy. However, this requires the development
of separation principle for DES described with (imax,+).
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Defining the Optimal Number of Actuators
for Active Device Noise Reduction Applications

Institute of Automatic Control, Silesian University of Technology
Akademicka 16, 44-100 Gliwice, Poland,

stanislaw.wrona@polsl.pl

Abstract. It is possible to improve sound insulation of devices and ma-
chinery from the environment by appropriately controlling vibrations
of their casings. When implementing this approach, there is a need to
select efficient locations of actuators on each of the casing walls. A com-
mon solution is to employ an optimization algorithm to find favourable
arrangement according to a given objective. One of the essential param-
eters of this process is a number of actuators to be optimized, but most
often it is assumed a priori, without any proper considerations.
The aim of this paper is to give an insight into the problem of defin-
ing the number of actuators for active noise reduction implementations.
The optimal value depends on the particular application, its mechani-
cal limitations, costs, considered frequency band to be controlled, etc.
However, a general approach for analysis and decision making can be
formulated. As an exemplary structure, a light-weight device casing is
considered. The relationships between the number of actuators, the con-
sidered frequency band, and obtained values of the optimization index
are given.

Keywords: Active casing, actuators placement, controllability Gramian,
optimization, memetic algorithm.

1 Introduction

Some of the most common noise sources in the human environment are devices
and machinery. Prolonged exposure to a high-level noise (e.g. in industrial halls,
factories, etc.) may lead to hearing losses and health problems. On the other
hand, noise generated by home appliances does not represent a health threat,
but may successfully obstruct work or leisure. Passive sound-insulating materials
are commonly applied to reduce the excessive device noise, however, they are
ineffective for low frequencies and often are inapplicable due to increase of size
and weight of the device and its potential overheating. When passive methods are
exhausted, alternatively, active control methods can be applied. Sound radiation
and transmission through individual elastic plates and other barriers have been
investigated over the years [4, 21].

Sound insulation of devices and machinery from the environment can be
improved with active methods by appropriately controlling vibrations of their
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casings. Such approach is called the active casing method and its acoustic isola-
tion efficiency has been confirmed by the authors for several laboratory casings
in previous publications [8, 9, 12, 13]. Active methods efficiently complement the
passive methods in their weak points—low-frequency noise and heat transfer
problems. When appropriately implemented, it results in a global noise reduc-
tion instead of only local zones of quiet at distinguished areas [11]. It neither
requires structural modifications of the device nor affects its regular operations,
but it allows to enclose the source of noise inside the casing and isolates it
acoustically from the environment. It has been also observed that for an effec-
tive active control it is crucial to select appropriate locations of actuators on
each of the casing walls. The efficiency of selected arrangement determines the
overall control performance of the system. A common solution is to employ an
optimization algorithm to find favourable arrangement according to a given ob-
jective. The optimization can include a predefined control strategy and related
control performance index [5, 7], or an open-loop system analysis can be utilized,
making the obtained results independent on controller choice [1, 16, 17].

One of the essential parameters of such process is a number of actuators to
be optimized. Gao et al. studied the influence of actuators number on a vibrating
plate control system [2]. Yan and Yam applied the eigenvalue distribution of the
energy correlative matrix of the control input force to determine the number of
actuators required [20]. Xu et al. presented an integrated optimization of trusses
structural topology with number and placement of piezoelectric actuators [18,
19]. Li and Huang employed a penalty function method to include actuators
number optimization in an unconstrained minimization problem [6]. However,
only a limited number of reports available in the literature discuss the number
of actuators. There is no unified approach to determine the number of actuators
and most often it is assumed a priori, without any proper considerations.

The aim of this paper is to give an insight into the problem of defining the
number of actuators for active noise reduction implementations basing on the
controllability-oriented criteria. The optimal value depends on the particular
application, its mechanical limitations, costs, considered frequency band to be
controlled, etc. However, a general approach for analysis and decision making can
be formulated. The presented considerations are based on experimental vibra-
tion measurements of the structure, its mathematical modelling and extensive
simulation studies.

In this paper, as an exemplary structure, a light-weight device casing is con-
sidered, which is described in Section 2. Then, the mathematical model of the
structure is briefly introduced in Section 3. It is employed for numerical sim-
ulations and assessment of a particular inertial actuators arrangement. Subse-
quently, the optimization process and results are given in Section 4. A memetic
algorithm is used for the purpose of optimization itself [10]. Controllability mea-
sure of the modelled control system is used as optimization index. The rela-
tionships between the number of actuators, the considered frequency band, and
obtained values of the optimization index are given. Finally, advantages and
limits of the proposed approach are pointed out and discussed.
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2 Vibrating structure

The light-weight device casing used as an exemplary structure in this work is
shown in Fig. 1. It is made of 1.5mm thick steel plates bolted together, form-
ing a closed cuboid of dimensions 500mm × 630mm × 800mm. The casing is
made without an explicit frame, hence it constitutes a self-supporting structure.
It results in strong couplings between individual walls of both vibrational and
acoustical nature. However, what has been previously validated in [15], observed
natural frequencies and modeshapes of the whole structure are a consequence of
superposition of resonances of each wall excited individually (but as a part of
the whole structure). Therefore, it is justified to analyse each wall separately for
the purpose of optimization of actuators locations, considering only eigenmodes
due to the given wall (if the resonance is controlled with actuators at the wall
where it originates, it will be reduced for the whole casing).

Although the following considerations will be shown on the example of this
particular casing, the presented approach and drawn conclusions remain general
and they can be applied for a number of different structures.

(a) A photograph from the inside. (b) A photograph from the outside.

Fig. 1: Photographs of the light-weight casing with sensors and actuators.

3 Mathematical model

For the purpose of actuators arrangement optimization, a precise mathematical
model of the plant is the crucial component. It enables numerical simulations
and analysis to assess particular actuators locations (providing an objective nu-
merical index describing the control efficiency of a given arrangement).

As mentioned above, each of the casing walls is considered separately, hence
a mathematical model of an individual vibrating plate is employed. It is based on
the Mindlin plate theory. The inertial actuators are considered in this research,
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Fig. 2: A multiview orthographic projection of the plate with boundary condi-
tions represented as rotational and translational springs.

which possess a considerable mass comparing to the mass of the casing walls
(each actuator weights 0.115 kg). Hence, the model includes the impact of ad-
ditional loading due to mounted actuators. It is noteworthy, that it constitutes
the major computational difficulty, because it makes necessary to recalculate the
model for each actuators arrangement and increases the computational effort of
the whole process. The model solution is based on the Rayleigh-Ritz assumed
mode-shape method. Characteristic orthogonal polynomials having the property
of Timoshenko beam functions, which satisfy edge constraints, are used. More-
over, due to the absence of any stiffening frame, the casing walls are connected
directly to each other, what results in boundary conditions that have to be mod-
elled as elastically restrained against both rotation and translation. The model
is presented schematically in Fig. 2.

Employing the Rayleigh-Ritz method, the model can be written in the regular
state-space form:

ẋ = Ax+Bu , (1a)

y = Cx+Du (1b)

where x and y are the state vector and the output vector, respectively; and A,
B, C and D are matrices describing the system. The state vector x is formulated
in such a way that its following elements correspond to respective eigenmodes of
the casing wall. It is a direct consequence of the Rayleigh-Ritz method, where
the infinite dimensional system of the vibrating plate is approximated with a fi-
nite dimensional system (taking into account only a limited number of initial
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eigenmodes, making the model valid for a limited frequency range). However,
taking advantage of the state space notation, classical methods can be used to
describe the controllability of the system [3]. Namely, the controllability Gramian
matrix is employed in this research. It is convenient to use due to its specific
feature—if the i-th value at the diagonal of the Gramian matrix, λi, correspond-
ing to the i-th eigenmode is small, the eigenmode is difficult to control (it can
be regulated only if a large control energy is available). Such information is
used in the following Section to define a criterion in the optimization process
of actuators placement. Formally, controllability is a dichotomous property, but
”controllable” does not say how high control effort is needed to reach the final
state.

In this paper, the description of the model is very brief, as it focuses mainly
on the model application for actuators arrangement optimization rather than
the mathematical modelling itself. However, a detailed derivation of the model
is given in [16].

4 Optimization process, results and discussion

For the purpose of the process described in this Section it is assumed that the
employed mathematical model has properly identified parameters and is success-
fully validated for the given structure (the process of identification and validation
has been discussed in details in [14]). Then, such model can be utilized to opti-
mize actuators arrangement in the view of a given objective function.

In this research, such process is performed for several predefined numbers
of actuators, Na, to provide an insight into the consequences of different values
of Na. A straightforward declaration of Na as one of the optimization vari-
ables usually results in a solution with a maximum allowed number of actuators
(a greater number of actuators generally facilitates the control task and increases
the optimization index value). To mitigate this feature, a penalty function can
be added to the index in order to limit the Na, but it is not a trivial task to
properly balance such multi-objective problem. The selection of weights in the
optimization index determines the resulting number of actuators, what actually
is equivalent to manual selection of its value. The general trends pointed out
in this Section can provide a basis for both ways mentioned above: (i) manual
selection of actuators number and (ii) the desired balance of different objectives
in the optimization index.

4.1 Optimization process of actuators arrangement

The optimization itself is performed with a memetic algorithm. The optimiza-
tion variables are the coordinates of actuators on the plate surface (number of
actuators is predefined). The optimization index J selected in this research is
a measure of controllability of the least controllable mode:

J = min
i

λi , (2)
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Fig. 3: Plots representing relationships between the number of actuators in the
optimized arrangement, the considered frequency band (a number of eigen-
modes), and obtained values of the optimization index.

296 Stanis aw Wrona et al.ł



where λi is the i-th diagonal element of the controllability Gramian matrix, as
defined in the previous Section. Such optimization index represents an objective
to guarantee controllability in the given frequency range (in other words, to
avoid any uncontrollable eigenmodes in the frequency range of interest). More
detailed description of the optimization process is given e.g. in [17].

Depending on the modal density of frequency responses of each casing wall,
different number of eigenmodes should be taken into account in the optimization
index in particular application, e.g. if the range up to 300Hz is considered, then
there should be taken into account 25 modes for top wall, 21 modes for front and
back wall, 17 modes for left and right wall. For the sake of brevity, optimization
results are shown and discussed only for the top wall. However, similar results
were obtained for the remaining walls.

4.2 Optimization results and discussion

The relationships between the considered frequency band (or a number of eigen-
modes taken into account) and obtained values of the optimization index are
given in Fig. 3. Different controllability curves are plotted for several predefined
numbers of actuators (up to six actuators). Up to 30 initial eigenmodes are con-
sidered, resulting in frequency range up to 400Hz. The obtained optimization
index values are suboptimal, as the memetic algorithm does not guarantee to
find the global optimum. However, the presented values are a result of multiple
runs of the algorithm with highly consistent results. Basing on this plots, several
general conclusion can be drawn.

Although the optimization index values are dimensionless, a reference point
can be established to interpret the obtained controllability measures. Such ref-
erence point can be defined as the result obtained for a single actuator and only
one eigenmode considered (the fundamental frequency). For this scenario, the
actuator is always placed at the centre of the casing wall (at its anti-nodal point
for the first mode), and it can be assumed that such value represents a satis-
factory level of controllability of a given mode. If more eigenmodes are taken
into account, then the employed controllability measure drops rapidly. It means
that if the number of considered eigenmodes exceeds the number of actuators,
then the optimization algorithm is selecting trade-off locations to preserve con-
trollability of all considered eigenmodes. However, it also means that at some
point, actuators locations are far from any of the anti-nodal points, and none of
the modes is controllable at a satisfactory level. Then, more actuators should be
applied.

It follows from the analysis of Fig. 3 that if two actuators are selected to
control the initial four eigenmodes, the controllability measure can be guaranteed
at a level equal or greater as for the reference level of one actuator controlling only
the first mode. Extending this approach, three actuators would be recommended
to control up to 8 eigenmodes, four actuators for up to 13 eigenmodes, etc. In
such a way, a reasonable controllability level would be preserved for a given
frequency range of interest.

Defining the optimal number of actuators for active ... 297



On the other hand, results obtained for a particular number of eigenmodes
can also be analysed, e.g. results obtained for 10 eigenmodes. As it is shown
in Fig. 3, an increase of the number of actuators from one to two, improves
dramatically the controllability of the least controllable mode—approximately
four times. Further increase to three actuators doubles the controllability mea-
sure, but the relative improvement is not as great as before. Difference between
three and four actuators is even lower. It shows that the relative gain by adding
another actuator is becoming lower with each following actuator. This can also
constitute a point for decision making when selecting the number of actuators.

It is also noteworthy that employment of such approach and optimization
index makes it easy to compare obtained controllability levels for each of the
casing walls. Therefore, the actuators numbers for different walls can be selected
in such a way that the achieved controllability levels are of similar order, resulting
in a well-balanced control system.

5 Conclusion

The problem of defining the number of actuators for active noise reduction im-
plementations has been considered in this paper. As the exemplary structure,
a light-weight device casing has been utilised. The mathematical model of an in-
dividual casing wall has been used in the optimization process. The relationships
between the number of actuators, the considered frequency band, and obtained
values of the optimization index have been presented.

Although the optimization index values are dimensionless, a reference point
has been proposed to interpret and compare the obtained controllability mea-
sures. General trends that have been pointed out can provide a basis for both
the manual selection of actuators number and the definition of properly balanced
multi-objective optimization index.
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Abstract. This paper describes a system for code auto-generation of
Model Predictive Control algorithms for Multiple-Input, Multiple-Output
processes. Transcompiler – the main part of the system – generates C
code of the algorithm, basing on MATLAB code, which contains defini-
tion of both algorithms and its parameters. The resulting code is opti-
mised for microcontrollers in terms of memory and computational power
necessary for on-line calculation of the optimal values of manipulated
variables. This approach may decrease the development time of proto-
type controllers and lower their cost. Tests are conducted using STM32
microcontroller for simulated processes and results are demonstrated and
described.

Keywords: Model Predictive Control, microcontroller, transcompiler,
code auto-generation.

1 Introduction

Advanced control algorithms, like Model-Predictive-Control (MPC), are com-
monly known to offer much better control quality, compared to the classical
Proportional-Integral-Derivative (PID) algorithm [1]. Other advantages like abil-
ity to take into account dimensionality of a process (multiple-input, multiple-
output), its nonlinearity and at last limitations of signals, allows MPC algorithms
to unconditionally surpass the basic PID approach. A variety of MPC algorithms
are currently in use in many fields, e.g. medicine [2], power inverting [3], driving
systems [4] and robotics [5].

The technological advancement over last years caused a great reduction in
prices and huge increase in terms of computational capabilities of microcon-
trollers and FPGA. This allows to implement complex control algorithms, in
applications where the intervention time of a controller is of the order of mil-
liseconds, maintaining its low production costs.

The simplicity of PID algorithm is one of the most important factor for its
common appearance in the industry [6]. To ease the process of implementation of
MPC algorithms the automatic generation tool is introduced. It is expected to
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help replacing outdated and low quality controllers. This approach is already
successfully applied outside simulated environment [7, 8]. What is more, au-
tomatically generated code can be optimised in such a way, only a minimum
amount of resources and computational time are used [9, 10]. Even though this
is often ignored, for a battery powered microcontroller it becomes a significant
designing requirement.

2 Automatic Code Generation

There is no precise definition of automatic code generation. Generally speaking
it is a process of creating a fully functional code, in some programming language,
based on information provided by user. Sometimes this information is provided in
form of program code in higher-level language, or using graphical user interface.
Earlier approach is the most popular one. In the presented approach this is also
the case – as an input language, the MATLAB and C mixture is chosen, and the
output language is pure C.

Despite the fact that resulting code is focused on specific task and hardware
platform, the code, based on which it has been generated, is easily reusable. Its
modification is not as laborious compared to manually producing whole code,
thus reducing manufacturing costs. Difference between automatic code genera-
tion and basic translation is, that additional optimising steps can be performed
so that the generated code uses as little resources as possible. Some of those
depend on lengthening the volume of the code in exchange for lower execution
time (due to less jumps and branches). Other limits its usage to a single highly
optimised algorithm, or optimises only a part of code which may be a bottleneck
– mainly the optimisation procedure. Presented approach assumes that the au-
tomatic code generation should allow high flexibility of code writing, being able
to generate task oriented code at the same time.

3 Model predictive Control

Model Predictive Control (MPC) algorithms calculates new control signal value
based on an implemented model in such a way the cost function

J(k) =

N∑
p=1

‖ysp(k + p|k)− ŷ(k + p|k)‖2 + λ

Nu−1∑
p=0

‖�u(k + p|k)‖2 (1)

where

ŷ(k + p|k) =

⎡
⎢⎣ ŷ1(k + p|k)

...
ŷny(k + p|k)

⎤
⎥⎦ , ysp(k + p|k) =

⎡
⎢⎣
ysp1 (k + p|k)

...
yspny

(k + p|k)

⎤
⎥⎦ (2)
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�u(k + p|k) =

⎡
⎢⎣ �u1(k + p|k)

...
�unu

(k + p|k)

⎤
⎥⎦ (3)

is minimised. First part determines a squared error between the predicted tra-
jectory of the output signal ŷ(k + p|k) and the setpoint trajectory ysp(k + p|k)
over the prediction horizon N , i.e. p = 1, . . . , N . Second component acts as a
penalty for high increases in control signal �u(k + p|k) over next Nu (control
horizon) discrete time instants. For p ≥ Nu, the control signal value is assumed
to be constant �u(k+ p|k) = 0. The parameter λ allows to change an influence
of those components on the final value of cost. Notation x(k + p|k) should be
understood as ”value of x denoted in a time instant k for a time instant k+ p”.

In this paper analytic Generalised Predictive Control (GPC) algorithm is
used as an example of MPC algorithm. The model in form of differential equa-
tions is used

ym(k) = −
nA∑
i=1

ami ym(k − i) +

nu∑
j=1

nB∑
i=0

bm,j
i uj(k − 1− i), m = 1, . . . , ny (4)

where ym(k) is m-th output signal. Values ami and bm,j
l , m = 1, . . . , ny, n =

1, . . . , nu, i = 1, . . . , nA, l = 1, . . . , nB, are parameters of the model used. Based
on those equation elements of step response

sm,j
k = −

min{k−1,nA}∑
i=1

ami sm,j
k−i +

min{k−1,nB}∑
i=0

bm,j
i (5)

matrix M can be evaluated as follows

M =

⎡
⎢⎢⎢⎢⎢⎣

S1 0 . . . 0
S2 S1 . . . 0
...

...
. . .

...
SN−1 SN−2 . . . SN−Nu

SN SN−1 . . . SN−Nu+1

⎤
⎥⎥⎥⎥⎥⎦ , Sk =

⎡
⎢⎢⎢⎣

s1,1k s1,2k . . . s1,nu

k

s2,1k s2,2k . . . s2,nu

k
...

...
. . .

...

s
ny,1
k s

ny,1
k . . . s

ny,nu

k

⎤
⎥⎥⎥⎦ (6)

Defining vector y0(k + p|k) = [
y01(k + p|k), . . . , y0nu

(k + p|k)]T and

Ŷ (k) =

⎡
⎢⎣ ŷ(k + 1|k)

...
ŷ(k +N |k)

⎤
⎥⎦ , Y 0(k) =

⎡
⎢⎣ y0(k + 1|k)

...
y0(k +N |k)

⎤
⎥⎦ ,�U(k) =

⎡
⎢⎣ �u(k + 0|k)

...
�u(k +Nu − 1|k)

⎤
⎥⎦ (7)

Values y0m(k + p|k), p = 1, . . . , N , are defined as follows

y0m(k + p|k) =dm(k)−
n1∑
i=1

ami y0m(k + p− i|k)−
nA∑

i=n1+1

ami ym(k + p− i)+

+

nu∑
j=1

[
n2∑
i=0

bm,j
i uj(k − 1) +

nB∑
i=n2+1

bm,j
i uj(k − 1 + p− i)

] (8)
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where n1 = min{nA, p− 1}, n2 = min{nB, p}, and dm(k + 1|k) = . . . = dm(k +
N |k) = dm(k) is a disturbance of ”DMC” type calculated as

dm(k) = ym(k) +

⎛
⎝−

nA∑
i=1

ami ym(k − i) +

nu∑
j=1

nB∑
i=0

bm,j
i uj(k − 1− i)

⎞
⎠ (9)

where ym(k) is measured output signal, and the part in parentheses is ym(k)
calculated from model (4).

Finally prediction formula can be described as

Ŷ (k) = M�U(k) + Y 0(k) (10)

Without taking constraints into account, optimal values of control signals
increments are calculated as

�U(k) =
(
MTM + λI

)−1
MT · (Y sp(k)− Y 0(k)

)
(11)

where Y sp(k) =
[
ysp(k)T, . . . ,ysp(k)T

]T
is a vector with length of N .

At the end of each iteration of GPC algorithm only the first element of vector
�U(k), i.e. �u(k|k) is applied to the control process, other values are discarded.
In the next iteration, value of time instant k is incremented and whole procedure
is repeated.

4 Development Tools

A set of tool for automatic code generation was created. Their purpose is to
generate efficient code, i.e. code which does not waste computational power nor
memory space. Having in mind that the generation and compilation process are
usually performed on powerful computers, it is worth to calculate as much as pos-
sible on those machines, leaving only the input-dependant values to be updated
in the microcontroller program. It is worth noting, that these simplification of
the generated code might exceed the capabilities of the compiler’s optimisation
procedure.

Data continuity is an another significant aspect that is assumed to have to be
assured. Presented approach is designed to be able to change control algorithms
seamlessly during the program execution. This will be useful for coping with
failures of the controlled process, where having lost one of the actuators, the
change in the algorithm used is required.

Proposed approach allows to generate code in C language (which is usually
the best for microcontrollers) based on the mixture of C code (which defines
target platform) and MATLAB script (which defines the algorithms and their
parameters). The transition between the input mixture of languages into pure
C code is performed using Transcompiler. The resulting code has a structure,
designed to ease the process of controller implementation. Moreover this allows
to divide this process to separate specialists in fields of microcontrollers, MAT-
LAB programmer, MPC algorithms. Implementation of profiler and simulation
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Fig. 1. Proposed design stages for controller implementation

allows to carry the implementation process in stages. First stage allows to test
the controller on PC, using simulated signals in place of real ones. Next the mi-
crocontroller is used as the target platform, but still the signals are simulated,
i.e. the process of control is still not used. Lastly, the control process is con-
nected and used. Throughout the whole process of implementation, the same
MATLAB code is used for algorithms’ definition, i.e. the algorithmic part of
the implementation is completely separated from the target platform dependent
code. Proposed designing process is depicted in the Fig. 1.

4.1 Data structures

The main assumption of the proposed approach is to keep the data concern-
ing the process separated from the algorithms implementation. This allows to
change algorithms during the program execution without having to wait for the
algorithms’ variables to ”keep up” with the changes. An archiving data structure
ArchiveData is therefore introduced. Each measurement of the output variable
of process and each applied control signal value is stored in this structure, as
well as setpoint values. Its dimensionality is strictly connected to the process
and is assumed to be constant in time.

Another structure that is used in the framework is a CurrentControl, which
contains newly calculated control signal values for each algorithm implementa-
tion. While the ArchiveData is the input of the algorithm, the CurrentControl
can be treated as the output. The reasoning for this separation is that many
algorithms might be tested during one iteration of the controller loop. Therefore
separate CurrentControl structures allows to choose the best of the control
signal values, which will finally be copied to the ArchiveData structure.

4.2 Framework

The code structure is divided into three parts: hardware definition, algorithms
definition, controller logic. The first part (written in C language) is used to
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initialise functions and modules specific for particular microcontroller, e.g. com-
munication modules, Floating Point Unit, digital-analogue and analogue-digital
converters. The second one (written in MATLAB) contains definition of param-
eters of algorithms used and names of the generated functions for further use.
The library of algorithms that can be generated is expandable, thus the usage
of this approach is not limited to any specific group of control algorithms, as far
as they can be implemented in expected form. Last part is written in C, and
determines how selected control algorithms will be used, what happens if the
time of single iteration of the algorithms is exceeded, etc.

Fig. 2. Transcompiler’s general principle of operation

4.3 Transcompiler

The task of the Transcompiler is to generate pure C code from a mixture of
MATLAB and C code, which describes control algorithms used and target plat-
form. This process is quite simple, and is briefly depicted in Fig. 2 – the C
code of the input file is put into the output file unchanged, while the MAT-
LAB part is executed using the MATLAB engine, and the output (which is
now a C language) is put in place of the MATLAB code. This approach as-
sumes that the execution of the MATLAB code generates only functions in form
of void GPC(ArchiveData *ad, CurrentControl *cc);, where the GPC is an
example name of function which implements GPC algorithm. The MATLAB
part is separated from the C part by the delimiters #MPC_BEGIN and #MPC_END.
Example of such a code is

#MPC_BEGIN

a=[...]; b=[...]; % values given in paper
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N=10; Nu=5; lambda1 =1.0; lambda2 =0.1;

generate(GPC(a,b,N,Nu,lambda1 ,[] ,[] ,[] ,[]),’GPC10 ’);

generate(GPC(a,b,N,Nu,lambda2 ,[] ,[] ,[] ,[]),’GPC01 ’);
#MPC_END

which will generate following code

void GPC10(ArchiveData *ad, CurrentControl *cc)

{ /* implementation for lambda = 1.0 */}

void GPC01(ArchiveData *ad, CurrentControl *cc)

{ /* implementation for lambda = 0.1 */}

5 Application Example

5.1 Hardware

Fig. 3. Connection scheme of the test stand

Both simulated process and controller use two separate STM32F746G-DISCO
boards to implement them. This development board contains STM32F746VG
microcontroller, which includes Floating Point Unit (i.e. hardware for calcu-
lations in floating point arithmetic). It also incorporates high-speed embed-
ded memories with a Flash memory of 1 Mbyte, 320 Kbytes of SRAM and
extensive range of I/Os and peripherals. Despite having two digital-analogue
converters (DAC), the microcontroller has them permanently connected to an-
other resources. Therefore additional board with two 12-bit DAC is used instead.
Amongst many communication interfaces two of them are mainly used – Univer-
sal Asynchronous Receiver and Transmitter (which allows, using the programmer
as an UART-USB converter, to communicate with PC), and I2C for communi-
cation with DAC. Both simulated process and controller use the same hardware
configuration. Connections between those two boards are shown on Fig. 3.

5.2 Software – control process

The control process used in this example has two manipulated (U , nu = 2)
and two controlled (Y , ny = 2) variables. Equation describing this process is as
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follows: [
Y1(s)
Y2(s)

]
=

[ 1
0.7s+1

5
0.3s+1

1
0.5s+1

2
0.4s+1

] [
U1(s)
U2(s)

]
(12)

A discrete-time representation of this dynamic system is denoted using sam-
pling time of T sim

s = 0.003s and Zero Order Hold method. Resulting differential
equations are implemented as simulated control process:

y1(k
sim) = 0.004276544 · u1(k

sim − 1)− 0.004233991 · u1(k
sim − 2)

+ 0.049750831 · u2(k
sim − 1)− 0.049538070 · u2(k

sim − 2)

− 1.985773290 · y1(ksim − 1) + 0.985815842 · y1(ksim − 2)

y2(k
sim) = 0.005982036 · u1(k

sim − 1)− 0.005937339 · u1(k
sim − 2)

+ 0.014943890 · u2(k
sim − 1)− 0.014854495 · u2(k

sim − 2)

− 1.986546019 · y2(ksim − 1) + 0.986590716 · y2(ksim − 2)

(13)

and analogously the model used for GPC algorithms is determined with sampling
time of Ts = 0.05s and Zero Order Hold method, and looks as follows

y1(k) = b1,10 u1(k − 1)− b1,11 u1(k − 2) + b1,20 u2(k − 1)− b1,21 u2(k − 2)

− a11y1(k − 1) + a12y1(k − 2)

y2(k) = b2,10 u1(k − 1)− b2,11 u1(k − 2) + b2,20 u2(k − 1)− b2,21 u2(k − 2)

− a21y2(k − 1) + a22y2(k − 2)

(14)

a11 = −1.77754, a12 = +0.78813, a21 = −1.78733, a22 = +0.79852,

b1,10 = +0.06894, b1,11 = −0.05835, b1,20 = +0.76759, b1,21 = −0.71468,

b2,10 = +0.09516, b2,11 = −0.08398, b2,20 = +0.23501, b2,21 = −0.21264

(15)

ym(k − p) (m = 1, 2, p = 1, 2) denotes the m-th output signal of the process at
the discrete time instant k−p, and un(k−p), n = 1, 2, p = 1, 2 stands for the n-th
input signal at the discrete time instant k−p. It is clearly visible that the model
used for GPC algorithm is assumed to be known and to be accurate. There are
different symbols used for time instants in (13) and (14) to underline that the
simulated process updates its signal values with different frequency compared to
the controller.

It is worth mentioning, that in both cases there are no notable delays between
the calculation of new output signal value (in case of the control process) or
control signal value (for controller) and corresponding changes of their analogue
representations. What is more, calculation time (of both signals) is also negligible
– it is less than 1ms, therefore as soon as the results are ready they are applied
to DAC modules and converted to analogue signals.

5.3 Software – control algorithm

GPC algorithms used in this example differ only in model parameters and a
value of λ, which denotes a penalty for high increases of control signals’ values.
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This is just to visualise the easiness of implementation of different algorithms
or algorithms with different parameters. Other parameters of those algorithms
are the same in both implementations: prediction horizon N = 10, control hori-
zon Nu = 5. There are implemented constraints for control signals’ values, i.e.
minimum value is -2000 and maximum 2000 for both signals. Constraints are
applied after the control signals are calculated, by trimming them. Setpoint val-
ues changed each 2.5s. The algorithm implementation used for current control
signals’ calculation was changed in predefined moments, i.e. at: 2.5s, 7.5s, 12.5s,
16s, 17s.
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Fig. 4. Output (y1,y2) signal values and control (u1,u2) signal values acquired during
experiment runtime.

6 Experimental Results

The results of experiment visible in Fig. 4 show that the change of algorithms
used is indeed seamless, irrespective of the state of the process. This can be of
great importance in terms of fault tolerant algorithms.

Apparent noise results from the imperfection of measurements. Even tough
the control process is simulated, the usage of not software but hardware simula-
tion induces disturbances, similar to the ones seen in real life applications.
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7 Conclusions

Presented approach allows to divide the process of controller’s implementation
between specialists in their fields: embed programming and microcontrollers,
control algorithms and MATLAB. Consecutive stages of implementation allows
to create reliable and efficient code which can be easily run on microcontrollers.
Seamless change of algorithms can be utilised for fault tolerant algorithms, where
instant change of model is necessary.

In contrary to general automatic generation of the C code basing on MAT-
LAB code (i.e. translation) it is expected that presented approach is faster,
and uses less resources of the microcontroller. Preliminary results are gathered
but more thorough research is required. Therefore further work includes mainly
comparison of the proposed system with the most popular tools like MATLAB
Coder.

References

1. F. Salem and M. I. Mosaad, “A comparison between MPC and optimal PID con-
trollers: Case studies,” inMichael Faraday IET International Summit 2015, pp. 59–
65, 2015.

2. G. C. Goodwin et al., “Application of MPC incorporating Stochastic Programming
to Type 1 diabetes treatment,” in 2016 American Control Conference (ACC),
pp. 907–912, 2016.

3. X. Jiang et al., “Application based on fast online MPC in power inverter system,”
in Proceedings of the 33rd Chinese Control Conference, pp. 7673–7678, 2014.

4. P. J. Serkies and K. Szabat, “Application of the MPC to the Position Control of the
Two-Mass Drive System,” IEEE Transactions on Industrial Electronics, vol. 60,
no. 9, pp. 3679–3688, 2013.

5. Y. Noda, T. Sumioka, and M. Yamakita, “An application of fast MPC for bike
robot,” in 2012 Proceedings of SICE Annual Conference (SICE), pp. 540–545,
2012.

6. R. Vilanova, V. M. Alfaro, and O. Arrieta, Robustness in PID Control, pp. 113–145.
London: Springer London, 2012.

7. M. Vukov et al., “Experimental validation of nonlinear MPC on an overhead crane
using automatic code generation,” in 2012 American Control Conference (ACC),
pp. 6264–6269, 2012.
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Implementation of Dynamic Matrix Control
Algorithm Using Field Programmable Gate

Array: Preliminary Results
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Abstract. This paper describes implementation of the Dynamic Matrix
Control (DMC) algorithm performed on an Altera Field Programmable
Gate Array (FPGA) with the Cyclone IV chip. The DMC algorithm is
implemented in its analytical (explicit) version which requires compu-
tationally simple matrix and vector operations in real time, no on-line
optimisation is necessary. The test-bench application is prepared for fast
comparison between C and HDL versions of code. A large number of inde-
pendent logic cells can provide multi-parallel operations to achieve very
fast operations. As a result, the algorithm may be used for controlling
very fast dynamic processes characterised by sampling periods of mil-
lisecond order. Preliminary results of real experiments are demonstrated.
The discussed control structure provides possibility to fast change of al-
gorithm.

Key words: Dynamic Matrix Control, Model Predictive Control, Field
Programmable Gate Array.

1 Introduction

Model Predictive Control (MPC) algorithms are interesting alternatives to clas-
sical controllers since they are able to give excellent control quality, in particular
for constrained and multiple-input multiple-output processes with delays [8, 10].
They have been used in large-scale industrial applications (e.g. in refineries,
chemical engineering, paper industry, food industry) for some 40 years [9]. In
such cases the necessary sampling periods are quite long, of the order of sec-
onds or even minutes. Hence, the MPC algorithms are implemented using the
classical industrial hardware, i.e. industrial computers and in some simple cases
even Programmable Logic Controllers (PLC). Currently, the MPC algorithms
are used for controlling faster processes, characterised by shorter sampling pe-
riods. In such applications the algorithms may be effectively implemented using
microcontrollers [2, 7].

This paper presents a universal implementation of the Dynamic Matrix Con-
trol (DMC) MPC algorithm using a Field Programmable Gate Array (FPGA).
The FPGAs are interesting alternatives to classical microprocessors and mi-
crocontrollers because of a few reasons. First of all, the FPGA is able of fast
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calculations. Bearing in mind that for fast applications the time necessary to
complete calculations performed at one sampling instant must be as short as
possible, it is interesting to notice that the FPGA with a relatively low speed
clock, e.g. 25MHz, is able to perform calculation with the speed comparable
with that of 3GHz desktop computers. This can be achieved thanks to parallel
operations. The literature which illustrates this issue is quite rich, e.g. in [6, 5],
some solutions based on Handel-C language (generated from a description writ-
ten in MATLAB) are detailed. Due to low frequency, it is not necessary to use
fan cooler which is an important feature in many embedded systems. Secondly,
the structure of the FPGA may be flexibly tailored to the specific applications
whereas general purpose microprocessors (and microcontrollers) have fixed ar-
chitecture. Thanks to the structure of the FPGA its programming language, it
is possible to use parallel operations. An another example of fast calculation
method is to use a dedicated matrix multiply accelerator [4].

2 Dynamic Matrix Control Algorithm

Let u denotes the input of the process (the manipulated variable) and y the
output (the controlled variable). Unlike the classical control methods, e.g. the
Proportional-Integral-Derivative, the objective of the DMC algorithm [1, 3, 10]
is to calculate on-line in real-time not only the value of the manipulated variable
for the current sampling instant k, k = 0, 1, 2, . . ., but a future control policy of
length Nu, which is named a control horizon. Usually, the future increments are
calculated

�u(k) = [�u(k|k) . . . �u(k +Nu − 1|k)] (1)

The increments are defined as �u(k|k) = u(k|k) − u(k − 1), �u(k + p|k) =
u(k+p|k)−u(k+p−1|k) for p = 1, . . . , Nu−1. It is assumed that �u(k+p|k) = 0
for p ≥ Nu. The future increments of the manipulated variable are calculated
in such a way that the differences between the set-point trajectory ysp(k + p|k)
and the predicted output values ŷ(k + p|k) are minimised over the prediction
horizon N ≥ Nu, i.e. for p = 1, . . . , N . Hence, for optimisation of the future
control policy (1) the following quadratic cost function is usually used

J(k) =
N∑

p=1

(ysp(k + p|k)− ŷ(k + p|k))2 + λ

Nu−1∑
p=0

(�u(k + p|k))2 (2)

where λ > 0 is a weighting coefficient. Although the whole vector �u(k) is
determined at each sampling instant, only its first element is actually applied to
the process, i.e. u(k) = �u(k|k)+ u(k− 1). At the next sampling instant, k+1,
the measurement of the process output is updated, the prediction is shifted one
step forward and the whole procedure is repeated.

Predictions ŷ(k+p|k) of the process output variable over the entire prediction
horizon, i.e. for p = 1, . . . , N , are calculated using a dynamic model of the
controlled process. It is a unique feature of the DMC algorithm that the process
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is modelled by a series of discrete step response coefficients. The step response
model shows reaction of the process output to a step excitation input signal,
usually a unit step. The output of the classical linear step response model is [10]

y(k) = y(0) +
k∑

j=1

sj�u(k − j) (3)

Real numbers s1, s2, s3, . . . are step response coefficients of the model. Assuming
that the process is stable, after a step change in the input the output stabilises at
a certain value s∞, limk→∞ sk = s∞. Hence, the model needs only a finite num-
ber of step response coefficients: s1, s2, s3, . . . , sD, where D is named a horizon
of the process dynamics. The general prediction equation is

ŷ(k + p|k) = y(k + p|k) + d(k) (4)

for p = 1, . . . , N . The quantities y(k+p|k) are calculated from the step response
model. In the “DMC type” disturbance model the unmeasured disturbance d(k)
is assumed to be constant over the prediction horizon. It is estimated from

d(k) = y(k)− y(k|k − 1) (5)

where y(k) is a real (measured) value while y(k|k − 1) is calculated from the
model. The prediction of the process output variable, i.e. the vector ŷ(k) =

[ŷ(k + 1|k) . . . ŷ(k +N |k)]T, may be compactly expressed in the following form
[1, 3, 10]

ŷ(k) = G�u(k) + y(k) +Gp�up(k) (6)

where y(k) = [y(k) . . . y(k)]
T is a vector of length N and y(k) is the measured

value of the process output signal for the current sampling instant, �up(k) =

[�u(k − 1) . . . �u(k − (D − 1))]
T is a vector of length D − 1 comprised of in-

crements of the process input signal for the past sampling instants, the matrices

G =

⎡
⎢⎢⎢⎣
s1 0 . . . 0
s2 s1 . . . 0
...

...
. . .

...
sN sN−1 . . . sN−Nu+1

⎤
⎥⎥⎥⎦ (7)

and

Gp =

⎡
⎢⎢⎢⎣

s2 − s1 s3 − s2 . . . sD − sD−1

s3 − s1 s4 − s2 . . . sD+1 − sD−1

...
...

. . .
...

sN+1 − s1 sN+2 − s2 . . . sN+D−1 − sD−1

⎤
⎥⎥⎥⎦ (8)

are of dimensionality N×Nu and N× (D−1), respectively. For p > D, sp = sD.
Thanks to using the prediction equation (6), the DMC cost function (2)

becomes

J(k) = ‖ysp(k)− ŷ(k)‖2 + ‖�u(k)‖2Λ
= ‖ysp(k)−G�u(k)− y(k)−Gp�up(k)‖2 + ‖�u(k)‖2Λ (9)
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where the set-point trajectory

ysp(k) =

⎡
⎢⎣ ysp(k + 1|k)

...
ysp(k +N |k)

⎤
⎥⎦ (10)

is a vector of length N and the weighting matrix Λ = diag(λ, . . . , λ) is of dimen-
sionality Nu × Nu. Having equated the vector of derivatives of the minimised
cost-function (9) to zeros, the optimal future control moves are

�u(k) = K(ysp(k)− y(k)−Gp�up(k)) (11)

where K = (GTG + Λ)−1GT is a matrix of dimensionality Nu × N , it is cal-
culated once, off-line. Because at the current sampling instant k only the first
element of the vector �u(k) is used, the control law is

�u(k|k) = Knu(y
sp(k)− y(k)−Gp�up(k)) (12)

where the matrix K1 is the first row of the matrix K.

3 Implementation of DMC Algorithm Using FPGA

It is necessary to point out some features of the FPGA which are important for
implementation of the DMC algorithm. Firstly, there are FPGAs that consist
of a hardware combination of logic cells matrix and ARM CPUs in one chip.
Secondly, the FPGA has a large amount of basic logic cells which can be used
to create large systems. The main advantage is that it is possible to use it in a
parallel and totally independent way. When an efficient Digital Signal Processor
(DSP) is compared to the FPGA, one may consider a theoretical example of a
FIR filter with 200 degrees. If the DSP with 8 Multiply and Accumulate units
are used, one has to wait 25 clock cycles. By using the FPGA one can program
200 MAC units and it is necessary to wait only one clock cycle for the first stage
calculation and one clock cycle to sum the partial results.

The FPGA offers three levels of programming techniques. The first one is a
HLS (High Level Synthesis), where the user can provide solution using C/C++
language – Spectra-Q for Altera or Vivado for Xilinx. The second one is a func-
tional block description, where the user has to define behaviour of a unit. The
programming language is similar to a simple script, in this case written in HDL
(Hardware Description Language). After compilation and synthesis the system
gives a solution using logic cells. That kind of unit can be called “black box"
because one does not really care how compiler realises the functions. The third
solution is very simple for the programmer as it is only necessary to connect basic
digital blocks (like AND, OR, etc.) using graphical form or a HDL. This method
can be viewed as an assembler for microcontroller and the fastest operations can
be achieved.

Using these three methods of programming there is a huge potential to im-
plement advanced computational algorithms on FPGAs. Moreover, there is also
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a possibility to include software CPU called NIOS II in Altera FPGA system.
NIOS II is RISC microcontroller (Reduced Instruction Set Computing). In one
chip it is possible to include several software CPUs. The easiest way to do this
is to develop some part of the system (less complex calculations) performed by
software CPU in common C language. Next, a dedicated internal interface is used
to connect some function blocks developed in hardware language to achieve the
whole system. Function blocks can be considered as hardware accelerators. This
way of thinking has been applied in this study. The main goal of presented work
is to prepare a universal system for fast prototyping new control algorithms. An
interesting feature of the described approach is the possibility to run at first the
algorithm on the software side (soft CPU in FPGA, code written in C). Next, it
may be run using the dedicated FPGA.

Fig. 1 shows the whole system implemented in FPGA. The main part is based
on the NIOS II soft processor. There is also SDRAM interface to store temporary
data and some calculations. This memory is connected to NIOS II through the
Avalon bus. This bus, dedicated for NIOS II, is also used to connect custom
block such as input-output unit and the main DMC algorithm blocks. The soft
processor is used for time synchronisation, i.e. a hardware timer determines the
moments of data sampling and setting new control value. Dedicated hardware
blocks for DMC calculations are connected to the Avalon bus through universal
input output interface. There are four steps: preparation of the measured signal,
the free output response calculation, the control law calculation, conditioning of
the control signal u.

In order to guarantee communication with the controlled process (a labora-
tory stand) a predefined protocol is used. The most basic operation needed is
to read a value of the process controlled variable and write a new value of the
process manipulated variable. The implemented protocol makes it possible to
communicate with single-input single-output processes and with multiple-input
multiple-output ones. The last task for software CPU is to send the actual data
to MATLAB GUI and read a new set-point value. Communication with the
controlled process is based on RS232 interface using standard text messages.

The DMC algorithm needs a step-response model of the process. It is ob-
tained experimentally. Next, the matrices K1 and Gp are calculated off-line.
The last issue is to copy all values of the algorithm’s parameters to the Very
High Speed Integrated Circuits Hardware Description Language (VHDL) file.
The matrices are hardcoded directly in the FPGA memory. The function block
called MPDATA has two inputs. for selecting row and column of Gp matrix.
The output value was set on output_v. Similar solution is used for the K1 data.

Fig. 2 shows all blocks. The first one called Y_CONDITION is directly
connected to the output y from the NIOS II processor. It can perform some
calculations on the current measured value to meet conditions of the algorithm.
The user can put some filter or linearisation on measurement values. It has a
trigger signal which is also connected to NIOS II and it is used to start calculation
of one algorithm iteration. The result is on the yc output and there is the ready_f
signal connected to the next block to indicate the calculations are completed.
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Fig. 1. Block diagram of described system

The second block is Free Output Response Calculation (FORC), where the Gp

matrix and the vector �up(k) are used. The Gp matrix is given as a hard-
coded data. The �up(k) vector is calculated in each iteration of the algorithm.
The third block is Control Law Calculation (CLC) where the main calculations
are realized. The behavioural description based on C implementation of the
DMC algorithm is used. The vector K1 and the set-point ysp(k) value must be
provided. The first one is hard-coded in HDL language. The second one is taken
directly from the NIOS II processor, i.e. from MATLAB control software. The
block Conditioning Control Signal (CCS) is used to project the obtained solution
onto the admissible set of constraints. This value is sent to the process through
NIOS II processor.

A few lines of code for NIOS II are shown below. There are very simple
operations on the NIOS II side. At the beginning of one iteration the new process
measurement and the set-point value are set. Next, NIOS II waits for a response
from hardware blocks which means operation is finished. After this, a new control
value is ready and can be sent to the process.
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IOWR_ALTERA_AVALON_PIO_DATA(Y_OUTPUT_BASE, y ) ; //put
measure to DMC
IOWR_ALTERA_AVALON_PIO_DATA(YZAD_OUTPUT_BASE,YZAD) ; //put
s e tpo i n t va lue to DMC
IOWR_ALTERA_AVALON_PIO_DATA(DATA_OUT_BASE, 0 ) ; // t r i g g e r
DMC ca l c u l a t i o n
while ( !IORD_ALTERA_AVALON_PIO_DATA(DATA_IN_BASE) ) ; //wait
for c a l c u l a t i o n
u_h = IORD_ALTERA_AVALON_PIO_DATA(U_INPUT_BASE) ; // read
new c on t r o l va lue
IOWR_ALTERA_AVALON_PIO_DATA(DATA_OUT_BASE, 0 ) ; // r e s e t t r i g g e r

4 Results of Experiments

In the described implementation the development board with Altera Cyclone
IV FPGA with 115K logic blocks, 432 M9K memory blocks and 3.888KBits
embedded memory is used. The development board is also equipped with 128MB
SDRAM, 2MB SRAM, 8MB Flash and 32kb EEPROM. SDRAM is controlled by
NIOS II using dedicated interface. The external clock is 25MHz quartz connected
to internal PLL unit in FPGA which produce stable 50MHz clock for logic units
and NIOS II processor. The whole project uses 15,950 logic elements.

Fig. 3 shows the whole system which consists of the FPGA development
board and the laboratory thermal process used [11]. In this work the process
has one manipulated variable – the PWM signal connected to the fan F, and
one controlled variable – the temperature T. The objective of the DMC algo-
rithm is to adjust the value of the manipulated variable in such a way that the
controlled variable follows the changes of its set-point. The connection is made
using RS232 and a dedicated protocol implemented for the laboratory stand.
Two main instructions are sent to the process: a request for actual value of the
temperature of sensor T and a command for the cooling fan F. The heater H
is set to constant power without regulation. According to this the process has
one input and one output, where the input is flow of air from the fan F and the
output is temperature from the sensor T.

To show the experimental results and to provide possibilities of changing the
set-point value, a MATLAB GUI is available. Fig. 4 shows example process tra-
jectories demonstrated in the GUI. The trajectories of the manipulated variable
(fan F) and the controlled varible (temperature T) are plotted. It is possible to
change the required set-point value on-line.
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Fig. 3. Test-bench: FPGA developmment board, laboratory stand

Fig. 4. The example trajectories of the controlled process
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5 Conclusions

This work presents implementation of the analytical (explicit) DMC algorithm
using the FPGA. The algorithm code is implemented in VHDL language. The
software processor NIOS II is used for implementation of the control algorithm
in classical way using C language. Implementation of software and hardware
versions of the DMC algorithm has been completed. Future work will focus on
implementation of other MPC algorithms on the FPGAs, including the MPC
algorithms in numerical version, with on-line optimisation. Additionally, it is
planned to create a library of MPC algorithms for FPGA which will make it
possible to easily and fast prototype new MPC algorithms for numerous practical
applications. The final code for the FPGA will be generated automatically, using
the libraries and a user definition of the algorithm [12].
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Abstract. This paper describes the process of implementation of DMC
algorithm in numerical version in embedded environment. The study fo-
cuses on the dependences between algorithm parameters and memory
and performance requirements. As a result of the investigation the al-
gorithm modifications are presented to achieve compromise between the
fast calculations and the memory requirements.

Key words: DMC, predictive control, QP solver, embedded environ-
ment.

1 Introduction

Implementation of a computationaly complex algorithm is a compromise be-
tween resources for memory and CPU usage for calculations. The more memory
resources are limited, the more intermediate calculations must be performed dur-
ing the execution of the algorithm. In the case of calculations being performed
on the modern personal computers or dedicated servers the limit resources for
memory is usually not a problem. A completely different situation is in the
case of implementation of complex algorithms in an embedded environment of
programmable logic controllers (PLC) and industrial computers. Industrial com-
puters and PLC controllers are designed to be robust and reliable [6]. Therefor
they use proven components not the latest hardware and software solutions.
Industrial controllers comparing to the personal computers there are backward
about decade. Technological backwardness is caused by two factors. Firstly, the
controller processors usually are not cooled. Secondly, controllers use proven
hardware and software. Additionally, industrial computers work baseing on the
real-time system to be characterized by determinism, which reduces or even elim-
inates the solutions based on virtual memory. As a result, resources of memory
and computing power in an embedded environment are limited and implementa-
tion of complex numerical and memory consuming algorithms is a challenge. This
article describes how to effectively implement numerical version (with optimiza-
tion QP) algorithm DMC [1–3,8] as embedded algorithm of industrial computer.
The article also presents a software architecture and specifics of the industrial
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controller and the resulting limitations. The author shows as restrictions affect
the implementation of the algorithm and what modification can be made to run
DMC algorithm on the industrial computer.

The paper is organized as follows. In section 2 controller software architecture
is presented. Section 3 describes memory requirements for implementation DMC
algorithm. Section four presents how to formalize quadratic programming (QP)
problem effectively. The concluding remarks is given in Section 5.

2 Software Architecture of Industrial Controller

In the industrial controller, the user can configure the frequency of calls of con-
trol tasks, or processes that are responsible for cyclic call computation control
structures. Control tasks work in parallel, usually not more than 5 processes
and calculations are called from a predetermined (pre-configured) time interval
(sampling time) - typically from milliseconds to tens of seconds. The algorithm
in the controller is implemented as a function that is called for each instance of
the algorithm used in the control structures.

This function is designed so that it provides access to the input configuration
parameters of the algorithm and to the state of the algorithm, or the history
of the values stored between calls to the function. The function calculates the
current output value based on this information. Due to that function design it is
necessary to allocate: memory on the parameters of the algorithm, the history of
inputs and additional memory is needed for automatic variables (for temporary
calculations). It is wort mentioning that in the case of matrix calculations the
amount of memory is significant, especially that the allocation is done on the
stack.

3 Memory requirements for DMC algorithm

There are different requirements for memory and CPU utilization depending
on the type of the algorithm. In the case of the regulator DMC implemented
numerically memory requirements are associated with:

– model described by the step response coefficients;
– history of inputs and outputs;
– formalization of the problem QP (matrix calculations).

Demand for memory depends on the algorithm parameters:

– nMV - the number of manipulated variables (MV);
– nCV - the number of controlled variables (CV);
– nDV - the number of disturbance variable (DV);
– D - length of the model answers (number of coefficients);
– N - prediction horizon is defined as the number of sampling periods;
– Nu - control horizon is defined as the number of sampling periods
– N1 - the shortest delay defined as the number of sampling periods
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Table 1: Memory requirements for DMC algoritmh

nMV nCV nDV D N Nu Mm IOm QPm

6 6 6 200 200 20 60kB 10kB MMV=580kB

MMVP=5.8MB

MDVP=5.8MB

H=116kB

f=1kB

Table 1 shows the example of memory requirements for DMC algorithm (as-
sumed N1 = 1).

where:

– Mm - memory for model;
– IOm - memory for history of Inputs and Outputs;
– QPm - memory for formulating the quadrating programming problem;
– MMV - dynamic matrix (4);
– MMVP - matrix for calculation free prediction trajectory dependend on past

control values (8);
– MDVP - matrix for calculation free prediction trajectory dependend on past

disturbance values (9);
– H - square matrix of quadratic programing problem (2);
– f - vector of quadratic programing problem (3);

Storing the coefficients of the model and the history of inputs and outputs
is not difficult from implementation point of view. The main difficulty is in the
storage structures used in formulating the quadratic programming problem and
effective formulation quadratic programming problem. Computer analysis effort
will be presented in the next sections of this article.

4 Formulating of Quadratic Programming Problem

Implementation of the algorithm DMC requires the formulation of quadratic
programming problem [5,8]:

min
x

{
J(x) = 1

2x
THx+ fTx

}
subject to

xmin ≤ x ≤ xmax,

Ax ≤ b

(1)

Critical from implemetation point of view are calculations of matrix H and
vector f , given by the following equations:
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H = 2((MMV)TQMMV +R), (2)

f = −2(MMV)TQ(Y SP
k − Yk −MMVP�UMVP

k −MDVP�UDVP
k ), (3)

4.1 Calculation H Matrix

H matric is calcualted basing on the dynamic matric MMV and matrices of
weights Q and R, where:

– Q - quadratic diagonal weights matrix defined for CV signals;
– R - quadratic diagonal weights matrix defined for MV signals;

MMV =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

SN1
0 0 0 . . . 0

SN1+1 SN1
0 0 . . . 0

SN1+2 SN1+1 SN1 0 . . . 0
SN1+3 SN2+1 SN1+1 SN1 . . . 0

...
...

...
. . .

. . .
...

SNu+N1−1 SNu+N1−2 SNu+N1−3 SNu+N1−4 . . . SN1

SNu+N1
SNu+N1−1 SNu+N1−2 SNu+N1−3 . . . SN1+1

...
...

...
. . .

. . .
...

SN SN−1 SN−2 SN−3 . . . SN−Nu+1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

Due to the fact that the matrix MMV, Q, and R do not change with each
iteration of the algorithm, and the only changes can be made through the tuning
process (changing weights and coefficients in step response model) matrix H can
be calculated in the user interface and sent to the controller in the completed
form.

An important issue is the memory required to store the matrixH. The matrix
H is a square matrix of dimensionality (Nu x nMV) x (Nu x nMV) and stores
numbers in double precision. Due to the fact that the matrix H is a symmetric
matrix, it is possible to store only a triangular matrix, which reduces the size of
the matrix (Nu x nMV) x (Nu x nMV + 1)/2

If the application requires a different weight values for different operating
points, then it is required matrix H recalculation in on-line mode. Hovewer, the
recalculation does not involve counting the entire matrix H, it is possible to
implement fast calculation algorithm.

Fast H Matrix Recalculation Algorithm
In the first step weigths values should be substracted, these recalcualtion should
be performed only for diagonal.

H = HOLD −ROLD (5)
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In the second step all matrix H elements (HOLD) should be rescaled.

H = HOLD
QNEW

QOLD
(6)

In the last step new value of R weights should be updated.

H = HOLD +RNEW (7)

Please note that fast conversion is much more efficient than re-calculation of the
whole matrix from the beginning and it doesn’t require additional memory for
calcualtions.

4.2 Calculation Vector f

Vector f is calculated basing on the: dynamic matrix MMV, matricies MMVP

and MDVP, matricies weights Q and vectors: setpoints Y SP
k , actual process value

Yk and past values of control and disturbance signals �UMVP and �UDVP. The
formulation of these structures is presented below.

MMVP =

⎡
⎢⎢⎢⎣
S1+N1

− S1 S2+N1
− S2 . . . SD−1+N1

− SD−1

S2+N1 − S1 S3+N1 − S2 . . . SD+N1 − SD−1

...
...

. . .
...

SN+1 − S1 SN+2 − S2 . . . SN+D−1 − SD−1

⎤
⎥⎥⎥⎦ (8)

MDVP =

⎡
⎢⎢⎢⎣

SDV
N1

SDV
1+N1

− SDV
1 SDV

2+N1
− SDV

2 . . . SDV
D−1+N1

− SDV
D−1

SDV
N1+1 SDV

2+N1
− SDV

1 SDV
3+N1

− SDV
2 . . . SDV

D+N1
− SDV

D−1
...

...
...

. . .
...

SDV
N SDV

N+1 − SDV
1 SDV

N+2 − SDV
2 . . . SDV

N+D−1 − SDV
D−1

⎤
⎥⎥⎥⎦ (9)

Y sp
k =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎣
y
(1)sp
k+N1|k

...

y
(nCV)sp
k+N1|k

⎤
⎥⎥⎦

...⎡
⎢⎢⎣

y
(1)sp
k+N |k
...

y
(nCV)sp
k+N |k

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(10)
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Yk =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎣
y
(1)
k+N1|k

...

y
(nCV)sp
k+N1|k

⎤
⎥⎥⎦

...⎡
⎢⎢⎣
y
(1)
k+N |k
...

y
(nCV)
k+N |k

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(11)

�UMVP
k =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎣

�u
(1)mv
k−1|k
...

�u
(nMV)mv
k−1|k

⎤
⎥⎥⎦

...⎡
⎢⎢⎣
�u

(1)mv
k−(D−1)|k

...

�u
(nMV)mv
k−(D−1)|k

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(12)

�UDVP
k =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎡
⎢⎢⎣

�u
(1)dv
k|k
...

�u
(nDV)dv
k|k

⎤
⎥⎥⎦

...⎡
⎢⎢⎣
�u

(1)dv
k−(D−1)|k

...

�u
(nDV)dv
k−(D−1)|k

⎤
⎥⎥⎦

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(13)

Vector f depends on the history of control and disturbance signals (MVs) and
(DVs). These signals change at each step, because vector f must be recalculated
in each cycle of calculations on the controller. The implementation of the cal-
culations of the vector f is difficult due to the resources limitations of memory
and CPU. The first problem, which has already been mentioned is keeping in
memory large matrices MMVP and MDVP (each approx. 5.8MB).

It is worth noticing that in the case when multidimensional DMC controller
controls low and fast frequency signals the sampling time has to be set adequately
to the fast-changing variables. In this case, it may be necessary to use even longer
prediction horizon and thus a greater number of factors, which will result in even
greater demand for memory resources.

The solution to the problem of storing large matrices MMVP and MDVP

can be dynamic counting the elements of the matrix, which minimizes the need
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for storage resources but unfortunately increases the effort of calculations. The
number of substraction operations is shown in Table 2.

Table 2: Example: the number of substraction (Sub) operations

nMV nCV nDV D N Nu Sub

6 6 6 200 200 20 1 438 800

In addition, the calculation of the vector f requires matrices multiplication
MMVP and MDVP by vectors of past changes of control and disturbance signals
(�UMVP

k and �UDVP
k ). The operation must be performed for each cell of the

matrices MMVP and MDVP. So the operation matrix multiplication MMVP ad-
ditionally requires 1 438 800 multiplications and as many addition operations.
A similar effort is associated with the operation of multiplication MDVP matrix.

Table 3: Example: the number of substraction (Sub), adding (Add) and multi-
plication (Multiply) operations

nMV nCV nDV D N Nu Sub Add Multiply

6 6 6 200 200 20 1 438 800 1 438 800 1 438 800

The structures of the matrices: MMVP and MDVP and vectors: �UMVP
k and

�UDVP
k allows us to reduce the number of arithmetic operations in the process

of calculation f vector. To do that, the matrices MMVP and MDVP should be
split into two submatrices (the same dimension). The approach will be shown
for the matrix MMVP, for matrix MDVP algorithm is analogous.

Fast f Vector Calculation Algorithm

In the first step matrix MMVP has to be split into two submatrices MMVP
1

and MMVP
2 :

MMVP = MMVP
1 −MMVP

2 (14)

where:

MMVP
1 =

⎡
⎢⎢⎢⎣
S1+N1

S2+N1
. . . SD−1+N1

S2+N1
S3+N1

. . . SD+N1

...
...

. . .
...

SN+1 SN+2 . . . SN+D−1

⎤
⎥⎥⎥⎦ (15)
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MMVP
2 =

⎡
⎢⎢⎢⎣
S1 S2 . . . SD−1

S1 S2 . . . SD−1

...
...

. . .
...

S1 S2 . . . SD−1

⎤
⎥⎥⎥⎦ (16)

The rows of MMVP
2 matrix are identical, so obviously calculations should be

done only for one row.
Reduction of calculations for matrix MMVP

1 is presented by the example.
Let’s assume the following matrix MMVP

1 :

MMVP
1 =

⎡
⎢⎢⎣
S2 S3 S4 S5 S6 S7 S8 S9

S3 S4 S5 S6 S7 S8 S9 S10

S4 S5 S6 S7 S8 S9 S10 S11

S5 S6 S7 S8 S9 S10 S11 S12

⎤
⎥⎥⎦ (17)

Based on the equation (3) matrixMMVP
1 is multiplied by�UMVP vector. The

result as a component of free prediction trajectory can be described by equation
(18) - for simplificatin only first MV signal is considered and calculations for
k + 3 moment (performed at current k moment) are presented.

ycfk+3|k = s4�u
(1)mv
k−1|k + s5�u

(1)mv
k−2|k + s6�u

(1)mv
k−3|k + s7�u

(1)mv
k−4|k+

+s8�u
(1)mv
k−5|k + s9�u

(1)mv
k−6|k + s10�u

(1)mv
k−7|k + s11�u

(1)mv
k−8|k (18)

The same calculations for k+2 moment performed at the next k+1 moment
are described by (19).

ycfk+2|k+1 = s3�u
(1)mv
k−1|k+1 + s4�u

(1)mv
k−2|k+1 + s5�u

(1)mv
k−3|k+1 + s6�u

(1)mv
k−4|k+1+

+s7�u
(1)mv
k−5|k+1 + s8�u

(1)mv
k−6|k+1 + s9�u

(1)mv
k−7|k+1 + s10�u

(1)mv
k−8|k+1 (19)

Due to the fact that:
�u

(1)mv
k−2|k+1 = �u

(1)mv
k−1|k (20)

equation (18) can be transformed to (21)

ycfk+2|k+1 = s3�u
(1)mv
k−1|k+1 + ycfk+3|k − s11�u

(1)mv
k−9|k+1 (21)

Summarizing, calculating prediction for a k + n moment can use value cal-
culated in previous step for a k + n+ 1 moment. This fact allows to effectively
reduce the number of mathematical operations and finally reduce the time of
calculations. However, this approach needs to use additional memory for stor-
ing free prediction components between algorithm steps. Calculation cost and
memory requirements are presented in tables 4 and 5.

Algorithm reduces the number of mathematical operations several hundred
times comparing to the classical approach. The amount of additional memory is
on acceptable level.
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Table 4: Number of substraction (Sub), adding (Add) and multiplication
(Multiply) operations after optimization

nMV nCV nDV D N Nu Sub Add Multiply

6 6 6 200 200 20 2 400 2 400 3 600

Table 5: Memory requirements

nMV nCV nDV D N Nu Memory

6 6 6 200 200 20 4.8kB

5 Conclusions

Described numerical modifications make it possible to efectively implement DMC
algorithm in embedded environment of industrial controllers in numerical version
(with QP optimization). Described modifications are useful for DMC algorithms
with big number of inputs and outputs and long model dynamic. The advantage
of described approach is the possibility to reduce time of computation of DMC
controller in original version, where each point on prediction horizon is optimized.
In the case when time of calculaiton will be still to long described technique can
be combined with Coincidence Point Control technique [4,7] - this direction will
be explored in the future investigation.
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Abstract. The real-time simulator of nuclear reactor basic processes
(neutron kinetics, heat generation and its exchange, poisoning and burn-
ing up fuel) build in a network environment is presented in this paper.
The client-server architecture was introduced, where the server is a pow-
erful computing unit and the web browser application is a client for user
interface purposes. The challenge was to develop an application running
under the regime of real-time, with a high temporal resolution, in an
environment which is not a native real-time. The problem of a real-time
operation taking into account the variable time of calculations and a
communication latency was solved using the developed mechanism of
step length adaptation. Results of multiple studies of a numerical com-
pliance with the reference simulator proved correctness of the developed
application.

1 Introduction

Simulators can be used for educational and dissemination purposes supporting
the classical teaching process. Real-time simulators have the additional property
because they offer a familiarization with the dynamics of processes and their
temporal interrelationships. The basic principles nuclear reactor (NR) simulator
presented in this paper is designed to work in a real-time based on a network
environment and a web browser which does not work natively in a real-time
regime. The real-time simulator is expected to deliver simulation results at cer-
tain moments in time, on-line, with a reference 1:1 to a real-time. A simulation
time resolution associated with a simulator step is a very important parame-
ter. Acquisition of input signals, mathematical calculations and presentation of
simulation variables in one simulator iteration shall be performed faster than a
simulation step.The real-time simulator needs a fast, time-efficient solver able to
generate results in a finite, predictable time to produce the results with a pre-
scribed temporal resolution. The deterioration in the accuracy of calculations is
expected comparing to non real-time simulators, but a numerical stability must
be ensured.
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The subject of non real-time simulation of nuclear reactor basic principles can
be found among others in [1]. The conception of the real-time simulation with a
web browser as a user interface can be found e. g. in [2] but this application is not
used with processes requiring a high computing performance like NR processes.

Authors previously developed a cross-platform real-time NR simulator tar-
geted for different hardware-software platforms (like PC or RaspberryPi) [3]. In
the following paper [4] authors introduced the algorithm for maintaining a real-
time operation in case of delays in simulations in non real-time environments.
The usage of this method on different hardware platforms revealed the restric-
tions on the length of a simulation step and the need for estimating a maximal
length of a simulation step for specific hardware-software platforms [5]. Previous
works were concerned only about a standalone simulator, without the usage of a
network, a web browser or simultinous access of many users. The comprehensive
theory on a real-time simulation with many applications in different areas can
be found in the book [6].

2 Physical and control processes in the nuclear reactor
and their temporal characteristics

One of the simplest models but well reflecting the nature of the processes in the
NR is the point model [7], in which all variables are averaged over the volume
of the core. Figure 1 presents processes and control effects of NR included in
presented simulators. All of these processes have different time scales. Table 1
summarizes the various processes and their transition times.

Fig. 1. Main processes occurring in a nuclear reactor affecting its state
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Another approach to the modeling of nuclear processes and equipment can
be found e.g. in [8], [9]. The comprehensive information about reactor physics
and related topics can be found in [10], [11].

Table 1. Processes occurring in the reactor and their duration of transient states

The process The duration of transient
states

Neutron kinetics 1E-5 to 1E-3 seconds

Heat transfers between fuel and coolant/ moderator,
Changes in reactivity resulting from changes in temper-
atures of the fuel and the coolant/ moderator

3 to 6 minutes

Changes in reactivity caused by changing positions of
control rods

up to 125 s

Changes in reactivity caused by changing the concentra-
tion of boric acid in the moderator

several hours

The xenon poisoning occurring while changing the power
level of the reactor

up to 60 hours

The samarium poisoning up to 60 hours

The nuclear fuel burnup tens of days and months

3 Simulator design assumptions and requirements

The aim of the study was to develop a real-time basic principle nuclear reactor
simulator operating in the regime of real-time in a network environment that can
support the interface prepared in a web browser. Specific assumptions include:

– an implementation of mathematic point model of nuclear reactor basic pro-
cesses,

– a real-time operation in a network environment with the usage of Internet
network,

– the ability to present the results to the users and input control signals to the
simulator from multiple clients simultaneously,

– the user interface in the form of the web browser application,

– the ability to change while in a simulation following parameters: the level of
the control rods, the density of boric acid, the coolant temperature at the
inlet to the reactor,

– the numeric compatibility with the reference simulator build in the MAT-
LAB/Simulink environment with the ability of archive data in a form com-
patible with the MATLAB for further processing,

– the software-hardware independence on the client side,

– the client-server topology with the use of the widely available Ethernet and
the TCP protocol.
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Fulfilling all the assumptions, especially working in the regime of real-time
in a networked environment required development of a mechanism to adapt the
computation step that would provide a real-time simulation in environments
without real-time kernel even in a case of a large load on the server and the
network at the expense of compromising the accuracy of the calculations.

4 The issue of nuclear reactor mathematical model
real-time calculations in a network environment

The mathematical model mentioned in the previous chapter consists of 18 dif-
ferential equations and several algebraic equations. Due to different scales of dy-
namics the problem called stiffness can be expected during calculations. In [12]
it can be read ”An ordinary differential equation problem is stiff if the solution
being sought is varying slowly, but there are nearby solutions that vary rapidly,
so the numerical method must take small steps to obtain satisfactory results”.
Unfortunately, exactly the kind of situation was faced during the construction
of the basic principle nuclear reactor simulator. To calculate the results of the
differential equations, the stiff or non-stiff methods can be used. Again quoting
[12] ”Stiffness is an efficiency issue. If we were not concerned with how much
time a computation takes, we would not be concerned about stiffness. Non-stiff
methods can solve stiff problems; they just take a long time to do it”. Unfortu-
nately, in real-time simulations implementation of both stiff or non-stiff methods
with very small steps and long calculations cannot be applied. Methods with a
fixed or variable step can be used to solve systems of differential equations. Con-
stant step methods are easier to implement. In this article the method with a
variable step was applied not only from the need to step reduce but also to take
account of major changes and to avoid stiffness. In a non real-time environment
unexpected incidental delays may occur due to e.g. communication, data load-
ing and operating system interrupts. Then there may be situations where the
computation time for a single-step of a simulation exceeds a prescribed simula-
tion step. To maintain the synchronization with a simulation time lengthening
simulation steps is used - in order to catch up a simulation time. The multi-step
catch up simulation time algorithm is described in the following section. The
most commonly used methods for solving differential equations are the Euler or
Runge-Kutta methods. Higher order methods are numerically stable and more
accurate. Taking into account all the above issues the variable step Runge-Kutta
(specifically forth order) method was applied in the simulator.

5 The mechanism of a simulation step adaptation in the
web simulator

The real-time supervision mechanism was located on a client side to ensure that
the user gets simulation results on time. The time between sending the request
of the results from the server and getting answer is counted by the supervision
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mechanism. This value is used to determine if current data is on time. The
algorithm of step adaptation will be used when the mechanism detects the delay
in data delivery. The delay means difference between the simulation time and the
real-time. It must be compensateted by algorithm. The basis for the development
of a step adaptation mechanism is presented in [4]. The idea assumes that in case
of a simulation delay, the next simulation step will be as long as the previous cycle
time. It is assumed that occurred delay will cause the same communication time
extension in the next program cycle. The new simulation step is then extended
to multiplicity of the base step to maintain the real-time regime. The principle
of step adaptation is shown on fig.2 chart a).

Fig. 2. Charts showing the idea of step adaptation

The base steps are indicated on the x-axis. The communication starts at the
beginning of the k period. The cycle of the program should be shorter than
the established simulation step Tkb. The cycle, however, exceeds simulation step
and is Tck, almost two and half-step base. Assuming that the next cycle time
also will be Tck, the next calculation point was set at the end of 5k period.
The new simulation step is the period from the end of the last step to a new
calculation point (Tkn). A new simulation step has the length of four base steps.
Such a step would compensate the delay between the simulation time and the
real-time. However, the studies have shown that eliminating the delay in one
step has a big impact on the quality of the simulation results and can lead to a
numerical instability. To prevent that, the new simulation step is calculated by
an operation that divides the base simulation step Tkn on the m shorter periods
( shown on fig.2 chart b) ). This operation will achieve the final step in several
cycles of a simulation and reduce the negative effects of its changes. The current
step will be increased by Tknm period in each simulation cycle up to the final
step Tkn.
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6 The realization of network simulator

6.1 Hardware-Software platform of simulator

After considering all the requirements and objectives software-hardware envi-
ronment for the implementation of the simulator was selected. The hardware
platform for the simulator server was a mainstream Intel i7 PC class computer
with the Ubuntu 14.0 operating system. Such configuration has been chosen be-
cause of their popularity, availability, reliability and software security in server
environments. In addition, the Node.js environment was used which made it pos-
sible to ensure the real-time communication with clients that use web browsers.
The only requirements on the client side were access to the Internet network and
a modern web browser.

The client hardware-software platform can be any device that utilize Eth-
ernet networks (including mobile, e.g. using Wi-Fi) which are equipped with a
web browser compliant with modern standards of displaying Web pages (the
JavaScript is required).

6.2 Web communication methods used in simulator

It is assumed that only one client device is a real-time maintaining unit in a
simulation. The user interface has authorisation system with three types of users.
Simulation can be configured and run only by the user with full permissions
(administrator). The rest of the users participate in the real-time simulation
maintained by the administrator unit. However, non administrator users have
the ability to change the control values and have an impact on the simulation.

In order to achieve the two-way real-time communication between clients
and the server, WebSocket (WS) technology was used. WS technology offers
standard virtual channels, allowing the server to communicate with some or all
users. The protocol creates a ”Socket” in a browser that have the IP address and
the port, maintains a two-way, simultaneous communication between the client
and the server. The technology uses the TCP transport layer and allows to
bypass the interpretation of messages over HTTP. WS reduces the unnecessary
network traffic and shortens the waiting time for the information in the relation
to conventional methods of a communication, because if the communication is
once established the server can send informations at any time, as soon as they
are ready to transfer.

6.3 The user interface of web simulator

The user interface was made as a web browser application. Static elements on
the site were designed using HTML5. Animations, an event handling and data
operations were developed in the JavaScript. The user interface was designed to
present as much relevant information and be able to adjust the displayed objects
to the client needs. User interface is presented on fig.3.
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Fig. 3. The user interface

The interface consists of three main columns. The left column of the interface
is a control panel, where objects are arranged for the simulation control and
interface. The middle column is an area for record of all important actions during
the simulation. The right column is an area for displaying charts of all available
values. The user can adjust number and type of displayed charts.

6.4 The data archiving

The application has the ability to save data to a file. The user can select the
values wanted to store, and then download the results in the zip file after the
simulation. The file contains a text in form of a matrix with data, where the
columns are separated by commas and rows are separated by semicolons. The
columns represent selected variables in the similar order to that in the user
interface.

7 Simulator tests

7.1 The verification of simulator

The verification of the correct operation of the simulator and the quality of its
results was made by comparing its simulation results with the reference simulator
developed in the MATLAB / Simulink. The reference trajectory of the levels for
the control rods of the reactor was prepared for both simulators. It assumed a
step change in the set point position of control rods at defined levels of 175 cm,
225 cm, 200 cm and 150 cm changing in the sequence every 120 s. The results of
the reference simulator have been saved directly into the MATLAB workspace.
The simulation on the network simulator was initiated by one of the clients from
the web browser and the results were saved to the file, which later also have been
imported into the MATLAB workspace where the comparison with the reference
simulator was made. The network simulator worked with the mechanism of step
adaptation in the simulation with the initial step of the calculation set on 20 ms.
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The reference simulator base step was determined to be 10 ms. Waveforms of
neutron density were selected to the comparison. The resulting waveforms from
both simulators rearranges fig.4.
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Fig. 4. The results of simulations - values of neutron density

The visual analysis of neutrons density waveforms did not show any signifi-
cant deviations between the two simulators. The dynamics of the processes were
recreated with the acceptable accuracy.

The direct numerical analysis of the results of both simulations was not possi-
ble due to the step-variable network simulator, which varied between 20 - 50 ms.
To determine a quantitative measure of the quality of the simulation, the network
simulator results were interpolated using the linear interpolation to match the
number of the measurements of the reference simulator. The simulation errors
were calculated using (1):

σ =
Σ|ΔX|
ΣX

∗ 100% (1)

where: ΔX− the difference between the pair of results from the network and the
reference simulator at the specific time, X− the result of the reference simulator
at the specific time

The calculated average error was 0.0064%. The largest relative errors could
be observed at the time of a step change in the position of control rods. The
maximal observed relative error of simulation results was 17.9602%, wherein it
could be observed by only one step of the simulation. It is fully justified given
the nature of the network simulator, the minor latency and the step change in
the reference signal.

In the case of this simulator, in which changes in control signals do not occur
too often, such errors have a marginal effect on the quality of the simulation.
The resulting low average error proves the numerical correctness of the developed
simulator.

7.2 The step length impact on a calculations quality

The quality tests in the network load conditions were performed. During the sim-
ulation repeatedly occurring delays were observed, resulting in frequent changes

Real-Time Basic Principles Nuclear Reactor Simulator Based ... 351



of the simulation step length. The chart of neutrons density acquired during
the test is presented in fig.5. Changes in the waveform of neutrons density not
caused by the operation of the control system can be observed in the marked
areas . The noise in waveforms can be seen especially in the area of the third
minute of simulation.

Due to the impossibility of the stiffness elimination in the real-time simula-
tor the numerical stability analysis with different simulation step lengths were
performed. Increasing the simulation step, the extortion in the form of chang-
ing the position of the control rods and other factors were applied. Thus it was
estimated that for the presented mathematical model and specified solver, nu-
merically stable results can be obtained when the step length is not more than
50 ms.

Fig. 5. The neutrons density waveform noise caused by aggressive simulation step
changes under high load conditions

7.3 The web environment impact on a quality of simulation

The study involving the observation of the simulation step while communicat-
ing with different numbers of users was performed. The study began with four
connected users. The application was tested with the maximum number of 15
clients. The negative impact on the communication time with the server was
observed, what caused simulation delays when connecting with a larger number
of clients at the same time. However, no impact on the step length of the con-
tinuously connected clients were found, because the server generates and sends
the same version of the results for a group of connected clients in every cycle. In
summary, the effect of the number of clients connected applications at the same
time has a marginal impact on the quality of the simulation.

8 Summary and conclusions

The concept of the real-time basic principles nuclear reactor simulator based on
the network environment is presented in the paper. The main considered prob-
lem was to achieve the numerically stable real-time simulation with the high
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temporal resolution in the environment which is not a real-time for the plant
with the extremely different time scales. The multi-step adaptation algorithm of
the simulation step length was proposed for dealing with the real-time. The sim-
ulator program in the client-server architecture in the network environment was
developed. Several studies were performed to test the developed simulator. The
high compliance with the reference simulator was achieved and the maximum
length of the step size was determined for ensuring the numerical stability. The
only free and open software environments were applied. The user interface of the
developed simulator is based on the web browser accessible on almost every op-
erating system and computer hardware including the mobile. As a result of work
undertaken in the article very useful education tool with the huge dissemination
potential was developed.
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Abstract. In this paper a hardware-software implementation of an ob-
ject tracking system, which uses a moving camera is described. Selected
algorithms: mean-shift, particle filter, KLT and so-called tracking by de-
tection were analysed and evaluated. Particular attention was paid to the
effectiveness of fast moving object tracking and the ability to implement
the algorithm in a heterogeneous computing system. The selected solu-
tion was implemented in the Zynq SoC (System on Chip) device from
Xilinx. Object position was used to control two servomotors, which con-
stituted a pan-tilt mounting of the camera. Additionally, object position
prediction was realised using a Kalman filter. The proposed system is
able to process a 1280×720 @ 60 fps video stream in real time and track
moving objects.

Keywords: object tracking, moving camera, Kalman filter, hardware-
software co-design, Zynq SoC

1 Introduction

Object tracking with the use of a moving vision camera or thermal imaging
camera is used, among others, in advanced video surveillance systems and many
military applications. This type of systems consist of two main components: an
object tracking algorithm and moving camera head control algorithm. In most
cases, it is assumed that the aim is to keep the tracked object in centre of the
frame.

Designing this type of vision system is a quite difficult task. Firstly, effective
tracking requires the use of a method prone to scene lighting changes, rapid
object movement, as well as size, shape and orientation changes. Moreover, in
the case of a moving camera, image blur could also be a problem. Secondly,
an important decision is the choice of the used computing platform. It should
allow real-time implementation of the tracking algorithm and also be quite en-
ergy effective for many applications. Additionally, an easy integration with the
moving camera head should be possible. According to the authors opinion, the
above defined requirements are very well met by a Zynq SoC (System on Chip)

354© Springer International Publishing AG 2017
(Eds. ), Trends in Advanced Intelligent Control, Optimization and Automation, 

Advances in Intelligent Systems and Computing 577, DOI 10.1007/978-3-319-60699-6_34
W. Mitkowski et al. 



device, which combines in one housing reprogrammable logic (FPGA – Field
Programmable Gate Array) and a processor system based on a dual-core ARM
Cortex A9 unit.

In this paper the concept of using the Zynq SoC device for constructing a pro-
totype of a moving smart-camera able to perform tracking of selected objects is
investigated. The main contributions of this paper are:

– design of a fully operational prototype of a moving smart-camera (camera,
Zynq computing platform, two servos, PID controller, Kalman filter),

– working system evaluated for two algorithms for 1280× 720 @ 60 fps video
stream.

The rest of this paper is organized as follows. In Section 2 previous work on
object tracking implemented in FPGA devices is discussed. In the next Section
3 the proposed hardware-software system is presented. Its evaluation is shown in
Section 4. The paper ends with a short summary and further research direction
discussion.

2 Previous Work

The issue of implementing object tracking using a moving smart camera based
on a FPGA or Zynq SoC device has been presented in several research papers. In
the work [13] an original concept of a smart camera was proposed. It was based
on a Spartan 6 FPGA device connected with 8 SRAM (Static Random Access
Memory) banks. The camera was mounted in a housing, which allowed move-
ment in two dimensions: rotation (360◦) and tilt (0− 90◦). Moreover, a tracking
algorithm was proposed, which was based on edge movement analysis between
consecutive frames. Finally, real-time processing for a 640× 480 @ 20 fps video
stream was obtained.

In the paper [4] a two camera system able to track circular shape objects
was presented. Used algorithm was based on edge detection and circle fitting.
The authors reported processing speed of over 1000 fps for a 816 × 600 pixels
video stream. The system has been implemented in a Zynq device on the ZC 706
platform from Xilinx.

In a recently published article [7] a hardware-software tracking system using
a pan-tilt camera was described. It used object detection based on colour and
edge information. For servomotors control a PID controller was used. The whole
system has been implemented in a Zynq device present on the ZedBoard devel-
opment board. The authors report 58 fps processing speed, but did not provide
information about the image resolution.

In the article [5] a vision system for a mobile robot implemented in FPGA was
presented. The used algorithm was based on orange object detection. According
to the description, the algorithm was realized on the PowerPC processor (with
Linux operating system). No unambiguous information about the performance
was provided (the used camera supported 640× 480 @ 30 fps).
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Fig. 1. Scheme of the proposed hardware-software system for object tracking using
a moving camera.

In the work [3] a feature point (corners) based tracking algorithm was pre-
sented. Also the pyramidal Lucas-Kanade optical flow and Kalman filter were
used. All computations were realized on a GPU (Graphics Processing Unit). The
authors reported real-time processing for a 656× 524 @ 30 fps video stream.

3 The Proposed Vision System

A general scheme of the proposed smart-camera prototype is presented in Fig-
ure 1. It consists of the following components.

– Xiaomi Yi Action YDXJ01XY camera – a 1280×720 @ 60 fps video stream
was processed. It was transmitted to the computing platform via a HDMI
(High Definition Multimedia Interface) connection. Additional, on top of the
camera a laser pointer was installed. This allowed for better visualization of
object tracking results.

– ZYBO development board manufactured by Digilent with Zynq 7010 (PS
– processing system (dual ARM core), PL – programmable logic (FPGA))
from Xilinx. Moreover, the HDMI input, VGA output and serial port (USB
to UART) were used.

– monitor – for tracking algorithm visualization,
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– two digital servomotors PowerHD D-21HV connected into a PT (pan-tilt)
configuration.

– servomotor control unit ’MiniMaestro’ manufactured by Pololu (communi-
cation via UART).

In the following subsections a detailed description of the modules imple-
mented in the Zynq device is provided.

3.1 Object Tracking

At the conceptual stage, the following object tracking algorithm were considered:
simple tracking by detection (e.g. object segmentation using colour features),mean-
shift [2], particle filter [10], KLT (Kanade, Lucas and Tomasi) [12].

During preliminary work the listed algorithms were evaluated on a sample
video sequences containing a moving drone. At this stage theMatlab environment
was used. The simple tracking by detection was carried out on the basis of the
object colour. First RGB colour component ranges were defined and then a pixel
was compared with them to check if it should be considered as a part of the
object. In the next step, the centroid of the selected pixel was computed. The
following equations were used:

xc =
m10

m00
, yc =

m01

m00
(1)

m00 =

N−1∑
i=0

M−1∑
j=0

xij , m10 =

N−1∑
i=0

M−1∑
j=0

i · xij , m01 =

N−1∑
i=0

M−1∑
j=0

j · xij (2)

where: N and M are the image horizontal and vertical sizes, and xij is a binary
pixel.

The point xc, yc was assumed as the tracked object’s location. During real-life
experiments a green object was used, so the following range of RGB components
were applied:

R ∈ [0, 30], G ∈ [40, 255], B ∈ [0, 30] (3)

The FPGA implementation of this method was quite straightforward. To
obtain the object mask six comparators and some basic logical operations were
required. The computation of m00,m01 and m10 was done with simple accumu-
lators. For the final division an iterative algorithm was used, as it was needed
only once per single frame.

The following algorithm implementations were used: mean-shift [1], particle
filter [11] and KLT (build-in in Matlab). The results analysis allowed to drew the
following conclusions. The simple tracking by detection based on colour features
worked correctly when the considered object was clearly distinguishable from
the background. Its key advantage was the very simple FPGA implementation.
An example tracking result is presented in Figure 2(a). It should be noted that
in this version the method should only be used for testing and demonstration of
the system. However, the concept could be applied, assuming the use of a more
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(a) Object detection (b) Mean-shift

Fig. 2. Sample frames from the tracking algorithms evaluation on the drone sequence.

advanced object detection algorithm e.g. the well-known HOG (Histogram of
Oriented Gradients) features and SVM (Support Vector Machine) classifier or
even deep convolutional neural networks.

The mean-shift algorithm worked correctly only if the object moved rela-
tively slowly. This was a direct consequence of the method’s working principle.
The new object location in the current frame is sought in a defined surrounding
of the previous one. Moreover, due to the iterative procedure, the hardware im-
plementation of this algorithm is quite complex [8]. An example tracking result
is presented in Figure 2(b). Similar observations were also made for the parti-
cle filter algorithm. Furthermore, experiments described in the work [9] showed
that an effective implementation of this algorithm on the ZYBO platform is
impossible due to limited hardware resources.

The last of the evaluated algorithms – KLT – provided the best results. The
tracking was correct, even in case of sudden movements. However, the hardware
implementation of this algorithm (especially it’s multi-scale version) is also quite
complex [6] and is planned as part of the future research.

3.2 Centre Coordinates to Angles

The coordinates computed in programmable logic (using the tracking by detec-
tion or mean-shift method) had to be converted into angle control errors. This
was done one the basis of input image resolution and camera’s angle of view.
It was assumed that the distance from the image centre is proportional to the
angle error. This is generally not true, however for small error values it is a good
approximation. Using the exact value would require the use of a look-up table
(distance in pixels to angle assignment) or the determination of a mathematical
function connecting those two values. Finally, the following equations were used:

Δxϕ = Δx · Zx

Sx
, Δyϕ = Δy · Zy

Sy
(4)

where:

– Δx,Δy is the horizontal and vertical distance between the frame centre and
current object position (can be positive or negative).

– Zx, Zy are the angle of views of the used camera.
– Sx, Sy are the horizontal and vertical frame resolutions.
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3.3 Kalman Filter

In order to filter the position of the tracked object and try to predict the object
movement when it is covered, the Kalman filter was applied to the output of the
tracking algorithm (object location coordinates). For this purpose, the following
state-space model of object movement and measurements was assumed:

x(k + 1) = Ax(k) + ν(k) (5)

y(k) = Cx(k) + ω(k) (6)

A =

⎡
⎢⎢⎢⎢⎢⎢⎣

1 0 h 0 h2

2 0

0 1 0 h 0 h2

2
0 0 1 0 h 0
0 0 0 1 0 h
0 0 0 0 1 0
0 0 0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦ (7)

C =

[
1 0 0 0 0 0
0 1 0 0 0 0

]
(8)

where:

– x(k) is the state vector containing: horizontal position, vertical position,
horizontal velocity, vertical velocity, horizontal acceleration, vertical acceler-
ation.

– h is the sampling period.
– ν(k) ∼ N (0, V ) is the process noise.
– ω(k) ∼ N (0,W ) is the observation noise.
– V and W are covariance matrices for respectively ν(k) and ω(k).

Equations (5) and (6) describe the uniformly accelerated motion in two di-
rections (horizontal and vertical). The covariance matrices were chosen experi-
mentally.

It was assumed that during object occlusion only the prediction phase of
the Kalman filter will be conducted. Such approach was tested for the tracking
by detection algorithm. The occlusion was detected using the number of object
pixels visible in the current frame. If this value was below a preset threshold, the
occlusion state was activated and the position of the tracked object was changed
according to the used model.

3.4 Regulator

In the designed system the camera works as a sensor of the control error. In order
to guarantee the correct positioning of the considered pan-tilt head, a regulator
had to be implemented. It’s output signals were used as servomotors setpoints.

Figure 3 shows a block diagram of designed control system where:

– P (s) – Laplace transform of the position of the tracked object.
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Fig. 3. Block diagram of designed control system.

– e(z) – Z transform of the control error.
– u(z) – Z transform of the regulator’s output.
– GR(z) – transfer function of the used regulator.
– GS(s) – transfer function of the controlled object (servomechanism).
– D/A – digital to analogue converter (zero-order hold).
– A/D - analogue to digital converter.

In the current version of the system, it is impossible to directly measure
the positions of servos. Thus, the used control algorithm had to be based on
the output from the previous iteration. Therefore, it was decided to use the
incremental PID (Proportional – Integral – Derivative) controller. It is described
by the following equation:

u(k)−u(k−1) = P ·(e(k)−e(k−1))+I ·e(k)+D ·(e(k)−2e(k−1)+e(k−2)) (9)

where: u(k) – controller’s output, e(k) – control error, P, I,D – coefficients for
the proportional, integral and derivative terms.

To be able to test the controller without the risk of damaging the pan-tilt
head, it was decided to create a model of the used system. The analogue part of
the system with D/A and D/A was converted to a digital state space model:

x(k + 1) = A+x(k) +B+u(k) (10)

y(k) = C+x(k) (11)

A+ =

[
(1 + h

2T )e
− h

2T he−
h
2T

− h
4T 2 e

− h
2T (1− h

2T )e
− h

2T

]
(12)

B+ =

[
−2T (h+ 2T )e−

h
2T + 4T 2

he−
h
2T

]
(13)

C+ =
[

1
4T 2 0

]
(14)

where: h – sampling period, T – time constant of used servomechanisms.
Then, simulations were executed inMatlab and Simulink environments. Based

on the model response, the following parameters were chosen:

P = 0.4, I = 0.1, D = 0.05 (15)

Figure 4 shows the step response of the model (10), (11) with the described
regulator for the following parameters of the model: T = 0.05, h = 1/60. The
described regulator was implemented in the ARM processor core available in the
Zynq device (c.f. Figure 1 – Regulator).
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Fig. 4. Step response of system model with designed regulator.

3.5 Communication

To run the system it was necessary to establish communication between a PC, the
Zynq device and the servomotor controller ’Maestro’ (c.f. Figure 1). UART (Uni-
versal Asynchronous Receiver and Transmitter) communication protocol was
used. Dedicated ARM core peripherals were utilized for this purpose. Moreover,
a simple protocol was proposed. The command sent to the Zynq device from
a PC was 5 bytes long. The first byte indicated the type of command and the
following ones contained parameters. The system worked in two modes: manual
and stand-alone. In the first one, the data received from the PC were forwarded
to the ’Maestro’ device. So, the head could be controlled directly from an UART
terminal. In the second mode, for each received frame from the camera, a new
setpoint was sent to the servos controller.

Support of the following commands was implemented:

– changing position of the servomechanisms,
– changing maximal speed of the servomechanisms,
– changing maximal torque of the servomechanisms,
– reading current setpoint from the controller,
– starting stand-alone operation mode (tracking),
– start of sending data to the PC (data acquisition mode).

Also communication between the reprogrammable logic (FPGA, PL) and
the ARM processor (PS) was required. The AXI-Lite interface was used. When
coordinates of the tracked object were available, an interrupt was triggered and
the data read by the processor. Then the controller routine was executed and
control for the servos provided.

3.6 Object Marking and Visualization

In the presented system both modules were used to analyse the correctness of
the tracking algorithms. In the case of simple tracking by detection the centroid
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(a) The prototype (b) Tracking
result

Fig. 5. Real-life evaluation of the prototype.

was visualized by two intersecting lines – cf. Figure 2(a). Whereas, for the mean-
shift algorithm a bounding box was used – cf. Figure 2(b). The markers were
overlaid on the input video stream, which was then passed to the VGA display
controller.

4 System Evaluation

In Figure 5(a) a photograph of the designed prototype is presented. In the fore-
ground, the mobile camera (with two servos) with a laser pointer on top is visible.
Behind (right) the ZYBO board and servo controller (left) are present. On the
monitor, the tracking by detection result for a green object is shown. Moreover,
in Figure 5(b) a sample tracking result is displayed (the laser beam points at
the object).

The proposed system worked correctly. Test for two tracking algorithms (by
detection and mean-shift) were conducted. A 1280× 720 @ 60 fps video stream
was analysed in real-time. Additionally, the performance of the Kalman filter is
case of object occlusion was evaluated. Incorrect behaviour was observed only
in case of slowly occurring occlusion. They resulted from gradual object size
shrinking and thus change of the centroid location. This issue will be addressed
in the nearest future.

5 Summary

In the paper the concept of a Zynq SoC based moving smart camera was pre-
sented. The proposed system, consisting of a camera, two servos, servo controller
and computing platform has been positively verified for two tracking algorithms.
The obtained results reveal very good properties of heterogeneous platforms for
this type of applications. Computationally complex algorithms can be imple-
mented in the reprogrammable part (FPGA) to obtain real-time performance
and energy efficiency. One the other hand, relatively simple computations like
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the controller or Kalman filter, as well as communication with other components
on the system can be implemented in the processor system.

As part of future work it is planned to: implement the KLT and other more
advanced tracking algorithms, add servo position and speed sensors to improve
the positioning, realize wireless communication with the unit, as well as perform
an in-depth analysis of possible regulators.
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Abstract. In the article we present an implementation of the system for au-
tomatic calculation of relevant descriptors of the glass melting process from the 
image of the glass surface. The purpose of the system is an automatic analysis 
of the process course in real time and providing information about batch 
amount if different zones of the furnace, the symmetry of batch distribution and 
the symmetry of temperature distribution. The system has been developed in 
Matlab and implemented with consideration of industrial requirements.  

Keywords: Glass melting, image analysis, optical process control 

1 Introduction 

In the glass melting process, the image of the surface captured by a camera located 
inside the furnace, in the upper part of the furnace chamber, is an important source of 
information about the state of the process. The human operator controls the process 
mostly based on distribution of batch (raw material) floating on the surface of molten 
glass. Precise, control of the process can increase the quality of glass, reduce pollution 
(NOx emission) and reduce energy consumption, which is a big part of production 
costs [1]. An automatic system can be more precise than based on human operator. 
Computer vison is on common use in glass production at the stage of quality control 
[2] but there are few systems for the automatic control of the melting process [3], [4]. 
For example, none of three glassworks where the proposed system was tested (Warta 
Glass Jedlice SA, Can-Pack Orzesze and Stolzle Czestochowa Sp. z o.o.) was 
equipped with a system for the automatic analysis of images from the furnace. More-
over, solutions described in the related literature do not consider symmetry of batch 
distribution or symmetry of temperature of batch and molten glass, which is relevant 
to the control, according to melting experts.  

In [5], [6] we proposed a method for the automatic image-based calculation of the 
process parameters, such as batch coverage in different zones of the furnace, indica-
tors of batch distribution asymmetry and indicator of temperature asymmetry based 
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on emission of radiation in visible spectrum. In [7] we presented a method for elicita-
tion of relevant melting criteria based on furnace camera image.

In this article we describe the industrial implementation of the system for optical 
supervision of the glass melting process, developed in cooperation with Techglass Ltd 
and Can-Pack Orzesze glassworks. We used Matlab as a rapid prototyping environ-
ment to build executable software for the target platform an industrial PC with 
Matlab runtime installed, which communicates with SCADA and a furnace camera.

2 Algorithms

In Fig. 4 (left part of the application window) we present an input image from the 
furnace camera, taken during reversal, i.e. the moment when one burner stops before 
the other starts. This is the moment when there is no flame in the furnace, so we can 
obtain a clear image. 

The algorithms require some data provided by the user when the system is placed 
in a new furnace or camera position is changed. The user is required:

to indicate several points that belong to batch area and to molten glass area, 
which are needed for segmentation of the image into three classes: batch, 
molten glass, and sediment on the camera lens (see example in Fig. 4).
to identify the quadrangle of the glass surface. Its corners are used to extract 
parameters of the perspective transformation [8] and algorithms operate on
the orthoview of this area coordi-
nate system.

See [5] for the details of calibration and segmentation. The segmented image is 
then used for the calculation of parameters that describe batch distribution and sym-
metry. Batch coverage coefficients describe the percentage of the glass surface cov-
ered by batch blanket. They are calculated for three zones Z1-Z3 presented in Fig. 1.
Batch symmetry coefficients, calculated for the same zones, reflect the symmetry of 

symmetry axis. They are based on the 
batch asymmetry coefficient defined in [5] for area A as:

dxyxxbmean
S

S

S
AyA ),(2

2 (1)

where x and y are the axes of the glass surface coordinate system (see Fig. 1), S is half 
b(x,y) is a binary variable equal to 1 where the batch blanket 

covers the glass surface at location (x,y) and 0 otherwise. > 0 means that the batch 
has shifted to the left side, < 0 means that it has shifted to the right side and = 0
corresponds to a symmetrical distribution of the batch blanket. Batch asymmetry co-
efficient is normalized to [-1,1].
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Fig. 1. The coordinate system related to the glass surface

3 The hardware and software considerations

The overall diagram of the glass production control system equipped with the pro-
posed vision module is depicted in Fig. 2. The process glass melting in the furnace 
chamber is controlled by the PLC and SCADA. The vision system requires an addi-
tional PC with OPC client for communication with SCADA and camera support for 
communication with the furnace camera. It is assumed that there is no direct commu-
nication between PLC and the vision module for security reasons. This also allows the 
system to be independent of PLC brand and type.

Fig. 2. Diagram of the glass production control system with the vision module.

We used the OPC server included in Wonderware InTouch SCADA system on one 
side and the OPC client from Matlab OPC Toolbox on the other side to establish 
communication between the production system and the vision module. The main rea-
son for this connection is the need for information about the time of reversal. This is 
the only moment when we can acquire a clear furnace image without flame. There-
fore, the reversal event triggers capture of the image.
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For acquisition and analysis of the image we used Image Acquisition Toolbox and 
Image Processing Toolbox from Matlab environment. We also used a support pack-
age an add-on that enables us to use Matlab with specific third-party hardware
(camera). For general purposes digital USB cameras one should install OS Generic 
Video Interface but there are also several interfaces for more specialized cameras 
digital and analog supporting numerous video standards.

Batch coverage coefficients calculated in each reversal cycle are stored in SQLite
database for trend plotting and analysis. For database manipulations we used the 
Matlab Interface to SQLite which lets us work with SQLite database files without 
installing and administering a database or driver.

The whole software the vision algorithms, communication and the user inter-
face were developed in Matlab and compiled with Matlab Compiler into a 
standalone application. The application then can be deployed to the target computer 
with Matlab Runtime installed. This software development workflow is presented on 
Fig. 3. Diagram of software development workflow.

Fig. 3. Diagram of software development workflow.

4 Graphical user interface

The graphical user interface can be done programmatically, using appropriate 
graphical controls and writing callbacks or with drag-and-drop environment for laying 
out user interfaces: GUIDE (GUI Development Environment) or App Designer. The 
second way is easier but the first gives more control over the application.

The application main window consists of the three sub-windows: camera preview 
window (left side), batch coverage coefficients for different zones of the glass surface
(as described in Fig. 1) and batch symmetry coefficient (right side), and the symmetry 
trend (upper part).

It is natural that the molten glass on the left side of the furnace is melted more 
when the left burner is working. And the opposite situation occurs when the right 
burner is working. This affects the value of symmetry coefficient. To eliminate this 
influence we use mean value of two consecutive symmetry coefficients for displaying 
the symmetry trend.
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Fig. 4. Application main window

Fig. 5. Calibration sub-window

In the application main window we also display several indicators like: 
symmetry coefficient trend for vertical axis of the furnace (i.e. its width)
percentage of the batch coverage for the left and right side of the furnace (which is 
the most important information for the process operator) and for six areas of the 
furnace (left/right and upper/middle/lower part)
mean symmetry coefficient within defined time period
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Before the first use of the application and after each camera replacing (e.g. after 
lens cleaning) there is a need of the image calibration to obtain the axes of the glass 
surface coordinate system. It should be done by the operator using the tool presented 
in Fig. 5.

5 Conclusions

We developed the industrial application for the supervision of the glass melting 
process using Matlab as a rapid prototyping environment. Using Matlab Compiler 
allowed us to substantially accelerate developing process and made it much easier.

The main purpose of the application is to help process operator in making deci-
sions about the melting process control, especially setting the parameters of burners 
and chargers. It is meant as a supervision system, additional to SCADA, which could 
recommend operators adjusting relevant system parameters to obtain higher symmetry 
of the batch coverage.

For now the application works in open loop, independently of the process control 
system. It plays just advising role for operators. However, in the future it could work 
in closed loop as a part of the PLC control system if it proves its usefulness.
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shop problem. Its solution lies in allocation of operations to machines
and determination of the sequence of their execution. There is also a
method of construction of approximate algorithms presented, based on
the idea of descent search, determining the allocation of operations. What
is more, there were computational experiments conducted to investigate
the correlation between the size of the neighborhood and the quality of

1 Introduction

The Job Shop scheduling problem (abbreviated to JS ) can be summarized as
follows. There is a set of tasks and a set of machines given. Each task is a
sequence of operations. They should be executed in a sequence, without inter-
ruptions, on a machine adequate for each operation, at a specified time. At any
time, the machine can perform at most one operation. The problem consists in
appointment of a schedule (allocation of each operation in time interval to be

It belongs to a class of strongly NP -hard problems and is considered to be one
of the most difficult combinatorial optimization problems. For many years, there
has been conducted a study on different methods of construction of many, ma-
inly approximate, algorithms. One of the most effective algorithms is tabu search
described by Nowicki and Smutnicki [9]. In practice, only simple
systems can be modeled as JS problem. This fact does not meet the
requirements of practitioners. Therefore, in the literature there
many extensions to this problem proposed. One of them is flexibility (parallel
machines consideration). In such a model machines, having the same functional
properties (but perhaps with different capacities), are grouped in slots (the so-
called Flexible Job Shop scheduling problem, in short denoted by FJS ). In this

Abstract. In the work there is considered an NP-hard flexible job

solutions determined by the algorithm.

executed on a suitable machine) minimizing the time of execution of all tasks.
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case, each operation must be performed on exactly one machine from correspon-
ding to it slot. If we assume that each slot has only one machine, then we obtain
the initial JS problem. Based on the above remark, in the literature there have
been frequently used two-level structures of algorithms solving the FJS problem:

Step 1: designation of assignment of operations to machines,
Step 2: determination of order of operations on each machine.

Both steps are run several times while performance of Step 2 comes down
to solving JS problem. This approach have been used, among others, by Bran-
dimarte [5] and Bożejko at al. [2]. Another approach relies in not separating the
computation process into two stages. Such integrated algorithms were presented
by: Mastrolilli and Gambardella [8], Gao at al. [6], Hmida et al. [7] and Said and
Fattahi [10].

In this paper there is presented a method for the construction of approximate
algorithms for determining the allocation of operations to machines. They are
based on the conception taken from the descent search method. There are alloca-
tions generated, in which a change of a machine for a fixed number of operations
(algorithm parameter) does not improve the optimized criterion. These are the
so called k–optimal allocations, in which k is a parameter of the algorithm.

2 Problem definition

Considered in this work flexible job shop problem can be defined as follows.
There is a set of tasks given J = {J , J . . . , J1 2 n}, which should be executed
machines from the set M = {1, 2, . . . , η}.Machines of the same type are grouped
into slots, i.e. subsets of machines with the same functional properties. A task is a
sequence of certain operations constituting the so-called technological line. Each
operation should be performed without interruption on exactly one machine from
the appropriate slot in accordance with the technological line. The problem is
not only to allocate operations to machines but also to determine the order of
operations for each the machine so as to minimize execution time of all tasks
(Cmax). Exactly this problem is described thoroughly, among others, in the works
[3] and [8].

A task Ji ∈ J is a sequence of ni operation

Ji = [o1i , o
2
i , . . . , o

ni
i ],

which in this order will be performed in this order on the respective machines
(technological line). Let O = {1, 2, . . . , o} be the set of all operations. The set
of machines M can be broken into m disjoint subsets (slots) M1,M2, . . . ,Mm

(M =
⋃m

i=1 Mi), wherein |Mi| = mi, i = 1, 2, . . . ,m. Operation v ∈ O will
be performed in the slot Mμv (i.e. on one machine from this slot) in time pv,j ,
j ∈ Mμv . The sequence

q = (q1, q2, . . . , qo), (1)

where qi ∈ {1, 2, . . . ,mμ(i)}, i ∈ O, represents allocation of operations to ma-
chines. More specifically, qi is the number of the machine in the slot μ(i) to
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which there is assigned operation i. By Q we denote the set of all such sequences
(allocations). For a fixed allocation of operations to machines q ∈ Q considered
in this work flexible job shop problem (FJS ) boils down to job shop problem
(in short denoted by FJ(q)). For this problem, let Ok = {v ∈ O : μv = k}
(k ∈ M) be a set of operations executed on k -th machine, πk some permutation
of elements from Ok (order of operations’ execution). By Φk we denote the set
of all such permutations. Therefore, a sequence of permutation

π = (π1, π2, . . . , πq),

where πi ∈ Φi, i = 1, 2 . . . , η is a solution to FJ(q) problem. Let Φ be the set
of all such sequences. Using the above definitions and introduced designations,
any solution to FJS problem will be represented by a pair (q, π), where q ∈ Q
is the assignment of operations to machines, and π ∈ Φ the order of operations’
execution on individual machines.

For allocation q ∈ Q, by N k(q), k = 1, 2, . . . , o we denote k-th neighborhood
(N k(q) ⊆ Q). The allocation q′ ∈ Q belongs to neighborhood N k(q) if and
only if the sequences q and q′ differ on exactly k positions. It means, that
allocation q′ can be obtained from q by changing to other machines (of course,
from the respective slots) from allocation of k operation.

Below there is presented an algorithm (based on the descent search method)
determining a suboptimal allocation of tasks to machines through search of k-th
neighborhoods. By Cmax(FJ(q)) we denote solution to FJ(q) problem, i.e. the
minimum time of tasks execution in the flow shop problem, for a fixed allocation
q ∈ Q.

Algorytm k-opt(q)
C◦ ← C∗ ← Cmax(JS(q));
C ← ∞;
q∗ ← q;
while C◦ < Cmax(JS(q)) do
begin
C ← C◦;
generate neighborhood N k(q);
designate allocation q◦ ∈ N k(q) where

C◦ = Cmax(JS(q
◦)) = min{Cmax(JS(q

′)) : q′ ∈ N k(q)};
if C◦ < C∗ then
begin

C∗ ← C◦;
q∗ ← q◦;

end{begin}
q ← q◦

end{while}

The number of iterations of the algorithm is not polynomial in terms of the
number of n tasks or q machines. On the basis of numerical experiments it is
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possible to conclude that the algorithm executes an average n iterations (more
precisely, this is the number of generated neighborhoods). As a criterion we take
minimizing time of all tasks execution Cmax, but in the algorithm we can use
any other criterion.

Remark 1. If q∗ is the allocation of tasks to machines designated by algorithm
k-opt(q), then the shift of any k operation to other machines (in the appropriate
slots) does not generate an allocation of value smaller than execution time of all
tasks Cmax(JS(q

∗)).

Solution q∗ designated by an algorithm k-opt(q) will be called k-optimal.

3 Computational experiments

The algorithm k-opt(q) has been implemented in C++ and run on the com-
puting node of cluster BEM, which is equipped with multi-core processors Intel
Xeon E5-2670 (2.30 GHz) operating under control of the operating system Scien-
tific Linux 6.8 (Carbon). The experiments were carried out not only to compare
the results of algorithms k-opt(q) (k = 1, 2, 3) with current best-known ones but
also to examine the effect of the parameter k on the values of designated solu-
tions. To speed up computations for each test instance algorithms 1 -opt(q), 2 -
opt(q) and 3 -opt(q) were run independently through the use of threads in C++.
In each of these algorithms, to determine the length of lineup of Cmax(JS(q)),
there should be a job shop problem solved. Because it is NP-hard, there is ap-
proximate TSAB algorithm used presented in the work [9]. The computations
were executed on 31 commonly known examples of test data with different sizes
and degree of difficulty. They are divided into two groups:

(a) ten working examples from the work of Brandimarte [5],
(b) twenty-one examples provided by Barnes and Chambers [1]

The initial allocation of the operations to machines is generated with the use
of the method searching for the global minimum in the table of execution time
of operations on the machines. This method has been described in the work [1].
The results of computational algorithms are shown in Tables 1-4. The individual
columns present:

– Best – currently the best known values of the objective function,
– NTS – the results of approximate Neuro-Tabu Search algorithm [4] solving

FJS problem,
– k-opt – the results of the algorithm, in which at the same time there is a

re-allocation of k operations to machines,
– PRD – the relative error in reference to the best known solution.

Tables 1 and 2 show the values of solution (length of lineup Cmax) designated
by each algorithm.
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Tablica 1: Makespan Cmax for instances of the (a) group.

Cmax

problem n×m Best NTS 1 -opt 2 -opt 3 -opt

Mk01 10× 6 40 70 43 42 40
Mk02 10× 6 26 45 42 28 27
Mk03 15× 8 204 330 321 204 204
Mk04 15× 8 60 188 174 76 65
Mk05 15× 4 172 209 202 174 174
Mk06 10× 15 57 100 96 70 79
Mk07 20× 5 139 217 202 151 150
Mk08 20× 10 523 587 578 523 523
Mk09 20× 10 307 454 355 309 331
Mk10 20× 15 197 398 388 244 242

Tablica 2: Makespan Cmax for instances of the (b) group.

Cmax

problem n×m Best NTS 1 -opt 2 -opt 3 -opt

mt10c1 10× 11 927 930 927 927 927
mt10cc 10× 12 908 930 914 910 913
mt10x 10× 11 918 930 929 922 922
mt10xx 10× 12 918 930 922 918 918
mt10xxx 10× 13 918 930 922 918 918
mt10xy 10× 12 905 930 914 907 907
mt10xyz 10× 13 847 930 855 853 853
setb4c9 15× 11 914 944 914 914 914
setb4cc 15× 12 907 944 909 907 907
setb4x 15× 11 925 944 925 925 925
setb4xx 15× 12 925 944 930 925 925
setb4xxx 15× 13 925 944 930 925 925
setb4xy 15× 12 910 944 916 910 910
setb4xyz 15× 13 903 944 908 903 908
seti5c12 15× 16 1170 1226 1177 1174 1174
seti5cc 15× 17 1136 1226 1136 1136 1136
seti5x 15× 16 1198 1226 1199 1199 1199
seti5xx 15× 17 1197 1226 1210 1197 1197
seti5xxx 15× 18 1197 1226 1210 1197 1197
seti5xy 15× 17 1136 1226 1136 1136 1136
seti5xyz 15× 18 1125 1226 1128 1127 1127

By far the worst was the NTS algorithm. Most of determined by the algo-
rithm solution values were much worse than the upper bounds (column Best).
The 1 -opt algorithm appeared to be much better (for 6 instances designated
solutions were equal to the values of Best). In case of two other two algorithms
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2 -opt and 3 -opt the number of designated best solutions was the same and
equal to 15 (although the examples were different). It should be noted that in
two cases (Mk09 and setb4xyz) algorithm 2 -opt founds a better solution than
3 -opt. Table 3 and 4 show relative errors in eference to the best solutions. For
examples from group (a), Table 3, the average errors in algorithms are only
slightly different from one another. The errors of two other algorithms (NTS
and 1 -opt) are several times bigger. The results presented in Table 4 indicate
significant differences in the results. The algorithm 2 -opt turns out to be far
better than 3 -opt (average errors are respectively 0.10 and 0.15). This result is
quite surprising because it seemed that the algorithm 3 -opt will be the best out
of the tested ones. It should be emphasized that, for this data group the mean
error of the NTS algorithm is 3.71, and is more than 37 times higher than the
best error of algorithm 2 -opt. Algorithms k-opt, k > 3 run much longer and
the average relative errors of the solutions designated by them are greater than
the best ones listed in Tables 3 and 4.

Tablica 3: Relative deviation for instances of the (a) group.

PRD
problem n×m NTS 1 -opt 2 -opt 3 -opt

Mk01 10× 6 75.00 7.50 5.00 0.00
Mk02 10× 6 73.08 61.54 7.69 3.85
Mk03 15× 8 61.76 57.35 0.00 0.00
Mk04 15× 8 213.33 190.00 26.67 8.33
Mk05 15× 4 21.51 17.44 1.16 1.16
Mk06 10× 15 75.44 68.42 22.81 38.60
Mk07 20× 5 56.12 45.32 8.63 7.91
Mk08 20× 10 12.24 10.52 0.00 0.00
Mk09 20× 10 47.88 15.64 0.65 7.82
Mk10 20× 15 102.03 96.95 23.86 22.84

Average 73.84 57.07 9.65 9.05
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Tablica 4: Relative deviation for instances of the (b) group.

PRD
problem n×m NTS 1 -opt 2 -opt 3 -opt

mt10c1 10× 11 0.32 0.00 0.00 0.00
mt10cc 10× 12 2.42 0.66 0.22 0.55
mt10x 10× 11 1.31 1.20 0.44 0.44
mt10xx 10× 12 1.31 0.44 0.00 0.00
mt10xxx 10× 13 1.31 0.44 0.00 0.00
mt10xy 10× 12 2.76 0.99 0.22 0.22
mt10xyz 10× 13 9.80 0.94 0.71 0.71
setb4c9 15× 11 3.28 0.00 0.00 0.00
setb4cc 15× 12 4.08 0.22 0.00 0.00
setb4x 15× 11 2.05 0.00 0.00 0.00
setb4xx 15× 12 2.05 0.54 0.00 0.00
setb4xxx 15× 13 2.05 0.54 0.00 0.00
setb4xy 15× 12 3.74 0.66 0.00 0.00
setb4xyz 15× 13 4.54 0.55 0.00 0.55
seti5c12 15× 16 4.79 0.60 0.34 0.34
seti5cc 15× 17 7.92 0.00 0.00 0.00
seti5x 15× 16 2.34 0.08 0.08 0.08
seti5xx 15× 17 2.42 1.09 0.00 0.00
seti5xxx 15× 18 2.42 1.09 0.00 0.00
seti5xy 15× 17 7.92 0.00 0.00 0.00
seti5xyz 15× 18 8.98 0.27 0.18 0.18

Average 3.71 0.49 0.10 0.15

4 Summary

In the work there is presented a new method of algorithms construction deter-
mining the allocation of operations to machines for flexible job shop problem.
As optimized criterion there was the time of completion of all tasks adopted, i.e.
Cmax. Computational experiments were performed on well-known in the litera-
ture examples. Determined by the algorithm 2-opt solutions are only slightly
worse (an average less than 1 %) than the best currently known values.
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Abstract. This paper describes implementation of the Generalized Pre-
dictive Control (GPC) algorithm on an STM32 microcontroller with the
ARM Cortex M7 core. The algorithm is implemented in its analytical
(explicit) version which requires computationally simple matrix and vec-
tor operations in real time, no on-line optimisation is necessary. As a
result, the algorithm may be used for controlling very fast dynamic pro-
cesses characterised by sampling periods of millisecond order. Results of
real experiments are demonstrated for two example processes.

Key words: Generalized Predictive Control, Model Predictive Control,
microcontroller, software implementation.

1 Introduction

In Model Predictive Control (MPC) algorithms [1, 12] the control policy is re-
peatedly calculated on-line from an optimisation problem in which some future
differences between the set-point and the predicted process trajectory are min-
imised. As a result, unlike the classical Proportional-Integral-Derivative (PID)
controller, the MPC algorithms are able to control effectively dynamic processes
with many manipulated and controlled variables as well as with difficult dynamic
properties, e.g. with delays. Furthermore, in MPC it is possible to take into ac-
count constraints imposed on process variables which result from physical limits
of actuators or some technological requirements.

The MPC algorithms have been used in practice for some 40 years, mainly
in large-scale industrial applications (e.g. in chemical engineering, food process-
ing, paper industry [10]). Typically, sampling periods in such applications is
of the order of seconds or minutes, which means that for implementation the
classical industrial hardware and software platforms are used: Distributed Con-
trol Systems (DCS) and Programmable Logic Controllers (PLC). In addition to
the aforementioned applications, currently the MPC algorithms become more
and more popular in embedded applications. A characteristic feature of such
applications is the fact that samplings periods are very short, usually of millisec-
ond order. Applications of MPC in fast embedded systems are possible due to
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huge progress in microelectronics (the currently available microcontrollers are
very fast, computationally efficient and cheap). It is an interesting phenomenon
that MPC algorithms implemented on microcontrollers are used not only in fast
embedded system [7, 9, 11], for which they have been developed in mind, but
also in typical industrial applications [6]. Recently, a promising field of research
concerned with fast development of MPC algorithms for embedded systems is
automatic code generation for microcontrollers [2, 3, 5, 8].

Having fast applications in mind, it is necessary to develop MPC algorithms
in which the time necessary to calculate on-line the value(s) of the manipulated
variable(s) is as short as possible. The calculation time may be reduced when
the MPC algorithm is implemented in its analytical (explicit) version. In such an
approach all the existing constraints are removed from the on-line optimisation
problem. Provided that the considered process is characterised by a linear dy-
namic model, the optimal control policy may be calculated analytically, without
the necessity of on-line optimisation.

This work describes practical implementation of the analytical version of the
Generalized Predictive Control (GPC) MPC algorithm [4]. An STM32 micro-
controller with the ARM Cortex M7 core running at 216 MHz is used as the
hardware platform. The algorithm is applied to two example processes. The
influence of the prediction horizon on on-line calculation time is assessed.

2 Generalized Predictive Control Algorithm

2.1 The objective of GPC

This work is concerned with multivariable processes with nu inputs (manipu-
lated variables) u1, . . . , unu

and ny outputs (controlled variables) y1, . . . , yny
. In

presentation the vectors u = [u1 . . . unu ]
T and y =

[
y1 . . . yny

]T are used.
The objective of MPC [1, 12] is to calculate on-line in real-time not only

the values of the manipulated variables for the current sampling instant k, k =
0, 1, 2, . . ., as it is done in the classical control algorithms, e.g in the case of the
PID, but a future control policy for a control horizon, Nu. Usually, the future
increments of the manipulated variables are successively found

�u(k) =

⎡
⎢⎣ �u(k|k)

...
�u(k +Nu − 1|k)

⎤
⎥⎦ (1)

The increments are defined as �u(k|k) = u(k|k) − u(k − 1), �u(k + p|k) =
u(k+p|k)−u(k+p−1|k) for p = 1, . . . , Nu−1. It is assumed that �u(k+p|k) = 0
for p ≥ Nu. The future increments of the manipulated variables defined by Eq.
(1) are calculated as a result of optimisation of the predicted control errors
i.e. the deviations between the predicted values of the process output variables,
ŷ(k + p|k), and their set-points, ysp(k + p|k). Predicted process behaviour is
considered over a prediction horizon, N , i.e. for p = 1, . . . , N . Additionally,
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unwanted excessive increments of the manipulated variables are penalised during
calculations. Hence, the minimised MPC cost-function is usually

J(k) =

N∑
p=1

∥∥∥ysp(k + p|k)− ŷ(k + p|k)
∥∥∥2
Mp

+

Nu−1∑
p=0

∥∥∥�u(k + p|k)
∥∥∥2
Λp

(2)

where Mp ≥ 0 and Λp > 0 are tuning matrices of dimensionality ny × ny and
nu × nu, respectively. Although the whole optimal future control policy (1) over
the control horizon is calculated at the sampling instant k, only its first nu

elements are actually applied to the process, i.e. u(k) = �u(k|k) + u(k − 1).
At the next sampling instant, k + 1, output measurements are updated, the
prediction is shifted one step forward and the whole procedure is repeated.

2.2 Modelling and Prediction

In the discussed GPC algorithm the following ARX-style (AutoRegressive with
eXogenous input) model is used

A(q−1)y(k) = B(q−1)u(k) (3)

where the entries of the matrices

A(q−1) =

⎡
⎢⎣A1,1(q

−1) . . . 0
...

. . .
...

0 . . . Any,ny
(q−1)

⎤
⎥⎦ (4)

and

B(q−1) =

⎡
⎢⎣ B1,1(q

−1) . . . B1,nu
(q−1)

...
. . .

...
Bny,1(q

−1) . . . Bny,nu
(q−1)

⎤
⎥⎦ (5)

are the following polynomials in the backward shift operator q−1

Am,m(q−1) = 1 + am1 q−1 + . . .+ amnA
q−nA (6)

for m = 1, . . . , ny and

Bm,n(q
−1) = bm,n

1 q−1 + . . .+ bm,n
nB

q−nB (7)

for m = 1, . . . , ny, n = 1, . . . , nu. The order of model dynamics is defined by
the integer numbers nA and nB, model parameters are denoted by real number
coefficients ami and bm,n

i . From Eqs. (3), (4), (5), (6) and (7), the consecutive
outputs of the model are

y1(k) =

nu∑
n=1

nB∑
i=1

b1,ni un(k − i)−
nA∑
i=1

a1i y1(k − i)

...

yny(k) =

nu∑
n=1

nB∑
i=1

b
ny,n
i un(k − i)−

nA∑
i=1

a
ny

i yny(k − i) (8)
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The predictions ŷ(k+ p|k) of the output variable(s) over the prediction hori-
zon, i.e. for p = 1, . . . , N , are calculated from the dynamic model of the process
defined by Eqs. (8). In this work the GPC algorithm with the so called Dynamic
Matrix Control (DMC) disturbance model is used, which makes it possible to
eliminate the necessity of solving Diophantine equations [12]. The predicted value
of the mth process output variable for the future sampling instant k+p calculated
at the current instant k is caculated from the general prediction equation

ŷm(k + p|k) = ym(k + p|k) + dm(k) (9)

where the quantity ym(k+p|k) is the model output whereas d(k) is an estimation
of the unmeasured disturbance acting on the process output. It is assumed that
disturbance is constant over the whole prediction horizon and its value is esti-
mated as the difference between the real value of the process output measured
at the sampling instant k and its value calculated from the model (8). It may be
proved that the output predictions may be compactly expressed as [12]

ŷ(k) = G(k)�u(k)︸ ︷︷ ︸
future

+y0(k)︸ ︷︷ ︸
past

(10)

where the vectors

ŷ(k) =

⎡
⎢⎣ ŷ(k + 1|k)

...
ŷ(k +N |k)

⎤
⎥⎦ , y0(k) =

⎡
⎢⎣ y0(k + 1|k)

...
y0(k +N |k)

⎤
⎥⎦ (11)

are of length nyN and the matrix

G =

⎡
⎢⎢⎢⎣
S1 0ny×nu

. . . 0ny×nu

S2 S1 . . . 0ny×nu

...
...

. . .
...

SN SN−1 . . . SN−Nu+1

⎤
⎥⎥⎥⎦ (12)

is of dimensionality nyN × nuNu. The sub-matrices

Sp =

⎡
⎢⎣

s1,1p . . . s1,nu
p

...
. . .

...
s
ny,1
p . . . s

ny,nu
p

⎤
⎥⎦ (13)

consist of step-response coefficients of the ARX-type model (8). The so called
free-response vector y0(k) defines influence of the past values of the process
variables on the future output predictions.

2.3 On-Line Optimisation of Control Policy

Using the GPC prediction equation (10), the MPC cost function (2) can be
expressed in a compact form

J(k) = ‖ysp(k)− ŷ(k)‖2M + ‖�u(k)‖2Λ
=
∥∥ysp(k)−G(k)�u(k)− y0(k)

∥∥2
M

+ ‖�u(k)‖2Λ (14)
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where the set-point and free trajectories

ysp(k) =

⎡
⎢⎣ ysp(k + 1|k)

...
ysp(k +N |k)

⎤
⎥⎦ , y0(k) =

⎡
⎢⎣ y0(k + 1|k)

...
y0(k +N |k)

⎤
⎥⎦ (15)

are vectors of length nyN and the weighting matrices M = diag(M1, . . . ,MN )
and Λ = diag(Λ0, . . . ,ΛNu

) are of dimensionality nyN×nyN and nuNu×nuNu,
respectively. In practice the set-point trajectory is constant over the prediction
horizon, i.e. ysp(k + p|k) = ysp(k).

In order to calculate the optimal values of the decision variables, i.e. the
values of the increments of the manipulated variables �u(k), it is sufficient to
equate the vector of gradients of the minimised cost-function (14) to a zero-vector
of length nuNu. The optimal future control moves are

�u(k) = K(ysp(k)− y0(k)) (16)

where
K = (GTMG+Λ)−1GTM (17)

is a matrix of dimensionality nuNu × nyN . Bearing in mind that at the current
sampling instant k only the first nu elements of the vector �u(k) are actually
applied to the process, they are only calculated from

�u(k|k) = Knu
(ysp(k)− y0(k)) (18)

where the matrix Knu
contains the first nu rows of the matrix K.

Because in practice it is usually necessary to impose some constraints on the
magnitude and the rate of change of the calculated manipulated variables, the
obtained optimal increments (18) may be projected onto the admissible set of
constraints [12].

3 Implementation of GPC Algorithm Using
Microcontrollers

Fig. 1 shows general connections between the controlled process and the mi-
crocontroller on which the GPC algorithm is implemented. Because the process
variables are analog-type, measurements of the process output variables are con-
verted into their discrete representations using Analog to Digital Converters
(ADC). Similarly, in order to generate analog-type values of the manipulated
variables which are calculated by the microcontroller, Digital to Analog Con-
verters (DAC) are used. The PC computer is connected to the microcontroller
using the serial Universal Asynchronous Receiver and Transmitter (UART) com-
munication protocol. The PC computer is only used for data acquisition, i.e. to
record the data. The analytical GPC algorithm is implemented in C program-
ming language.
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Fig. 1. Connections between the controlled process and the microcontroller with imple-
mentation of the GPC algorithm; DAC – Digital to Analog Converter, ACD – Analog
to Digital Converter

4 Results of Experiments

The STM32F746 microcontroller (produced by STMicroelectronics) with the
Cortex M7 core running at 216 MHz is used. Unlike many microcontrollers cur-
rently available on the market, the considered one co-operates with the Floating
Point Unit (FPU), which is necessary for implementation of advanced computa-
tional algorithms. In order to minimise cost and speed up the prototyping process
of the designed GPC algorithm, the development board STM32F746G-DISCO is
used. The system offers a rich set of peripherals, including: 64 Mb SDRAM, 128
Mb Flash QSPI, Serial ports (UART, I2C), Ethernet connection and on-board
programmer-debugger ST-Link/V2-1. It is also equipped with a 4.3” LCD touch
panel, which may be used for communication with the user. A few 12-bit ADC
converters are available and used in this project, but on-board DAC converters
may be not freely used (they are reserved for other resources) and external ones
are used. Fig. 2 shows the development board running the GPC algorithm. As
far as the controlled process is concerned, in this work it is emulated on the
second development board of the same type. For emulation purposes the input
signals are connected by ADC converters and the output signals are converted
by DAC ones.

In the first experiment carried out it is assumed that the process has one
manipulated and one controlled variable, i.e. nu = ny = 1. The simulated process
and its model are discrete-time representations of the continuous-time dynamic
system

Y (s) =
1

0.1s2 + 0.7s+ 1
U(s) (19)

The sampling period of the GPC algorithm is 50 ms whereas the process is
emulated with the sampling period 5 ms. The tuning coefficients in the minimised
cost-function (2) are Mp = 1 for p = 1, . . . , N and Λp = 1 for p = 0, . . . , Nu−1.
The obtained trajectories for N = 10 and Nu = 2 are depicted in Fig. 3 for a
few changes of the set-point.
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Fig. 2. The development board STM32F746G-DISCO running the GPC algorithm

In the second experiment carried out it is assumed that the process has two
manipulated and two controlled variables, i.e. nu = ny = 2. The simulated
process and its model are discrete-time representations of the continuous-time
dynamic system

[
Y1(s)

Y2(s)

]
=

⎡
⎢⎣

1

0.7s+ 1

5

0.3s+ 1
1

0.5s+ 1

2

0.4s+ 1

⎤
⎥⎦
[
U1(s)

U2(s)

]
(20)

The sampling period of the GPC algorithm is 50 ms whereas the process is emu-
lated with the sampling period 3 ms. The tuning matrices in the minimised cost-
function (2) are Mp =

[
1 0
0 1

]
for p = 1, . . . , N and Λp =

[
1 0
0 1

]
p = 0, . . . , Nu− 1.

The obtained trajectories for N = 10 and Nu = 2 are depicted in Fig. 4 for a
few changes of the set-points.

In the case of both processes the GPC algorithm works correctly, all the
changes in the set-point trajectory are followed effectively, new set-points are
achieved fast and with no steady-state errors. It is interesting to study the time
necessary for calculation the current value(s) of the manipulated variable(s)
in one sampling instant, denoted by tcalc. Table 1 shows the calculation time
as a function of the prediction horizon for selected horizons’ lengths whereas
Fig. 5 depicts the dependence of the calculation time for all tested horizons
N = 5, 6, . . . , 15. Considering the obtained results one may easily conclude that
implementation of the analytical version of the GPC algorithm is very compu-
tationally efficient. Firstly, because for calculation an analytical formula (Eq.
(18)) is used, the calculation time depends only on the prediction horizon (and
the number of process input and output variables), whereas it is independent of
the control horizon. Secondly, for a chosen length of the prediction horizon the
calculation time is the same for all sampling instants. It is necessary to point
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Fig. 3. Experiment no. 1: the manipulated variable (u) and the controlled variable (y)
vs. the set-point (ysp) for N = 10, Nu = 2

Table 1. Calculation time tcalc for example prediction horizons (N)

tcalc [μs]

N Experiment no. 1 (nu = ny = 1) Experiment no. 2 (nu = ny = 2)
5 120 316

10 161 472
15 201 628

out that the time necessary for calculations is very short. For example, when
N = 10, in experiment no. 1 (nu = ny = 1) tcalc = 161 μs and in experiment no.
2 (nu = ny = 2) tcalc = 472 μs. One may easily find the linear relation between
the prediction horizon and the calculation time. For the process with one input
and one output (experiment no. 1)

tcalc = 79.45 + 8.11N

and for the process with two inputs and two outputs (experiment no. 2)

tcalc = 160.73 + 31.13N

It is important to notice that for all considered lengths of the prediction hori-
zon (5 ≤ N ≤ 15) the calculation time (120-628 μs) is much shorter than the
sampling time (50 ms).
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5 Conclusions

This works presents preliminary results of practical implementation of the GPC
algorithm on an STM32 microcontroller with the ARM Cortex M7 core with the
floating point unit. The GPC algorithm is implemented in its analytical (explicit)
version which requires computationally simple matrix and vector operations in
real time, no on-line optimisation is necessary. Thanks to that, the time necessary
to calculate the current value(s) of the manipulated variable(s) is very short
and it depends only on the prediction horizon as well as the number of process
inputs and outputs. Because of that, the analytical GPC algorithm implemented
on the microcontroller may be used for controlling very fast dynamic processes
characterised by sampling periods of millisecond order.
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Abstract. A new modeling technique leading to a simple and reliable dynamic 
model of multi-source friction is used together with adaptive control algorithm. 
The model is applied in the electric linear drive system. We give detailed infor-
mation about preparing the proposed model and the control algorithm. We also 
investigate effects of the fuzzy model’s complexity on the system performance. 
The presented experiments prove the usefulness of the proposed approach. 

Keywords: friction model, fuzzy modeling, servo control, adaptive control. 

1  Introduction 

Precise servo drives are among the most important components stimulating the devel-
opment of modern industry, manufacturing, robotics and many other fields. Although 
the modern motors offer fast and backlash-free thrust force generation, precise encoders 
provide measurement accuracy to up to single m, the control algorithm is the most 
important factor affecting the obtained positioning or tracking quality. It is well recog-
nized that the main factors depressing the servo system performance are the variations 
of parameters (the load mass for example) and the presence of nonlinear and also vari-
able friction. Therefore the adaptive control technique is one of the most promising 
approaches to obtain high-quality servos, especially useful for micro-motion devices.  

Any adaptive control algorithm is based on the selected friction model. Among sev-
eral possible dynamic friction models, which are able to capture such phenomena as 
hysteresis, Dahl effect, ‘frictional memory’, noninvertible friction characteristics, the 
most popular one is evidently the LuGre model [1]. The idea and the properties of this 
model are well described [2] and numerous applications are reported: from automotive 
applications, ABS system control, through robotics to pneumatic and electric servo con-
trol.  

The presence of several sources of friction is a typical situation in a servo control 
problem. Usually, friction is caused by a load machine, several bearings, a motor, etc. 
Of course, it is possible to use several different models of friction – one for each rec-
ognized source, but this will increase the number of parameters drastically and will 
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make the whole model too complicated. As all friction forces accumulate, working 
against the motion, it will be impossible to distinguish among the models and to identify 
all parameters. Therefore in this paper, the simplified, LuGre-type model with one in-
ternal state variable and an arbitrary steady-state friction curve [3] is considered.   

Even though the adaptive control is able to cope with unknown model parameters, 
the initial, approximate identification is still necessary, to improve the controller or at 
least to propose initial conditions for the adaptation. Identification of LuGre model is 
difficult because its parameters appear nonlinearly in a steady-state characteristic and 
because the model contains virtual, interior state variable which is, of course, not meas-
urable [4]. Friction modeling and parametric identification become even more complex 
if the drive system has to compensate several friction forces from several sources. 

In the presented paper, the adaptive control algorithm developed in [5] on the basis 
of a single LuGre model is considered. It is demonstrated that the same controller may 
be applied also to the multi-source friction problem. As this algorithm requires the ap-
proximate value of a certain velocity-dependent coefficient in the internal state variable 
dynamics, a smart procedure to obtain a fuzzy model of this coefficient is proposed. 
The obtained fuzzy model is incorporated into the adaptive controller structure and it is 
verified that the whole system works properly. More ever, the robustness against the 
modeling error is checked and it is confirmed that due to the extremely modeling-
friendly structure of the selected approach very simple fuzzy models with a few rules 
may by applied.  

2  Fuzzy Model of Multi-Source Friction  

If several (say ) sources of friction affect the system, the complex description of fric-
tion may be given as 

 ,  (1) 

  ,  (2) 

where  are the internal friction states,  are viscous friction coefficients,  - Cou-
lomb friction parameters, Stribeck effect is parameterized by  and , the parameter 

represents stiffness of the bristles,  is the micro damping. The function  

influences the shape of the steady state characteristics, for example  
[6]. The steady-state friction is  

 ,  (3) 

where  stands for a constant, steady-state velocity and  for a corresponding fric-
tion force.  

It follows from the analysis of (3) that it is possible to identify the resulting viscous 
friction coefficient  from the steady-state data, collected for sufficiently 
big velocities as 
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 ,  (4) 

although it is impossible to distinguish among particular coefficients . Changing pa-
rameters  results in various shapes of the characteristics , but sev-
eral values of parameters may lead to the same curve , so identification of all 
parameters by any curve fitting method is impossible.  

These observations motivate to propose a simplified model with one internal state 
variable, but arbitrary steady-state characteristics: 

 , (5) 

 , (6) 

 . (7) 

The model (5-7) preserves the viscous friction coefficient and the steady-state fric-
tion curve (3), but the coefficient  (overall stiffness of bristles) and  (total micro-
dumping) must be optimized to reconstruct complicated dynamics described by eq. 
(1,2). Moreover, the model (5-7) possess the same structure as the single source friction 
model (1,2) and therefore the controller presented in section 3 may be applied. 

The velocity-dependent coefficient (6) may be calculated from the approximated 
steady-state friction curve, as it was proposed in [5], but this curve is discontinuous for 
the zero velocity, it is not monotonic, and therefore the modelling errors may be serious.   

The coefficient,  is monotonic, smooth and , and therefore we 
propose to obtain and implement the fuzzy model of  itself. The details of the mod-
eling are described in [3,4]. 

velocity/friction force pairs are used to 
obtain  pairs, according to  

 .  (8) 

(8) fuzzy inference system with m membership functions  
and linear consequents, so the rules are: 

 IF v IS  THEN .  (9) 

The initial structure of the Takagi-Sugeno-Kang fuzzy model may be defined by a 
human expert (by inspection of the shape of the collected data) or automatically, for 
example as it was described in [7]. Next the fuzzy model is tuned by any standard train-
ing algorithm. Because of the regular shape of (8) the results are not sensitive to the 
selected training technique. In the presented examples fuzzy models with uniformly 
distributed “generalized bell” membership functions were tuned using ANFIS [8] and 
none difficulties were observed. 

The output of the fuzzy model (9) is given by 

 , (10) 
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where  

 ,  (11) 

 , (12) 

so it is linear in parameters , and this feature facilities the 
model training and enables cooperation with an adaptive control.   

The fuzzy rule describing the model for “big” velocity may be simplified, as it is 
known that  

   (13) 

The model of  is finally implemented as  

 .  (14) 

The proposed approach may be applied without any modifications in case of non-
symmetric steady-state friction (hence non-symmetric ), but of course the assumed 
symmetry for positive and negative  simplifies the model and reduces the number of 
rules. 

3  Adaptive motion control 

We consider linear motion servo system described by: 

 ,vx  (15) 

 Fe FFvm , (16) 

where: x is the motor position, v – the velocity, m – the forcer mass (with sensors, cables 
and cart), Fe – the thrust force (control input), FF – the friction force. 

Plugging in the friction force from the LuGre model (5,7) we get the complete plant 
described by the equations (5, 15) and  

 BvzvhzFvm e 1010 )( ,  (17) 

or if we define the coefficients  

  (18) 

we get  

 .)( 210 vzvhzFvm e  (19) 

All parameters m, 0, 1, 2 are constant but unknown. They linearly parameterize 
right side of (19).  
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The control objective is to track smooth position trajectory  xd. The tracking error 
and its dynamic is given by 

 ,dx xxe  (20) 

 .ddx xvxxe  (21) 

The adaptive control solving the problem formulated above was derived in [5]. The 
controller consists of: 

 the desired velocity and the velocity error 

 xdd ekxv 1  ,       dv vve  (22) 

with the positive design parameter , 

 the dual observer of the internal state variable 

 ,ˆ)(ˆ 1101 vezvhvz  (23) 

 )(ˆ)(ˆ 2202 vhezvhvz v   (24) 

with positive design parameters , 

 adaptive laws:  

 ,ˆ dvvem
dt
d  (25) 

 
,ˆˆ 100 ze

dt
d

v  (26) 

 
,ˆ)(ˆ 211 zvhe

dt
d

v  (27) 

 ve
dt
d

v22ˆ  (28) 

with positive design parameters , 

 the control law: 

 ,ˆˆˆ)(ˆˆˆ 221102 dxve vmvzvhzeekF  (29) 

with the positive design parameter  
It is proven in [5] that the above controller assures that the tracking errors ex, ev con-
verge to zero.  

Although the presented controller is able to work properly without any knowledge 
of parameters  it still requires more or less accurate estimates of the velocity 
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dependent coefficient  and  to construct the internal state observers (23,24). The 
effective way of obtaining accurate estimates of these parameters will be illustrated by 
the examples presented in the following sections and is based on the fuzzy modelling 
of the coefficient  as it was described in section 2.   

4  Numerical Experiments 

The concerned model (15,16) describes a linear servo system with a tubular permanent 
magnet motor. The moving mass is m=7.04 kg. The total friction is generated from s=2 
sources according to (1,2) with parameters presented in table 1. 

Table 1. Parameters of two friction sources 

i fci [N] fsi [N] vsi [mm/s] Bi [Nm/s] 0i [N/m] 1i [Ns/m] 
1 10 25 2 10 70000 300 
2 10 20 20 20 30000 300 

 
The data necessary to model the coefficient  according to the approach presented 
in section 2 were collected during several runs with the constant velocity. Grater veloc-
ities were used to identify the total viscous friction coefficient according to (4). The 
data prepared according to the formula (8) were used for the fuzzy model training. Alt-
hough the data were corrupted by a noise and outliers, the influence of the number of 
rules and membership functions on the modelling accuracy is moderate – satisfactory 
results are obtained with a small number of rules, due to the modelling-friendly shape 
of . The training data and resulting plot of 5-rule fuzzy model of h(v) is presented 
in Fig. 1.  

The controller presented in section 3 requires also the approximate value of the pa-
rameter , which represents stiffness of the bristles. When a slowly varying and a week 
force  is applied, the so called ‘stick’ motion with 0v , 0v , xz  is ob-
served. The system works as a spring and  

 .01010 xBvvxBvzzFF Fe  (30) 

Therefore the stiffness 0 can be calculated as the proportional coefficient in (x, Fe) data 
after a linear approximation 

 .0 x
Fe   (31) 

During the conducted experiment the sinusoidal thrust force with the amplitude 40N 
frequency 0.1rad/s was generated. The obtained coefficient was  55000N/m 
(Fig.2). 
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Fig. 1. Coefficient  for multisource friction, its fuzzy model and modeling error  

  

 
Fig. 2. Static position versus force and the linear approximation (dashed line) 
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Fig. 3. Tracking errors ex, ev, control Fe and observers’ output z1 and z2 

 
Fig. 4. Time history of adapted parameters 
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The control system was supposed to track the desired trajectory  
. The controller parameters were: k1=3, k2=3, 1=30, 2=1, 

0=1011, 1=1016, 2=105, =104. Great values of i  result from very small signals in the 
adaptive laws (ev, h(v),  are about 10-4, 10-3) and great values of the estimated pa-
rameters  (  104, 107). In Fig.3, the time history of tracking errors ex, ev, control Fe and 
observer states z1 and z2 are presented. In Fig.4, the time history of adapted parameters 
is demonstrated. The influence of the fuzzy model accuracy is presented in Fig. 5. The 
quasi-steady-state tracking errors, plotted for the fuzzy model with 2, 5, 10 rules, con-
firm robustness against the simplicity of the model. Two rules are sufficient to get the 
average modelling error <1% (Fig.1). Increasing the number of rules to 10 will decrease 
the average modelling error twice, but the derivative of the modelling error will be 
bigger. The maximal position tracking error is almost the same as for any number of 
rules from 2 till 10 (Fig.5), and the tracking error variance even increases with the num-
ber of rules. Therefore it is not recommended to increase the number of rules unneces-
sarily. Of course the number of the modelling data and the data quality (outliers, noise 
etc.) will also influence the optimal number of rules, but the general principle “use the 
simplest possible model” is fully applicable to the discussed problem, due to a very 
“modelling-friendly” shape of the coefficient  and to the efficiency of the proposed 
adaptive control.   
 

 
Fig. 5. Position tracking error in quasi-steady state for different complexity of models 

5  Conclusion 

In the paper, the adaptive control algorithm developed on the simple fuzzy model of 
friction was considered. The proposed fuzzy model was used for multi-source friction 
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measurements recorded during the steady-state drive operation, that are the most pre-
cise and reliable type of data. We have successfully demonstrated the usefulness of 
adaptive control utilizing obtained smooth model to control position of a linear perma-
nent magnet motor, operating in millimetric motion. The robustness against the model-
ing error was checked. Numerical results confirmed that due to the extremely modeling-
friendly structure of the selected approach very simple fuzzy models with a few rules 
may by applied. 
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standard and fractional discrete-time and continuous-

time linear systems 
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Abstract: The relationships between the reachability of positive standard and 
fractional discrete-time and continuous-time linear systems are addressed. It is 
shown that: 1) The fractional positive discrete-time and linear systems are 
reachable in one step if and only if the corresponding positive standard system 
is reachable in one step; 2) If the positive standard discrete-time linear system 
with single input is unreachable, then the corresponding fractional positive 
system is also unreachable; 3) The fractional positive continuous-time linear 
system is reachable if and only if the corresponding continuous-time positive 
standard system is reachable. 

Keywords. Key words: fractional, standard, positive, linear, discrete-time, 
continuous-time, system, reachability. 

1 Introduction 

The notion of controllability and observability of linear systems have been 
introduced by Kalman [1, 2]. Those notions are the basic concepts of the 
modern control theory [3-10]. They have been extended to positive and 
fractional linear and nonlinear systems [11-19]. The mathematical 
fundamentals of fractional calculus are given in the monographs [20-22]. The 
positive fractional linear systems have been introduced in [16, 19]. 

  In the paper [23] it has been shown that the fractional discrete-time 
and continuous-time linear systems are controllable if and only if the standard 
discrete-time and continuous-time systems are controllable. Similar problems 
for the observability have been analyzed in [18]. 
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 In this paper the relationships between the reachability of the positive 
standard and fractional discrete-time and continuous-time linear systems will 
be analyzed. 

 The paper is organized as follows. In subsection 2.1 the basic 
definitions and theorems concerning standard and fractional discrete-time and 
continuous-time linear systems are recalled. The positivity of standard and 
fractional discrete-time and continuous-time linear systems is considered in 
subsection 2.2. The relationship between the reachability of the positive 
standard and fractional discrete-time linear systems is analyzed in section 3 
and of continuous-time linear systems in section 4. Concluding remarks are 
given in section 5. 

 The following notation will be used: mn×
ℜ  is the set of mn×  real 

matrices, mn×

+
ℜ  is the set of mn×  real matrices with nonnegative entries and 

1×

++
ℜ=ℜ

nn , 
+

Z  is the set of nonnegative integers, nM  is the set of nn×  

Metzler matrices (real matrices with nonnegative off-diagonal entries), nI  is 
the nn×  identity matrix. 

2 Preliminaries 

2.1 Reachability of linear systems 

 Consider the standard discrete-time linear system 

iii BuAxx +=
+1 , ,...}1,0{=∈

+
Zi ,                                (1) 

where n
ix ℜ∈ , m

iu ℜ∈  are the state and input vectors and nnA ×
ℜ∈ , 

mnB ×
ℜ∈ . 

Definition 1. [3, 4] The system (1) is called reachable in q steps if there exists 
an input sequence 0u , 1u , …. , 1−qu , nq ≤  which steers the state of the 

system from 00 =x  to the given final state n
fx ℜ∈ , fq xx = . 

Theorem 1. [3, 4] The system (1) is reachable in q steps if and only if 

nBAABB q
=

− ]rank[ 1                                      (2) 

Consider the standard continuous-time linear system 

)()()( tButAxtx += ,                                          (3) 
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where ntx ℜ∈)( , mtu ℜ∈)(  are the state and input vectors and nnA ×
ℜ∈ , 

mnB ×
ℜ∈ . 

Definition 2. [16] The system (3) is called reachable in the time ],0[ ft , 

0>ft , if there exists an input mtu ℜ∈)(  for ],0[ ftt ∈  which steers the state 

of the system from 0)0( =x  to the given final state fx , i.e. ff xtx =)( . 

Theorem 2. [16] The system (3) is reachable in the time ],0[ ft  if and only if 

nBAABB q
=

− ]rank[ 1  for nq ≤ .                         (4) 

Now let us consider the fractional discrete-time linear system 

iii BuAxx +=Δ
+1

α , 10 << α , 
+

∈ Zi ,                          (5) 

where 

=

−
−=Δ

i

j
ji

j
i x

j
x

0

)1(
α

α , 
=

+−−

=

= ,...2,1for
!

)1)...(1(
0for1

j
j

j
j

j
ααα

α
   (6) 

is the fractional -order difference of ix  and n
ix ℜ∈ , m

iu ℜ∈  are the state 

and input vectors and nnA ×
ℜ∈ , mnB ×

ℜ∈ . 
Substitution of (6) into (5) yields 

i

i

j
jijini BuxcxIAx +++=

+

=

+−+

1

2
11 )( α , 

+
∈Zi ,                     (7) 

where 

−=
+

j
c j

j

α1)1( , ,...3,2=j .                                       (8) 

Definition 3. [19] The system (5), (6) is called reachable in q steps if there 

exists an input sequence 0u , 1u , …. , 1−qu , nq ≤  which steers the state of the 

system from 00 =x  to the given final state n
fx ℜ∈ . 

Theorem 3. [19] The system (5), (6) is reachable in q steps if and only if 

nBBB q =ΦΦ
−

]rank[ 11 , nq ≤ ,                            (9) 

where 
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. ,...3,2  ,)1(

,  ,)(

1

0

1

2
11

=−=

=ΦΦ++Φ=Φ

+

+

=

+−+

k
k

c

IcIA

k
k

n

j

k
kjknjj

α

α

                       (10) 

Consider the fractional continuous-time linear system 

)()(
)(

tButAx
dt

txd
+=

α

α

, 10 << α ,                                     (11) 

−−Γ
=

t

d
t

x

dt

txd

0
)(

)(

)1(

1)(
τ

τ

τ

α
αα

α

, 
τ

τ
τ

d

dx
x

)(
)( =                         (12) 

is the Caputo fractional derivative of order  of )(tx , )(xΓ  is the Euler 

gamma function, ntx ℜ∈)( , mtu ℜ∈)(  are the state and input vectors and 
nnA ×

ℜ∈ , mnB ×
ℜ∈ . 

Definition 4. [19] The system (11), (12) is called reachable in the time ],0[ ft , 

0>ft , if there exists an input mtu ℜ∈)(  for ],0[ ftt ∈  which steers the state 

of the system from 0)0( =x  to the given final state fx , i.e. ff xtx =)( . 

Theorem 4. [19] The system (11), (12) is reachable in the time ],0[ ft  if and 

only if the reachability matrix 

τττ dBBtR T

t

T
f

f

)()()(
0

ΦΦ= , 
∞

=

−+

+Γ
=Φ

0

1)1(

])1[(
)(

k

kk

k

A

α

τ
τ

α

              (13) 

is nonsingular (positive define), T denotes the transpose. 
The input )(tu  which steers the state of the system from 0)0( =x  to 

n
ff txx ℜ∈= )(  is given by 

fff
TT xtRtBu )()()( 1−

−Φ= ττ , ],0[ ft∈τ .                        (14) 

2.2. Positivity of linear systems 

Definition 5. [11, 14] The discrete-time linear system (1) is called (internally) 

positive if n
ix

+
ℜ∈ , 

+
∈Zi  for any initial condition nx

+
ℜ∈0  and all m

iu
+

ℜ∈ , 

+
∈Zi . 
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Theorem 5. [11, 14] The discrete-time linear system (1) is positive if and 
only if 

nnA ×

+
ℜ∈ , mnB ×

+
ℜ∈ .                                           (15) 

Definition 6. [11, 14] The continuous-time linear system (3) is called 

(internally) positive if ntx
+

ℜ∈)( , 0≥t  for any initial condition nx
+

ℜ∈)0(  

and all mtu
+

ℜ∈)( , 0≥t . 
Theorem 6. [11, 14] The continuous-time linear system (3) is positive if and 
only if 

nMA∈ , 
mnB ×

+
ℜ∈ .                                             (16) 

Definition 7. [19] The fractional discrete-time linear system (5), (6) is called 

(internally) positive if n
ix

+
ℜ∈ , 

+
∈Zi  for any initial condition nx

+
ℜ∈0  and 

all inputs m
iu

+
ℜ∈ , 

+
∈Zi . 

Theorem 7. [19] The fractional discrete-time linear system (5), (6) is positive 
if and only if 

nn
nIAA ×

+
ℜ∈+= ][ αα , mnB ×

+
ℜ∈ .                              (17) 

Definition 8. [19] The fractional continuous-time linear system (11), (12) is 

called (internally) positive if ntx
+

ℜ∈)( , 0≥t  for any initial condition 
nx
+

ℜ∈)0(  and all inputs mtu
+

ℜ∈)( , 0≥t . 
Theorem 8. [19] The fractional continuous-time linear system (11), (12) is 
positive if and only if 

nMA∈ , mnB ×

+
ℜ∈ .                                (18) 

3 Reachability of standard and fractional positive discrete-time 
linear systems 

Definition 9. [14, 16, 19] The standard positive system (1) is called reachable 

in q steps if there exists an input sequence m
iu

+
ℜ∈ , 1,...,1,0 −= qi  which 

steers the state of the system from 00 =x  to the given final state n
fx

+
ℜ∈ , 

fq xx = . 

Theorem 9. [14, 16, 19] The standard positive system (1) is reachable in q 
steps if and only if the reachability matrix 

][ 1BAABBR q
q

−
=                                       (19) 
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contains n linearly independent monomial columns, i.e. columns which have 
only one positive entry and the remaining entries are zero. 
Theorem 10. [19] The standard positive system (1) is reachable in q steps 
only if the matrix 

][ AB         (20) 

contains n linearly independent monomial columns. 
Definition 10. [19] The fractional positive system (5), (6) is called reachable 

in q steps if there exists an input sequence m
iu

+
ℜ∈ , 1,...,1,0 −= qi  which 

steers the state of the system from 00 =x  to the given final state n
fx

+
ℜ∈ , 

fq xx = . 

Theorem 11. [19] The fractional positive system (5), (6) is reachable in q 
steps if and only if the reachability matrix 

][ 11 BBBR qq −
ΦΦ=                                    (21) 

contains n linearly independent monomial columns. 
Theorem 12. [19] The fractional positive system (5), (6) is reachable in q 
steps only if the matrix 

][ αnIAB +                       (22) 

contains n linearly independent monomial columns. 
Example 1. Consider the standard discrete-time linear system (1) with the 
matrices 

==
0

1
,

11

20
BA                                           (23) 

and the fractional discrete-time linear system (5), (6) for 5.0=α  and with the 
same matrices (23). 
Both systems are positive since the matrices (23) have nonnegative entries 
and 

22

5.11

25.0
5.0

10

01

11

20
×

+
ℜ∈=+=+= αα nIAA .             (24) 

The positive standard system (23) is reachable in 2=q  steps since the matrix 
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=
10

01
][ ABB                                            (25) 

contains two linearly independent monomial columns, i.e. it is a monomial 
matrix. 
The positive fractional system with (23) is not reachable in 2=q  steps since 

the matrix 

=
10

5.01
][ BAB α                                          (26) 

has only one monomial column. 
From comparison of Theorems 8 – 12 it follows that in general case for 1>q  

the conditions for reachability of standard and fractional positive systems are 
different. In particular case for 1=q  the reachability depends only on the 

matrix B and it is independent of the matrices A and αα nIAA += . If the 

matrix B contains n linearly independent monomial columns then the both 
systems are reachable in one step ( 1=q ). Therefore, we have the following 

theorem. 
Theorem 13. The fractional positive system (5), (6) is reachable in one step 
( 1=q ) if and only if the standard positive system (1) is reachable in one step. 

Example 2. Consider the standard and fractional positive linear systems (1) 
and (5), (6) with the matrices 

=
01

00
A , =

1

0
B .                                        (27) 

The standard positive system with (27) is unreachable for any 0>q  since the 

matrix 

=
01

00
][ ABB                                  (28) 

has only one monomial column. 
The fractional positive system is also unreachable in 2=q  steps since the 

matrix 
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=
α

α 1

00
][ BAB , 10 << α                              (29) 

has only one linearly independent monomial column. 
Note that for 2=n , 1=m  and 2=q  if the standard positive system is 

unreachable then the fractional positive system is also unreachable. 
It is easy to prove the following theorem. 
Theorem 14. If the standard positive system for 2>n , 1=m  and nq =  is 

unreachable, then the corresponding fractional positive system is also 
unreachable. 
Example 3. Consider the positive standard and fractional linear systems with 
the matrices 

=

210

001

100

A , =

0

0

1

B .                                    (30) 

The standard system with (30) is reachable in 3=q  steps since the 

reachability matrix 

==

100

010

001

][ 2
3 BAABBR                             (31) 

is a monomial matrix, i.e. it has 3 linearly independent monomial columns. 
The reachability matrix of the fractional system 

number) positive  (*  ,

*00

210

01

])([][
2

32
2

213

-

BIcABABBBBR

=

+=ΦΦ=

α

α

αα

                (32) 

has only one monomial column. Therefore, the corresponding fractional 
positive system is unreachable. 
In general case for 3>n  and 1=m  we have the following theorem. 
Theorem 15. If the matrix A has the Frobenius form 
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=

−1

2

1

0

100

010

001

000

na

a

a

a

A , 0≥ka , 1,...,1,0 −= nk  and =

0

0

1

B          (33) 

then the standard positive system is reachable in n steps but the corresponding 
fractional positive system is unreachable. 
Proof. The reachability matrix of the standard system with matrices (33) 

n
n

n IBAABBR ==
− ][ 1                              (34) 

and the positive system is reachable in nq =  steps. 

It is easy to check that the reachability matrix 

][ 11 BBBR nn −
ΦΦ=                                   (35) 

of the fractional system contains only one first monomial column. Therefore, 
the fractional positive system is unreachable.  

4 Reachability of standard and fractional positive continuous-
time linear systems 

Definition 11. [14] The standard positive system (3) is called reachable in the 

time ],0[ ft , 0>ft , if there exists an input mtu
+

ℜ∈)(  for ],0[ ftt ∈  which 

steers the state of the system from 0)0( =x  to the given final state n
fx

+
ℜ∈ , 

i.e. ff xtx =)( . 

Theorem 16. [14, 17] The standard positive system (3) is reachable in the 

time ],0[ ft  if and only if the reachability matrix 

nnA

t

TA
f deBBetR

T
f

×

+
ℜ∈= ττ

ττ )()(
0

                        (36) 

is a monomial matrix. 
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The input mtu
+

ℜ∈)( , ],0[ ftt ∈  which steers the state of the system from 

0)0( =x  to the given final state n
fx

+
ℜ∈  is given by 

m
ff

tAT xtReBu f
T

+

−−
ℜ∈= )()( 1)( τ

τ , ],0[ ft∈τ .                  (37) 

Definition 12. [19] The fractional positive system (11), (12) is called 

reachable in the time ],0[ ft , 0>ft , if there exists an input mtu ℜ∈)(  for 

],0[ ftt ∈  which steers the state of the system from 0)0( =x  to the given final 

state n
fx

+
ℜ∈ , i.e. ff xtx =)( . 

Theorem 17. The fractional positive system (11), (12) is reachable in the time 

],0[ ft  if and only if the reachability matrix 

,)()()(
0

nnT

t

T
f dBBtR

f

×

+
ℜ∈ΦΦ= τττ                           (38) 

is a monomial matrix. 
The input )(tu  which steers the state of the system from 0)0( =x  to 

n
ff txx ℜ∈= )(  is given by 

m
fff

TT xtRtBu
+

−
ℜ∈−Φ= )()()( 1

ττ , ],0[ ft∈τ .                 (39) 

Proof. It is well-known [14] that nn
ftR ×

+

−
ℜ∈)(1  if and only if the matrix (38) 

is monomial. Substituting (39) into 

τττ duBttx
ft

ff )()()(
0

−Φ=                                      (40) 

we obtain 

.)()()(

)()()()(

1

0

1

0

fff
T

t

T

fff
T

t

T
ff

xxtRdBB

dxtRtBBttx

f

f

=ΦΦ=

−Φ−Φ=

−

−

τττ

τττ

                (41) 
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Therefore, the input (39) steers the state of the system from 0)0( =x  to 

ff xtx =)( .  

Theorem 18. The fractional positive continuous-time linear system (11), (12) 

is reachable in the time ],0[ ft  if and only if the standard positive continuous-

time linear system (3) is reachable in the same time ],0[ ft . 

Proof. Note that the reachability matrices (36) and (38) of the standard 
positive system (3) and of fractional positive system (11), (12) differ only by 

the transition matrices Ate  for standard system and )(tΦ  (defined by (13)) for 

fractional system. Using the well-known Cayley-Hamilton theorem or the 
Lagrange-Sylvester formula [3, 13] it is possible to write the transition 
matrices in the forms 

−

=

=

1

0

)(
n

k

k
k

At Atce                                          (42) 

and 
−

=

=Φ

1

0

)()(
n

k

k
k Atct ,                                        (43) 

where )(tck  and )(tck  for 1,...,1,0 −= nk  are nonzero linearly independent 

functions of time t [5, 24]. 
Therefore, the reachability matrix (38) is monomial if and only if the 
reachability matrix (36) is monomial. By Theorems 16 and 17 the fractional 

positive system (11), (12) is reachable in the time ],0[ ft  if and only if the 

standard positive system (3) is reachable in the time ],0[ ft .  

Example 4. Consider the standard and fractional positive systems (3) and 
(11), (12) with the same matrices 

=
00

01
A , =

01

10
B .                                    (44) 

Using Lagrange-Sylvester formula [3, 13] and (44) we obtain 

−+=+=
00

01
)1(

10

01
)()( 120

tAt eAtcItce , 1)(0 =tc , 1)(1 −=
tetc   (45) 
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and 

AtcItc
k

tA
t

k

kk

)()(
])1[(

)( 120
0

1)1(

+=
+Γ

=Φ

∞

=

−+

α

α

, 
)(

)(
1

0
α

α

Γ
=

−t
tc , 

 
∞

=

−+

+Γ
=

1

1)1(

1 ])1[(
)(

k

k

k

t
tc

α

α

.                                          (46) 

Substituting (45) and (44) into (36) we obtain 

22
2

0

2

0 0

0)1(
2

1

10

0
)()( ×

+
ℜ∈

−
===

f

tt

A

t

TA
f

t

e
d

e
deBBetR

ff
T

f

τττ

τ

ττ .   (47) 

The matrix (47) is monomial for 0>ft  and by Theorem 16 the standard 

positive system with the matrices (44) is reachable in the time ],0[ ft . 

Similarly, substituting (46) and (44) into (38) we obtain 

22

0
2
0

2
10

0
)(

)]()([
)()()( ×

+
ℜ∈

+
=ΦΦ= τ

τ

ττ
τττ d

c

cc
dBBtR

ff t

T

t

T
f .    (48) 

The matrix (48) is monomial for 0>ft  and by Theorem 17 the fractional 

positive system with the matrices (44) and 10 << α  is reachable in the time 

],0[ ft . 

5 Concluding remarks 

 Relationships between the reachability of positive standard and 
fractional discrete-time and continuous-time linear systems have been 
addressed. It has been shown that: 

1) The fractional positive discrete-time linear systems are reachable in 
one step if and only if the corresponding standard positive system is 
reachable in one step (Theorem 13). 

2) If the standard positive discrete-time linear system with single input 
( 1=m ) is unreachable then the corresponding fractional system is 
also unreachable (Theorem 14). 
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3) If the matrices A and B has the Frobenius form (3.15) then the 
standard positive system is reachable in n steps but the corresponding 
fractional positive system is unreachable (Theorem 15). 

4) The fractional positive continuous-time linear system is reachable in 

the time ],0[ ft  if and only if the corresponding continuous-time 

standard positive system is reachable in the same interval (Theorem 
18). 

The considerations have been illustrated by numerical examples of positive 
discrete-time and continuous-time linear systems. An extension of these 
considerations to standard and fractional positive time-varying linear systems 
is an open problem. 
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Remarks on descriptor fractional-order systems
with l-memory and its stability in Lyapunov

sense

Bialystok University of Technology,
Faculty of Mechanical Engineering

Wiejska 45C, 15-351 Biaystok, Poland

Abstract. Fractional order linear descriptor systems with finite memory
are studied. The formula for trajectory of such system is given. The
Lyapunov-Krasovskii approach is used to analyze the stability of the
considered systems.

Keywords: Grunwald-Letnikov-type h difference operator, l-memory,
descriptor system, stability

1 Introduction

Analysis of experiments results shows that there is a large class of systems where
behaviors of real phenomena are not properly explained by using classical calcu-
lus. It has been found that these systems not only contain non-local dynamics
involving memory but also can be described using fractional-order operators,
see [1], also [3, 11, 17, 18].

To the most popular non-integer operators, among the others, are fractional
order Riemann-Liouville derivative and fractional order Caputo derivative. The
first one can be used successfully in practical issues related to a non-zero initial
conditions, see for example [6, 11] and references therein. The most reason is
that in many cases the past values of real phenomena should be memorized, see
for example in [1, 6, 17]. In practice, the memory of the considered phenomena
has influence on the present values of the process and on its future. Initialized
fractional order Riemann-Liouville derivative is defined in the following way,
see [1, 6]

RL
t0 Dαf(t) =

1

Γ (n− α)

dn

dtn

∫ t

a

f(τ)

(t− τ)1+α−n
dτ, t > a

f(t) :=

{
φ(t), for t0 < t ≤ a;
0, for t ≤ t0.

(1)

with n − 1 < α ≤ n, n ∈ N, and f ∈ Cn−1. In (1) function φ(t) represents the
initial history of the process described by f . In practice approach an approxi-
mation or discretization of fractional order Riemann-Liouville derivative should
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be introduced and used. It is well known that the one of method among the
others, termed as short memory principle, see [17], is based on definition of the
fractional order Grünwald-Letnikov definition, see for example [12, 16, 17]. The
idea of the short memory principle is to consider the behavior of function f only
on the interval [t− L; t] where L denotes the length of the memory, i.e. to take
L in

RL
t0 Dαf(t) ≈RL

t0−L Dαf(t)

for any t > t0 + L and α > 0.

Our goal is to study, basing on [15], a descriptor linear systems of fractional
order with the initialization given by additional function ϕ that vanishes on a
time interval with finitely many points. This way a finite set of initial values
(not necessary zero), called l-memory, is obtained.

Generalizations of n-th order differences to their fractional forms are used. In
[7] there was adopted a more general fractional h-difference Riemman-Liouville
operator. On one hand h represents a sample step, on the other - when h
tends to zero, the solutions of the fractional difference equation may be seen as
approximations to the solutions of corresponding Riemann-Liouville fractional
equations. In [8] it was shown that the Grünwald-Letnikov–type fractional h-
difference operator can be expressed by the Riemann-Liouville–type fractional
h-difference operator. So, systems under our consideration with these types of
operators are studied simultaneously.

The work is motivated by results discussed in [15,20] and [19]. In Section 2 the
notation and facts concerning fractional order difference operators and idea of l-
memory are presented. Also some properties of l-memory are discussed. Section
3 presents fractional order linear systems with initialization (with l-memory).
The formula for theirs trajectory is given. In Section 4 asymptotic stability in
Lyapunov-Krasovskii sense of the considered systems is study.

2 Preliminaries

If h > 0 and t0 ∈ R then we put (hZ)t0 := {t0, t0 + h, t0 + 2h, ...}. Consider a
function x : (hN)t0 → R. The forward h-difference operator is classically defined

as (Δhx)(t) =
x(t+h)−x(t)

h .

Let Γ denotes the Euler function, i.e.

Γ (z) =

∫ ∞

0

tz−1e−tdt

where z ∈ C, Re(z) > 0, and

(
α

j

)
=

{
1 for k = 0,
α(α−1)...(α−j+1)

k! for k ∈ N .
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be the classical binomial coefficient. Then the fractional h-sum of order α, α > 0
is defined as, see [2]

(t0Δ
−α
h x)(t) =

1

Γ (α)

t
h−t0∑
k=

t0
h

(t− (k + 1)h)
(α−1)
h x(kh)h (2)

where t
(α)
h := hα Γ ( t

h+1)

Γ ( t
h+1−α)

is the h-factorial function. In [8] it was shown that

equivalently fractional h-sum (2) for t = t0+(α+n)h, n ∈ N0 can be equivalently
expressed as

(t0Δ
−α
h x)(t) = hα

n∑
j=0

(−1)j
(−α

j

)
x(t0 − jh).

The Grünwald-Letnikov-type fractional h-difference operator t0Δ
α
h of order

α for a function x : (hN)t0 → R is defined by, see [8]

(GL
t0 Δα

hx)(t) :=

t−t0
h∑

j=0

aj(α)x(t− jh)

where

a
(α)
j := (−1)j

(
α

j

)
1

hα
.

Proposition 1. [8] Let t0 = (α− 1)h. Then

∇h(t0Δ
−(1−α)
h x)(nh) = (GL

0 Δα
hy)(nh)

where y(nh) := x(nh + t0) or x(t) = y(t − t0) for t ∈ (hN)t0 and (∇hϕ)(nh) =
ϕ(nh)−ϕ(nh−h)

h .

Following [15], for any l ∈ N0 and t0 ∈ R let us define the set

Ωl(t0) := {t0, t0 − h, . . . , t0 − lh}.
Let D := D(Ωl(t0),R

n(l+1)) denote the state space of continuous functions
φ : Ωl(t0) → Rn(l+1). Then

||φ||D := sup
Θ∈Ωl(t0)

||φ(Θ)|| and Dγ := {φ ∈ D : ||φ||D < γ, γ ∈ R} ⊆ D.

Definition 1. [15] Let l ∈ N0, a ∈ R and ϕ : R → Rn. The vector

M(l, t0, ϕ, h) :=

⎡
⎢⎢⎢⎣

ϕ(t0)
ϕ(t0 − h)

...
ϕ(t0 − lh)

⎤
⎥⎥⎥⎦ (3)

of values of the function ϕ on the set Ωl(t0), is called a finite l-memory at t0.
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Note that M(l, t0, ϕ, h) ∈ Rn+nl and M(l, t0, ϕ, h) ∈ D. If l1, l2 ∈ N0, l2 ≥ l1,
then Ωl1(t0) ⊂ Ωl2(a). Moreover,[

Inl1 ,0nl1×n(l2−l1)

]
M(l2, t0, ϕ, h) = M(l1, a, ϕ, h) ,

where 0nl1×n(l2−l1) denotes the zero matrix of dimension nl1 × n(l2 − l1) and
Inl1 is the identity matrix of dimension nl1 × nl1.

We assume that ||M(l, t0, ϕ, h)||D ∈ D∞.

Definition 2. [15] Let t0 ∈ R, h > 0, α ∈ R. The fractional h-difference of
order α of a given function x : R → Rn, starting at t0, with respect to the
l-memory M(l, t0, ϕ, h), is defined in the following way

(
t0Δ

α
h,lx

)
(t) :=

[ t−t0
h +l]∑
j=0

a
(α)
j x(t− jh) ,

where x(t) = ϕ(t) for any t ≤ t0.

Proposition 2. Let x : (hN)t0 → Rn, α ∈ R+ and l ∈ N0. Suppose that
there exists a real positive constant K such that |x(t)| ≤ K for ant t ≥ t0.
Then the difference ε between values of the Grünwald–Letnikov–type fractional
h-operator

(
GL
t0 Δα

hx
)
(t) and of the fractional h-difference with respect to the l-

memory
(
t0Δ

α
h,lx

)
(t) is less or equal to K

hα

∣∣∣(α−1
j

)∣∣∣, i.e.
|ε| ≤ K

hα

∣∣∣∣
(
α− 1

l

)∣∣∣∣ .
Proof. Since

∑
j≤m(−1)j

(
α
j

)
= (−1)m

(
α−1
m

)
for any integer m, see [10], then

|ε| = | (GL
t0 Δα

hx
)
(t)− (

t0Δ
α
h,lx

)
(t)| =

∣∣∣∣∣∣
l∑

j=0

a
(α)
j x(t− jh)

∣∣∣∣∣∣
≤ K

∣∣∣∣∣∣
l∑

j=0

a
(α)
j

∣∣∣∣∣∣ ≤ K

hα

∣∣∣∣(−1)l
(
α− 1

l

)∣∣∣∣ = K

hα

∣∣∣∣
(
α− 1

l

)∣∣∣∣ . �

As an immediate consequence of Proposition 2 we have the following.

Corollary 1. Let x : (hN)t0 → Rn, α ∈ R+ and l ∈ N0. Suppose that there
exists a real positive constant K such that |x(t|)| ≤ K for any t ≥ t0. Then
the length of l-memory M(l, t0, ϕ, h) in the fractional h-difference t0Δ

α
h,l of the

function x should be such that∣∣∣∣
(
α− 1

l

)∣∣∣∣ ≥ hα|ε|
K

where ε is the difference between values of the Grünwald–Letnikov–type fractional
h-operator

(
GL
t0 Δα

hx
)
(t) and of the fractional h-difference with respect to the l-

memory
(
t0Δ

α
h,lx

)
(t).
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3 Fractional order systems with initialization

Although, the order α in Definition 2 could be any real number, for our purpose
we use α > 0.

Definition 3. Let t0 ∈ R, l ∈ N0 and a = t0 − lh. A discrete-time descriptor
linear fractional-order system with l-memory, denoted by Σ(ϕ,l), is a system
given by the following set of equations:

E
(
t0Δ

α
h,lx

)
(t+ h) = Ax(t), t = t0 + kh, k ∈ N0 (4)

x(t) = ϕ(t)ua(t), t ≤ t0 (5)

where E ∈ Rn×n is a singular constant matrix, A ∈ Rn×n, is a nonsingular
constant matrices, x is the state vector and ua : R → {0, 1} denotes the Heaviside
step function.

Definition 4. l-memory M(l, t0, ϕ, h) given by (3) is a consistent l-memory
(associated with t0) for control system Σ(ϕ,l) if system (4)-(5) has at least one
solution.

We assume that the matrix pair (E,A) is regular, i.e. det(λE − A) �= 0 for
some λ ∈ C. The solution of l-memory initial value problem (4)-(5) corresponding
to values of the function ϕ, denoted shortly by ψ(k,M), describes the trajectory
of the system Σ(ϕ,l).

Applying the definition of Grünwald-Letnikow h-difference fractional opera-
tor to (4) we obtain

Ex(t0+(k+1)h) = hα
(
A− Ea

(α)
1

)
x(t0+kh)−

k+l∑
j=1

a
(α)
j+1h

αEx(t0−(j−k)h) (6)

with x(t) = ϕ(t)ua(t) for t ≤ t0. Denoting

G := hα(A− Ea
(α)
1 ), Ej := −a

(α)
j+1h

αE

for any j ∈ N and E0 = 0 for j = 0, equation (6) can be rewritten as

Ex(t+ h) = Gx(t)−
k+l∑
j=1

Ejx(t− jh) (7)

where t = t0+kh, k ∈ N0. Additionally, if k = l = 0 we put
∑0

j=1 Ejx(t−jh) = 0.
Following [15] and [9] let us introduce the sequences of matrices

Φ0 =
[
E 0n×n . . . 0n×n

]
Φ1 = GΦ0 +

[
E0 E1 . . . El

]
Φ2 = GΦ1 +

[
E1 E2 . . . El+1

]
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and for k ≥ 2

Φk+1 = GΦk +

k−l∑
j=1

EjΦk−j +
[
Ek Ek+1 . . . Ek+l

]
.

Theorem 1. Let l ∈ N0, h > 0 and ϕ : R → Rn. The solution to the dynamics
equation of system Σϕ,l corresponding to the function ϕ is given by formula

Ex(t0 + kh) = Φkx̃(t0)

where x̃(t0) = M(l, t0, ϕ, h) is the extended initial state.

Proof. Proof by the mathematical induction with respect to k is the same as the
proof of the similar result in the case when E = I in [15].

If E ∈ Cn×n the range of E is denoted by R(E), and the null space of E,
{x : Ex = 0}, by N (E). Recall that dimR(E) + dimN (E) = n The index
of E, denoted by Ind(E), is defined as the least nonnegative integer ν such
that N (Aν) = N (Eν+1). It is known (see [4]) that if (E,G) with Ind(E) = ν,
dimR(E)ν = s1 and dimN (Eν) = s2, is the regular pair then there exists a
nonsingular matrix T such that

T−1ET =

[
C 0
0 N

]
, T−1GT = I − λE =

[
I − λC 0

0 I − λN

]
where C is s1 × s1 nonsigular matrix and N is s2 × s2 - nilpotent matrix with

ν = Ind(N ). Letting x := T

(
z1
z2

)
, z1 ∈ Rs1×1, z2 ∈ Rs2×1 and s1 + s2 = n,

equation (7) can be decomposed as follows

Cz1(t+ h) = (λC − I)z1(t)−
k+l∑
j=1

a
(α)
j+1h

αCz1(t− jh)

Nz2(t+ h) = (λN − I)z2(t)−
k+l∑
j=1

a
(α)
j+1h

αNz1(t− jh)

Recall that (see for example [4]) for any matrix E ∈ Rn×n (not necessary non-
singular) there exists a unique matrix Drazin inverse of E denoted as ED, i.e.
matrix ED such that EDE = EED, EDEED = ED and Eν+1ED = Eν where
ν = Ind(E). The Driazin inverse is unique and given by

ED = T

(
C−1 0
0 0

)
T−1.

Let Ê = (λE −G)−1E, Ĝ = (λE −G)−1G and Êj = (λE −G)−1Ej .

Theorem 2. i.) Equation (7) with memory M(s1, t0, ϕ, h) given by (3) has the
unique solution if and only if there exist a scalar λ ∈ C such that det(λE −
G) �= 0.
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ii.) This solution is given by

ψ(k,M(s1, t0, ϕ, h)) = x(t0 + kh) = Ψkx̃(t0) (8)

where x̃(t0) = M(l, t0, φ, h) and

Ψ0 =
[
ÊDÊ 0n×n . . . 0n×n

]
Ψ1 = ĜΨ0 +

[
ÊD

0 Ê0 ÊD
1 Ê1 . . . ÊD

l Êl

]
(9)

Ψ2 = ĜΨ1 +
[
ÊD

1 Ê1 ÊD
2 Ê2 . . . ÊD

l+1Êl+1

]
for k ≥ 2

Ψk+1 = ĜΨk +
k−l∑
j=1

ÊD
j ÊjΨk−j +

[
ÊD

k Êk ÊD
k+1Êk+1 . . . ÊD

k+lÊk+l

]
. (10)

iii.) The memory M(s1, t0, ϕ, h) is a consistent l-memory for dynamics (7) of
the system Σ(φ,l) if and only if M(s1, t0, ϕ, h) = ÊDÊ(M(s1, t0, ϕ, h), i.e.

M(s1, t0, ϕ, h) ∈ R((ÊD)
k
) = R(ÊDÊ) where k = Ind(ÊD).

Proof. i.) ”⇐” The proof is the same as the one given in [4] for trackable system.
”⇒” Thesis is obtain as the consequence of Theorem 1 and the similar rea-
soning as the proof of close result given in [4] for trackable system.

ii.) The fact is a direct consequence of the Driazin inverse of matrix E and
Theorem 1.

iii.) The proof is a direct consequence of the similar fact given in [4] for trackable
system and follows from the fact that Driazin inverse of E and formula for
trajectories of nonsingular systems with l-memory given in [15]. �

Later on the l-memory of the system Σ(ϕ,l) given by (3) later (for simplicity
of notation) will be denoted shortly by M . The solution of system (7) given by
(8) defines the trajectory of this system.

Example 1. Let E =

[
0 0
1 1

]
and A =

[
0 1

2
1 1

]
. For simplicity, let us take h = 0, 25

and α = 0, 5. Then for λ = 1 we have Ê = 4
3

[
1 1
0 0

]
and ÊD = 3

4

[
0 0
1 1

]
.

Since G = 1
4

(
0 1
1 1

)
then also Ĝ = 1

3

[
1 4
0 −3

]
. Moreover, Ê0 = − 1

3

(
1 1
0 0

)
,

Ê1 = 1
6

(
1 1
0 0

)
and ÊD

0 =

(−3 −3
0 0

)
, ÊD

1 =

(
6 6
0 0

)
and so on.

Using formulas (9)-(10) we can do calculations recursively. In this case we

obtain Ψ0 =

[
1 1 0 0
0 0 0 0

]
, Ψ1 =

[
4
3

4
3 1 1

0 0 0 0

]
and so on. Taking l = 1 we need to start

memory in four dimensional space for x̃(t0). Again, for simplicity, let us take

x̃(t0) =
[
0 1 1 1

]T
. Note that the initial state is

[
0 1

]T
, while from the memory

we have
[
1 1

]T
. It is easy to see that ψ(1,M) =

[
3, 33 0

]T
. Similarly we can

get ψ(2,M) =
[
12, 33 0

]T
and next values for points lying on trajectory of the

considered system.
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4 Lyapunov Stability

Observe that x = 0 is an equilibrium state of system (7), so also on (4)-(5).

Definition 5. The equilibrium of system (7) is

i.) stable if for any ε > 0 and k ∈ N0 there exists δ = δ(ε) > 0 such that if
M ∈ Dδ then ψ(k,M) ∈ Dε.

ii.) asymptotically if it is stable and for any k ∈ N0 there exists δ > 0 such that
if M ∈ Dδ then limk→∞ ψ(k,M) = 0.

Let us recall that a continuous function φ : [0, ρ] → [0,∞) is said to belong
to class-K (or be class-K function) if φ(0) = 0 and φ is strictly increasing.

A real valued functional V : D → R is said to be positive definite if and only
if V (0) = 0 and there exists α ∈ K such that α(‖ψ(k,M)||D) ≤ V (ψ(M)). V is
decrescent if and only if V (0) = 0 and there exists β ∈ K such that V (ψ(k,M)) ≤
β(‖ψ(k,M)||D).

Let V : N0 → R and for k ∈ N0 we define

V (k) := V (ψ(k,M)) and ΔV (k) := V (k + 1)− V (k).

The idea results presented in Theorems 3 and 4 and theirs proofs follows
from ideas result given in [20] for fractional difference systems with two orders
and in [19] for linear discrete time systems delays.

Theorem 3. If there exist a continuous positive defined and decreascent func-
tional V : D → R+ and functions α, β of the class K such that ΔV (k) ≤ 0 for
all k ∈ N0, then the equilibrium of the system (4)-(5) is stable.

Proof. Let ψ(k,M) be solution of (7). Since V is positive definite and decreasing,
there exist functions α, β ∈ K such that

α (‖ψ(k,M)‖D) ≤ V (ψ(k,M)) ≤ β(‖ψ(k,M))‖D)

for all k ∈ N0.
Let ε > 0. One can choose δ = δ(ε) such that α(δ) < β(ε). Since V is positive

definite, then α (‖ψ(k,M)‖D) ≤ V (ψ(k,M)) where M ∈ Dδ. Similarly as in
[20], from assumption we conclude that since V (ψ(k + 1,M)) − V (ψ(0,M)) =∑k

j=0 V (j) ≤ 0 and α ∈ K, then

α (‖ψ(k,M)‖D) ≤ V (ψ(0,M)) ≤ α (‖ψ(0,M)‖D) ≤ α(δ) < β(ε)

and (‖ψ(k,M)‖D) < ε for any k ∈ N0. Hence ψ(k,M) ∈ Dε. �

Theorem 4. If there exist a continuous positive defined and decreascent func-
tional V : D → R+ and a function μ of the class K such that

(ΔV (k) ≤ −μ(||ψ(k,M)||D)

for all k ∈ N0 and M ∈ D satisfying (7), then the equilibrium of the system
(4)-(5) is asymptotically stable.
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Proof. Since conditions of Theorem 3 are fulfilled then the equilibrium of (4)-(5)
is stable.

Using the same reasoning as in [20] one can show that if ε > 0 and M ∈ Dε

that stability of the system implies that one can choose ε0 and δ0 = δ(ε0) > 0
such that β(δ0) < μ(ε0). Assuming that M ∈ Dδ0 we have

V (ψ(k + 1,M))− V (ψ(0,M)) =

k∑
j=0

V (j) ≤ −
k∑

j=0

μ(||ψ(j,M)||D).

and positivity definite of V :

k∑
j=0

μ(||ψ(j,M)||D) ≤ V (ψ(0,M)).

if μ ∈ K then μ(||ψ(k,M)||D) ≤ V (ψ(0,M)) for k ∈ N0 and since V is decreas-
cent and M ∈ Dδ, then μ(||ψ(k,M)||D) ≤ V (ψ(0,M)) ≤ α(||M ||D) < α(δ0) for
all k ∈ N0. In consequence ||ψ(k,M)||D < ε0. So, ψ(k,M) ∈ Dε0 . �

5 Conclusions

In the work discrete-time descriptor linear fractional order systems with l-memory
(initialization) have been considered. The l-memory is the vector that contains
information about the previous values of the system. On the other hand it can
be consider as the extended initial state. For this type of systems, basing on
result given for discrete-time linear fractional order control systems with ini-
tialization in [15], the formula for trajectories was given. Next, basing on [20]
and [19], asymptotic stability in Lyapunov-Krasovskii sense of considered sys-
tems was touch. Since the Grünwald-Letnikov–type fractional h-difference op-
erator can be expressed by the Riemann-Liouville–type fractional h-difference
operator (see [8]) systems presented in this work with these types of operators
can be studied simultaneously.

The obtain results are only the first steps in studding of linear descriptor
fractional order systems with initialization. Interesting results for fractional order
descriptor systems without initialization and for h = 1 can be found for example
in [13, 14] and for discrete-time integer order descriptor linear systems in [5].
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aD
α
t f(t) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

dαf(t)
dtα α > 0

1 α = 0
t∫
a

f(τ)(dτ)−α α < 0

.

a t α ∈ R

GL
0 Dα

t f(t) = lim
h→0

h−α

[ t
h ]∑

j=0

(−1)j
(
α

j

)
f(t− jh).

(
α
j

)
(
α

j

)
=

{
1, j = 0

α(α−1)...(α−j+1)
j! , j > 0
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sα α ∈ R

s ≈ ω(z−1)
α

(
ω(z−1)

)α
=
(
1+a
h

)α
CFE{

(
1−z−1

1+az−1

)α

}M,M =

= PαM (z−1)
QαM (z−1) =

(
1+a
h

)α CFEN (z−1,α)
CFEN,D(z−1,α) =

M∑
m=0

wmz−m

M∑
m=0

vmz−m

.

a a
a h

M wm

vm a

a CFEN,D(z−1, α) = CFEN (z−1,−α)
CFEN,D(z−1, α)

CFEN,D(z−1, α) M = 1, 3, 5

260[mm]
Δx0 = 36[mm]

Δx = 5[mm] 75[mm] 130[mm] 190[mm]
0− 20[mA]

0− 1.5[A]
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CFEN,D z−1, α

M wm vm
M w1 −α v1 α

w0 1 v0 1

M w3 −α
3

v3
α
3

w2
α2

3
v2

α2

3

w1 −α v1 α
w0 1 v0 1

M w5 −α
5

v5
α
5

w4
α2

5
v4

α2

5

w3 −
(

α
5

2α3

35

)
v3 −

(
−α
5

−2α3

35

)
w2

2α2

5
v2

2α2

5

w1 −α v1 α
w0 1 v0 1
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.

GFO1(s) =
ke−τ1s

Tαsα + 1
.

GFO2(s) =
ke−τ2s

(Tαsα + 1)(Tβsβ + 1)
.

τ1 τ2 h

G+
FO1(z

−1) =
z−N1QαM (z−1)

TαPαM (z−1) +QαM (z−1)
.

G+
FO2(z

−1) =
z−N2QαM (z−1)QβM (z−1)

(TαPαM (z−1) +QαM (z−1))(TβPβM (z−1) +QβM (z−1))
.

P Q M
τ = N1,2h

M M < 10
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MSE =
1

Ks

Ks∑
k=1

(
y(kh)− y+(kh)

)2
.

Ks y
kh y+

M = 5
h = 1[s]

α Tα N1 MSE T1 N1 MSE

α β Tα Tβ N2 MSE T21 T22 N2 MSE
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Human arm fractional dynamics

Artur Babiarz and Adrian �Lȩgowski

Institute of Automatic Control
Silesian University of Technology

16 Akademicka St., 44-100 Gliwice, Poland
{artur.babiarz,adrian.legowski}@polsl.pl

Abstract. In this paper the fractional model of the human arm is pre-
sented. Proposed approach is an attempt to consider the muscle damping
properties in the simplest form possible. As the base for our simulations
the equation of motion based on Lagrange formalism was used. In order
to obtain fractional properties we propose using fractional-order deriva-
tives instead of integer-ones. This simplification creates opportunity for

core of the presented method is solving this nonlinear equation. The pre-
liminary results was shown. The simplest model possible was analyzed.
We considered only two DOF (degrees of freedom) planar model without
joint limitations and properly distributed masses. This experiment is to
show the damping properties of the fractional model.

Keywords: Fractional Calculus, Human arm dynamics, Fractional equa-
tion of motion

1 Introduction

Modern science with use of many mathematics tools is able to describe many
processes and objects with very good accuracy. However, it appears that some of
them are much more difficult to describe with standard approach. That means
it requires using very complicated and advanced tools. This causes the lost of
the simplicity of the idea. According to many researches, proper approach (i.e.
with use of FC - fractional calculus) allows to describe very complicated dy-
namics with use of very simple idea (which does not mean simple equations or
implementation). One of these objects are human limbs.

Human limbs, from kinematic point of view, are very often considered as
more or less complex manipulators [6, 14], therefore one can use direct and in-
verse kinematics techniques to describe the geometry, reachable space and their
position.

Dynamical Models of the human arm have been widely described in the
literature [12, 17, 16, 5]. It has been noticed, that the dynamics of such object is
not easy to describe. First, it is very important to consider the fact, that the
shape of the object is changeable. It depends on the rotation in an elbow, on the
contraction of muscles etc. These effects may be addressed by various means.

434

an easy implementation and comparison with commonly used models. The

© Springer International Publishing AG 2017
(Eds. ), Trends in Advanced Intelligent Control, Optimization and Automation, 

Advances in Intelligent Systems and Computing 577, DOI 10.1007/978-3-319-60699-6_42
W. Mitkowski et al. 



It has been proposed to utilize the switched linear models like those in [2, 4, 3].
Presented work assumes that human arm can be modeled as a two link planar
system. It is clear that it is simplification, however the concept stands and proves
to be relatively simple to describe and implement.

It has been noted that the human arm has viscoelastic properties [10, 13, 11].
These properties makes accurate modeling a hard task for well known simple
approaches. It has been addressed in many ways. One of them is non-integer
order derivative.

2 Fractional calculus

The idea of non-integer order derivative and integral is nearly as old as well
known integer-order calculus. It goes back to the 1695 and Leibniz’s letter to
L’Hospital [18]. There are many definitions of fractional derivatives and integrals.
In this paper we focus on one definition that can be easily implemented.

The Riemann-Liouville (RL) derivative is defined as follows [22]:

0D
α
t y(t) =

1

Γ (1− α)

d

dt

∫ t

0

(t− τ)−αy(τ)dτ. (1)

The function Γ () is the Gamma function. We assumed that derivative order
α ≤ 1 and α > 0.

Currently researchers are looking for new applications of fractional calculus
(FC) in various branches of science. Many researchers proved that the FC can
be applied in control theory in order to design new type of controllers [7, 15]. In
paper [1] some fractional continuous models have been studied.

What is most important for here presented studies is the fact, that FC proved
to be an useful tool in modeling human limbs. In papers [20, 21, 19] this concept
has been evaluated with experimental data. It appears that complex human
arm dynamics can be described in ideologically simple way with use of non-
integer order calculus. For now, let us omit the issues with implementation of
FC, however it is sufficient to say, that it does not require vast processing power.

These and many others applications prove the usability of fractional calculus
and therefore, need for finding new applications in order to improve solutions
for well known problems.

3 Model assumptions

In this paper we assume that our model consists of two rotational joints. It has
been in details described in paper [2]. Moreover, the state-space equations also
have been presented in that paper. In this study we assume only vertical motion
in order to evaluate some properties of proposed approach. This simplification
makes the model of human arm equal to the model of rigid two link planar manipula-
tor. We assume that whole mass is located in the geometrical center of the joint.
There is no damping in the system, at least not in the obvious form. Also, we do
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not assume limitations for joint motions. All these properties will be considered
in the future study of the problem. The implication of such simplifications is -

Fig. 1. Simplified model of the human arm (source:[2])

for integer-order model - total lack of damping. Because of that, the response
will be in the form of undamped oscillations. This is expected and well known
fact for this kind of structures.

The origin of our study is the equation that is the result of Euler-Lagrange
description. It takes the form as follows:

M(q)
d2q

dt2
+ C(q,

dq

dt
)
dq

dt
+G(q) = τ, (2)

where: M(q) - is the inertia matrix, C(q, dq
dt ) is the Coriolis and centrifugal forces

matrix, G(q) is the matrix representing gravity forces. The vector τ represents
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the forces and moments of the drives. In our case these will be only two torques.
These matrices have the following forms:

M(q) =

[
d1 d3cos(q1 − q2)

d3cos(q1 − q2) d2

]
,

C(q, q̇) =

[
0 d3sin(q1 − q2)q̇2

−d3sin(q1 − q2)q̇1 0

]
,

G(q) =

[−d4gsinq1
−d5gsinq2

]
,

where

d1 = m1ac1
2 +m2a1

2 + I1,

d2 = m2ac2
2 + I2,

d3 = m2a1ac2,

d4 = m1ac1 +m2a2,

d5 = m2ac2

and mi - is the mass of i-th joint, ai- is the i-th link length, aci - is the distance
from the i-th joint(its coordinate system) to the center of (its)mass, Ii - is the
i-th joint moment of inertia.

Solving the nonlinear differential equation (2) allows to compute the response
for given torques and obtaining the functions describing the inner coordinates
of the system.

4 Fractional model

In literature it has been stated that the fractional oscillatory models offers very
strong damping [9]. The same effect may be noticed in fractional manipulator
system (and general pendulum systems) presented in paper [8].

Because of that reason we decided to utilize simplified approach. Because of
our simplification it is very easy to implement in any environment.

Our proposition is to change the derivatives order in equation (2) to non-
integer orders. As the result of such action we obtain the following equation:

M(q)0D
1+α
t + C(q,0 D

α
t )0D

α
t +G(q) = τ, (3)

where: α is the order of fractional derivative. It’s main influence should be
on damping properties of the system.

With use of this method we intend to include complex human arm dumping
properties. We assume that as other fractional oscillatory systems, fractional
model of human arm will be strongly damped. For α = 1 we obtain standard,
integer-order approach.
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5 Simulation

The equation (3) is solved numerically. We try to find the following function:

q = f(t, τ(t)) (4)

that satisfies the equation (3). In our studies we used Oustaloup’s approximation.
As for now, we have not used the experimental data in our study. These are only
simulation results.

In order to evaluate proposed method we simulated 40 seconds of motion
of the human arm. The simulation starts with no torque applied. In 10th sec-
ond we apply torque to the first joint and in 30th second to the second joint.
The responses are compared for various derivation order α in order to expose
the influence of this parameter on the trajectory of joint values. We compared
responses for α = 0.1, 0.5, 0.8, 0.99, 1.

All results are presented in figures, that allows for comparison of these two
models.
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Fig. 2. Comparison for α = 0.1, 0.5, 0.8

As can be seen in the Figures 2 and 3, the fractional system seems to have
very strong dumping for small values of α. The effect becomes weaker when α
rises and finally disappears for α = 1. This conclusion is similar to ones from
literature.

In order to compare fractional system which is naturally damped we added
friction to the integer-order system. It can be seen that differences are present,
yet some similarities can be observed in the Figure 4. The responses are similar
if it comes to values, yet different considering the shape. We conclude that the
fractional system’s damping may be different from simple friction.
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Fig. 3. Comparison for α = 0.99, 1
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Fig. 4. Comparison of integer-order system with friction and fractional system

6 Conclusion and future work

In presented study the nonlinear fractional differential equation has been consid-
ered. Proposed model of the human arm is simplification of general approach yet
allows to evaluate some properties. It has been shown that for α = 1 proposed
model becomes well known integer-order system that has been studied for many
years.

We conclude that proposed human arm model has ”natural” damping which
nature is yet to be discovered.

As the future work, we intend to evaluate obtained results with real vis-
coelastic manipulator that can imitate the human arm. Moreover, it is clear that
presented here models and assumptions are simplification of the real system. We
intend to create model in 3 dimensional space with respect of joint variables
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limitations. We conclude that utilizing the concept of switched dynamics may
be of use for accurate shape modeling.
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Abstract. Many systems appearing in practice exhibit a hybrid nature, that is, a 
coupling between continuous dynamics and discrete events. Special cases of 
such systems are those in which the linear subsystems are switched according to 
time or according to state and/or input. In the paper a method for approximation 
of some kinds of switched fractional linear systems is proposed and their stabil-
ity is analyzed.  

Keywords: switched systems, fractional systems, integer order state approxi-
mation 

1 Introduction 

The quality of control processes depends largely on the quality of the model em-
ployed for the synthesis and tuning of the controller. This model should be easy to 
determine in terms of both the structure and parameters. At the same time it should 
allow an effective control algorithm to be synthesized in an easy way. This is particu-
larly important in the case of nonlinear processes for which the use of models linear-
ized around the operating point for the synthesis of the control algorithm is insuffi-
cient and the selection of an adequate non-linear model and its parameters setting is 
very difficult.  

One of the most effective and yet conceptually understandable methods to cap-
ture real properties of many nonlinear industrial processes seems to be replacing the 
nonlinear description by a set of linear submodels. In such a case, the local submodel 
is used to determine the local control signal, and the whole idea boils down to the 
switching of active submodels or active subcontrollers as a function of time. Such 
models, called switched systems, have been subject of intensive research for several 
decades [7, 9, 14, 16]. It has been demonstrated that they can effectively model dif-
ferent complex dynamic systems, including systems with perturbed parameters, cha-
os, multiple limit cycles, and others. They also allow us to analyze more effectively 
systems existing in modern technology, such as adaptive wide area networks, fault-
tolerant systems, systems with multiple periods of sampling, etc. It has also been 
shown that there is a large class of non-linear control plants that can be stabilized 
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through switched linear local controllers, but there is no way to do it through a static 
state feedback [14].

The idea of the switching submodel can also be used in the class of models of 
fractional order. From the research works conducted worldwide it follows that the 
description by means of the fractional derivative is one of the most effective methods 
of modeling the real properties of many complex phenomena and industrial processes. 
As in the case of integer-order models such a description may be used indirectly for 
tuning or directly for synthesis of linear control algorithms [13, 21].  

But still, in spite of great successes achieved in applications, especially in en-
gineering, chemical, automotive and power industry and traffic control of vehicles, 
quite a lot of questions of a theoretical nature have not been completely solved. In the 
case of switched, non-integer order systems the number of open issues is even larger. 
For example, intensive work is underway on the criteria and conditions for stability 
and stabilizability of switched linear systems [13, 14].

The paper is organized as follows: Section 2 recalls the basics of the differen-
tial calculus of fractional order and fractional order models; Section 3 describes the 
switched models of fractional order; in Section 4 a new way to study the stability of a 
class of fractional switched models is proposed. The paper is completed by a sum-
mary. 

2 Fractional dynamic models  

2.1 Differential (difference) calculus of non-integer order 

Let us consider the known integer-order  differential operator of the function 
,  , which is equivalent to the m-fold integral operator 

in the interval , , . 
The generalized differential operator of order of the function on the interval   

can be written as [12, 19]:

              for       

                 for       

       for     

(1) 

under assumption that the real function is defined almost everywhere for
and it is multiple differentiable and integrable (depending on the order ) within eve-
ry interval and exponentially restricted. 

There are known several definitions of the operator (1) proposed by various re-
searchers, e.g. those introduced by Weyl, Fourier, Cauchy and Abel, which differ in 
properties and/or the range of applicability. However, the most popular and most 
adopted are three of them: Riemann-Liouville’s, Caputo’s and Grünwald-Letnikov’s,
ones [17, 19, 21]. The Grünwald-Letnikov definition of the fractional-order derivative 
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is particularly popular for reasons of application, especially to digital control systems, 
where it is natural to use discretized function values taken with a sampling peri-
od for the purpose of computations .

Definition 1 [12]. A derivative of fractional order of function is defined ac-
cording to Grünwald and Letnikov as follows

  (2) 

where the symbol denotes the integer part,

  (3) 

and the so-called generalized Newton symbol is given by 

                                dla   

         dla    
  (4) 

In practice computer control systems are most commonly used, i.e. discrete control 
algorithms and discrete models of controlled plants are considered, and thereby dis-
crete functions defined at discrete time instants . For discrete functions the frac-
tional-order difference calculus represents an equivalent of the fractional-order differ-
ential calculus. Hence, based upon (2), the following definition may be introduced:

Definition 2 [19]. A discrete fractional-order difference of a discrete function is de-
fined by 

  (5) 

with the most commonly adopted simplified notation as

  (6) 

If it is considered that the number of summands in the sum (6) is unavoidably finite in 
practice, then the following approximation is adopted most commonly 

(7) 

where the number of the samples (equivalent to the length of memory where the 
samples are stored in practical realizations) should be chosen so that the truncation 
error does not exceed a given value . It is possible to satisfy, taking into account that 
the coefficients (3) decrease with the increase of , that is the effect of samples being 
distant in time is becoming smaller and smaller. Assuming the value of the function 
does not exceed the value at any point the memory length may be estimated from 
the condition [20]:
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  (8) 

2.2 Discrete-time models of fractional order 

Dynamic systems of non-integer order can be modeled in many ways, with transfer 
function and state space descriptions being most popular. 

The nonlinear discrete-time model of fractional order in state variables can be in-
troduced on the basis of the integer-order model [12]:

  (9) 

Denoting 

  (10) 

we get 

  (11) 

Hence, by analogy, we can write: 

Definition 3 [13]. A nonlinear discrete-time model of fractional order in state vari-
ables is given by nonlinear state and output equations 

  (12) 

  (13) 

where the individual vectors denote the model 
state, input and output, respectively, denotes a discrete-time independent varia-
ble (consecutive sample instants).

In the linear case, by analogy with integer-order models, it may be introduced the 
definition of linear discrete-time models of fractional order. Taking for simplicity the 
most common case of the zero matrix in the output equation, we get:

Definition 4 [13]. A linear discrete-time model of fractional order in state variables  
is given by the state and output equations

  (14) 

  (15) 

where denotes the initial state, is the state matrix, ,
are the input and output matrices and

=   (16) 

where denotes the identity matrix.
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3 Switched models of fractional order 

As mentioned, dynamical switched systems are systems that consist of a finite number 
of dynamical time-invariant subsystems and a logical rule that coordinates switching 
between these subsystems. The switched signal , which defines the instan-
taneous degree of activity of each submodel is determined by a special supervisor. 
From (12) – (15) it follows:

Definition 5. A nonlinear discrete-time model of a switched system of non-integer 
order is given by the state equation  

  (17) 

  (18) 

Definition 6. A linear discrete-time model of a switched system of non-integer order 
is given by the state equation 

  (19) 

  (20) 

where: 
denotes the switching signal,

is the number of possible submodels.
The law that governs switching of individual time-invariant submodels can be writ-

ten as follows: 

(21) 

here , with denoting the initial time, and the 
time of the -th switching. At the instant:

, ,   (22) 

the -th subsystem is activated. In other words, the solution of the system (17) 
or (19) switched according to is a trajectory with the initial point , and for 
each the modeled switched system is defined by the -th submodel.

In general, the switched signal can be a function of time, its future values, model 
state variables or model outputs, model inputs, and also can be a function of an exter-
nal auxiliary signal.  

  (23) 

Depending on the specific form of the logic equation (23) different switching laws 
can be distinguished [13], e.g., switching path, time-driven switching law, event-
driven switching law. In practice, of greatest importance, especially in the context of 
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modeling nonlinear plants and designing nonlinear controllers, are special cases of the 
event-driven switching law, with state and/or input feedback 

  (24) 

and switching systems with an auxiliary switching signal, encountered, for example, 
in gain scheduling adaptive control systems  

  (25) 

Analysis of switched systems of integer order has been the subject of many publica-
tions for several years [5, 9, 10, 14, 15, 16, 22]. Depending on the type of the switch-
ing signal (23) – (25) it is studied, for example, the problem of the stability of the 
switched systems, when there is no restrictions imposed on the switching signal (so-
called arbitrary switching) and the problem what restrictions should be put on the 
switching signals in order to guarantee the stability of switched systems (so-called 
constrained switching). 

For example, there are known cases when, in general, the stability requirement for 
all subsystems is not sufficient to assure stability for the switched system and con-
versely, when even unstable subsystems, but appropriately switched, may assure sta-
bility of the switched system. 

In the case of non-integer order systems (17), (19), the variability of the fractional 
difference of the state vector should be considered in addition to the parameter varia-
bility of the function or the matrix . In literature there are 
known several types of variability of the fractional derivative (2) differing in their 
properties [6, 15]. By analogy, the following types of variability can be defined for 
discrete systems and discrete fractional difference (7):

Definition 7. Discrete fractional differences of the time-variant order of a discrete 
function , called A to E types, are defined as:

A   (26) 

B   (27) 

C   (28) 

D A   (29) 

E B   (30) 

A practical interpretation of individual types of the discrete fractional difference of
time-variant order is given in Table 1. 
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Table 1. Interpretation of discrete fractional differences of time-variant order

Type Interpretation

A
(26)

current coefficients are applicable to all data, also to those being sampled 
during the validity of past values of the order (whole system memory is 
changed to the same extent)

B
(27)

to past data are applicable coefficients appropriate for discrete time instants 
from which these data come (the so-called short-term memory is changed)

C
(28)

to past data, more distant in time, are applicable newer coefficients and con-
versely, to historic data less distant in time are applicable older coefficients. 
This is equivalent to switching with delay – the older the samples, the earlier 
are switched coefficients corresponding to them, while the coefficients corre-
sponding to newer data are switched after certain time from the model change 
(the so-called long-term memory is changed)

D
(29)

discrete fractional difference is expressed through past discrete differences of 
the function, with consideration for the currently changed order, as in type A
(26)

E
(30)

discrete fractional difference is expressed through past discrete differences of 
the function; to past differences are applicable coefficients appropriate for 
discrete time instants from which these differences come, as in type B (27)

4 Stability of discrete-time linear fractional-order switched 
systems 

4.1 Common quadratic Lyapunov function method 

Stability of linear systems in state space can be studied by means of, amongst others, 
the commonly known direct Lyapunov method. Its use boils down to verifying a ma-
trix inequality, the form of which depends on the type of model. For example, an 
integer-order discrete-time model is asymptotically stable if and only if there 
exists a positive definite symmetric matrix , , for which the below 
given matrix inequality is satisfied

  (31) 

For switched integer-order models with arbitrary switching the main tool to assess 
stability is the so-called common quadratic Lyapunov function (CQLF) derived from 
the direct Lyapunov method. 

Theorem 1 [14]. A switched discrete model (19) of integer order composed of 
linear submodels of the order is asymptotically stable if and only if there exists 
a positive definite symmetric matrix , , such that

             (32) 

Stefan Domek448



However, it should be noted that numerical methods to solve LMIs (32) for a greater 
number of stable subsystems to proof the existence of a CQLF remains a challenging 
task and the standard numerical methods are ineffective. Therefore, methods being 
more numerically effective for assessing the stability of discrete-time integer-order 
switched systems with arbitrary switching yielding less conservative results are 
sought for [13]. In the case of discrete-time fractional-order switching systems the 
problem is much more difficult. 

4.2 Switched quadratic Lyapunov function method 

One of the ways to simplify stability testing of switched systems is the use of the so-
called switched quadratic Lyapunov function (SQLF) as in [14] 

  (33) 

where the switched matrix encompasses all positive definite symmetric matrices
that solves the Lyapunov equation for each -th subsystem, . For SQLF 
(33) there can be created LMIs that enable the stability of the switched model to be 
tested in a simpler way. Among others, the following holds true:

Theorem 2 [13]. If there exist positive definite symmetric matrices ,
, auxiliary matrices and scalars satisfying

  (34) 

for all , then the switched linear system (19) is asymptotically stable 
under arbitrary switching.

Although LMIs of (34) appear complicated, they are numerically easier to solve 
than LMIs of (32) [14].

4.3 Main result for discrete-time non-integer order switching systems 

Consider the discrete-time, linear, non-integer order switched state models (19), (20) 
with discrete differences   of finite memory length, switched according to the types  A
(30) or B (31). For such systems the following results can be formulated 

– discrete differences switched according to the type AA .  
The switching phase in such a case is instant. Fig. 1 shows an example with the 

switching from the submodel 1 to submodel 2, for .
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Fig. 1. Switching from the submodel 1 to submodel 2 according to type A,   

Theorem 3. If there exist positive definite symmetric matrices ,
, auxiliary matrices and scalars satisfying

  (35) 

for all , where

  (36) 

  (37) 

  (38) 

then the discrete-time, linear, non-integer order switched state model (19), (20) with 
the matrices and the discrete differences of finite memory length of 
type A (26) is asymptotically stable under arbitrary switching.

Proof. Consider the discrete-time, linear, non-integer order state model (14), (15) 
with the discrete difference of finite memory length (7). For such a model it can be 
created an expanded state approximation [23] with the use of an ”expanded” state 
formed by the current state and the past states [24] 

  (39) 

  (40) 

  (41) 

with 
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  (42) 

  (43) 

  (44) 

where is the identity and null matrices of appropriate dimension, and

  (45) 

  (46) 

Writing all non-integer order submodels with matrices and the discrete dif-
ferences as the integer-order state models (44) – (50), and using Theorem 2, eq. 
(35) follows directly from eq. (34), which completes the proof.

– discrete differences switched according to the type BB .
Stability analysis for discrete-time, linear, non-integer order switched state models 

(19), (20) under arbitrary switching with discrete differences of finite memory length 
(7), switched according to the type B (27) is much more difficult, because the switch-
ing phase in such a case lasts  discrete-time instants, where  is the finite memory 
length. Fig. 2 shows an example with the switching from the submodel 1 to submodel 
2, for . 

Fig. 2. Switching from the submodel 1 to submodel 2 according to type B,   

Thus, it will be considered a simpler case of a switched system that contains only two 
non-integer order discrete-time subsystems, i.e. with the matrices and the 
discrete differences of finite memory length , where switching from 
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subsystem 1 to subsystem 2 and/or vice-versa occurs no more often than at every
discrete-time instant. For such a system the following result can be formulated:

Theorem 4. If there exist positive definite symmetric matrices ,
, auxiliary matrices and scalars  satisfying (35) 

for all  and matrices  defined by (36), 

for basic submodels: 

     for      (47) 

       for      (48) 

and auxiliary submodels for switching phases 

     for      (49) 

where 

       for    (phase  )
       for    (phase  )  (50) 

and 

  (51) 

where for

       if    
              else             (52) 

and for

       if    
                 else                  (53) 

then the discrete-time, linear, non-integer order switched state model (19), (20) with 
two non-integer order submodels and the discrete differences of finite memory length 
of type B (27) is asymptotically stable under arbitrary switching. 

Proof. The proof is analogous to that of Theorem 3. After creating the expanded state 
approximation (39) – (46) for two fractional-order basic submodels (47), (48) and for 

auxiliary fractional-order submodels according to (49) – (53), eq. (35) follows 
directly from eq. (34), which completes the proof.

5 Summary 

In the paper the method for approximation of two kinds of switched fractional linear 
systems is proposed. It has been employed the expanded state approximation, which 
makes it possible to utilize results of the stability theory for integer-order switched 
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system. The stability sufficient conditions for two types of the variability of fraction-
al-orders have been derived. The presented approximation of switched non-integer 
order systems can also be used to obtain stability necessary conditions.  
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Abstract. The relationship between the controllability of standard and 
fractional linear stationary discrete-time addressed. It is shown that the 
fractional linear discrete-time control system is controllable if and only if the 
corresponding linear standard discrete-time system is controllable. 

Keywords: controllability, fractional, standard, linear, discrete-time, 
continuous-time, system. 

1 Introduction 

The notion of controllability of linear systems have been introduced by Kalman. 
Those notions are the basic concepts of the modern control theory [1, 2, 3, 4]. They 
have been extended to positive and fractional linear and nonlinear systems [1, 2]. The 
mathematical fundamentals of fractional calculus are given in the monographs [2]. 
The positive fractional linear systems have been introduced in [2]. 

In this paper it will be shown that the fractional discrete-time and continuous-time 
linear systems are controllable if and only if the standard discrete-time and 
continuous-time linear systems are controllable. 

The paper is organized as follows. In section 2 the basic definitions and theorems 
concerning standard and fractional discrete-time and continuous-time linear systems 
are recalled. The relationship between the controllability of the standard and 
fractional discrete-time linear systems is considered in section 3. Moreover, 
concluding remarks are given in section 4. 

The following notation will be used: mn×ℜ  is the set of mn ×  real matrices and 
1×ℜ=ℜ nn , +Z  is the set of nonnegative integers, nI  is the nn ×  identity matrix. 

2 Preliminaries 

Consider the standard discrete-time linear system described by difference state 
equation 
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iii BuAxx +=+1 , ,...}1,0{=∈ +Zi ,                          (2.1) 

where n
ix ℜ∈ , m

iu ℜ∈ , p
iy ℜ∈  are state, input and output vectors and 

nnA ×ℜ∈ , mnB ×ℜ∈ , npC ×ℜ∈ . 
 
The solution to the equation (2.1) is given by 

−

=

−−+=
1

0

1
0

i

j
j

jii
i BuAxAx .                                (2.2) 

Now let us consider the fractional discrete-time linear system 

iii BuAxx +=Δ +1
α , 20 << α ,                          (2.3) 

Where fractional difference operator is defined as follows 

=
−−=Δ
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j
ji

j
i x

j
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0
)1(

αα ,                                (2.4) 

=+−−
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= ,...2,1for
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)1)...(1(
0for1

j
j

j
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j
αααα

                (2.5) 

is the fractional -order difference of ix  and n
ix ℜ∈ , m

iu ℜ∈ , p
iy ℜ∈  are 

state, input and output vectors and nnA ×ℜ∈ , mnB ×ℜ∈ , npC ×ℜ∈ . 
 
Substitution of (2.4c) into (2.4a) yields 

i
i

j
jijini BuxdxIAx +++=

+

=
+−+

1

2
11 )( α , +∈ Zi ,          (2.6) 

where 

−== +

j
dd j

jj
α

α 1)1()( , ,...3,2=j .              (2.7) 

The solution to the equation (2.3) has the form [1] 

−

=
−−Φ+Φ=

1

0
10

i

j
jjiii Buxx ,                              (2.8) 
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Where the transition state matrix can be computed using difference equation  

Φ++Φ=Φ
+

=
+−+

1

2
11 )(

j

k
kjknjj dIA α , nI=Φ0              (2.9) 

and 
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0 )1(
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Theorem 2.1. (Cayley-Hamilton) Let nnA ×ℜ∈  and 

01
1

1 ...]det[ aaaAI n
n

n
n ++++=− −

− λλλλ .                     (2.10) 

Then 

0... 01
1

1 =++++ −
− n

n
n

n IaAaAaA .                 (2.11) 

Proof. Proof is given in [1]. 

Using the Cayley-Hamilton theorem (the equality (2.10)) it is possible to eliminate the 
powers ,...1, += nnk  of the matrix kA  in (2.8) and (2.9) we obtain 

−

=

=Φ
1

0
0 )()(

n

k

k
k Atct .                    (2.12) 

−

=

=Φ
1

0
)()(

n

k

k
k Atdt .                              (2.13) 

The coefficients )(tck  and dk(t) can be computed using method given in [2]. 

3 Controllability of standard and fractional discrete-time linear 
systems 

First of all well known controllability definition is recalled (see e.g. [3]) for more 
details. 
 
Definition 3.1. The standard linear discrete-time linear system (2.1) is called 
controllable in the given interval ],0[ q  if for any initial condition x0 and any final 
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state x’ at time q, it is possible to find the sequence of admissible controls ui for 
1,...,1,0 −= qi , such that the solution of state equation xq = x’ 

 
Now the main result of the paper is presented in the following theorem. 
 

Theorem 3.1. The standard linear discrete-time linear system (2.1) is controllable in 
the interval [0,q] if and only if the fractional discrete-time linear system (2.3) is 
controllable in the interval ],0[ q . 

 
Proof. First of all let us observe that the matrix 
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n

n

n

nn
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I
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dII
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00
20

2
2

α
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is nonsingular.  
 
Taking into account the equalities (2.12), (2.13) and the nonsingularity of the 

above matrix  we conclude that the controllability matrix for fractional linear discrete-
time system (2.3) has the following form 
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[ ]
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Thus our theorem follows. 
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4 Concluding remarks 

The relationship between the controllability of the standard and fractional discrete-
time. It has been shown that: the fractional discrete-time linear system is controllable 
if and only if the standard discrete-time linear systems is controllable  The 
considerations can be extended to the standard and fractional continuous time-varying 
linear systems. 
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Abstract. In this work, a selected type of non-integer order system is examined. The 
conditions for asymptotic stability are formulated with use of modified Michailov 
theorem. A numerical example for n=3 was also presented. 

 

1. Introduction 

In recent years, the fractional system are of great interest for scientists and engineers 
alike [4, 6, 12, 13, 14, 15, 16, 17, 20, 23]. Non-integer order systems are used for 
physical modelling of various processes. In-depth analysis and control are also 
considered [14, 16, 20, 23].  

In this work, a selected type of non-integer order system is examined. The 
conditions for asymptotic stability are formulated with use of modified Michailov 
theorem. A numerical example for n=3 was also presented.  

The paper is organized as follows. In the second section, there is a description of 
the analyzed system of non-integer order. The main results concerning asymptotic 
stability, are presented in sections 3 and 4. Concluding remarks are given in section 5. 

 
 

2. Fractional system-preliminary information 
 
Consider the fractional system (fractional-order system) described by the equation 

,0,)0(]1,0(),()(
)( 0 ≥=∈+= txxtButxA

dt
txd αα

α
                (1) 

where nRtx ∈)( , nnRA ×∈ , rnRB ×∈ , rRtu ∈)( , α

α

dt
txd )(  is the fractional 

derivative (Kaczorek [5, 6]). 
The solution of equation (1) is given by 
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where )(zEα  for αAtz =  is the Mittage-Leffler matrix function (for example 
Pillai [19]; Kaczorek [6]), 
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and )(αΓ  denotes Euler's continuous gamma function 

dttdtet t 1
1

00

1 ))/1((ln)( −
∞

−− ==Γ ααα                                                 (4) 

Note that )()1( ααα Γ=+Γ .  
 
Remark 1. From (3) for 1=α  we have tAetAE =)(1  and differential equation 

(1) generates the dynamical system.  
Remark 2. Let ],0[ bt ∈  and let 10 )(,)0( xbxxx == . There exists control )(tu  

which steers the state of the system (1) from 0)0( xx =  to the final state 1)( xbx =  
and )(tu  is given by the formula [8] 
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                  (5) 

where T denotes the transpose. There exists control )(tu  given in (5) if and only if 
0det ≠W .  

 
Now we consider control )(tu  in the following form (feedback loop): 
 

)()()( tvtKxtu += ,                                                          (6) 
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where )(tv  is an added control, K  is matrix. The closed system (1), (6) is given 
by following equation: 

 

,0,)0(]1,0(),()(][
)( 0 ≥=∈++= txxtBvtxBKA

dt
txd αα

α
                    (7) 

 
3. Asymptotic stability condition of fractional system 

 
The linear fractional system given by (1) with 0)( =tu  is asymptotically stable if and 
only if  

2
|arg| παλ >                                                                 (8) 

is satisfied for all eigenvalues λ  of matrix A  (see for example Matignon [9]; 
Bus owicz [1]; Kaczorek [7]). Stability region of linear fractional-order system (1) is 
shown in Fig. 1 (gray area). 

 

Remark 3. Let all eigenvalues of the matrix A  lie in the asymptotic stability 
region (see Fig. 1 – gray area). For )1,0(∈α  the solution of equation (1) with 

0)( =tu  tends to zero asymptotically but not exponentially. 
 
Consider the closed-loop system given in (7). The closed-loop system (7) is 

asymptotically stable (more precisely is BIBO stable) if and only if the eigenvalues of 
the matrix BKA +  are selected so as to be located in the stability region shown in 
Fig. 1. There exists a gain matrix K  such that the closed-loop system matrix BKA +  
has selected eigenvalues if and only if );( BA  is controllable. Algorithms for the 
determination of K  are generally known (eg. the algorithms using the Ackermann’s 
formulas).  

 
 
                                               
 
                                                                    2/  
 
 
 
 
 
                                                                             
 
 
                                                                   2/−  
  

Fig. 1. Asymptotic stability region of linear fractional-order system (5) - gray area 
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nn
ij RaA ×∈= ][ . The characteristic polynomial of matrix A  is given by 

following equality: 
 

01
1

1 .....]det[)(),( aaaAIfAw n
n

n ++++=−== −
− λλλλλλ                        (9)  

where Rai ∈  and for 1,,2,1,0 −= ni , in
in

i Sa −
−−= )1(  and kS  denote sum of 

all principal minors of degree k  of matrix A  (Turowicz [22, p. 117, 131]; 
Gantmacher [2, p. 78]). For example nnaaaS +++= 22111  and ASn det= . 
The roots of the polynomial (9) are the eigenvalues of matrix A . 

Let )(Aλ  be the spectrum of the matrix A . Let )()( AAi λλ ∈  be an 

eigenvalue of A . The matrix A  is asymptotically stable if and only 
niAi ,......,3,2,1,0)(Re =<λ . The matrix A  is said to be Hurwitz if all its 

eigenvalues lie in the open left half of the complex plane, i.e. 
niAi ,......,3,2,1,0)(Re =<λ .  

 
Remark 4. It is evident that if A is asymptotically stable, then the system (1) is 

asymptotically stable also (in this case, we use the criterion of Hurwitz).  
 
Stability region of linear fractional-order system (1) is shown in Fig. 1 (gray area) 

and it is practically defined by the two straight of the following parametric forms: 
 

).,(,1,)]
2

(1[)( 2 +∞−∞∈−=±= tjttgjt παλ                         (10) 

 
In Fig. 1 straight lines are shown in a coordinates λRe  (horizontal axis) and 
λIm  (vertical axis). Let λλλϕ Re/Im][arg)( == tgttg . Now we can formulate the 

modified Michailov theorem.  
 
Theorem 1. Consider the polynomial (9). Let L be a straight line which does 

not pass through any of the zero polynomial (9). Let ))((arg tfL λΔ  means growth 
argument, when the parameter t varies from −∞  to +∞ . Let l  is the number of zeros 
of polynomial (9) lying on the left side of the line L. Let p  is the number of zeros of 
polynomial (9) lying on the right side of the line L. Zeros count of multiplicity, thus 

npl =+ . Then  
 

)](arg1[
2
1)],(arg1[

2
1)(arg1 λ

π
λ

π
λ

π
fnpfnlfpl LLL Δ−=Δ+=Δ=− .  (11) 

 
Proof is given in Turowicz 1967 [21, s. 68]. The further procedure when testing 

the stability of the system (1) or (7) show an example for 3=n .  
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4. Asymptotic stability condition of fractional system for n=3 
 

Consider the continuous-time fractional system described by the equation (1) with 
33×∈ RA . The characteristic polynomial of matrix A  is given by following equality: 

 
dcbAIfAw +++=−== λλλλλλ 23][det)(),(                              (12)  

 
where Rdcb ∈,, . From (12) for 3/by −=λ  we have (this is the standard 
procedure for equation (9) with 3=n ) 

 

dbcbqbcpqpyyyf +−=−=++=
327

22,
3

33,23)(
~ 32

3 .             (13) 

 
Let  
 

32 pq +=Δ .                                             (14) 
 

If 032 >+=Δ pq , thus Rs ∈=1λ , ωγλ j±=3,2 , R∈ωγ , , where 
0)( =if λ for 3,2,1=i .  

If 032 <+=Δ pq , then there are 3 different Ri ∈λ , 3,2,1=i .  

If 032 =+=Δ pq  and 0== qp , then R∈== 321 λλλ . If 032 =+=Δ pq  

and 023 ≠−= qp , then Rs ∈=1λ  and Rs ∈≠= 32 λλ .  
 

For 0≤Δ , then Ri ∈λ . If Ri ∈λ  and 0<iλ , then system (1) with 3=n  is 
asymptotically stable. Appropriate conditions for b, c, d can be obtained from the 
Hurwitz theorem.  

There exists a gain matrix K  such that the closed-loop system (7) with matrix 
BKA +  has selected eigenvalues (in particular lying in the asymptotic stability 

region-see Fig. 1) if and only if );( BA  is controllable.  
 

Let 032 >+=Δ pq . thus s=1λ , ωγλ j±=3,2  and from (12) we have 
 

).(,2),2(

])[()()(
2222

2223

ωγγωγγ
ωγλλλλλλ

+−=++=+−=

+−−=+++=

sdscsb

sdcbf
                     (15) 

 

For us interesting is the case when 032 >+=Δ pq . Then we Rs ∈=1λ  and 
ωγλ j±=3,2 , R∈ωγ , . 

In this case the system (1) with 3=n  is asymptotically stable, then 01 <= sλ  and 
ωγλ j±=3,2  is located in stability region (see Fig. 1), and then even to the right of 

the imaginary axis. Thus the system will be asymptotically stable if and only if 
Rs ∈=1λ  and ωγλ j+=2  they will lie on the left of the line  
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).,(,/ 2))](([1)( +∞−∞∈+= tttgjt παλ                                   (16) 
 
Example 1. Let 2/1=α . Thus 1)2/( =παtg  and from (16) we have 

tjt )1()( +=λ . In this case from (15) we have 
 

),(],22[]2[))1(( 233 +∞−∞∈+++++−=+ tctbttjdctttjf .               (17) 
and 
 

++−
++=+=

]2[
]22[))1((arg)(

3

23

dctt
ctbtttgarctjftϕ .                        (18) 

 
For 2,1,1 ==−= ωγs  we have 5,3,1 ==−= dcb  and from (18) we obtain  

++−
+−=+=

532
322))1((arg)(

3

23

tt
ttttgarctjftϕ .                    (19) 

 

From (19) notice that  
 

±∞→−→ tift
4

)( πϕ .                                (20) 

 

 
Fig.2. Plot for 2/1=α  and 2,1,1 ==−= ωγs  
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Consider the polynomial (15) with roots s=1λ  and ωγλ j±=3,2 . Consider the 
sector shown in Fig.1 with 2/1=α . If 2,1,1 ==−= ωγs , then in (11) we have 

2=l  and 1=p . Thus from (11) we get ππ =−=+Δ +∞<<∞− )())1((arg pltjft . This 
is confirmed by situation shown in Fig. 2 and (20). In Fig. 2, with an increase in t 
moves from right to left.  

In the Fig. 2-5, the points depicted with '*' denote accurate values, which were 
then interpolated using linear polynomials.  

 
Fig. 3. Plot for 2/1=α  and 2,3,1 ==−= ωγs  

 
In Fig. 3 situation for 2/1=α  and 2,3,1 ==−= ωγs  is shown. In this case we 

have 1=l  and 2=p . Thus ππ −=−=+Δ +∞<<∞− )())1((arg pltjft . This is 
confirmed by situation shown in Fig. 2 and (20). 

 
In Fig. 4 situation for 2/1=α  and 2,3,1 ==−= ωγs  is shown. In this case we 

have 0=l  and 3=p . Thus ππ 3)())1((arg −=−=+Δ +∞<<∞− pltjft . This is 
confirmed by situation shown in Fig. 2 and (20). 

 
In Fig. 5 situation for 2/1=α  and 2,3,1 =−=−= ωγs  is shown. In this case we 

have 3=l  and 0=p . Thus ππ 3)())1((arg =−=+Δ +∞<<∞− pltjft . This is 
confirmed by situation shown in Fig. 2 and (20). 

 

Systems the asymptotically stable in Fig. 2 and Fig. 5 are shown (see asymptotic 
stability region of linear fractional-order system (5) - gray area).  
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Fig. 4. Plot for 2/1=α  and 2,3,1 === ωγs  

 
Fig. 5. Plot for 2/1=α  and 2,3,1 =−=−= ωγs  
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5. Concluding remarks 
 

An in-depth stability analysis for n=3 was conducted in this work. It is worth notice 
that in practical applications, the model for n=3 is often sufficient to describe physical 
processes.  

Similar analysis can be done for n=4 and n>4. In case if the coefficients ia  are 
real, the polynomial (9) has 0, 2, or four real roots (for n=4). The system (1) will be 
asymptotically stable if the conjugate pairs of roots with positive real parts will be in 
sector depicted in the figure 1. Sufficient conditions for asymptotic stability can be 
formulated with use of (11) from theorem 1. The parametric form of the line L is in 
(10).  

The results from section 4 can be used for analysis of certain types of electrical 
systems [10, 11, 18]. For control of such systems, the rules from (5) and (6) can be 
used [3, 8]. 
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Advanced Robotics



Planning G3-continuous paths
for state-constrained mobile robots
with bounded curvature of motion

Tomasz Gawron and Maciej Marcin Michal�ek �

,
Poznań University of Technology (PUT),
Piotrowo 3A, 60-965 Poznań, Poland,

tomasz.gawron@doctorate.put.poznan.pl

Abstract. The bounds on the mobile robot curvature of motion and
path curvature continuity constraints usually result either from mechan-
ical construction limitations or practical motion smoothness require-
ments. Most path planning primitives compatible with those constraints
force planning algorithms to utilize costly numerical methods for com-
putation of maximal path curvature or positional path constraints ver-
ification. In this paper a novel path primitive is proposed, which can
be concatenated with the line and circle segments to form a path with
bounded curvature such that its perfect realization by a unicycle robot
guarantees continuous time-derivative of its curvature of motion. Satis-
faction of prescribed curvature bounds and positional path constraints
resulting from obstacles in the environment is formally guaranteed using
explicit analytic formulas presented in the paper. It is shown that the
proposed approach yields an arbitrarily precise G3-continuous approxi-
mation of the Reeds-Shepp paths. Presented analysis is further utilized
to formulate the global path planning problem in a continuous domain
as a tractable optimization problem. Computational effectiveness of the
proposed method has been additionally verified by quantitative compar-
ison of constraint satisfaction checking speed with the η3-splines.

Keywords: path planning, state constraints, curvature constraints, mo-
bile robot, unicycle

1 Introduction

1.1 Problem statement

Consider a kinematic unicycle with bounded curvature of motion κ(t), i.e.,

q̇ =

[
1
0
0

]
u1 +

[
0

cos θ
sin θ

]
u2 = [g1 g2(θ)]u, (1)

∀ t ≥ 0 |κ(t)| ≤ κb ∧ |κ̈(t)| ∞, |κ(t)| � |u1(t)|

|u2(t)|
, 0 < κb < ∞, (2)
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where q = [θ x y]� = [θ q̄�]� ∈ Q = R3 is a configuration vector, and u =
[u1 u2]

� ∈ U ⊂ R2 denotes a control input which consists of robot body angular
velocity u1 and longitudinal velocity u2 of the guidance point q̄ = [x y]� shown
in Fig. 1. Curvature bound κb is a prescribed constant resulting from robot
motion task specification. In this paper, we consider the problem of planning
non-parametrized paths represented as level-curves of particular functions, that
is, paths implicitly defined by a set of positions F � {q̄ : F (q̄) = 0}, where
F (q̄) is a design term (see e.g. [11] for control algorithms utilizing such paths).
Given an initial configuration q0 = q(0) and reference configuration qd, onemust
plan a path between q0 and qd which is admissible for system (1) under input
constraints (2) and collision-free, that is F ⊆ Pfree, where Pfree is a known set
of admissible robot positions given by a sequence of convex polygons

Pfree � {Pj}
M
j=0 , M > 0. (3)

We assume that subsequent polygons share at least one edge and shall be visited
sequentially. Furthermore, a perfect realization of the planned path by system (1)
must result in κ(t = 0) = 0 and κ(t = td) = 0, where td is such that q(td) = qd.

Remark 1. Note that function F can be planned as a sequence of particular
functions fi, i = 1, 2, . . . , N , corresponding to a sequence of path segments as-
sumed to be realized by switching from fi to fi+1 in the vicinity of a specific
path segment endpoint. This allows for paths with reversals (switching between
forward and backward robot motion).

Remark 2. Note that (2) implies G3-continuity of admissible reference paths,
i.e. continuity of κ̇(t) must be guaranteed when the planned path is perfectly
followed by system (1). Usually, weaker forms of geometric continuity such as
G2-continuity (continuity of path curvature) and G1-continuity (continuity of
path tangents) are considered in the literature.

�

� 1

0.5

y [m]

010.80.6

x [m]

0.40.2

F
(x

, y
)

0

0.5

-1

1

-0.5

0

Fig. 1. A unicycle with bounded curvature of motion (left-hand side) and level-curve
representation of segment T (cf. (4)) with path shown in red (right-hand side).
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The path planning problem stated above is vitally important in robotic appli-
cations. The kinematic system (1) serves as a generic robot-bodymodel and cap-
tures the most important characteristics of nonholonomic wheeled mobile robots
and certain aerial vehicles flying at constant altitudes. Input constraints (2) of-
ten result from specific requirements of motion smoothness desired for specific
applications (i.e., transport of a heavy payload, vision-based localization). They
can be also a consequence of robot mechanical construction (i.e., bounded steer-
ing angles present in car-like robots and articulation angles in N-trailer robots,
limitations of UAV constructions). G3-continuity of a reference path is also de-
sirable during motion control. For example, it is required to ensure continuous
reference velocity of steering angle of car-like robots. Constraints represented by
Pfree restrain the planned path to an obstacle-free subset of environment.

1.2 Related work

Given its importance, the problem considered in this paper has been widely
studied in the literature. For the sake of brevity, we recall only selected rep-
resentative works. In the seminal work [12], a set of 46 G1-continuous shortest
paths of bounded curvature was characterized under the assumption of obstacle-
free environment. In [1] this result was extended to an environment bounded
by a convex polygon with the restriction of u2 ≥ 0. A path planner for clut-
tered environments utilizing Reeds-Shepp paths from [12] has been developed,
e.g., in [3]. To increase robot motion smoothness and improve transients during
motion execution, various solutions for planning G2-continuous paths have been
developed. Specific Bezier curves of bounded curvature were utilized in [14] and
[4]. Clothoid-based G2-continuous approximations of Reeds-Shepp paths were
presented in [5] and [2]. G3-continuous paths represented by polynomials have
been applied successfuly in [9], where satisfaction of curvature bound κb and
position constraints was ensured in discrete domain using numerical methods. A
promising approach for continuous domain guarantees of collision-free polyno-
mial spline-based paths was shown in [8], however it does not provide a method
for constraining path curvature and optimization of path length. Worth noting,
that in the vast majority of literature only parametric paths are considered,
while the possibility of planning non-parametrized paths is rarely considered. It
was shown in, e.g. [11], that such a path representation is beneficial for control
purposes, because the shortest (orthogonal) distance between the robot and a
reference path does not need to be determined.

In this paper we propose an arbitrarily precise G3-continuous approximation
of the Reeds-Shepp paths with analytically derived properties utilized for en-
suring satisfaction of curvature constraints (2) and computing exact distances
between the path and boundaries of the environment defined by set Pfree. Con-
trary to methods available in the literature, the proposed approach gives all
the named guarantees simultaneously and in continuous domain, as opposed to
various methods relying on discretization of parametric paths. Such guarantees
directly affect the planning process. Analytic checking of constraints satisfaction
is exact and an order of magnitude faster relative to the speed of numerical
methods. Moreover, thanks to the analytical relations utilized in our approach,
the global knowledge about path planning problem structure can be utilized by
algorithms such as branch-and-cut proposed in [13] to obtain globally optimal
solutions in a continuous domain. This seems to be extremely hard to achieve in
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case of path primitives for which constraint satisfactionmust be checked numeri-
cally, such as the ones used in [9] and [5]. A more detailed qualitative comparison
of the proposed method with other path primitives is given in Table 1.

Table 1. Qualitative comparison of the proposed method with selected path primitives
available in the literature.

path primitive continuity bounded curvature q̄ ∈ Pfree checking length known
Reeds-Shepp G1 yes analytic analytic
η3-splines G3 no numerical numerical

clothoid-based G2 yes numerical analytic
Bezier curves G2 yes numerical numerical

proposed method G3 yes analytic numerical

2 T -smoothed Reeds-Shepp paths

In this paper the results from [6] describing specific properties of the VFO feed-
back control dedicated to the waypoint-following task are leveraged to develop
a method for constructing G3-continuous reference paths for path-following con-
trollers. The integral curve of VFO convergence vector field developed originally
in [6] is characterized by several properties essential for obtaining G3-continuous
curves. However, the crucial method of path concatenation and path continuity
analysis presented in this section were not considered in our previous works.

Following the form of path encoding taken from [12], we introduce a language
for encoding paths with 3 words corresponding to path segments:

– S(w1,w2) denotes a straight line connecting w1 with w2,
– C(w1,w2, κc) denotes a circular arc of radius 1/κc connecting w1 with w2,
– T (w1,w2) is a transition segment connecting w1 with w2 (defined later),

where wk � [wkθ wkx wky ]
� = [wkθ w̄�

k ]
�, k = 1, 2, corresponds to coordinates

of the beginning and the end of a path segment, respectively. In this framework
all the Reeds-Shepp paths can be encoded as sequences of S and C segments.
Note that depending on relative positions of w1 and w2, the path may contain
reversals (i.e., switching between forward and backward motion during perfect
realization). Given a word sequence describing a particular Reeds-Shepp path
connecting q0 and qd, it is well known that endpoints wk of path segments
corresponding to particular words can be computed when curvature κc is known.
Moreover, curvature of motion along such a path is discontinuous and bounded
by ±κc, its length is known exactly and its distance to boundaries of a convex
polygon (cf. (3)) can be straightforwardly computed. Transition segments T
shown in Fig. 2 are used to obtain a T -smoothed Reeds-Shepp path, which is
G3-continuous and admissible for system (1), as opposed to original Reeds-Shepp
paths and their clothoid-based smoothings.

Definition 1. A T -smoothed Reeds-Shepp path is constructed by replacing ev-
ery segment C(w1,w2, κc) with a segment sequence T (m1,m2) C(m2,m3, κc)

T (m4,m3), where m̄k � [mkθ mkx mky]
� = [mkθ m̄�

k ]
�, k = 1, 2, 3, 4 denote

new endpoints of segments.
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Coordinates of new endpoints mk, k = 1, 2, 3, 4 are determined using relations
given in the remainder of this section. We will now show that introduction of
specifically defined transition segments T results in preservation of desirable
Reeds-Shepp paths properties, while ensuring G3-continuity of a resultant path.

Let us denote variables expressed in a local coordinate frame fixed at pointw1

by (·)1, that is, q̄1 corresponds to q̄ expressed in coordinates of w1. A transition
segment T (w1,w2) shown in Fig. 2 is defined by the following curve expressed
in coordinates of endpoint w1:

x1 = ft(y
1) =

⎧⎨
⎩

−sign(x1)|y1|

2

[(
y1

p

)μ

−
(

y1

p

)−μ
]

for y1 
= 0,

0 for y1 = 0,
(4)

p � w1
2y exp

(∣∣arsinh (w1
2x/w

1
2y

)∣∣
μ

)
, w1

2y =
K

κc
y∗, w1

2x =
K

κc
x∗, (5)

with

K =
y∗

(
−μ+ μ2 x∗

r

)
− (r)

2 (
1 + μ2 − 2μx∗

r

)3/2 , r �
√
(x∗)

2
+ (y∗)

2
, x∗ = ft(y

∗),

y∗ =

((
4

3
p5 − p3

)1/3

−
−6μ3 + μ2 + 2μ+ 3

(6μ+ 3) (μ+ 1)2
+ p2

)1/2μ

,

while

where y∗ is a rational function of μ, κc 
= 0 denotes the curvature of an adjacent
circular segment, while μ ∈ (0.5, 1) is a design parameter influencing supremum
value of |κ̇| along transition segment T (w1,w2) and its length (see Fig. 2).
Given a particular value of μ and transition segment endpoint w1, one can
instantly compute coordinates of the other endpoint w2 from (5). The curve
representing segment T (w1,w2) is given by (4) with particular parameter values
computed from (5). The specific curve (4) was derived in [6]. It is an integral
curve of the convergence vector field utilized in the VFO control law. Curve (4) is
characterized by beneficial properties, which allow for guaranteeing of bounded
curvature of transition segments T and G3-continuity of resultant planned path.
Such properties are not present in traditionally used path primitives such as,
e.g., clothoids. Let us summarize those properties as follows (see [6] for details):
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p1 = −6µ4 − 5µ3 + 3µ2 + 5µ + 3, p2 =
4µ2

(
18µ4 + 3µ3 − 17µ2 − 11µ + 7

)
9p1 (µ + 1)4 (2µ + 1)2

,

p3 =
(p1)

3

27(2µ + 1)3(µ + 1)9
+

(2µ − 1)(µ − 1)3

(4µ + 2)(µ + 1)3
− p4,

p4 =
p1(−6µ4 + 5µ3 + 3µ2 − 5µ + 3)

6(2µ + 1)2(µ + 1)6
, p5 =

√
µ6(µ − 1)3(−36µ4 + 33µ2 − 29)

(2µ + 1)4(µ + 1)9
,



P1. Curvature of motion κ(q̄) along T (w1,w2) is bounded as follows:
∀q̄ ∈ T (w1,w2) |κ(q̄)| ≤ |κc|,

P2. Zero curvature of motion at the first endpoint: κ(q̄)
q̄→w̄1
−→ 0 for μ ∈ (0.5, 1),

P3. Point w̄2 corresponds to the maximum of curvature |κ(q̄)| along curve (4),

P4. T segment degeneration: w2
μ→0.5
−→ w1.

Property P4 states that one can make segments T arbitrarily short by choos-
ing μ ∈ (0.5, 1) arbitrarily close to 0.5. As μ tends to 0.5, T -smoothed paths tend
to Reeds-Shepp paths. Thus, T -smoothed paths can approximate Reeds-Shepp
paths with arbitrary precision selected by choice of parameter μ.

Given the order of path segments determined by Definition 1, one immedi-
ately concludes G2-continuity of T -smoothed paths from properties P2 and P3.
What is more, T -smoothed paths have curvature bounded by |κc| by the virtue
of property P1 and properties of Reeds-Shepp paths. To prove G3-continuity
of T -smoothed paths, one must show that when system (1) perfectly follows a

path segment T (w1,w2), relations R1: κ̇(t)
t→tw1−→ 0 and R2: κ̇(t)

t→tw2−→ 0 are
satisfied, where tw1, tw2 denote time instants at which q̄ reaches endpoints w1,
and w2, respectively. Proving such relations is sufficient, since for all segments
of type S and C one has κ̇(t) ≡ 0 and κ̇(t) is continuous for transition segment
T (w1,w2). Relation R2 is a consequence of property P3. To prove R1, we recall
that orientation θ1a tangent to segment T (w1,w2) is given by (see [6] for details):

θ1a =

{
Atan2

(
sign

(
x1
)
y1,

∣∣x1
∣∣− μ

∥∥ q̄1
∥∥) for y1 
= 0,

0 for y1 = 0.
(6)

When system (1) perfectly follows a path segment T (w1,w2), one has ẏ =
u2 sin θa from (1), thus ẏ1 = u2 sin θ

1
a which, taking into account (4) and (6),

means that ẏ1
t→tw1−→ 0 and y1

t→tw1−→ 0. Let us now investigate κ̇(t) along
T (w1,w2) computed from the definition of curve’s curvature and (4). After
some algebra and substitution ẏ1 = u2 sin θ

1
a, one arrives at:

∀q̄ ∈ T (w1,w2) κ̇(t) =
u2 χ1(y

1, x1) χ2((y
1)2μ)

(y1)1−2μ [χ3((y1)2μ) + c]
, c = const, (7)

with χk, k = 1, 2, 3 denoting certain polynomials with non-zero constant terms.

Thus, one concludes that for μ ∈ (0.5, 1), one has κ̇(t) → 0 as y1
t→tw1−→ 0, which

means that relation R1 is satisfied and, as a consequence, T -smoothed paths are
G3-continuous paths admissible for system (1) under constraints (2).

x 1 [m]

0 0.2 0.4 0.6 0.8 1

y
1
 [m

]

0

0.1

0.2

w
1
1

 circle with radius r
tangent to endpoint w

2
1

Fig. 2. Transition segment T (w1,w2) for μ = 0.75 and r = 1/κc = 1/3m.

It remains to show how new path endpoints mk, k = 1, 2, 3, 4 introduced in
Definition 1 can be computed when only μ, curvature κc, initial/final configura-
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tion pair and path structure (i.e., word sequence such as, e.g., STCTSTCTS)
are given. Similarly to Reeds-Shepp paths, the path structure is predetermined
or a given set of path structures (e.g., all T -smoothed Reeds-Shepp paths of no
more than W > 0 words) is checked exhaustively during planning. The method
of finding points mk is also analogous to computation of Reeds-Shepp paths. Let
us recall that given a structure of a Reeds-Shepp path, one finds the exact path
representation by first computing circles tangent to initial and final configuration
and later solving a system of equations to obtain straight-lines or (depending
on a path structure) other circles bitangent to the initial two circles. In case of
T -smoothed Reeds-Shepp paths one can follow a similiar process. For brevity,
we describe this process for the STCTSTCTS path structure shown in Fig. 3
resulting from the CSC type paths. First, transition segments T resulting from
path structure must be connected to initial and final configurations through S
segments. Transition segments endpoints can be computed from (4), (6) and ap-
propriate 2D homogenous coodinate transformations. Second, the placement of
transition segments T determines equations of two circles tangent to the transi-
tion segments at their respective endpoints w2. Third, the radius R of a circle on
which endpointw1 of a segment T (w1,w2) adjacent to themiddle segment S will
lie (see Fig. 3 for visual interpretation) is given as R = ‖ w̄2 − c̄‖, where w2 is
computed from (4) for an arbitrarily selected point on adjacent circular segment
C, while c̄ denotes center of circle corresponding to adjacent segment C. Fourth,
using (6) one computes orientation θw1 of endpoint of segment T (w1,w2) adja-
cent to the middle segment S. Fifth, given the above constraints on positions and
orientations of transition segments endpoints adjacent to the middle segment S,
one can compute coordinates the unknown path segments endpoints.

3 Planning collision-free T -smoothed paths

Let us denote an infimum of signed distances for all path segments in a T -
smoothed path and for all edges of the polygon Pj (cf. (3)) by dj . We as-
sume that dj > 0 implies that a path is fully contained in the polygon Pj .
For straight-line path segments S and circular path segments C it is straight-
forward to compute a signed distance between path segment and an edge of
polygon Pj . The infimum of signed distance between a transition segment T and
a polygon edge y = ax+ b is a an infimum of signed distances to this edge over

points
{
w̄1, w̄2,

�
}
, where = |p/l|

(
−1/ |l|+

√
1/(l)2 + 1

)1/μ

, while

l = [a1μ
√
−μ2(a1)2 + (a1)2 + 1 − a1]/[(a1)2μ2 − 1]. Thus, dj can be computed

analytically for any T -smoothed path and the path is collision-free iff dj > 0.
We will now formulate global planning of a T -smoothed path as a nonlinear

optimization problem by exploiting the fact that any T -smoothed path can be
rewritten as a finite sequence of STCTS paths with some segments degenerated
to zero length. For example, taking endpoints of arc C as equal to eachother, we
obtain a valid STTS path. Denoting by Pi (μi, κci, φi), a T -smoothed STCTS
path with μ = μi for both transition segments, curvature κci and circular seg-
ment C of arc angle φi we can to formulate the optimization problem:

min
Pi, i=0,1,...,N

{
cl

N∑
i=0

L (Pi (μi, 1, φi))

|κci|
+ cs

N∑
i=0

S (Pi (μi, 1, φi)) |κci| − cdD

}
,
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subject to constraints:

∀i = 0, 1, . . . , N 0.5 ≤ μi < 1, |φi| ≤ M̄ (μi − 0.5) , |κci| ≤ κb, D > 0,

∀i = 0, 1, . . . , N − 1 Pi is connected toPi+1, P0 starts at q0, PN ends at qd,

where M̄ >> 0 is an arbitrary constant, N > 0 denotes a predetermined maxi-
mal number of STCTS paths from which the planned path can be composed, D
is the infimum of distance to boundaries of Pfree along the whole planned path
(computed using relations for dj), L denotes path length of Pi, while Si corre-
sponds to supremum of |κ̇| along Pi for perfect realization by system (1) with
u2 = 1m/s. The weights cl ≥ 0, cs ≥ 0, cd ≥ 0 influence planned path length,
supremum of |κ̇|, and distance to obstacles, respectively. Operator L and func-
tion S are not known explicitly and were approximated by polynomial functions
of μi. Note that all the constraints are formulated without any approximations.
Constraints on μi and φi ensure that a circular arc C of Pi is degenerated to zero
length, when μi = 0.5 degenerates transition segment T to zero length (cf. prop-
erty P4), so that G3-continuity of planned path is preserved, while redundant
path segments can be degenerated to zero length. The optimization problem is
continuous and has analytically defined constraints, thus we exploit its structure
using the method proposed in [13], and implemented in YALMIP (see [10]).

4 Results of computational examples

Simulation results are shown in Fig. 3 and in Fig. 4. Green triangles denote
initial configuration q0, while red triangles denote prescribed final configura-
tion qd. The curvature time-plots, were presented for perfect path realization
by system (1) with |u2| = 1 m/s. In Fig. 3 a STCTSTCTS T -smoothed path
in an obstacle-free environment is shown along with auxiliary circles illustrating
the construction process of such a path. One can also investigate the curvature
time-plot visible in Fig. 3 illustrating desirable curvature evolution thanks to the
G3-continuity. In Fig. 4 an exemplary path planned using global optimization in
a moderately complex environment described by Pfree is shown. Design parame-
ters were chosen as follows: M̄ = 100, N = 6, cl = 0.1, cs = 2, cd = 0.4. It can be
seen from Fig. 4 that, as anticipated, a combination of weights cl, cs cd results in
a path of characteristics different, than a length-minimizing one. One can tune
the weights to plan safer, smoother paths at the expense of path length. The path
was planned in 124 s. Note that planning time is highly dependent on chosen
planning algorithm. In this case, the planning algorithm imposes a significant
computational cost, because it is global, it operates in continuous domains, and
its implementation was not optimized. To assess general computational cost of
our method, we have also performed tests designed to compare the performance
of analytic constraint satisfaction checking possible for T -smoothed paths with
numerical checking necessary for η3-splines. Numerical checking was performed
using fmincon procedure from MATLAB. 10000 random path segments in an en-
vironment Pfree comprising 2 triangles with combined area of 1m2 were tested.
On average, checking for satisfaction of constraints (2) and computation of D
for a STCTS path was 9.3 times faster than numerical checking for η3-splines.
Such results suggest that integration of our approach with planning algorithms
present in the literature could result in significant computational cost decrease.
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5 Final remarks

In this paper we have presented a new approach to smoothing Reeds-Shepp
paths to G3-continuous paths with prescribed curvature bounds. The proposed
method allows for arbitrarily precise approximating of the Reeds-Shepp paths
and analytic checking of positional path constraints. Paths planned with our
approach can be executed by the car-like and tractor-trailer robots with bounded
articulation angles when a level-curve based controller is utilized. The robot-
body dynamics and effects of tire friction forces present in larger robots can
be considered by planning an appropriate longitudinal velocity profile along the
path and utilizing bounds on path curvature as shown in, e.g., [7].
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Fig. 3. An exemplary STCTSTCTS path planned in an obstacle-free environment
with μ = 0.7 and κb = 3m−1 (right-hand side) along with corresponding curvature
time-plot for its perfect realization with u2 = 1m/s (left-hand side). Black triangles
denote endpoints of C segments, T segments span between black andmagenta triangles.
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Abstract. Multi-robot task allocation is a well known and widely re-
searched decision-making problem that is difficult to solve in reasonable
time even for small instances. Additional complexity is added by the
fact that the parameters of the system may change over time, which
happens either by external stimuli or by the task execution itself. One
of the common causes behind these changes is the movement of execu-
tors or tasks. This paper tackles a problem of multi-task, multi-robot
allocation in a such an environment. Formulated and solved is a specific
decision-making problem. Performed is an experimental comparison of a
dedicated solution algorithm with known methods for the more general
Multidimensional Knapsack and Covering problem. Empirical evaluation
illustrates that a dedicated approach is competitive and often necessary,
as the general approach proves to be too slow.

Keywords: multi-robot task allocation, mobile routing, multidimen-
sional knapsack and covering problem

1 Introduction

Multi-robot systems are expected to quickly and efficiently solve a wide vari-
ety of problems. Robots (or executors) are assigned to tasks for execution, and
while complex tasks require cooperation of many robots, those executors which
are more capable can perform multiple tasks on their own. Autonomous coop-
erating robots cover a wide spectrum of applications, including: data collection,
inspection, monitoring, production and military use [CV,CM,Ho1,TI]. Particu-
larly, of growing interest are problems when tasks are spatially distributed and
movement is required in order to perform them [Ho2,LLFNS,MPA,RSSH,TLLB].
Furthermore, the executors are often equipped with multiple tools, such as mul-
tiple means of communication [JS,YMHC] or can be selected to perform tasks
with varying levels of intensity [MPA,SBCFTW]. Varying modes of execution
allow to fine-tune the execution process through more efficient use of available
resources. As the tasks and executors grow more diverse, so increases the com-
plexity of single-robot control and management of robotic teams. This paper
focuses on the latter aspect by providing a method of joint task allocation and
routing in a spatially distributed multi-robot environment.
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Formulated and solved is a problem of multi-robot task allocation with mobile
executors. The goal is to assign robots to tasks and determine the order of task
execution for each executor. In [Ho1] this specific problem was proven to be NP-
hard even when formulated in its feasibility version. The approach was to solve a
substitutive problem instead. This paper improves upon that result by adapting
the solution algorithm to solve the stated problem directly. A comparison with
known solution algorithms for the more general Multidimensional Knapsack and
Covering Problem [AHL,HALG] emphasises the benefits of a dedicated solution
algorithm, what is visible in both the execution time and the quality of the
obtained solution.

This paper is divided into five sections: the introduction, the problem for-
mulation, the solution algorithm presentation, the empirical evaluation and the
conclusions.

2 Problem formulation

There are I executors, J tasks and Lmodes, indexes of which are given as follows:
executors I � {1, 2, . . . , I}, tasks J � {1, 2, . . . , J}, modes K � {1, 2, . . . L}.
Decision variable defines the assignment of tasks to executor and the order of
execution and is denoted by x � [xi,j,k,l]i∈I,j∈J,k∈J,l∈K with elements xi,j,k,l = 1
if task k is performed by executor i directly after task j and in mode l (0 if
otherwise). Binary requirement is formally given as follows

∀i ∈ I, j ∈ J, k ∈ J, l ∈ K xi,j,k,l ∈ {0, 1}. (1)

Depending on the assignment, different amounts of resources are spent. As
ei,k,l denoted is the cost at which the ith executor performs kth task in lth
mode. The portion of the task k that is completed throughout this execution is
denoted as ηi,k,l. Transitions between tasks cost μi,j,k for ith executor performing
task k directly after task j. Those values are assumed non-negative, i.e. ei,k,l ≥
0, ηi,k,l ≥ 0, μi,j,k ≥ 0. A shorthand is defined as e � [ei,k,l]i∈I,k∈J,l∈K, η �
[ηi,k,l]i∈I,k∈J,l∈K, μ � [μi,j,k]i∈I,j∈J,k∈J. The constraints are divided into two
sets of allocation-specific and routing-specific requirements.

First set ensures that at most one mode of execution is allowed for each
executor-task pair, that task is completed when its completion rate of E has
been achieved, the amount of resource F for each executor is limited:

∀i ∈ I, j ∈ J, k ∈ J
∑
l∈K

xi,j,k,l ≤ 1, (2)

∀k ∈ J\{1}
∑

i∈I,j∈J,l∈K

ηi,k,lxi,j,k,l ≥ E, (3)

∀i ∈ I
∑

j∈J,k∈J,l∈K

(ei,k,l + μi,j,k)xi,j,k,l ≤ F. (4)
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It is assumed that E > 0 and F > 0. Furthermore, task j = 1 is treated as a
depot (starting and ending location for all executors) therefore ηi,1,l = ei,1,l = 0.

Second set ensures an uniform starting location for each executor, connec-
tivity of the routes, lack of loops and lack of subcycles:

∀i ∈ I
∑

k∈J,l∈K

xi,1,k,l = 1, (5)

∀i ∈ I, k ∈ J
∑

j∈J,l∈K

xi,j,k,l =
∑

j∈J,l∈K

xi,k,j,l, (6)

∀i ∈ I, k ∈ J
∑

j∈J,l∈K

xi,j,k,l ≤ 1, (7)

∀i ∈ I ∀S ⊂ J ∧ S �= ∅ ∧ S �= J
∑

j∈S,k∈S,l∈K

xi,j,k,l ≤

|S| − 1 +
J

J − |S| −
1

J − |S|
∑

j∈J,k∈J,l∈K

xi,j,k,l. (8)

These requirements do not prohibit some executors from avoiding selected tasks
entirely but ensure that every executor visits every task at most once on their
route.

Movement and task execution requires resource spendings and this general-
ized cost is encapsulated in the quality criterion given as follows

Q(x) �
∑

i∈I,j∈J,k∈J,l∈K

xi,j,k,l(ei,k,l + μi,j,k). (9)

The main problem of this paper, which is simultaneous task allocation and rout-
ing, can be now defined.

Problem 1 (TAR – task allocation and routing).
Given: I,J,K, e, η, μ, E, F
Find: x∗ where

x∗ � argmin
x∈D

Q(x), (10)

D � {x ∈ X � Ri∈I,j∈J,k∈J,l∈K : (1) ∧ . . . ∧ (8)}. (11)

As was shown in [Ho1] this problem is NP-hard even in its feasibility version (in
fact, just the allocation part is).

3 Solution Algorithm

Solution algorithm designed for TAR is based on the idea of a multi-stage func-
tional decomposition. The original problem is divided into mult(-robot) task
allocation MTA and mobile routing (MR) problems. The MTA itself is further
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divided into several single-task relaxed allocation problems (STA) and relaxed
task allocation problems (RTA). Individual problems and steps of the decom-
position are given formally as follows. We recall the individual problems and
algorithms after [Ho1,Ho2].

To define MTA, let the decision variable, which determines the allocation
of tasks to executors, is denoted as x̆ � [x̆i,k,l]i∈I,k∈J,l∈K, where x̆i,k,l = 1 if
executor i is assigned to task k in mode l (0 if otherwise).

Problem 2 (MTA – multi-task allocation).
Given: I,J,K, η, e, E, F
Find: x̆∗ where

x̆∗ � argmin
x̆∈D̆

Q̆(x̆), Q̆(x̆) �
∑

i∈I,k∈J,l∈K

x̆i,k,lei,k,l, (12)

D̆ � {x̆ ∈ X̆ � Xi∈I,k∈J,l∈KR : (14) ∧ . . . ∧ (18)}. (13)

∀i ∈ I, k ∈ J, l ∈ K x̆i,k,l ∈ {0, 1}, (14)

∀i ∈ I, k ∈ J
∑
l∈K

x̆i,k,l ≤ 1, (15)

∀k ∈ J\{1}
∑

i∈I,l∈K

x̆i,k,lηi,k,l ≥ E, (16)

∀i ∈ I
∑

k∈J,l∈K

x̆i,k,lei,k,l ≤ F, (17)

∀i ∈ I, l ∈ K x̆i,1,l = 1 ⇔ l = 1. (18)

The RTA problem is formulated for a fixed task k ∈ K. Let ẋk � [ẋi,k,l]i∈I,l∈K

be a decision variable (for a fixed k ∈ J) with binary elements ẋi,k,l = 1 if task k
is performed in lth mode by ith executor. The problem of a single task allocation
is given as follows.

Problem 3 (STA – single task allocation).
Given: d > 0, k ∈ J, E, F, I, η, e, x̆
Find: ẋ∗

k where

ẋ∗
k � arg min

ẋk∈Ḋk

∑
i∈I,l∈K

ẋi,k,lei,k,l (19)

Ḋk � {ẋk ∈ ×i∈I,l∈KR : (21) ∧ . . . ∧ (25)} (20)

∀i ∈ I, l ∈ K ẋi,k,l ∈ {0, 1}, (21)

∀i ∈ I
∑
l∈K

ẋi,k,l ≤ 1, (22)

∑
i∈I,l∈K

ẋi,k,lηi,k,l ≥ E, (23)

∀i ∈ I
∑
l∈K

ẋi,k,lei,k,l ≤ F, (24)

∀i ∈ I, l ∈ K ẋi,1,l = 1 ⇔ l = 1. (25)
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Finally, we consider a relaxed task allocation problem RTA. The definition
is as in STA with constraint (21) relaxed into

∀i ∈ I, l ∈ K ẋi,k,l ∈ [0, 1], (26)

and an additional constraint

∀i ∈ I, l ∈ K ẋi,k,lei,k,l ≤ min{F, d}. (27)

where d is a positive parameter.
Since RTA is a linear programming problem it can be solved optimally with

linear programming methods. Let us denote as RTA(d) the solution to such a
problem for parameter d. This solution can be rounded to be a 2-approximate
solution of STA using a rounding algorithm RA. Let us also denote as RA(d)
the result of rounding with RA of RTA(d).

Algorithm 1 RA

1: Let i := 1, ẋ = [0]i∈I,l∈K

2: if exists only one l ∈ K for which ẋi,k,l ∈ (0, 1] then
3: set ẋi,k,l = 1.

4: if exist two different l1, l2 ∈ K for which ẋi,k,l1 , ẋi,k,l2 ∈ (0, 1) and ηi,k,l2 ≥ ηi,k,l2
then

5: set ẋi,k,l1 = 1, ẋi,k,l2 = 0.
return ẋ.

To solve the STA problem, algorithm A1 is used. Let us denote as A1(k) the
result of A1 for the kth task.

Algorithm 2 A1

1: Set ẋk := [0]i∈I,l∈K, j := 0, d
j
:=

∑
i∈I maxl∈K ei,k,l, d

j := mini∈I,l∈K ei,k,l.
2: Set j := j + 1.

3: Set dj := �(dj−1
+ dj−1)/2�.

4: if RTA(dj) exists and if Q̂[RA(dj)] ≤ 2d then
5: set ẋ := RA(dj),

6: set d
j
:= dj − 1, dj := dj−1,

7: else set dj := dj + 1, d
j
:= d

j−1
.

8: if dj ≤ d
j
then

9: go to 2.
return ẋ.

For solving the MTA problem, algorithm A2f is used.
Next formulated is the mobile routing problem. Given a solution of MTA x̆

let J̃i � {k ∈ J :
∑

l∈K x̆i,k,l = 1} be a set of tasks to which the ith executor was
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Algorithm 3 A2f

1: Set k := 1.
2: x̆k � [x̆i,k,l]i∈I,l∈K := A1(k).
3: If x̆k does not exits then return no solution.
4: Fi := Fi −∑

i∈I,l∈K x̆i,k,lei,k,l.
5: k := k + 1.
6: If k ≤ J go to 2. return x̆ � [x̆i,k,l]i∈I,k∈J,l∈K.

assigned. Let us denote the route of the ith executor as yi � [yi,j,k]j∈J̃,k∈J̃i
where

yi,j,k = 1 if task k is executed directly after task j (0 if otherwise). Problem MR
is given as follows.

Problem 4 (MR – mobile routing).
Given: i ∈ I, J̃i, μ Find: y∗i where

y∗i � arg min
yi∈Di

y

Qi
y(yi), Qi

y(yi) �
∑

j∈J̃i,k∈J̃i

yi,j,kμi,j,k (28)

Di
y � {yi ∈ Xj∈J̃i,k∈J̃i

R : (30) ∧ (31) ∧ (32) ∧ (33)}. (29)

∀j ∈ J̃i, k ∈ J̃i yi,j,k ∈ {0, 1}, (30)

∀j ∈ J̃i

∑
k∈J̃i

yi,1,k = 1, (31)

∀j ∈ J̃i

∑
j∈J̃i

yi,j,k =
∑
j∈J̃i

yi,k,j , (32)

∀S ⊂ J̃i ∧ S �= ∅ ∧ S �= J̃i

∑
j∈S,k∈S′

yi,j,k ≥ 2. (33)

MR is in fact an instance of the Travelling Salesman Problem and can there-
fore be solved with dedicated methods. We will use the classic cheapest insertion
algorithm. Given solutions x̆ and y we can obtain a solution to TAR using the
following equation

xi,j,k,l � y̆i,j,kx̆i,k,l. (34)

Finally, presented is the solution algorithm to the TAR problem. It is given
as follows.

Algorithm 4 TARsol

1: Formulate and solve SMTA to obtain x̆.
2: Formulate and solve MR under x̆. Obtain y.
3: Use (34) to obtain x.

This dedicated method of solving TAR is compared empirically with algo-
rithms for the Multidimensional Knapsack and Covering problem in the following
section.
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4 Empirical evaluation

In this section we compare the TARsol with the Adaptive Memory Search (AMS)
[AHL] as well as the Alternating Control Tree (ACT) [HALG]. Both methods
are of the iterative improvement type and were tested for varying limits on the
maximum number of iterations. Since both methods provide means of solving a
maximization problem, the objective function had to be negated. Additionally,
for Alternating Control Tree, the constraint (4) in [HALG] had to be modified
accordingly. For solving linear programming problems and integer programming
problems a solver GLPK [glpk] was used.

We use the following abbreviations for tested algorithms:

– AMS − x which is the Adaptive Memory Search method run for up to x
iterations,

– ACT − x which is the Alternating Control Tree method run for up to x
iterations.

Algorithm AMS requires determination of several parameters. The evaluation
of their influence on the solution is presented in Series 1 of the experiments.
Series 1.
Tested were the following parameters of the AMS algorithm (with default val-
ues): number of iterations N , tabu tenure(base = 10) and the weight update
coefficients α∗ = 1, α+ = 0, β∗ = 1, β+ = 0, winc = 0. The experiment was done
for the problem data: I = 3, J = 4, L = 2, μi,1,j = μi,j,1 = 1, for j, k ≥ 2 :
ηi,k,l = l, ei,k,l = 10 + l, μi,j,k = |j − k|, Fi = 50, E = 2.

Due to the random nature of AMS algorithm, every experiment was repeated
10 times and the results were averaged over all runs. They are presented in the
corresponding tables where Succ is the number of experiments where a solution
was found, Q is the average quality and T is the average execution time (in
seconds).
Experiment 1.1 Tested is the number of iterations N . Results are presented
in Table 1. For further tuning selected was the value of N = 1000.

N 10 20 50 100 200 500 1000 2000 5000

Succ 0 0 4 3 2 4 5 5 4
Q - - 108.25 82.33 84 106.75 85.6 90.2 69.5
T - - 0.56 1.06 2.06 5.09 10.04 20.22 38.09

Table 1. Results of Experiment 1.1. Succ, Q and T for varying N .

Experiment 1.2 Tested is the tabu tenure base. Results are presented in Table
2. For further testing, selected was the value of base = 60.
Experiment 1.3 Tested are the additive weighting coefficients α+ = β+. Re-
sults are presented in Table 3. Selected were the values of α+ = β+ = 0.
Experiment 1.4 Tested are the multiplicative weighting coefficients α∗ = β∗.
Results are presented in Table 4. Selected were the values of α∗ = β∗ = 1.
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base 1 2 5 10 20 50 60 70 80

Succ 5 3 3 6 8 10 10 7 8
Q 87.2 75.67 103.33 80.67 89.75 90.1 84.7 80.43 88.86
T 9.67 9.67 9.88 10.23 10.2 12.76 13.99 13.56 14.59

Table 2. Results of Experiment 1.2. Succ, Q and T for varying base.

base 0 0.1 0.2 0.5 1 2 5

Succ 10 9 10 10 10 10 9
Q 80 81,67 81,7 81,6 85,3 84,7 85,11
T 12.8 12.74 12.9 13.17 13.46 14.19 14.71

Table 3. Results of Experiment 1.3. Succ, Q and T for varying α+, β+.

Experiment 1.5 Tested are the weighting coefficient winc. Results are presented
in Table 5. Selected was the value value of winc = 0.

It is clear from the experiments that that basic version of AMS barely man-
ages to solve TAR even for a very simple instance. Increasing the tabu tenure
resulted in a significant increase in number of successful experiments without a
major change in the average execution time. It is also clear from Tables 3-5 that
on-line modifications to weighting coefficients do not improve the results. Those
parameters were kept at their default values.

Series 2.
In this series compare are TARsol, ACT and AMS for a selected instance of
the TAR problem. Tested is the dependence of quality of the solution and the
execution time on the number of tasks. Results are presented in Tables 6 and
7. The execution of AMS was repeated 5 times for each set of parameters and
the results are the average. The number of successful executions is provided in
brackets or not at all if every execution succeeded to provide a feasible solution.
Parameters of the problem are as follows: I = 3, J ∈ {4, 5, 6}, L = 2, μi,1,l =
μi,l,1 = 1, for j, k ≥ 2 : ηi,k,l = l, ei,k,l = 10+ l, μi,j,k = |j− k|, Fi = 100, E = 2.

base 1 1.1 1.2 1.5 2

Succ 10 6 6 6 3
Q 85.4 74.67 96 91.33 81.67
T 13.77 11.94 12.11 11.79 11.82

Table 4. Results of Experiment 1.4. Succ, Q and T for varying α∗, β∗.
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base 0 0.1 0.2 0.5 1

Succ 10 3 0 0 0
Q 90.2 78 - - -
T 13.96 12.94 - - -

Table 5. Results of Experiment 1.5. Succ, Q and T for varying winc.

J TARsol ACT − 200 AMS − 1000 ACT − 500 AMS − 2000

4 42 62 88.25 (4) 62 84.8
5 59 (0) 141 (1) 77 116.5 (4)
6 77 (0) (0) 93 173 (1)

Table 6. Results of Series 2. Q for varying J .
J TARsol ACT − 200 AMS − 1000 ACT − 500 AMS − 2000

4 0.06 1.91 12.59 (4) 21.67 28.28
5 0.07 (0) 29.29 (1) 53.07 40.21 (4)
6 0.09 (0) (0) 105.83 79.6 (1)

Table 7. Results of Series 2. T for varying J .

Concluding results of Series 2, we can observe a clear advantage of TARsol
over AMS and ACT for the tested cases. Both the quality of obtained solutions
and the execution time is better for TARsol, the latter by several orders of mag-
nitude. The difference between AMS and ACT alone is similarly straightforward,
ACT provides better solutions in a shorter span of time. Furthermore, for every
tested case, the TARsol alone provided a feasible solution every time. Obtain-
ing feasibility proved to be most difficult for the tested versions of the AMS
algorithm where it often failed, even for small instances.

The main cause behind the observed results seems to lie in the size of the TAR
problem. The number of variables and constraints is overwhelming to tackle all
at once. Even ACT, which performs a decomposition on its own, did not perform
comparably to TARsol.

5 Conclusion

The complexity of TAR prohibits a direct application of the AMS and ACT
methods. Both, the execution time and the quality of the solution obtained
by the dedicated algorithm TARsol are, on average, better. Furthermore, the
algorithm tends to find a solution for cases when AMS and ACT fail. Such results
are consistent with those obtained for the simpler MTA which was tackled in
[Ho2]. Further study on the properties of TARsol and on other dedicated solution
methods is necessary. Use of decomposition in conjunction with AMS and ACT
should also be evaluated.
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Abstract. Robot control systems structures based on agents are pre-
sented. Agents are classified into 8 categories, with the embodied agent
being the most general one. Out of those agents diverse control systems
are built. Single/multi-robot systems are considered, where robots can
have single or multiple effectors. The presentation of the subject relies
on already implemented systems.

Keywords: agent, embodied agent, multi-agent, multi-robot

1 Introduction

Although robot control systems are abundant (e.g. surveys classifying such sys-
tems [1–9]), no single method of presenting their structures has been established.
The papers [10, 11], describing robot control system architectures, differentiate:
1) architectural structure, i.e. presentation of robot control system subsystems
and their interconnections, and 2) architectural style, i.e. description of compu-
tational and communication concepts used. However [10] points out that in many
implemented systems it is difficult to clearly define their architectural structure
and style. Since the time of that publication not much has changed.

This work describes single/multi robot control system architectures in terms
of agents. Agents, in turn, consist of effectors (real and virtual), receptors (real
and virtual) and their control subsystems. The activities of those subsystems are
described in terms of finite state machines switching behaviours parameterised
by transition functions as well as terminal and error conditions, e.g. [12–15].
Systems are classified into single/multi-agent and single/multi-robot ones. The
fact that robots cam be composed of single or multiple effectors is also taken
into account. Implemented examples of each case are presented and discussed.

2 Agents and their types

An agent, as defined by [16], is something that acts, but computer agents have
other attributes, such as: autonomous control, environment perception, persis-
tence over long time, adaptation to change or taking on another’s goals. In
robotics interaction with physical environment is emphasised, i.e. gathering in-
formation from the environment through receptors (sensors) and influencing the
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environment through effectors (e.g. manipulators, grippers or other tools, wheels,
tracks or legs). The necessary component of an agent is the control system, which
is aware of the goal. To accomplish this goal it acquires information from recep-
tors, makes decisions, and modifies environment state through its effectors. Such
an agent is called an embodied agent, and is the subject of this paper.

Thus an agent aj , where j is its designator, contains: real effectors Ej , influ-
encing the environment, real receptors Rj (exteroceptors) collecting data about
the environment, and the control system Cj governing the required behaviours.
The control system is composed of three types of entities: virtual effectors ej ,
virtual receptors rj and the control subsystem cj . The virtual effectors ej and
virtual receptors rj present to the control subsystem cj the effector and the en-
vironment respectively in a form that is appropriate for the purposes of control,
i.e. they implement the ontology required by the control subsystem. The system
can contain many real receptors Rj,l and many virtual receptors rj,k, where l
and k are their respective designators. Similarly, it can contain many real effec-
tors Ej,m as well as many virtual effectors ej,n, m and n being their respective
designators. An agent should also be able to establish a two-way communication
with other agents aj′ , j �= j′. The resulting structure is presented in fig. 1.

Virtual receptor

Real receptor

Virtual effector

Real effector

inter-agent
transmission

Control subsystem

receptor
commands

aggregated
readings

receptor
commands

receptor
readings

effector
control

effector
state

effector
control

effector
state

or

t

tor

t

Fig. 1. General structure of an agent aj

In general an agent aj is represented by the four-tuple: (C,E,R, T ), where C
represents the control subsystem cj , E represents real effectors Ej,m and virtual
effectors ej,n, R stands for real receptors Rj,l and virtual receptors rj,k, while
T represents inter-agent communication (transmission). Any agent needs the
C component to realise its functions, but can be deficient with respect to other
components of the four-tuple. Thus 8 types of agents can be created [17] (tab. 1).

A C type agent is a purely computational entity without the possibility of
interacting with the environment or other agents. An agent of CE type can
influence the environment through its effectors, but cannot perceive it or interact
with other agents. Such agents can be used as, e.g., industrial feeders. An agent
which monitors the environment through its receptors, but cannot influence its
state or modify the environment belongs to the CR type (e.g. a black box in an
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aircraft). The C, CE and CR types of agents are of limited utility for robotics.
The first truly useful agent is of the CT type. It can perform computations
and make decisions on the behalf of other agents, thus hierarchical multi-agent
systems will contain such an agent as a supervisor or coordinator. Even if it is
not employed as a supervisor it can perform computationally intensive tasks for
other agents, e.g. planning. The CER type agents are fully autonomous – they
do not interact with other agents indirectly, but can perceive and influence the
environment. Lack of direct communication with other agents does not preclude
indirect communication using stigmergy [18]. The CRT agents can act as remote
sensors for other agents, while the CET type agents act as teleoperated systems,
however without sensor feedback, thus haptic systems cannot be constructed
using this type of agents. The agents having the highest capabilities are of the
CERT type. They can sense the environment, modify it and interact with other
agents directly. All other types of agents are subtypes of the CERT type, thus it
suffices to just consider the latter. This diversity of agents can be employed both
for the design of single- and multi-robot systems. A system can be composed
of one or many robots thus single/multi-robot systems emerge. A robot can be
represented as a single or multi-agent structure. If a system consists of a single
robot represented by a single agent then this is a single-agent system. If a system
is composed of several robots or if a single robot is represented by several agents
a multi-agent system results. Hence a multi-robot system cannot be a single-
agent system. Both a robot and an agent can be single- or multi-effector. In the
case of an agent its type acronym will contain an E then. If at least one agent
or robot contains many effectors a multi-effector system is produced.

Type Components Function

C (C, •, •, •) zombi

CE (C,E, •, •) blind agent

CR (C, •, R, •) monitoring agent

CT (C, •, •, T ) computational agent

CER (C,E,R, •) autonomous agent

CRT (C, •, R, T ) remote sensor agent

CET (C,E, •, T ) remotely controlled agent

CERT (C,E,R, T ) full embodied agent

Table 1. Types of agents (• represents the missing component)

3 Structure of robot systems

The majority of robot systems, that have been created up till now, has a fixed
structure, but variable structure systems are also possible. In fixed structure
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systems neither the constitutive agents and their interconnections nor the in-
ternal structure of the agents themselves change. In variable structure systems
either the internal structure of the agent changes or the composing agents are
exchanged. Further in the paper fixed structure systems will be considered. In
the case of variable structure systems their structure evolves over time, but at
any instant their structure is fixed, so the description of fixed structure sys-
tems structurally encompasses both categories. Nevertheless variable structure
systems must exhibit different behaviours than fixed structured ones, e.g. [19].

3.1 Single-agent single-robot systems

A single robot having a single effector and represented by a single agent is
a very common type of a system. One such example emerged when research on
reactive torque control of redundant arms was conducted. This research led to
the conclusion that initial arm kinematic configuration is vital for task executed
with the use of operational space impedance control. To provide that the authors
of [20] proposed a single agent (CER type) system with a single virtual effector
executing two behaviours: joint space impedance control and operational space
impedance control. The system used a Kuka LWR4+ manipulator.

The next example also introduces a single-agent (CER type) single-robot
system, however this robot consisted of two effectors (manipulator and gripper).
Service robots have to operate in human oriented environments, e.g. apartments
with doors, both between rooms and mounted in cabinets. Those doors need
to be opened by a robot. The robot named Velma [21] consisted of a 7-DOF
KUKA LWR4+ impedance controlled manipulator and a position controlled
BarrettHand gripper. Visual feedback was used to roughly localize doors and to
plan the approach trajectory. Tactile feedback detected contact with the door
and the handle. This way an exact location of the contact with the handle was
determined. The contact between the hand and the door was maintained by the
fingers of the gripper, which pushed the handle from the side.

3.2 Multi-agent single-robot systems

The mobile robot Rex is a single-robot multi-agent system [22]. The robot has
a single effector – the mobile platform. It is composed of one CERT type, one
CT type and one CRT type agent (fig. 2). The first one is the Locomotion agent
aloc – it interacts with the environment. The second one is the Ontology agent
aont – upon request it generates tasks for aloc in the form of a plan. The plan is
formulated as a series of points to be traversed, corresponding to the positions
specified on the map obtained from the third agent, i.e. the Map agent amap,
which gets the information about the position of the robot on the map from
a motion capture system (a receptor) placed in the indoor environment. The
Locomotion agent aloc receives the current robot position estimates from the
Map agent amap. The Locomotion agent aloc has one virtual effector control-
ling four motors driving the wheels of the mobile platform. This virtual effector
treats the IMU, the force sensors located in the bumpers and four encoders as
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proprioceptors. It implements model based control using a real-time state es-
timator. This agent also has a virtual receptor aggregating data from a stereo
camera. The control subsystem is responsible for trajectory generation based
on the plan received from aont and the information obtained from the virtual
receptor about obstacles that are not present in the map (e.g. people walking
by). The trajectory generation is based on the endogenous configuration space
approach [23]. The three agent structure of the system is due to the fact that
planning is a computationally intensive task, while localisation in relation to the
map using the motion capture equipment is feasible only in the indoor environ-
ment, thus for outdoor environments significant modification of the agent amap

was anticipated. Hence those agents were created separate from the agent aloc.

aloc

Locomotion
agent

aont

Ontology
agent

amap

Map
agent

Fig. 2. General structure of the Rex robot system

Another example of multi-agent single-robot is a modified tele-operated robot
performing exploratory tasks [24]. This robot had several effectors. Initially the
operator used a joystick to guide the robot to the exploration area. This im-
posed a significant burden on the operator as the distance to be travelled had
to be significant while the maximum velocity of the robot was rather low. Hence
a control system assuming also autonomous approach to the exploration area
had to be created. The task was defined in the following way: the operator has
to indicate the goal of motion and once that is done the mobile robot has to
drive to its vicinity avoiding obstacles. The following hardware has been chosen:
mobile platform, a pan-tilt neck (both containing motors and encoders), a cam-
era, a laser range-finder, ultrasonic sensors, touch sensors, inclinometers, GPS,
compass, keyboard (instead of joystick) and a monitor. The operator console
consisted of the keyboard and the monitor presenting the image from the cam-
era. The camera and the laser rangefinder were mounted on the pan-tilt neck.
The operator used the keyboard to point the coupled rangefinder and camera
at the goal that was visible on the screen of the monitor. Once the goal was
in the centre of the image its coordinates relative to the camera, and thus the
robot were recorded. The robot had to navigate to that goal, avoiding obstacles.
For that purpose it used the ultrasonic sensors, touch sensors, camera, GPS and
compass. The inclinometer warned it about excessive inclination of the terrain.
The task can be decomposed into three distinct parts: selection of the goal,
autonomous navigation to the goal, and communication with the operator com-
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manding the robot, either manually or supervising it in autonomous mode. Hence
three agents have been created (fig. 3). Agent agoal indicating the goal; agent
anav navigating the platform to the selected goal, avoiding obstacles and exces-
sive inclinations; and agent acoord communicating with the operator. It should
be noted that agents anav and agoal are never active simultaneously – either the
goal is being set or the robot navigates towards it. Thus the responsibility of the
coordinator, agent acoord, is to switch between the two.

The peculiarity of this system is that all three agents are of the CERT type.
Each one of them has its own effectors and receptors. Agent anav uses GPS and
compass as well as motor encoders for the purpose of self-localization, ultrasonic
and touch sensors to avoid obstacles and inclinometers to avoid overturning. It
receives from the agent acoord the coordinates of the goal. All this information
is required to safely navigate to the goal. Once the goal is reached agent anav
processes manual control commands received via agent acoord. Agent acoord coor-
dinates the whole system and uses the keyboard (which functions as a receptor)
to listen to operator commands and displays the image from the camera (another
receptor) on the monitor (playing the role of an effector). Hence all the three
agents are of the CERT type.

anav

Navigation
agent

acoord

Coordinating
agent

agoal

Goal-pointing
agent

Fig. 3. General structure of the exploratory robot

3.3 Multi-agent multi-robot systems

To investigate how robots can cooperate through stigmergy (i.e. indirect com-
munication through traces left in the environment) [18] a system consisting of
two box pushing mobile robots and one robot broadcasting the box goal loca-
tion has been created [17]. The benefit of creating stigmergic systems is that
they are scalable. Robots can be added or extracted from the system without
the necessity of modifying their software. In the case of the presented system
each of the robots is represented by an agent that had a single effector – a mo-
bile platform, receptors and a control subsystem. As the robots have to know
the final location of the box and its current orientation this information was
conveyed to them by still another robot represented by an agent abroad broad-
casting that information, thus a one-way inter-agent communication with that
agent was necessary (fig. 4). This robot did not receive any feedback from the
other two and broadcasted messages without knowing how many recipients there
are, if any. Hence each of the robots was composed of a single CERT type agent.
The two box pushing robots did not communicate directly with each other, so
the number of such robots could be increased without the modification of the
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software of box pushing robots and the broadcasting robot. Each box pushing
robot was represented by an agent abox. Each agent had a single virtual effector
controlling the two wheel motors as well as performing direct and inverse kine-
matics. Moreover it had a virtual receptor aggregating information from a laser
scanner, thus the orientation of the box in relation to the robot and the location
of the corner of the box could be established. The control subsystem of each
box-pushing agent abox computed four feedback functions maintaining: correct
box motion direction, right box pushing robot orientation, adequate relationship
to the box corner and required pushing velocity. The results of the computation
of the four functions were superposed to produce the resultant command for the
virtual effector. This compound behaviour of the box-pushing robots caused the
box to reach the desired location.

abox1

Box-pushing
agent 1

abroad

Broadcasting
agent

abox2

Box-pushing
agent 2

Fig. 4. General structure of the stigmergic box-pushing system

Another multi-agent multi-robot system, however with each robot having
several effectors, each driven by a separate agent is presented in fig. 5. Aircraft
and car industry require machining (e.g. drilling, milling) of diverse curved sur-
faces of components. As those components are made of thin sheets they are
flexible, thus for the purpose of machining they have to be supported to become
rigid. For that purpose fixtures are used. Each type of component needs a differ-
ent fixture, which is costly both to manufacture and store. An alternative idea
emerged, where instead of this multiplicity of fixtures a single system containing
several robots translocating themselves under the machined component would
be used [25, 26]. The robots rigidify the component only in the vicinity of the
machine tool performing its task. As the tool moves the robots translocate them-
selves making the machined piece rigid along the trajectory of that tool. Such
a system needs several robots that can translocate themselves, rise the support-
ing head to the required level and attach the head to the machined piece. The
resulting system [27] consisted of a bench, having an equilateral triangle mesh
of docking elements protruding from it, and several robots each consisting of:
a mobile base having three legs located in the vertices of an equilateral triangle,
a parallel kinematic machine (PKM) [28] acting as a manipulator and a head
having the ability to either be soft or rigid [29]. The docking elements delivered
electric power and compressed air to the robots through their legs. The mobile
base docked the three legs to any three docking elements forming an equilateral
triangle on the bench, thus acquiring rigid support, and then the manipula-
tor moved the head to the required location. During this motion the head was
soft, but once in place it was attached to the component surface by a vacuum
sucker and then solidified, either by withdrawing the air from a soft bag hold-
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ing sand particles or by applying a magnetic field to a magnetorheological fluid
supporting pins touching the machined surface. The robot to translocate itself
raised two legs and rotated around the one attached to the docking element in
the bench. The angle of rotation was always a multiple of 60◦. Once over the
docking elements the two legs were lowered and attached by a docking locks.

The robotised fixture is an example of a multi-effector, multi-agent, multi-
robot system [30, 31]. The decomposition of the system was guided by the task
that had to be accomplished and the fact that the devices constituting the system
were developed separately, thus separate testing was required. Hence each robot,
consisting of three effectors: mobile base controlled by agent amb, manipulator
controlled by agent apkm and the head controlled by agent ahead fig. 5. Each of
those agents was a CERT type agent, having one virtual effector each. The plan
of motions [32,33] was delivered by the operator to the system coordinator acoord,
which was a CT agent. It controlled both the agent governing the activities of
the bench abench of the CERT type and as many triplets of agents amb, apkm
and ahead as there were robots in the system. In the test system only two robots
were used, thus the system consisted of eight agents.

amb1

Mobile
base

apkm1

Manipulator

ahead1

Head

amb2

Mobile
base

apkm2

Manipulator

ahead2

Head

abench

Bench

acoord

Coordinator

Robot 2

Robot 1

Fig. 5. General structure of the robotic fixturing system

4 Summary

The paper presents the structures of robot systems in terms of agents. Eight
types of agents can be distinguished, however the CERT type is the most general
one. Robots can have a single effector or several ones. A single robot can be
represented as a single agent or as a multi-agent structure. The decomposition
of a system into agents stems from the tasks the system has to execute. There is
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no single method of decomposition – it depends on the experience of the designer,
thus should be treated as an art.
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Summary. We present a new specialized evolutionary algorithm for the global path planning
for mobile robots. We assume that multiple criteria are involved, notably the energy consump-
tion, travel time and movement cost on dangerous areas, as well as constraints like the location
obstacles, a limited minimal robot’s turning angle, a maximal energy (related to the capacity of
batteries) and maximal time of travel. The new algorithm involves some new problem specific
evolutionary operations. The simulation results using the V-REP platform involve obstacles,
different surfaces and dangerous areas. The results are very encouraging, much better than
those obtained using the traditional meta-heuristics, notably the widely used genetic algo-
rithm. Moreover, a novel explicit involvement of energy consumption as a key factor, provides
much new insight from both a theoretical and even more practical points of view.

1 Introduction

We consider the following problem. There is a wireless sensor network (to be called
WSN, for brevity). Such networks are widely used in many areas, exemplified by
the military, industrial, agricultural, infrastructural, health care, to just name a few.
Since, usually, nodes of such networks can exchange highly important, often secu-
rity sensitive data, there may be some malicious attacks on those nodes. Obviously,
all efforts to increase security are difficult and costly. Intrusion detection is therefore
crucial and it can be performed through specialized mobile agents. The system con-
sidered here works basically as follows: there is a central unit that is meant to control
mobile robots the purpose of which is intrusion detection in network nodes. From our
point of view, the main task of the central unit is to determine the positions to be con-
secutively followed by the robots to find and report the consecutive dangered nodes.
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Obviously, instead of the above mentioned intrusion detection problem in WSN, a
much more intuitively appealing problem of, for instance, land mine detection in a
battle field is substantially the same.

The problem considered, first of all, is related to the global path planning (GPP)
which is, in general, a popular topic in mobile robotics and many effective and effi-
cient algorithms are known. However, in our work we add to the performance func-
tion some additional terms related to, first of all, energy consumption and movement
difficulties related to, for instance, a difficult terrain. Needless to say that the prob-
lem of GPP is a computationally difficult optimization task and for its solution we
propose the us of an augmented evolutionary algorithm.

To be more specific, the mobile robot in question is meant to reach positions set
by the central control unit, and many factors should be taken into account like:

• energy consumption (related to a limited battery capacity),
• task completion time,
• movement constraints (related to construction of the robot),
• difficult and dangerous areas in the environment, etc.

Different methods for GPP are known, for instance the Roadmap methods [16,
7], methods based on potential functions [13] or heuristic methods like A* and its
variants [5]. They are, however, not well suited to problems with multiple criteria as
considered here. This is the main motivation for our proposal to use a meta-heuristic
based optimization approach, to be more specific, a genetic algorithm with some
application specific operators. For some examples of the use of meta-heuristics, cf.
[15, 17, 1, 18, 2, 3, 11], to name a few.

Energy consumption is in general a very important functional and economic as-
pect, specifically in the application considered here because the mobile robots used
are powered by batteries of a limited capacity, and have to come back to origins after
the completion of their tasks. Therefore, in addition to the path length, and (often its
related) time of action, we will explicitly include the energy consumption in our per-
formance function to be minimized. It is worth mentioning that the shorter path need
not imply the smallest energy consumption, in general. As to some related works,
some approach for an energy efficient, velocity related path planning was proposed
in [10], and a two step procedure was given in [8, 9].

In this paper we propose a novel approach to the GPP that employs a modified
evolutionary algorithm. Though our discussion is more general, we will use some
elements of an implemented MOTHON (Mobile platform for THreat mONitoring)
system [6, 4] meant for mobile robots used for intrusion detection in the WSNs
(wireless sensor networks). Basically, the mobile robot(s) equipped with specialized
hardware and software for intrusion detection in the WSNs.

Our new approach explicitly includes:

• evaluation criteria involving the path length, energy consumption, travel time and
movement cost for dangerous zones, constraints on the robot’s turning angle,
total energy consumption and total travel time, etc.
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• specialized evolutionary operators with input parameters which can be changed
during algorithm operation,

Notice that we do not deal with the velocity planning which is here meant to be
part of the LMP (local motion planning). Technically, we assume our environment
to be a 200 × 200 grid map, with different ground surfaces, obstacles and unwanted
zones in the form of areas dangerous for robot(s) operation. The tests are performed
using the popular V-REP environment [14].

2 Problem formulation

The problem considered here is to determine a feasible and optimal (of course, this
is meant in a somewhat informal way due to the later use of a meta-heuristic) path
from the starting point [x0, y0] to the end point [xN, yN] in the environment given by
a grid map presented as two matrices:

• matrix MT which stores information about the type of the surface at the consid-
ered point [x,y] (e.g., flat asphalt for which MT [x,y] = 0, rough macadam for
which MT [x,y] = 1, etc.; each with a specific rolling friction factor μ , which has
strong influence on the optimization task,

• matrix MO which stores information about objects located in the environment,
like:
– free cell, MO[x,y] = 0,
– obstacles, MO[x,y] = 1,
– dangerous areas, MO[x,y] = 2, etc.

A particular solution (individual, in our population based approach) involves sets
of two coordinates S = [[x0,y0],[x1,y1],. . . ,[xN ,yN]], where N denotes the number of
points in the trajectory. The subsequent coordinates from the set S are connected with
each other into linear segments pk pk+1 given by the beginning and end point, e.g.
p0 p1 = [[x0,y0], [x01,y01], [x02,y02],[x1,y1]], and the whole trajectory is describes
as a set of path segments, i.e. P = [p0 p1, p1 p2, . . . , pN−1 pN]. Angles between the
consecutive path segments, A = [α0,1,α1,2, . . . , αN−2,N−1], are given as a set A.

The feasible solutions (points along a trajectory) are specified as:

• trajectory points cannot be located on obstacles, i.e.

∀[x,y] ∈ P : MO[x,y] �= 1 (1)

• angles between path segments must be higher than the minimal angle αmin,

∀α ∈ A : α > αmin (2)

• a maximum energy consumption level cannot be exceeded, i.e.

E < Emax (3)

• a maximal task completion time cannot be exceeded, i.e.

Global path planning for a specialized autonomous robot ... 505



t < tmax (4)

The objective (performance) function, which due to a lack of space will be pre-
sented in a brief way, is

f (S) =we · fenergy+wt · ftime+wc · fcost +wo · pobst +weL · pen+wtL · ptime+wa · pangle
(5)

and is to be minimized.
The form of the objective function follows the very essence of the problem con-

sidered, and – for clarity and convenience – its terms (which can have some weights
assigned too) can be divided into:

• the performance related terms, i.e. those related to energy, time and distance, are
assumed in the following form:
– the energy related term, which is concerned with the energy consumption, is

(cf. [8, 9])

fenergy =
N−1

∑
k=0

(μk ·m ·g · sk,k+1 +
Ks

Vk
· sk,k+1) (6)

where: μk denotes the rolling friction of the terrain surface, m denotes the
robot mass, g is the gravitational acceleration, Vk denotes the robot speed at
the considered trajectory fragment pk pk+1, Ks is a static coefficient which
stands for energy loss during the transformation of the electrical into the me-
chanical energy cf. [?] [31]), and

sk,k+1 =
√

(xk − xk+1)2 +(yk − yk+1)2 (7)

– the time related term, which is based on the robot’s velocity and path length,
is.

ftime =
sk

Vk
·hk,hk ∈< 1,2 > (8)

where hk denotes a difficulty coefficient for the path segment as even with
the constant velocity, some path segments may have different travel time (e.g.
sand versus asphalt); hk is 1 if the above aspect is not accounted.

– the movement cost term is the sum of movement costs for all segments on the
robot’s path, i.e.

fcost = MC[xN ,yN ]+
N−1

∑
k=0

(
MC[xk,yk]+

Nl,k

∑
l=1

MC[xk,l ,yk,l ]
)

(9)

where N denotes the number of points in individual S, Nl,k stands for the
number of intermediate points in pk pk+1 and MC denotes the matrix with
movement cost for the particular segments.
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• the penalty related terms which concern various types of violations of constraints
along the robot’s trajectory, namely:
– the penalty for the path infeasibility, i.e. meant to safeguard against the cross-

ing through obstacles (detect segments at which this occurs), given as

pobst = 1000 ·
N−1

∑
k=0

Ok,k+1

Ok,k+1 =

{
1 i f ∃[x,y] ∈ pk pk+1 : MO[x,y] = 1
0 otherwise

(10)

where Ok,k+1 indicates whether path segment pk pk+1 violates the obstacle
feasibility rule (1) or not.

– the penalty for the total amount of energy consumed along a particular tra-
jectory being higher than the battery capacity, i.e.

pen = 1000 ·Elimit

Elimit =

{
1 i f fenergy > Emax

0 otherwise

(11)

– the penalty for the total time of the robot’s movement being higher than a
specified level, given as

ptime = 1000 ·Tlimit

Tlimit =

{
1 i f ftime > Tmax

0 otherwise

(12)

– the penalty for the angle between the consecutive segments of the trajectory
being higher than the maximum turning angle of the robot, given as

pangle = 1000
N−2

∑
k=0

TAk,k+1

TAk,k+1 =

{
1 i f αk,k+1 < αmax

0 otherwise

(13)

where Tk,k+1 indicates whether the turning angles are feasible or not.

The (performance) objective function (5) reflects both the very purpose of global
path planning, and constraints, and will be employed in our evolutionary approach
to the global path planning playing the role of the fitness function.
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3 A novel evolutionary computation approach to the global path
planning

The pseudocode of our new evolutionary approach to the global path planning (GPP)
for the problem considered can be depicted as:

Algorithm 1 Evolutionary Global Path Planner
1: it ← 0
2: population = initialize population
3: probabilities = initialize probabilities for evolutionary operators
4: for number of generations do
5: it ← it +1
6: create new population list
7: for number of elitist individuals do
8: select currently best and not yet chosen individual from population list
9: append new population list with selected individual

10: for tournament population size do
11: while offspring not in new population do
12: draw evolutionary operator
13: select parent(s) from population on the basis of tournament selection
14: apply evolutionary operator to selected parent(s)
15: if offspring not in new population then
16: append new population list with offspring
17: for random population size do
18: while offspring not in new population do
19: draw evolutionary operator
20: select parent(s) from population on the basis of random selection
21: apply evolutionary operator to selected parent(s)
22: if offspring not in new population then
23: append new population list with offspring
24: evaluate new population
25: population = new population
26: if termination condition is True then
27: stop
28: modify evolutionary operators probabilities list

Due to a lack of space, we will just briefly explain the main elements of our
algorithm by emphasizing our new proposals.

For the generation of a new population an elitist approach is performed, with a
user selected elitist number, usually ≤ 5%, then the population is completed to the
proper size which is done in two steps, using a tournament and random selection,
based on a current list of probabilities and operators selected.

A single individual consists of at least two points (the start and end points) and
is not of a fixed length. Between each set of coordinates x,y a feasibility flag q is set
such that
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if a path segment p0 p1 is feasible, the flag q1 is 0 otherwise is equal to some case
dependent integer number, and qN = 0 as point N is the last point of the individual.
The use of the evolutionary operators can clearly change the number of points, except
for the first and last, and the intermediate points can be determined using various
algorithms.

The first population is generated due to the following algorithm which generates
a number of populations, and then one (with the bigger variance) is chosen:

Algorithm 2 Population initialization
1: for number of populations to generate do
2: for number of individuals in one population do
3: insert starting point into individual
4: draw number of points to insert in specified individual range
5: for drawn number of points to insert do
6: draw random point in range < minxy,maxxy >
7: insert point into individual
8: insert ending point into individual
9: remove loops in individual

10: add individual to the population
11: append list of populations
12: from the populations list, select population with the biggest variance

Then, some additional operations on the population exemplified by loop removal
are performed but they will not be discussed for a lack of space.

In our approach we use evolutionary operations which are general but their choice
is specific for the application.

Namely, the operations performed can be summarized as follows:

• the one point crossover operator, a standard operation that in our case exchanges
the first and second parts of the two randomly selected trajectories,

• the mutation operator in which a random point(s) is/are selected and change/s
(mutation/s) of the specific part of the trajectory is/are made,

• the insert operator which inserts a random point into two randomly selected
points in trajectory,

• the delete operator which randomly deletes one or more points from the trajec-
tory,

• the swap operator which randomly selects two neighbouring points in the trajec-
tory and changes their order,

• the improve operator which selects randomly a point in the trajectory and
searches for the best improvement of the values of the specific terms in the fitness
function,

• the repair obstacle operator which is a more complex operator which, briefly
speaking, tries to “repair” the trajectory by avoiding its crossing of obstacles that
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can be just plain obstacles but also areas in which the movement costs, energy
consumption, difficult surface, etc. occur,

• the insert-shorten operator is also a complex operator which tries to make the
existing trajectory shorter by basically trying to find a feasible path between two
point that result in a higher value of the fitness function,

Of course, all these operators are applied to a specific trajectory or specific tra-
jectories with different probabilities which are selected by an application specific
algorithm, starting with an analysis of the diversity (variance) in the populations.

4 Simulation and some results

We will now briefly present some results attained for the analysis of a real problem.
Our approach to the GPP is implemented in Python 2.7 with loops for offspring

generation parallelized using multiprocessing. The simulation is performed using the
V-REP simulator [14] which can be controlled by Python scripts using specialized
libraries.

We used the Pioneer P3-DX mobile robot that is widely used [12]; its size is ca.
0.4 × 0.3 m. The environment was 100 × 100 m decomposed into the 200 × 200
grid (0.5 × 0.5 m per grid cell). The main terrains friction coefficients and robot
parameters were assumed as in [8, 9]. Due to a lack of space, we cannot show nu-
merous parameters, probabilities, etc. of operations, population generations schemes,
and other elements of the algorithm which will be given in a next publication.

For illustration, we will show results attained by our new evolutionary approach
to the GPP, and compare it to the results obtained by using an ordinary genetic algo-
rithm. The robot starts from x = 75, y = 193 and its end position is x = 185, y = 193.
We assume two criteria problem, i.e. with the energy consumption and travel time as
the (conflicting) criteria, with all other terms of the fitness function representing, via
penalties, constraints. The two criteria are combined in the fitness function via the
weighted average, with properly chosen weights.

Just for illustration, we will present a comparison of the worst trajectory obtained
using our new evolutionary approach to the GPP shown in Fig. 2) and the best tra-
jectory obtained by using the traditional genetic algorithm shown in Fig. 1). It can
easily be seen that the former has a substantially lower fitness, energy usage and
time of travel than the latter. It can therefore be seen that for quite complex task
considered, which involves multiple criteria (objectives), both the energy consump-
tion, travel time, and many constraints, our new evolutionary approach to the global
path planning gives much better results than those obtained by the approach which
involves the traditional genetic algorithm. For the comparison, best trajectory deter-
mined by the new evolutionary algorithm is shown in Fig. 3. In these figures, green
colour stands for robot’s trajectory, red colour denotes obstacles, gray colour denotes
areas with higher friction factor and finally blue colour stands for areas considered
as dangerous.
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Fig. 1: Best result obtained by using a genetic algorithm

Fig. 2: Worst result obtained by our new evolutionary algorithm

Fig. 3: Worst result obtained by our new evolutionary algorithm
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5 Conclusions

Summary. We have proposed a new specialized evolutionary algorithm for the global path
planning for mobile robots. We considered the case of robots for intrusion detection in the
WSNs (wireless sensor networks). We have assumed the existence of multiple criteria, no-
tably – which is rarely accounted for – the energy consumption, travel time and movement
cost on dangerous areas, as well as constraints like the location obstacles, a limited minimal
robot’s turning angle, a maximal energy (related to the capacity of batteries) and maximal time
of travel. The new algorithm have involved many new problem specific evolutionary opera-
tions. The simulation results using the V-REP platform have taken into account obstacles, dif-
ferent surfaces and dangerous areas. Simulation environment was integrated with MOTHON
system. The results have been very encouraging, much better than those obtained using the
traditional meta-heuristics, notably the widely used genetic algorithm. Moreover, a novel ex-
plicit involvement of energy consumption as a key factor, has provided much new insight from
both a theoretical and even more so practical points of view.
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1 Gdańsk University of Technology, Elect & Control Engn Dept, Gdańsk, Poland,
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Abstract. In this paper trajectory for approaching during emergency
STS transfer operation with oil spill is considered as a sequence of nav-
igation manoeuvres in specific navigational environment. The designed
way points - ship positions and speed are determined as reference values
to support navigator in decision making during steering and to mitigate
the risk of collision which mostly results from exceeding the speed limit
of approaching. To prevent this, the values of position and speed in each
way points are determined with respect to specific manoeuvring proce-
dure during STS approaching and by taking into account constraints
resulting from ship’s manoeuvre of stopping and speed deceleration per-
formance included in manoeuvring booklet. Additional constraints result
from STS transfer operation guide and navigation practise. The task of
trajectory planning is defined as optimization process to minimize tra-
jectory length, course alteration and maximize safety.

Keywords: Ship to Ship transfer operation, stopping and speed control
characteristics, safe trajectory planning, evolutionary algorithm

1 Introduction

To control ship motion at sea trajectory planning in a dynamic environment is
used. The issue consists in determining ship trajectory between start and final
points, which enables to avoid collision with static and dynamic obstacles and
taking into account ship manoeuvrin performance. Several solutions have been
introduced to solve this problem. One of them contains Game Theory, where
a problem of non-collision control strategies in the steering at sea is analyzed
[7]. Other methods like Genetic or Evolutionary Algorithm, Particle Swarm Al-
gorithm consider collision avoidance as a multi-criteria, nonlinear optimization
problem with navigational time, safety and economy criteria [4]. In the above
studies, the focuses were trajectory searching represented by the set of way points
consists of desired positions and speed or heading. The transformation of the way
points to a feasible trajectory was modelled as straight-lines and inscribed circles
[5], polynomials or splines [3]. The above methods assume constant ship’s speed
on a straight line and decreasing in speed during course alteration, alternatively
time of manoeuvre as a function of course, speed and load condition. Dynamic
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properties of ship have been implemented from turning circle test. However, in
low speed manoeuvring operations at sea like Lightering underway, emergency
Ship to Ship transfer (STS), docking the stopping and deceleration character-
istics are important and should also be taken into consideration. So the above
results cannot be used directly in reality.
STS transfer operation generally involve transhipment between two ships, the
large called SBL (Ship to be Lightered) and small one called SS (Service Ship)
positioned alongside each other, either while stationary or underway in order
to commence cargo transfer [8, 9]. Before mooring and cargo transfer start, the
Service Ship has to approach the Ship to be Lightered, which moves on a con-
stant heading with slow speed or drifts about zero. For this purpose basically a
collision avoidance manoeuvre has to be carried out in order to obtain the re-
quired safety distance between two ships and to take side by side position. The
most common incident that occurs during STS operations is a collision between
the two ships while manoeuvring alongside each other or sailing [14]. Collision
between two ships typically occurs because of reasons which include: incorrect
approach angle between the manoeuvring ships; approaching at excessive speed;
failure of one or both ships to appreciate meteorological conditions. To mitigate
the risk of incidents, guidelines are needed for the navigator of Service Ship,
which include information about reference trajectory for approaching in mean-
ing of reference way points pi: position (xi, yi)/ or heading ψi and speed vi to
take a proper steering decision by ship operator at each stage of ship manoeu-
vring.
Considered in the paper emergency STS transfer operation means that product
tanker (SBL) after collision with general cargo ship lost its ability to manoeuvre
and start drifting due to wind. Immediate actions were carried out to reduce
oil spill overboard. Small tanker (SS) was designated to emergency STS oper-
ation. During this incident can appear additional important aspects like ship
and cargo condition (transhipment from undamaged side), wind direction (tran-
shipment from leeward), speed reduction, time limits (optionally to ensure fast
transhipment) as well as water area constraints (close to port area), avoidance
moving oil spill or other rescue units [16].
Our objective is to determine a desired trajectory for approaching during emer-
gency STS transfer operation taking into account stopping and control manoeu-
vering characteristics of the vessels involved in manoeuvring booklet. Estimated
on available information trajectory allows to take proper manoeuvring decision
by ship operator using rudders and propellers and to mitigate oil spill to the en-
vironment. The resulting optimal trajectory will have to make an assumption of
economic (minimum distance for approaching and course alteration) and safety
of manoeuvring (non-collision).

2 Stopping and speed deceleration characteristics

To control the movement of Service Ship during STS Approach Manoeuvre a few
general control modes are possible, in order to achieve the final distance from
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SBL, parallel course and equal speed. They are recommended based on good
navigation practice and STS transfer operation guides [8, 9, 13, 2]. The control
modes consist of:

I.Trajectory Tracking (moderate or high-speed manoeuvring)

II.Stopping Manoeuvre (stop ship)

III. Berthing (side manoeuvre)

After Approach Manoeuvre by using I, II control modes ships should ma-
noeuvre alongside at the required safety distance DCPA (Distance at Closest
Point of Approach). That means both SS and SBL keep their constant head-
ing ψSS ≈ ψSBL at minimum controllable constant speed vSS ≈ vSBL or drifting
about zero (during emergency). In this condition the Berthing operation by using
the tunnel thruster and mooring procedure by using lines can start.

Comprehensive details of the ship stopping and speed deceleration charac-
teristics are included in the manoeuvring booklet. This booklet is required to
be on board and it has to be available for navigators. Most of the manoeu-
vring information in the booklet can be estimated but some should be obtained
from trials. They contain (among other relevant data) characteristics of main
engine, stopping test results (emergency and normal) and speed deceleration
performance.

The characteristics of main engine contain possible engine order (Full Sea
Ahead, Full Ahead, Half Ahead, Slow Ahead, Dead Slow Ahead, Dead Slow
Astern, Slow Astern, Half Astern, Full Astern), propeller revolution, speed,
power, pitch ratio. Stopping ability [15] of SS is measured by the track, head,
side reach, time required to speed reduction and final course. It covers the fol-
lowing modes of emergency stopping manoeuvres: from Full Sea Ahead to Full
Astern; from Full Ahead to Full Astern; from Half Ahead to Full Astern; from
Slow Ahead to Full Astern; from Full Sea Ahead to stop engine and following
modes of normal stopping manoeuvres: from Full Ahead to stop engine; from
Half Ahead to stop engine; from Slow Ahead to stop engine. Deceleration perfor-
mance concern track reach, head reach and time required. It covers the following
modes: from Full Sea Ahead to Full Ahead; from Full Ahead to Half Ahead; from
Half Ahead to Slow Ahead; from Slow Ahead to Dead Slow Ahead. When vessel
travels along a straight line with the original course (autopilot is on) the track
reach and time reach values are taken as the longest travelling distance and the
maximum time to decelerate ship speed.

3 Trajectory Planning for approaching

The Service Ship trajectory for approaching is defined as a set of turning points
P = {p0, p1, ..., pk} on ship route from current position (initial point) p0
to the destination (final point) pk and a set S = {s1, s2, . . . , sk} of trajec-
tory segments between them with a segment lengths D = {d1, d2, . . . , dk}. The
way points pi (xi, yi, vi, ti) , i ∈ {0, 1, . . . , k} of desired trajectory are inter-
preted as geometrical position xi, yi with respect to a maximum ship speed
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vi, i ∈ {0, 1, . . . , k}and time ti of approaching i -th position. Trajectory seg-
ments si compose of the path position sequences between way points on straight
line as a function in time si (t). It can satisfy speed deceleration performance.
Deceleration performance means that for a given starting reference speed vi−1

at pi−1 it is possible to approach by ship the ending one vi≤vi−1 at pi with
segment length di. When the vessel travels on a straight line along the original
course this segment length value can’t be less than track reach needed for speed
deceleration or stop ship.

3.1 Modelling of the way points

Additional modelling require the way points in close proximity of SBL pk, pk−1

and pk−2, k ≥ 2 .They depend directly on STS transfer operation guide and
navigation practise during STS Approach Manoeuvre [1, 10]. The example of
modelling way points is shown in a Fig.1, where starboard side manoeuvre and
NE’ly wind direction is considered. In the open waters the last phase of standard
Approach Manoeuvre begins at distance R about 0.5 Nm from the destination
point and finish at DCPA approximately 50-100 meters off. The initial way point
p0 consist of a current position (x0, y0), speed v0 of Service Ship at t0, when it
start Approach Manoeuvre. The destination point pk (xk, yk, vk, tk}) has par-
allel position (lSS‖ lSBL) in a safety distance (DCPA) from SBL and the same
speed vk ≈ v, to allow starting manoeuvring alongside. When emergency STS
trajectory is being planned the SBL maintain its current position (x, y) constant
and speed drifting about zero v ≈ 0. In this case the initial p0 and destina-
tion pk points have approximately constant positions chosen by the operator or
calculated by the simple geometric relationship:

pk |(xk,yk)
∈ lSS, lSS ‖ lSBL,

DCPA =
∥∥∥p|(x,y) pk |(xk,yk)

∥∥∥
2
,

vk ≈ v,

(1)

where
p|(x,y) = (x, y) , pk |(xk,yk)

= (xk, yk),
lSS−straight line covers SS diametrical line,
lSBL−straight line covers SBL diametrical line.

The previous way point pk−1 has position determined on straight line lSS
parallel to lSBL:

pk−1|(xk−1, yk−1)
∈ lSS, lSS ‖ lSBL. (2)

The reference speed vk−1 at pk−1 is modelled as minimum controllable speed
vDSA (Dead Slow Ahead) for safety manoeuvring in close proximity vk−1 =
vDSA, with satisfying deceleration performance on trajectory segment sk :

dk =
∥∥∥pk−1|(xk−1, yk−1)

pk |(xk,yk)

∥∥∥
2
≥ track reachk, (3)

where track reachk is the travelling distance need to decelerate ship’s speed
from vDSA to stop.
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The way point pk−2 is determined on the arc LAB between the end points A
and B satisfying A ∈ lSS. The arc is a part of a circle O (pk, |AO| , α) with a
radius |AO|= R of cells and central angle α ∈< 0, 300>. It is also assumed that
reference speed vk−2 = vDSA was predetermined as minimum controllable

pk−2|(xk−2, yk−2)
∈ LAB, vk−2 = vDSA, (4)

where
LAB ∈ O (pk, |AO| , α) , α ∈< 0, 300>, |AO|= R.

4 Formal problem definition

The process of Trajectory Planning for approaching is considered as an example
of classical avoiding collisions at sea. It is reduced to an optimization task with
static and dynamic constraints in the navigational environment with safety and
economic criteria [12, 11].

4.1 Configuration Space/ Search Space

The search space of position variables (the set of all possible solutions) is defined
in two-dimensional Euclidean space of navigational environment:

Xenv=
{
(x, y) ∈ E2: a ≤ x ≤ b, c ≤ y ≤ d

}
. (5)

The space consists of: safe areas Xsafe (t), static obstacles domains Xstat, dynamic
obstacles domains Xdyn (t).

Xenv=Xsafe(t) ∪Xstat ∪ Xdyn (t) . (6)

The choice of maximum speed values vi, i ∈ {0, 1,. . ., k−1} at each way points
of desired trajectory depend on set

V= {vFSS, vFA, vHA, vSA, vDSA} (7)

and vi ≈ 0 for i=k.
The following engine orders are considered: Full Sea Ahead (vFSA), Full Ahead
(vFA), Half Ahead (vHA), Slow Ahead (vSA), Dead Slow Ahead (vDSA). The static
obstacles Xstat such as land, islands, shallow water are modelled by domains,
represented geometrically by convex polygons. The dynamic obstacles Xdyn such
as other ships are modelled by domains, evaluating in time and represented by
hexagon with known current and predicted position, constant course and speed
(containing Colregs rules).

Among them can models oil spill domain Xoil, SBL domain Xsbl and un-
available sector Xunav apart which can be treated as static or dynamic, see Fig.1.
The shape and size of Xsbl depend on ship speed, wind direction, DCPA and
side of approach. Oil spill domain Xoil can also evaluate in time and depend on
emergency and weather conditions. It is also possible to model prediction of the
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oil spill area [6]. In the paper an oil spill and SBL domain are represented by
static hexagon and triangle domain respectively because of SBL drifting and oil
barrier. Unavailable domain Xunav contains forbidden sectors which results from
ship manoeuvring and operation constraints by using rudders at low speed.

Fig. 1. Modeling of the way points in navigational environment

4.2 Constraints

Desired trajectory satisfies safety and deceleration condition. The reference tra-
jectory during STS assume to be safe if each of way point pi, i = {0, . . . , k}
and segment si, i = {1, . . . , k}, between way points does not cross in the area
of the environment with the static and dynamic obstacles:

S ⊂ Xsafe (t) and P ⊂ Xsafe(t). (8)

Deceleration condition means satisfying ship’s stopping and speed decelera-
tion performance.

vi ≤ vi−1, i = {1, . . . , k}, vk ≈ 0, (9)
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di ≥ track reachi, i = {1, . . . , k}. (10)

Additional constraints can result from weather condition, STS transfer operation
guide and navigation practise (see Chap. 3.1).

4.3 Optimization criteria

The problem of determining STS trajectory for approaching is defined as multi-
criteria optimization task due to the presence of a function to opposing crite-
ria. Therefore, it is proposed to use an approach based on replacing the multi-
objective function by the function single-criterion f(P, S) with weighting factors
w1,w2,w3.

f(P, S) = fecon(P, S) + fsafe(P, S), (11)

where
fecon(P, S) = w1fdist(P, S) + w2fsmooth(P, S),
fsafe(P, S) = w3 fclear(P, S).

The function f consists of costs related to the economics of shipping fecon
and safety costs fsafe. The economic cost fecon are related to the length of the
trajectory fdist as well as the degree of smoothness fsmooth associated with course
alteration.

Safety costs fsafe are associated with avoiding navigation constraints of both
static and dynamic fclear. Component fclear defines a safe distance of passing
navigation constraints.

5 Simulation tests results

The evolutionary path planning algorithm is proposed based on a natural selec-
tion mechanism to determine STS trajectory for approaching as an optimization
task. Its most important advantages are build-on adaptation mechanism for a
dynamic environment and reaching a multi-criteria task solution in a near-real
time. In actual implementation introduced several modification of earliest ver-
sion of evolutionary path planning method [11] to adapt an algorithm to STS.
Each node consists of x, y and v coordinates. Velocity v is generated randomly
from the set V (7) and satisfies (9).The feasibility of trajectory means that the
trajectory is safe (8) and at the same time satisfies ship’s stopping and speed
deceleration performance (10). The algorithm takes into account the direction
of wind ( SS approaches from leeward (Fig.1)). Speed of own ship on straight-
line segments can be fixed or variable in a non-linear manner according to speed
deceleration performance (Fig.2). So the collision time is also calculated in a non-
linear manner on the basis of data from speed deceleration characteristics. The
repair mechanism of speed is introduces to satisfies (9) after genetic operators
are used. The way points components calculated from Evolutionary Algorithm
(EA) are determined as references position (or heading) and speed values for
navigator to support decision making at each stage of ship manoeuvring.
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In the simulation test, the approach trajectory was determine for the SS type
Chemical Tanker 6000 DWT, of length overall 103,6 m powered by one diesel
engine rating 3600kW at 200 rpm. The tanker is propeller by 1 fixed pitch pro-
peller. The ship is steered with one rudder which maximum angle 650. This ship
is equipped with one bow tunnel thruster rating 400kW. Stopping ability in deep
water can be judged from emergency stop manoeuvre when autopilot is turned
on. Figure 2 present deceleration ability of SS in detail when autopilot is turned
on. Table 1 includes estimated value of track reach (distance travelled), head
reach, side reach, speed and time to stop (time till vessel is dead in water) from
Dead Slow Ahead to Stop. The example trajectory of approaching is shown in a
Figure 3. It is composed of four way points p0, p1, p2 and p3. On the resulting
trajectory are determined additional points to support the navigator in decision
making. The detailed data as positions, velocities, lengths and times on each
trajectory segment are shown in Table 2. The resulting trajectory is safe and
satisfies speed deceleration performance in meaning of satisfying velocity, time
and track reach constraints. Time to reach intersection points (pI, pII, pIII) by
own ship to avoidance collision was calculated depending on the way from time
(Fig. 2).

Fig. 2. Deceleration performance (from trial test)

Table 1. Emergency stopping ability

To Stop Track R. Head R. Side R. Time R. Final course
from: Nm Nm Nm min-s 0

Dead Slow Ahead 0.075 0.075 0.00185 1-27 9
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Fig. 3. Example of desired trajectory

6 Conclusion

The paper describe the problem of trajectory planning for approaching during
emergency STS transfer operation with oil spill. The problem is considered as
a collision avoidance task with respect to additional constraints resulting from
transfer operation guide and control possibility. The guide gives us only a pos-
sible final Approach Manoeuvre without any step by step instruction about de-
sirable position and speed of reference trajectory which mostly depend on ship
speed manoeuvring properties. The information about desired speed at each
way points can reduce possible factors that cause collision during STS like in-
correct approach angle between the SS and SBL ships, the manoeuvring ship
approaching at excessive speed, some form of human error. Taking into account
ship manoeuvring characteristics during STS trajectory planning process can
support Navigator in decision making to determine desired speed in each phase
of manoeuvring and type of steering operation using rudder and propeller and
estimated time duration to complete operation.
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Part VIII
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Wroc�law University of Science and Technology,
Department of Control Systems and Mechatronics,
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Abstract. In the paper a three-stage, semirecursive scheme for the
Wiener-Hammerstein system identification is proposed. The algorithm
combines both parametric and nonparametric strategies and allows to
recover linear and nonlinear subsystems directly from the noisy input-
output data. As to the nonlinearity, the main idea is based on the re-
cursive kernel censoring of measurements, while linear dynamics are re-
covered by a special kind of deconvolution. Efficiency of the obtained
estimates is justified by numerical example.

Keywords: System identification, Wiener-Hammerstein system, kernel
censoring, deconvolution.

1 Introduction

For the simplest block-oriented objects, such as Wiener and Hammerstein sys-
tems, many identification methods have been developed and presented in the
literature, see e.g. [11], [10], [7], [2]. For more complicated architectures however,
relatively less approaches have been proposed and analyzed. In the paper we
consider identification of Wiener-Hammerstein system (LNL), being a series con-
nection of two linear dynamic blocks and internal static nonlinearity (see Fig.1 in
Section 2). The LNL system is particularly demanding in identification, mainly
due to the correlation introduced by the first dynamics. In consequence, most
known identification algorithms require Gaussian input signals and are based
on the best linear approximation (BLA) of the static nonlinearity [9], [8], [12],
[1]. First attempts to recovering of the nonlinear part without this prerequi-
site have been recently made e.g. in [6], [13], [4]. In this paper, based on the
off-line approach proposed in [6], we introduce a semirecursive procedure allow-
ing to identify nonlinear subsystem in an on-line fashion under relatively weak,
nonparametric, requirements about its static characteristic and almost indepen-
dently of dynamic parts. Non-Gaussianity of the input signal is also admitted.
Regarding linear subsystems, we propose an identification scheme allowing es-
timation of impulse responses of both dynamical subsystems, based on their
convolution and specially selected measurement data.
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2 Problem statement

We consider discrete time Wiener-Hammerstein system shown in Fig. 1, i.e. the
system being cascade connection of two linear dynamic blocks and internal static
nonlinearity. The system is described by the following two equations

Fig. 1: Wiener-Hammerstein system

xk =

p∑
i=0

γiuk−i, yk =

q∑
i=0

λiμ(xk−i) + zk, (1)

where μ(x) is the nonlinear characteristic of the static block and {γ0, γ1, ..., γp},
{λ0, λ1, ..., λq} denote impulse responses of the input and output linear subsys-
tems, respectively. It is assumed that the sequences {uk}, {yk} are accessible
for the measurement, whereas both interconnecting signals {xk} and {vk} are
unavailable for experimenter. The identification goal is to recover both impulse
responses {γi}, {λi} and the nonlinear characteristic μ (·) from the input–output

data sequence {(xk, yk)}Nk=1 assuming that:

Assumption 1. The orders p and q of the linear dynamic subsystems are finite
and known.

Assumption 2. The static nonlinear characteristic μ(·) is at least Lipschitz
function, i.e.,

|μ(x)− μ(v)| ≤ lμ|x− v|, lμ < ∞
and at least two times differentiable in arbitrarily small neighborhood B0 of the
point x0 = 0 and that moreover μ(x0) = 0, μ′(x0) �= 0.

Assumption 3. The input process {uk} is a sequence of i.i.d. bounded random
variables with Lipschitz probability density function f(·), i.e.|f(u)−f(v)| ≤ lf |u−
v|, lf < ∞, and f(x0) > 0.

Assumption 4. The random noise {zk} is an i.i.d. zero-mean sequence with
finite variance σ2

Z

As Assumptions 1 and 2 have parametric and nonparametric character,
respectively, the following identification algorithm belongs to the class of mixed
parametric–nonparametric identification procedures. According toAssumption
2 the nonlinear characteristic can be any function that fulfills merely mild global
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limitations and slightly more restrictive ones in a neighborhood of point x0 = 0.
In the paper, to simplify the reasoning, we took x0 = 0, but the method can be
considered for arbitrary point x0. Assumption 3 admits relatively wide class
of random input signals and in this sense the method introduced further seems
to be an essential extension of the up-to-now existing techniques. Finally, in
Assumption 4, requirements concerning additive noise signal {zk} are formu-
lated. They are typical for the identification algorithms designed for working in
a stochastic regime.

Due to inaccessibility of the internal signals, however – without additional
prior knowledge – the system characteristics can be identified only up to the
unknown multiplicative constants c0 and c1. In particular, the nonlinearity μ (x)
can be recovered only as a scaled function c0μ (c1x) and both impulse responses
as the scaled sequences c−1

1 {γi}, c−1
0 {λi}, respectively. Hence, without loss of

generality, we shall further assume that impulse responses of linear subsystems
are normalized, i.e. are such that Γ =

∑p
i=0 γi = 1 and Λ =

∑q
i=0 λi = 1.

3 Identification of static nonlinearity

We begin with nonparametric identification of the static subsystem (stage 1).
The idea of the proposed method is based on the approach discussed in [3], [5],
[6] and allows to recover nonlinearity μ (·) independently of the other system
components.

Let x be an arbitrary estimation point of μ (·) and

δk(x) �
p+q∑
i=0

|uk−i − x| (2)

denote l1–distance between the input sequence {uk−p−q, uk−p−q+1, . . . , uk} and
the given point x. Observe, that for indexes i = 0, 1, ..., q it holds that

|xk−i − x| = |
p∑

j=0

γjuk−i−j −
p∑

j=0

γjx|

= |
p∑

j=0

γj(uk−i−j − x)| ≤
p∑

j=0

|γj |
p∑

j=0

|uk−i−j − x| ≤ cγδ (x). (3)

where cγ =
∑p

j=0 |γj |. For any positive constant η let us consider a sequence
of consecutive system inputs {uk−p−q, uk−p−q+1, . . . , uk} for which cγδk(x) ≤ η.
Based on the inequality (3) we note that for such a set of inputs the unknown
interaction items xk−i, i = 0, 1, . . . , q are located close to the estimation point x,
provided that η is sufficiently small. Observe moreover, that from the perspec-
tive of {xk} and {yk}, the Wiener-Hammerstein system is just a Hammerstein
system. Hence, borrowing the idea from ([2, Ch. 4]) developed for Hammerstein
systems taking account of (3), we propose for recovering μ (x) the estimate

μ̂N (x) = ĝN (x)/f̂N (x), (4)
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where

ĝN (x) =
N∑

k=1

1

ηk
ykK

(
δk(x)

ηk

)
and f̂N (x) =

N∑
k=1

1

ηk
K

(
δk(x)

ηk

)
(5)

and where K(·) is a kernel function assumed further to be a box selector, i.e.,

K (x) = 1 [−1 ≤ x ≤ 1] . (6)

The number sequence {ηk} in (5) is in turn such that {ηk}Nk=1 tends to

zero and N−2
∑N

k=1 η
−1
k → 0 as N → ∞.

In recursive form the numerator ĝN (x) and denominator f̂N (x) of (4) can be
expressed as (cf. ([2]),

ĝN (x) = ĝN−1(x)−
1

N
(ĝN−1(x)−

1

ηN
yNK(

δN (x)

ηN
)), (7)

f̂N (x) = f̂N−1(x)−
1

N
(f̂N−1(x)−

1

ηN
K(

δk(x)

ηN
)), (8)

which is particularly useful for on-line data processing. At the beginning one can
take ĝ0 (x) = 0, f̂0 (x) = 0 assuming that 0/0 = 0.

Nonparametric estimation of nonlinearity with the use of equation (4) and
formulas (7)–(8) can be performed on arbirarily dense grid of (e.g. equispaced)
points x implementing for instance parallel computing.

4 Estimation of convolved impulse responses

In this section we consider identification of series connection of the linear dy-
namic subsystems (stage 2), it is convolution {κi}p+q

i=0 of the impulse responses
{γi}, {λi}, i.e.

κi = {γi} ∗ {λi} =
i∑

j=0

λjγi−j . (9)

As in the previous section, in the proposed approach precise information about
other system components (at present nonlinearity μ (·)) is not needed.

Following the definition of δk (x) (see eq. (2)), let now Δk be the l∞–distance
between the components of the sequence {uk−p−q, uk−p−q+1, . . . , uk} and the
point x0 = 0 (cf. Assumption 2), i.e. Δk = maxi=0,1,...,p+q |uk−i| (we recall
that, in general, the point x0 could be arbitrary). Similarly to (3), observe that
for i = 0, 1, . . . , q,

|xk−i| = |
p∑

j=0

γjuk−i−j | ≤
p∑

j=0

|γj ||uk−i−j | (10)

= γmax

p∑
j=0

|uk−i−j | ≤ γmax(p+ 1)Δk ,
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where γmax = maxj |γj |. Now, due to (10), we note that for arbitrarily chosen
constant h > 0, if Δk ≤ h then also |xk−i| ≤ γmax(p + 1)h. In consequence,
for sufficiently small h, components of the segment {xk−q, xk−q+1, . . . , xk} are
a collection concentrated in the neighborhood B0 around the point x0 = 0 (see
Assumption 2) and (since the nonlinearity μ (·) is at least twice differentiable
in B0) we have

μ(xk) = cxk + ρ(xk), (11)

where c = μ′(0) is unknown (nonzero) constant and ρ(xk) is a reminder term of
order o(h). This, and equations (1) leads, in turn, to the observation that

yk = c

q∑
i=0

p∑
j=0

λiγjuk−j−i +

q∑
i=0

λiρ(xk−i) + zk.

Based on the convolution (9), the above equation can be rewritten in a more
compact form as

yk =

p+q∑
i=0

(cκi)uk−i + rk + zk, (12)

where rk =
∑q

i=0 λiρ(xk−i) is a tail of order o (h). Neglecting the tail rk this

result can be now simply exploited for estimation of {cκi
Δ
= κ̄i} by correlation

method. Note however, that (12) holds true only for properly selected input mea-
surements {uk}. Therefore, wishing to use the simple and standard correlation
estimate of κ̄i, i.e., to apply in fact a sample mean, the appropriate estimate
must be equipped with the properly scaled kernel (box) selector K (·) (see eq.
(6) and (7)–(8)), yielding

κ̂i,N =
1

N

N−(p+q)∑
k=p+q+1

[
1

hp+q+3
k

K(
Δk

hk
)

]
ukyk+τ , (13)

where i = 0, 1, . . . , p + q and the weighting factor (1/hp+q+3
k )K(Δk/hk) selects

input items {uk} for which proper interaction inputs {xk} are concentrated in
the neighborhood B0 (see Assumption 2). We assume that number sequence

{hk}Nk=1 tends to 0 as N → ∞. In recursive version, the estimate (13) takes the
form

κ̂i,N = κ̂i,N−1−
1

N

(
κ̂i,N−1 − uN−(p+q)yN−(p+q)+τ

[
1

hp+q+3
N−(p+q)

K(
ΔN−(p+q)

hN−(p+q)
)

])
(14)

similar to (7)–(8) and to start the routine we can take κ̂i,0 = 0.

5 Identification of linear dynamics

Our goal is to decompose scaled convolved estimate {κ̂i,N} in order to obtain
separate weighting functions describing individual dynamic blocks (up to a scale;
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stage 3). To present and motivate the general reasoning let us assume that,
in theory, the true μ (·) and {κ̄i} are known. Based on assumption that the
orders p and q are known too, we can construct the model of genuine system
(1), parametrized by vectors g = (g0, g1, . . . , gp)

T , l = (l0, l1, . . . , lq)
T . Similarly

to the true system description (1), the considered model is described by the
equations

ỹk(l, g) =

q∑
i=0

liμ(x̃k ), x̃k =

p∑
i=0

giuk−i. (15)

We are now about to use ỹk(l, g) for determining λ = (λ0, λ1, . . . λq)
T
and γ =

(γ0, γ1, . . . , γp)
T
. To this end, we can take, for instance, the mean squared error

function Q (l, g), parametrized by the vectors l and g, i.e.

Q(l, g) = E[yk − ỹk(l, g)]
2. (16)

Noticing that for true impulse responses λ and γ it holds that Q (λ, γ) = σ2
Z and

that for any l, g, we have Q(l, g) ≥ Q(λ, γ), we get

{λ, γ} = argmin
l,g

Q(l, g) (17)

provided that both subsystems are identifiable. Formally, equation (17) can be a
basis for identification of both linear subsystems. Proper optimization problem
can however be difficult and time consuming in the case of large dimensionality
of λ and γ.

Alternatively, in order to avoid direct optimization as in (17) – and to en-
able parallel computation – we exploit that locally (due to (11)) the Wiener-
Hammerstein system can be treated as serial connection of two linear subsys-
tems with impulse responses λ and γ, and noise-free output wk (see Fig. 1), and
described as a whole by the equation wk = uk

∑p+q
i=0 κ̄id

i = ukW (d), where d is
time delay operator i.e., diuk = uk−i and

W (d) = κ̄p+qd
p+q + κ̄p+q−1d

p+q+1 + · · ·+ κ̄1d+ κ̄0

= κ̄p+q(d− d1)(d− d2) . . . (d− dp+q), (18)

with d1, d2, . . . , dp+q being the roots of W (d), where the factorization as in (18)
can be easily obtained by using standard software. Let Ω = {d1, d2, . . . , dp+q}
be the set of all roots, and Θ be any subset of Ω consisting of p elements, i.e.
of cardinality equal to the length of impulse response of the first dynamics. The
polynomial W (d) can be factorized as follows

W (d) = κ̄p+qΓΘ(d)ΛΘ(d), (19)

where ΓΘ(d) =
∏

di∈Θ(d−di), and ΛΘ(d) =
∏

di∈Ω\Θ(d−di). Since the possible

conjugate roots of W (d) must be included to the same factor ΓΘ(d) or ΛΘ(d)
(consequently, appropriate transfer function), the total number of feasible rep-
resentations as in (19) does not exceed

(
p+q
p

)
and coefficients of the polynomials

ΓΘ(d) = γΘ,0 + γΘ,1d+ · · ·+ γΘ,pd
p, (20)

ΛΘ(d) = λΘ,0 + λΘ,1d+ · · ·+ λΘ,qd
q (21)
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yield eventually normalized impulse responses of the first and second linear
blocks, i.e.

gΘ = (γ̄Θ,0, γ̄Θ,1, . . . , γ̄Θ,p)
T , lΘ = (λ̄Θ,0, λ̄Θ,1, . . . , λ̄Θ,q)

T ,

where γ̄Θ,i =
γΘ,i∑p

j=0 γΘ,j
, and λ̄Θ,i =

λΘ,i∑q
j=0 λΘ,j

. Including (15) and (16), let us

now introduce the following quality index

Q̃N (lΘ, gΘ) =
1

N

N∑
k=1

[
1

hk
K̄(

Δk

hk
)

]
[yk − ỹk(lΘ, gΘ)]

2,

for each possible lΘ, gΘ, where {hk}Nk=1 is a number sequence tending to zero as
N → ∞. This rule is to some extent an empirical counterpart of (16) with an
additional weighting factor (1/hk)K̄(Δk/hk), and the modification in compari-
son with (13) is that now K̄(·) is an anti-kernel of K (·), i.e. K̄ (x) = −K (x)+1
(compare (13)) guaranteeing that at this estimation stage we exploit the data
not taken into account in the estimate (13). Now, as the solution, we can take

{λ̃N , γ̃N} = arg min
Θ⊂Ω

Q̃N (lΘ, gΘ). (22)

Though the proposed procedure is obviously not recursive, it possesses how-
ever the fundamental feature of such a scheme. Namely, we repeatedly recompute
and compare the value of the same function Q̃N (lΘ, gΘ) for various intermediate
arguments lΘ, gΘ to find the optimum solution (22), i.e. true impulse responses.
On the other hand the procedure replaces the possible truly recursive and hard
numerical optimization routine of (16), and makes easier solution of our prob-
lem for large dimensions of p and q. It realizes in fact exhaustive search strategy
w.r.t. a (p+ q)–element discrete set of impulse response items, and can be further
improved by using more efficient method of discrete programming.

In the empirical counterpart of the procedure we use the estimates μ̂N (·)
and {κ̂i,N} instead of μ (·) and {κ̄i}, according to the plug-in strategy, getting

the estimates λ̂N , γ̂N .

6 Simulation example

In the simulation experiment, the Wiener-Hammerstein system with linear sub-
systems impulse responses γ = (0.6, 0.3, 0.1)T , and λ = (0.7, 0.3)T was investi-
gated. The nonlinear static characteristic was chosen as

μ(x, c) = c1x+ c2x
2, c = (c1, c2)

T = (−1, 1)T .

The system was excited and disturbed by random, uniformly distributed se-
quences uk ∼ U [−2, 2], and zk ∼ U [−0.1, 0.1]. Unknown parameters were re-
covered based on {(uk, yk)}N=30000

i=1 measurements. The following estimates were
obtained

γ̂ = (0.6017, 0.3039, 0.0944)T , λ̂ = (0.7048, 0.2952)T ,
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The simulation results are illustrated in Figures 2a and 2b, respectively. In Fig-
ure 2a, the nonparametric estimate (5) evaluated at equispaced points, compared
with the true characteristic μ(·) is shown. In turn, Figure 2b presents a com-
parison of the outputs of the true system (dots) and estimated system model
(circles). The simulation results confirm applicability of the proposed method.

Fig. 2: The results of identification. a) The true characteristic μ(x) and the esti-
mate μ̂(x) and b) Outputs of the system and model

7 Conclusions

Based only on the input-output measurements of the whole system, both static
and dynamic components of the Wiener-Hammerstein system can be recovered
with use of the presented algorithm. The proposed method works for a wide class
of excitations and for any probability distribution of random output noise with
finite variance. Because of the online (recursive) nature of the estimates, the
scheme can be implemented in an adaptive fashion, e.g., for system controllers
or devices which require up-to-date knowledge about the process under control.
Deconvolution of confounded impulse responses can be performed by using par-
allel computing techniques and may be efficiently solved even for blocks with
long dynamics. The simulation results show efficiency of the method, however
rigorous convergent analysis is at present an open problem.
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Abstract. The paper presents a new method of active identification by the use 
of nth order Strejc model with time delay. The model approximates the dynam-
ics of multi-inertial system based on its step response. The basic and inconven-
ient version of identification method for this model was published by Strejc in 
1959. Different results of research on this model were published in other works. 
In almost all these methods a key role is played by the graphic procedures for 
setting coordinates of the inflection point in step response of the system, draw-
ing a tangent line in this point and finally determining the specific intervals giv-
en by this line. Based on the Strejc table one can then determine the hypothet-
ical order and the time constant of the model. The reasons for the model ap-
proximation errors in this method are the inaccuracy of location of the inflec-
tion point, the procedure of tangent line drawing and the main idea that the step 
response of a real system and the model response are equal only in the one 
point. The method presented in this work, is based on the condition that the 
normalized step responses of the system and of the nth order Strejc model must 
be equal in two chosen points spaced from each other that will guarantee a good 
matching of the whole step characteristics and hence a good approximation 
model. As it turned out, the simple analytical formulas can be received which 
enable fast and simple determination of Strejc model parameters (for any speci-
fying order n 1). The most important features of this method are lack of proce-
dure for the location of the inflection point and the tangent line drawing proce-
dure, as well as the non-assumption in advance of the order of the model (in 
contrast to the Strejc method). The presented method is suitable for easy im-
plementation in PLC controllers with self-tuning. 

Keywords: Strejc model identification, systems with time delay, self-tuning PLC 

1 Introduction 

The paper presents a new method of parameter identification of nth order transfer 
function with one multiple time constant Tn and time delay n, which approximates 
the dynamics of an unknown multi-inertial system, based on its step response h0(t).  

The basic version of the identification method for this model was first time pub-
lished by Strejc in 1959 [1]. Then, additional research concerning this model was 
presented in many works. In some of them different ideas were used, for instance the 
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Stirling’s formula for factorial approximation or artificially scaled time constant T/n, 
so as to get one point intersection of the all step responses of Strejc models with dif-
ferent orders (in fact, such a point does not exist). All of these methods originate from 
the one main tenet that the inflection point of a normalized step characteristic h0(t) of 
an unknown real system, as well as the slope of the tangent line in this point, should 
be the same as in the Strejc model. Thus, the parameters of the single point have to 
determine the quality of approximation. These standard procedures for determination 
of the order n, time constant Tn and time delay n use the three stage identification 
algorithm in which a crucial role is played by the graphic procedure for determination 
of the inflection point coordinates, determination of the slope of the tangent line and 
determination of time intervals pointed by this line at the levels h0=0 and h0=1. There 
are different reasons for the errors during identification of the Strejc model. Besides 
the main reason, which was the idea of replacing several different time constants by 
the same and multiple constant Tn, the Strejc method itself introduces some inaccura-
cies, especially by the use of the idea that the step response and its derivative of the 
real system are equal to the step response and its derivative of the model, only in the 
one point. The other sources of the errors are the above-mentioned inconvenient 
graphic procedures as well as iterative procedures for selection of the proper order of 
the model (the calculated order of the model most frequently appears to be non-
integer number). The graphic errors can be minimized by computer pre-processing of 
the measurement characteristic in the order of the precise location of the inflection 
point (the moment of maximum impulse response). Without the use of a computer, 
graphical inaccuracies are made immediately that give difficult to estimate identifica-
tion errors. 

Therefore some authors developed methods which propose the omitting of these 
procedures but limited only to the models of the first order. By drawing a secant line 
through two selected points it is easy to determine a substitute time constant for the 
Küpfmüller first order model. To the group of these simple methods belongs a Cohen-
Coon method [2], in which, for model identification, two points are chosen on the 
normalized step characteristic: h0(T50)=0.5 and h0(T63.2)=0.632. The same methodolo-
gy for another two points h0(T28)=0.28 and h0(T40)=0.4 was presented by Broida 
(1969) [3]. There are also other known results for an additional points h0(T35.3)=0.353
and h0(T8)=0.853. However, the formulas for T and  obtained by these methods are 
very simple, they cannot give good results for the systems of the high order. 

In order to increase the accuracy of identification, the author of this work devel-
oped, in 2015, an extension of two point identification method and obtained its gener-
alization for any order of the Strejc model. The derived formulas were not found in 
the subject literature (despite searching in literature data basis) and hence it seems that 
they are quite new. The proposed approximation method uses the condition that the 
normalized experimental step response (h0( )=1) should always fit the Strejc charac-
teristic of nth order at two specially chosen points spaced from each other that will 
guarantee a good matching of the entire step characteristics and finally a good approx-
imation model. One of these points is constant e.g. h0(T90) = 0.9 and the second one is 
chosen as the known inflection point of Strejc model h[tp(n)] (different for the differ-
ent order of the chosen model). As it turned out it is possible to obtain very simple 
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analytical formulas for fast and accurate identification of the Strejc model with time 
delay and for chosen by the designer the order n of the model. All obtained model’s 
responses are very well-fitted into the real system response because they coincide 
with two spaced apart points. 

However, the most important features of the presented method are the lack of the 
procedures for examination of the coordinates of inflection point, as well as the lack 
of graphic setting and tangent line processing. An extra feature is also the fact that the 
designer may choose the order n of the model, which differs this method from the 
classical Strejc method. For use of the derived formulas manual calculations and the 
use of simple four function calculator are sufficient (three multiplications and two 
subtractions of two numbers are needed). Hence, the presented procedures are espe-
cially suitable for easy implementation in self-tuning PLC controllers. Many produc-
ers of adaptive PLCs use the Strejc model for auto-tuning. For instance, in the Sie-
mens SIPART controllers DR21, DR22, DR24, according to the company's MP 31 
catalogue, the SIEPID adaptive identification and controller tuning method has even 
been patented. 

In the subject literature one can find the results of different research for the Strejc 
model [2], [3], [4], and [14]–[17] (in Polish) as well as the works in which the utiliza-
tion of this model for self-tuning controllers is presented [5] – [13]. 

2 The Strejc Model 

The transfer function of the Strejc model is given by the formula (1) 

nTs
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.    (1) 
The response of this model for the step control signal u(t)=1(t) with zero initial 

conditions is given by the known formula: 

1

1

3

3

2

21

0 )!1(
...

!32
11

)!(
11)( n

n
T
tn

i

i
T
t

Tn
t

T
t

T
t

T
teK

iT
teKth . (2) 

The impulse response for u(t)= (t) is given by the formula (3) (it is the derivative 
of (2)). The moment of the inflection point in the step response (2), can be calculated 
based on the necessary condition of the existence of the extremum of function g(t): 
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The solution of (4) (apart from the trivial solution t=0  and  t= ), gives the time of 
the inflection point Tp. 

)1(nTTp .                                                     (5) 
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However, not obvious is the location of the point Tp on characteristic that can be 
seen in Fig.1, where the curve of the step response h(t) of the transfer function (1) 
with T=2.5 and n=4 is shown. It seems that Tp  [6, 8]. The use of a computer and 
plotting of g(t) can finally exactly point to the location of Tp = 7.5, (this agrees with 
the calculations according to (5), Tp=2.5*3=7.5). In a non-symmetrical case for the 
multi-inertial system with different time constants e.g. T1=1, T2=2, T3=3, T4=4, T5=5, 
T6=6, the exact location of the point Tp =16.4, is quite uncertain (Fig.4). 

Fig. 1. The step and impulse responses h(t) and g(t) for n=4

Substituting (5) for (2) one can obtain the formula for the value of inflection 
point h(Tp). It turned out that this value does not depend on the time constant T and 
only depends on the model order n.
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Assuming normalized step characteristic of n-th order model as hn(Tp) = h(Tp(n))/K, 
one can obtain the known values of hn and Tp(n) for the Strejc model. 

Table 1. The inflation point values for the Strejc model 

n np hKnTh /))(( Tp(n) Tp(n)
T=2 T=4 T=5

2 2642611.0111 1
2 eh T 2=T21 4=T22 5

3 3233236.02/2211 22
3 eh 2 T 4 8=T31 10=T32

4 3527681.06/32/3311 323
4 eh 3 T 6 12 15

5 371163.024/46/42/4411 4324
5 eh 4 T 8 16 20

6 3840.0120/524/56/52/5511 54325
6 eh 5 T 10 20 25

The curves hn(t) denoted T21 (for n=2 and T=2) and T22 (for n=2 and T=4), as 
well as T31 (for n=3 and T=4) and T32 (for n=3 and T=5), are plotted in Fig.2. 
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Fig. 2. The step responses for n=2 and n=3

Important conclusions:
For the selected n, increasing of the time constant T does not change the value of
hn(Tp(n)) at the inflection point Tp (curves T21 and T22, and T31 and T32 in 
Fig.2) but changes the moment of occurrence of the inflection point Tp i.e., the 
point Tp moves to the right.

For the selected T, increasing of the order n, moves up the value hn(Tp) at the in-
flection point, and the inflection point Tp, moves to the right. 

3 The new identification algorithm for an unknown system 

In this paper the new identification method for Strejc model with time delay will be 
presented. 

n
n

s

sT
eKsG

n

)1(
)(                                               (7) 

The step response of an unknown multi-inertial system h0(t) may be approximated 
by the step response of the Strejc model of the order n (7) in such a way that both 
characteristics will be equal at two chosen points – at the inflection point t0n of the 
model (7), t0n= n+Tp = n+Tn(n-1) and  h0(t0n) = hn(Tp) and at the second point e.g. T90
in which normalized characteristic of the unknown system will be equal to character-
istic (2), h0(T90)=hn(T90- n)=0.9.
Then the time delay is calculated from: n = t0n -Tp = t0n-Tn (n-1).  
Summarize: from the experimental step response h0(t) one should only find two mo-
ments of time: t0n and T90 , where both characteristics should be equal to each other. 
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Based on this idea, the analytical formulas for parameter identification can be calcu-
lated at once. Below will be shown the derivation of these formulas for different model 
orders n, assuming that the second intersection point will be at time T90, i.e. 
h0(T90)=hn(T90- n)=0.9. A similar formula for T80 will be derived in Section 4.

3.1 The calculation for n = 2 and h2 = 0.264 and T90. 

For the value h2 one should find on the experimental characteristic the time t02, for 
which h0(t02) = 0.264. The formula for time delay n = t0n –Tp = t0n –Tn(n-1) has a 
form 2=t02-Tp = t02 –T2.  

Denote by the variable x2: x2=(T90-t02)/T2, and assume that 2 = t02-T2,  then one 
can obtain from (2) the formula for the moment t=T90– 2 : 
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The solution of the last equation can be easily found by the principle of contraction 
mapping: x2=2.88972. Hence, 
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The Strejc model was identified for n=2 with T2 and time delay 2 , based only on 
the knowledge of the two times T90 and  t02 taken from an experimental characteristic. 

3.2 The calculation for n = 3 and h3 = 0.3233 and T90. 

For the value h3 one should find on the experimental characteristic the time t03, for 
which h0(t03) = 0.3233. The formula for time delay n = t0n-Tp = t0n-Tn(n-1) has a form 

3 = t03-Tp = t03-2T3.
Denote by the variable x3, x3=(T90-t03)/T3, and assume that 3 = t03-2T3, then one 

can obtain from (2) the formula for the moment t=T90 – 3: 
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The solution of the last equation can be easily found by the principle of contraction 
mapping x3=3.32232. Hence, 

)(*30099.0);(*1
039030390

33

0390
3 tTTtT

xx
tTT ,          (12)

9003390
3

03
33

0390
033033 *60199.0*60199.1;2)21(22 TtT

x
t

xx
tTtTt .  (13) 

3.3 The calculation for n=4 and h4 = 0.3527 and T90. 

For the value h4 one should find on the experimental characteristic the time t04 , for 
which h0(t04) = 0.3527. The formula for time delay n = t0n-Tp = t0n-Tn (n-1) has a form 

4 = t04-Tp = t04-3T4 .  
Denote by the variable x4: x4=(T90-t04)/T4, and assume that 4 = t04-3T4,  then one 

can obtain from (2), the formula for the moment t=T90 – 4: 
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The solution of the last equation can be easy found by the principle of contraction 
mapping: x4=3.68079. Hence,  
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3.4 The calculation for n=5 and  h5 = 0.3711 and T90.

For the value h5 one should find on the experimental characteristic the time t05, for 
which h0(t05) = 0.3711. The formula for time delay n = t0n-Tp = t0n – Tn(n-1) has a 
form 5 = t05 –Tp = t05 -4T5.  

Denote by the variable x5: x5=(T90-t05)/T5,  and assume that 5 = t05 -4T5,  then 
one can obtained from (2), the formula for the moment t=T90 – 5: 
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After some calculation, 
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The solution of the last equation can be easy found by the principle of contraction 
mapping: x5=3.99359. Hence, 
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All the Strejc models with chosen order n were identified based only on the 
knowledge of two times: T90 and  t0n taken from experimental characteristic. 

Table 2. The final results for different Strejc models of the order n and the time T90. 

n hn Tn n n

2 0.264 )(*34605.0 02902 tTT 2022 Tt 90022 *34605.0*34605.1 Tt

3 0.323 )(*30099.0 03903 tTT 3033 2Tt 90033 *60199.0*60199.1 Tt

4 0.353 )(*27168.0 04904 tTT 4044 3Tt 90044 *81504.0*81504.1 Tt

5 0.371 )(*25040.0 05905 tTT 5055 4Tt 90055 *00160.1*00160.2 Tt

All these formulas are correct. This can be checked, assuming that the 
case with n=0 will happen, then one can calculate T90 from the last column of 
Table 2. Substituting it to the formula in column 3, it occurs that according to (5), 
t0n=(n-1)Tn=Tp.  

4 The formulas for the models assuming the second checkpoint 
time T80

Below, without derivation we present the final formulas for the Strejc models 
obtained with the assumption of the second time T80 , where both normalized charac-
teristics – experimental and given by the model – are equal at the level 0.8, i.e. 
hn(T80- n)=h0(T80)=0.8.
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Table 3. The final results for Strejc models of nth order (new method) for T80. 

n hn Tn n n

2 0.264 )(*50143.0 02802 tTT 2022 Tt 80022 *50143.0*50143.1 Tt

3 0.323 )(*43878.0 03803 tTT 3033 2Tt 80033 *87756.0*87756.1 Tt

4 0.353 )(*39761.0 04804 tTT 4044 3Tt 80044 *19282.1*19282.2 Tt

5 0.371 )(*36751.0 05805 tTT 5055 4Tt 80055 *47006.1*47006.2 Tt

5 The numerical example 

For the system of 6th order with transfer function G(s) the step response h0(t) has 
been stored: 

)16)(15)(14)(13)(12)(1(
1)(

ssssss
sG .                           (18)

Fig. 3.  Step response h0(t), for the system (18), n=6.  

The classic Strejc method

Identifying on Fig.3 (with the aid of the computer) the inflection point of exper-
imental characteristic h0(tp)=0.358 and tp=16.4 and setting graphically the tangent 
line, one can find that T1E = 10.0 and T2E = 17.8. The equality T2=T2E holds. 
Using the basic Strejc table (beneath in Table 4, the one row for n=4 from this 
known table is presented) one can obtained T=T2/4.463=3.99, Tp=3*T=11.97 and 
T1=T*1.425=5.68. It can be seen that T1 T1E. Hence 4 = tp - Tp.
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Table 4. The Strejc table [1]  (the row for n=4) and the identified model 

Strejc Table for n=4

n h(Tp) T2/T T1/T T1/T2 Tp/T

4 0.353 4.463 1.425 0.319 3

Model identified by the Strejc method

T=T2/4.463 T1=T*1.425 Tp=3*T 4=tp - Tp

3.99 5.68 11.97 4.43

The new method: 

From experimental characteristic h0(t), for the values h0(t02)=0.2642, 
h0(t03)=0.3233, h0(t04)=0.3527 and h0(T90)=0.9, the moments t02=14.38, t03=15.65, 
t04=16.28 and T90=33.71 have been found. 

Based on formulas from Table 2, the three models can be immediately found for 
n = 2, 3, 4. The quality of these models was evaluated by the simulation tests and 
calculation of the integral of the squared error between an experimental step re-
sponse of the system (18) and response of each model: (t)=h0(t)-hn(t) on interval 
[0, 80] (when all responses practically have the values equal to h0( )=1). The re-
sults for the time T90 are summarized in Table 5. In this table the Strejc model iden-
tified by classical method is also presented. 

Table 5. The comparison of the models for T90=33.71 .

n hn
t0n Tn n 80

0
2)( dtt

80

0
|)(| dtt

2 0.264 14.38 6.689 7.69 0.01415 0.6171

3 0.323 15.65 5.436 4.78 0.00239 0.2267

4 0.353 16.28 4.735 2.075 0.000062 0.0428

4
by Strejc 0.358 16.4 3.99 4.43 0.03762 1.217

Despite the fact that the localization of the inflection point on the experimental 
characteristic has been done accurately (by the use of computer), one can see from 
Fig.4 and Table 5, that the Strejc model obtained by classic approach gives the worst 
quality of approximation, even twice worse than that given by the model of the sec-
ond order obtained by the new method. The model of 4th order (by the new method) 
practically covers the experimental characteristic. Thus, the final formula is: 

4

07.2

)173.4()16)(15)(14)(13)(12)(1(
1)(
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e

ssssss
sG

s

.
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Fig. 4. The comparison of characteristics: a) experimental and the 2nd order (new method), 
b) experimental and the 3rd order (new method), c) experimental and the 4th order (new method), 

d) experimental and the 4th order model by the Strejc method 

Based on Table 3 the results of identification of system (18) for the time T80 are 
summarized in Table 6. In this table the Strejc model identified by classical method is 
also presented. 

Table 6. The comparison of models for T80 = 28.16

n hn t0n Tn n
80

0
2)( dtt

80

0
|)(| dtt

2 0.264 14.38 6.91 7.47 0.01050 0.584

3 0.323 15.65 5.49 4.67 0.00192 0.215

4 0.353 16.28 4.72 2.11 0.000079 0.0474

4
by Strejc

0.358 16.4 3.99 4.43 0.03762 1.217

Comparing Table 5 and Table 6 it can be concluded that for the low order of the 
models it is better to match the characteristics by the use of time T80 and for the higher 
orders it is better to use the time T90, although the differences look practicably negli-
gible. 
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The last question is how this method works for the experimental characteristics ob-
tained from noisy measurements. To answer this question an extra experiment was 
made. For assumed n=4, based on noisy characteristic of the model (18) (Fig.5.) the 
designer can choose two checkpoints and find two corresponding times. The first 
point is [h0(t04) =0.35 and t04=16.2]. The second is [h0(T90) =0.9 and T90=33.7]. Then 
the formulas from Table 2 give the 4th order model: 

)16)(15)(14)(13)(12)(1(
1

)175.4(
)( 4

94.1

sssssss
esG

s

Plotting the two characteristics (Fig.5) – the experimental characteristic with noise 
and the characteristic given by the above model – one can observe a very good fit of 
both characteristics. This means that the presented method can also be applied to data 
with noisy measurements and filtering procedures are not needed. In such a noisy case 
the Strejc method may cause larger errors due to the procedures of setting of the in-
flection point and problems with conducting of the tangent line.  

Fig. 5. Fitting of two characteristics – given by the model and by the noisy measurement  

6 Conclusions 

The obtained new formulas for identification of the Strejc models are very simple 
so they may be used in PLC self-tuning.  

It seems that up to now these formulas were unknown and unpublished. The classi-
cal and rather inconvenient Strejc method from 1959 is still being commonly imple-
mented. The obtained new formulas are universal, they do not need the iteration pro-
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cedure and, what is more important they do not need the answer where the inflection 
point is located. The graphical procedure of setting the tangent line is also unneces-
sary. The identification procedure does not need any comparison simulation proce-
dure (any Runge-Kutta solvers) and, more importantly, no nonlinear optimization 
procedures in the space R3 for finding three numbers T, , n are needed. 

The method requires only two numbers – the times t0n and T90 (or T80) which can be 
found by the direct analysis of the recorded experimental characteristic h0(t). The 
designer decides about the order of the model n and the level hn(Tp) from the Table 1 
and chooses from Table 2 or Table 3, suitable row and concurrently value hn= h0(t0n)
and hence the time t0n. The reading of the second time concerns the time T90 where 
h0(T90)=0.9 (models from Table 2) or the time T80 where h0(T80)=0.8 (models from 
Table 3).  
The presented method can also use the noisy measurement characteristics. 

In the discussed new method, the inflection points of both characteristics (experi-
mental and model) are not equal to each other because there is no information about 
where the inflection point of the experimental characteristic is placed. Intuition says 
that better matching of these two points, should further improve the accuracy of iden-
tification. However, the inequality of the location of these points has no particular 
importance because the second point h(T90) or h(T80) still ensure good coverage of 
both characteristics. It is worth to note that the classical Strejc methodology which 
assumes equalization of the inflection points of experimental and model characteris-
tics, forces the assumption of indicated order n of the model, while the method pre-
sented in this paper allows for reasonable selection of the best model of a lower order,
e.g. for the reasons of easier synthesis of control system. The extension of Table 2 and 
Table 3 for higher model orders n = 6, 7, 8… can be quite quickly derived. The for-
mula for any second checkpoint e.g. T70 or T95 can also be derived. However the re-
sults for both T90 and T80 show high performance of identification, so they can be used 
for programming self-tuning PLC.  

It is obvious that the formulas presented in Table 2 and Table 3 can be used 
not only for the problems of identification of the existing real system with given ex-
perimental characteristic but also for the synthesis of any model (7), if only the de-
signer will select the model order n and the two points of its desirable step response 
[hn(t0n),t0n], [h(T90),T90]. 
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Graph description of the process and its applications 
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Abstract. The paper presents the method of qualitative modeling of industrial 
process in the form of cause-and-effect graph that directly takes into account 
fault influence on process variables. Selected applications of that graph are 
briefly characterized. Its usefulness in alarm analyzes, designing of process di-
agnostics and HAZOP safety analyses is described. 
 
Keywords: graph of process, alarm analysis, diagnostics design, HAZOP safety 
analysis 

1 Introduction 

Knowledge of process models is required for realization of control tasks, optimiza-
tion, diagnostics, operators training and others. Acquiring models is usually an essen-
tial part of the costs related with implementation of these tasks. Quantitative models 
describing physical phenomena taking place in the installation are the most complete 
mathematical description of the process. Building quantitative model for complex 
industrial installation and experimental defining of its parameters is difficult, time-
consuming and expensive. The difficulties increase several times when fault influence 
should be taken into account by the model created for the purpose of on-line diagnos-
tics or implementing process simulators. Because of these, the nonlinear analytical 
models are usually developed only for the part of the process that are critical in terms 
of safety. Nuclear power plants or planes are the examples. 

Building models based on measurement data acquired by the historians in the con-
trol systems is a different approach. Neural, fuzzy, statistical or linear parametric 
models are created this way. Such models represent process operation (functioning)  
in normal state (fault free). Acquiring measurement data for process states with faults 
is usually impossible. 

Designing complete analytical models for industrial processes, that are not related 
with high risk, e.g. food industry, may not be justified because of too big modelling 
costs. Qualitative models are much more simple to build. In many cases, they can be 
the basis for realizing a number of  tasks, in particular, alarm analysis and fault detec-
tion and isolation. 

Some of the qualitative modeling methods ( qualitative 
physics  
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described in monograph of Gatnar [3]. Most common among the qualitative models 
applied in diagnostics are: directed graphs, bond graphs [15] and structural model [1].
The survey of other qualitative models used in diagnostics can be found in work [16].

In this work the qualitative process model in the form of cause-and-effect graph is 
presented. Numerous applications of such model are also briefly described. 

Cause-and-effect graphs reflects the relations between process variables (signals), 
regardless of whether they are measured or not. Most commonly used are directed 
SDG graphs (Signed Directed Graph) and their modifications [4, 7, 10]. In SDG 
graphs, process variables correspond to the graph nodes, while directed graph arcs 
represent cause-and-effect relations between variables. Graph branches are usually 
signed. Positive influence denotes compliance, while negative one inconformity of the 
directions of change of the values of process variables. 

Presented cause-and-effect process graph GP differs from the SDG graphs by di-
rectly taking into account the influence of faults on cause-and-effect relations describ-
ing the process. The idea of the graph was presented in work [5], and its extensions 
were given in works [8, 11, 13].

Cause-and-effect graphs are created based on the  However, 
there is also possible an alternative approach involving the discovery of knowledge 
about the relations between process variables form the historians [14]. Knowledge 
discovered with the use of statistical techniques of data mining is expressed in the 
cause-and-effect relations between control and measured signals. The graph build in
such a way does not represent the signals with unmeasured values. The main difficul-
ty during the constructing of such graphs in an automatic way are the feedbacks exist-
ing in the process itself, independently from control loops. 

2 Qualitative model GP graph 

Graph of the process GP is a qualitative model describing cause-and-effect relation-
ships between variables in the process with taking into account the influence of faults 
[5, 8, 11, 13]. Directed GP graph is an extension of known SDG graphs, which are 
used for representation of cause-and-effect relationships between variables or alarms 
in the technological installation.

Vertices of the GP graph reflect variables, while arcs represent the influence of 
particular variables on each other. The set of all actual quantities (variables) charac-
terizing the process is denoted as . The following subsets can be distinguished in this 
set: 

, (1) 

where:  set of control variables,  set of input variables of unknown values 
(disturbances),  set of state (internal) variables (not measured),  set of output 
variables (measured).

Control system generates control signals . They are equal to actual control 
signals  (Fig. 1) in the case of lack of control paths faults. All variables 
are measured. Thus, the set of measured signals  is equally large as the set  and 
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the values of corresponding elements of those sets are consistent (taking into account 
the accuracy of measuring devices) in the case of lack of measurement paths faults. 

Fig. 1.  Influence of measurement and control paths faults on process variables 

In the set  of possible faults of the process one can distinguish: fault of control paths 
, faults of process components  and faults of measurement paths : 

. (2) 

Furthermore, the disturbances , which values are unknown, influence the process.
Thus, the set of values  characterizing the diagnosed process can be divided into the 
following disjoint subsets: 

. (3) 

From the formal point of view, the GP graph is a Berg graph with no loops (di-
rected graph without loops). It can be noted in the following form [5]:

, (4) 

, , , (5) 

where:  set of vertices (synonymous with (3)),  two-part relation defined on the 
set of vertices; the set of ordered pairs representing the arcs of the graph. 

It is possible to isolate several subgraphs in the GP graph in respect to the type of 
vertices that create them. Such division and designation of interrelations between 
subgraphs are shown in Fig. 2. 

Fig. 2. Structure of GP graph. Areas bounded by a continuous line denote independent 
subgraphs 
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The subset  of the vertices of the  graph forms subgraph . This graph repre-
sents the relations between actual variables characterizing the process. Let it be 
named as the graph of actual process variables and noted in the following way: 

, (6) 

Process variables , which values are known, are used for diagnosing. Thus: 
. 

The diagram of serially connected three tanks that store toxic substance is shown in 
Fig. 3. Graph of the process for that assembly is shown in Fig. 4. The list of symbols 
of process variables and faults are given in work [13].

Fig. 3. Assembly of serially connected three tanks storing toxic substance 

Fig. 4. GP graph for three tank assembly 
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3 Applications 

3.1 Constructing qualitative model 

The definition of the relations between process variables in the form of cause-and-
effect graph should be the first step in the construction of quantitative model, e.g. the 
simulator for operators training.  Knowing the qualitative model, one can continue 
finding physical relations between process variables or identifying the relations using 
archival measurements. This approach allows to build process simulators. Where it is 
possible, one uses physical analytical equations to model processes taking place in the 
installation. In the other case, one uses approximation models, which should imitate 
real process with required accuracy. For this purpose one can use neural or fuzzy TSK 
models. Different types of partial process models are obtained in this way. Their mu-
tual connectivity is described by a graph of a process. The partial models can be con-
nected and joined together to obtain one simulator. 

Such approach for building simulators has many advantages. It enables joining the 
knowledge about process defined in the form of models describing physical equations 
with the knowledge discovery using archival measurement databases. 

3.2 Reduction of the set of alarms 

The alarm overload is a common problem taking place in the process control and 
supervisory systems. The data of EEMUA (The Engineering Equipment and Materials 

ion) shows that the daily average of alarms number in petrochemical 
industry is about 1500, and in power industry about 2000, while, according to the 
recommendations it should not exceed 144. It is quite common, that the number of 
alarms appearing in the period of several minutes is greater than 100, and sometimes 
reaches 700. The interpretation of a huge number of alarms is a serious problem for 
the process operators. It leads to an information overload and, as a consequence, to 
high stress. This process can lead to the mistakes of operator handling, which, cumu-
lating with existing faults, can cause major accidents. 

Therefore, it is very important to  limit the number of alarms, especially to reduce 
the alarms generated by one, common root cause.  Each alarm should be helpful and 
informative for the operator, and the set of alarms should simplify the isolation of 
arising hazards (including faults). Graph of a process is very helpful for this purpose. 
It allows to find the set of alarms being a consequence of a particular fault. Therefore, 
it allows to eliminate redundant alarms raised by a common cause, and the alarms not 
important in respect to isolation of particular faults. 

3.3 Designing diagnostics based on alarms 

The alarm system acts as a simple diagnostic system of the process in commonly used 
decentralized control systems (DCS) as well as in the systems of supervisory control 
and monitoring (SCADA). In the alarm systems the methods of limits control are used 
for fault detection. Fault isolation is usually not conducted in such systems.
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It is possible to design, based on GP graph, the system reasoning about faults uti-
lizing alarms. Base on the analysis of GP graph it is possible to determine the set of 
alarms being the consequence of a given fault. In many cases, it is also possible to 
determine the sequence of alarms corresponding to that fault. After the reduction of 
negligible alarms it become possible to design the rules for particular faults where 
alarms are rules premises and  conclusions point out possible faults. 

The exemplary rules for faults of the assembly of tanks presented in Fig. 1 that can 
be derived from its GP graph are given below. 

The rule for fault  (leakage from tank 1) has the following form: 

. (7) 

The rule for fault  (leakage from tank 2) has the following form: 

. (8) 

The rule for fault  (clogging of the pipe between tanks 1 and 2) has the following 
form: 

. (9) 

The rule premises can be identical for some of the faults. It means, that such faults are 
unisolable. Instead of two contradictory rules (with identical premises and different 
consequences) one rule that points out both faults connected with alternate symbol in 
the conclusion should be created. 

3.4 Determining the structures of models used for diagnostic purpose  

When diagnostic system uses local models tuned with archival process data (neural, 
fuzzy or parametric models) it is an important issue to select the model inputs and 
outputs. Graph GP allows us to analyze causal relationships between variables which 
lead to the selection of appropriate model structures. The model structure is a pair: 
output (modelled) variable and the set of input variables. The proper model structure 
should fulfill the following conditions: 

1. The set of inputs should be complete, i.e. all process variables influencing mod-
elled variable and independent from the other inputs should be included in the in-
puts set. 

2. Input variables should be independent. 

The dependency is understood as an existence of a causal path between variables in a 
graph. The formal description of a model structures and the algorithm for finding all 
model structures were presented in [13].

The exemplary model structure for a three tank assembly from Fig. 1 was 
shown in Fig. 5. 
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Fig. 5. Model structure 

3.5 Determining the faults-symptoms relation  

Each model structure can be used to build a model and a residual. One can easily find 
the set of faults influencing this residual by supplementing the sub-graph of a model 
structure with faults. The model structure is sensitive to all the faults present in the 
sub-graph. 

Therefore for each model structure one obtain a row of a binary diagnostic matrix 
containing ones for faults included in a sub-graph of a model structure. 

The example of finding faults residual based on model in shown in Fig. 6. 
The exemplary part of a binary diagnostic matrix is shown in Fig. 7. 

Fig. 6. Faults influencing model structure 

S / F

1 1 1 1 1 1

Fig. 7. Sensitivity to faults of a model structure 

In work [6] it was shown, that GP graph is a source of knowledge acquisition about 
the forming sequence of fault symptoms. Such knowledge can be utilized to increase 
fault distinguishability. Some of the faults unisolable based on set of tests can be iso-
lable based on different symptoms sequences. 

3.6 Selection of optimal set of measurements and set of tests for advanced 
process diagnostics (based on quantitative models) 

Graph GP can be used to find all model structures and their sensitivity to faults. This 
information allows us to decide which sensors are needed by a diagnostic system. 
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However, this is a complex optimization problem. The example of an optimization 
algorithm implementation can be found in [9].

Causal relations also provide qualitative insight into relations between faults and 
process variables  these dependencies can help us in solving sensor placement prob-
lem. Let us consider exemplary graph presented in Fig. 8. The fault  influences 
variables  and , fault  affects only variable . This means that to isolate the faults 

 and  we need to place a sensor on variable . The full description of the sensor 
placement algorithm using GP was presented in [12].

Fig. 8. Exemplary GP graph 

3.7 Supporting HAZOP analysis 

The most common used method of hazard assessment in the process industry is 
HAZOP, i.e. hazard and operability study. The state of the art of HAZOP approach 
was presented in work [2].

The HAZOP methodology does not guarantee the completeness of the risk analy-
sis. In the case of complex systems with very long list of hazards there is a risk of 
omitting important hazards. The installation under analysis is divided into nodes. 
During the analysis separated nodes are considered. In the most cases the nodes are 
not independent. There are mutual relations among them, which may stay unnoticed. 
The existence of internal feedback loops between nodes is especially dangerous. The 
quality of the analysis depends only on the competence and experience of the working 
team. 

Application of GP graph to support HAZOP analysis allows to assure higher de-
gree of completeness of the analysis. Achieving higher completeness can be reached 
by systematic listing of all potential hazards and operational problems, as well as the 
possibility to include all causes of deviations of process parameters. Process graph 
models and presents all feedback influences taking place in the process. Therefore, its
use can increase the completeness of the analysis. It is illustrated in the example be-
low. 

Let one consider the assembly of tanks shown in Fig. 1. This assembly contains in-
ternal feedback loops, which make hazard analysis harder, particularly in the case 
when the process is divided into nodes. The assembly was divided into two nodes 
during HAZZOP analysis. The first node contains pump, control valve and tank 1.
The second one contains two tanks with toxic substance. The division of the process 
into the nodes is shown in Fig. 9. Due to the serial connection of tanks and the task of 
level control in the tank 3, the main hazard is the danger of tank 1 overflow. Leakages 
of the toxic substance from the tanks are also dangerous. 
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Fig. 9.  Division of the process graph from Fig. 1 onto nodes of HAZOP analysis 

GP graph shows that, independently on the causes taking place in the node 1, the 
clogging of the pipe between tanks 2 and 3 as well as the clogging of the outlet of 
tank 3 can be a causes of tank 1 overflow. Whereas, the too low level in the tank 1 can 
arise as a result of leakage from the tanks in node 2. 

4 Summary 

The aim of this paper was to present quantitative process model in the form of cause-
and-effect graph with its numerous applications. Special feature of that model is direct 
consideration of fault influence onto the cause-and-effect relations in the process. 
Therefore, it is particularly useful in the design of advanced diagnostic systems for 
complex industrial processes. It allows to find structures of models used for fault 
detection and to define fault-symptoms relationship. It can be also used as a tool for 
optimal sensor placement and to select diagnostic tests. 

The GP graph is also useful in the alarm analysis and designing simple, alarm 
based diagnostic systems. Finally, it was shown that the graph of a process is a suita-
ble tool for HAZOP process risk analysis. It allows to take into account all causes of 
process parameter deviations, thus increases the completeness of the analysis. 
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Abstract. The paper presents the straw combustion process in the biomass boiler in terms of its 
dynamics. Straw combustion takes place in a specially adapted chamber of the boiler. The 
analyzed biomass boiler has also a water jacket, which stores heat received from the burning 
straw. The thermal energy stored in the water jacket is used to heat the building. 

Author shows the original model of the straw combustion process which is based on 
the assumption that the loaded straw has the shape of a cube, and it still maintains this shape 
during combustion. In this model, it was also assumed that the combustion speed is proportion-
al to the current burning straw surface, air mass flow and burning speed factor, which is charac-
terized for a particular type of straw. The paper presents a mathematical model of the batch-
fired straw boiler. That model was simulated in MATLAB/Simulink. The model time data was 
matched to the real time data of combustion thus making identification of some system parame-
ters. 

Keywords: biomass, combustion, modelling, renewable energy sources 

1 Introduction 

Nowadays more and more attention is given to questions of environmental protection. 
The most discussed  issues are  threats caused by emissions generated by energy con-
version processes. Large amounts of harmful pollutants (oxides of carbon, nitrogen 
and sulphur as well as particulates, dioxins and other toxins) are introduced to atmos-
phere in connection with combustion of fossil fuels. In particular, a man-made emis-
sion of  CO2 is considered as the main reason for global warming [1, 2, 3]. Interna-
tional community tries to commit all states in the world to reduce emissions of green-
house gases. One of the most important steps taken in this direction was the interna-
tional treaty called the Kyoto Protocol which was concluded under auspices of the 
United Nations in 1997 and entered into force in 2005 [4]. 
 According to the International Energy Agency (IEA) standpoint various 
forms of biomass, i.e. solid biomass, biogas and liquid biofuels, are recognized as 
renewable energy sources. Generally, biomass is defined as organic matter, especially 
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plant matter, that can be converted to fuel and is therefore regarded as a potential 
energy source. 
 The paper concerns the combustion of straw for water heating. Straw is a by-
product of corn production. Traditionally, it is used as a fodder and bedding for ani-
mals or it is utilized as fertilizer (comes directly  under the plough). The use of straw 
for heating purposes is not yet widespread, however, presently it gains momentum. 
Heating value of straw is about 16 MJ/kg. To compare, heating value of steam coals 
(thermal coals) is about 27 MJ/kg. From the point of view of energy content of 1.5 ton 
of straw is roughly equivalent to 1.0 ton of an average steam coal [5].
 Firing with straw for water heating is carried out in purposely designed boil-
ers which can be used for heating farms, small housing estates or public buildings.
 This work deals with mathematical description of straw combustion in the 
batch-fired straw boiler.

2 The straw combustion process in the batch-fired boiler 

An outline of the analysed boiler is shown in Figure 1. The boiler consists of the 
combustion chamber of cubic shape and the water jacket. The cubic bale of pressed 
straw is stoked into the combustion chamber. The batch of straw is manually set on 
fire through a special small pipe. Combustion air is forced by a fan and blown into a 
surface of the straw bale to sustain its burning. Water circulates continuously between 
the boiler and the rest of the heating system. Water  is warmed up in the water jacket. 

   
Fig. 1. The scheme of the batch-fired straw boiler

There is a few ways to model the phenomenon of straw combustion in the 
boiler. To analyse in detail, one should describe the physical and chemical phenome-
na occurring during the combustion process. The physical processes are heat and mass 
transfer, and the chemical processes are chemical reactions during combustion of 
straw.

From a physical point of view, straw combustion in the boiler means a ther-
mal energy emanation in the combustion chamber and the progressive lowering of the 
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straw mass for gas (exhaust) and ash. The ash created from burned straw represents 
only about 4% of its original mass [5].

There are various ways of modelling the combustion process in the batch-
fired straw boiler [6, 7, 8, 9, 10]. However, the models for practical purposes (e.g., for 
the purpose of control the entire heating system) does not need to describe precisely 
the physical and chemical phenomena occurring in the batch-fired straw boilers, but 
there is sufficient to take into account the most important aspects. To do this, one 
should analyse static and dynamic properties of the system. 

In general, analysing the combustion process one can conclude that the mass 
flow of gases discharged from the combustion chamber to the chimney, is the sum of 
the mass flows of the supplied air (using a fan) and substances releasing from the 
straw during the process of combustion. Undoubtedly, the combustion speed depends 
on the flow of supplied air and the kind of fuel. The combustion takes place on the 
surface of the straw block, because that surface is the only place where there is a con-
tact between fuel and air (oxygen), that are necessary to maintain the combustion 
process. Since the combustion takes place on the surface, the grater is the burning 
surface, the greater is  the combustion speed. The straw combustion causes a mass 
loss from currently burning surface. Consequently, during combustion, the straw mass 
is steadily decreasing. The change in straw mass during the combustion process can 
be represented by differential equation (1). This equation describes the straw combus-
tion process with the following assumptions: 

Straw is loaded in the form of a cube and its shape is maintained during combus-
tion 
The mass of ash is negligibly small in relation to the original mass of straw 
The combustion speed is proportional to the air flow and the current burning sur-
face 

)1(
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s
ps

tM
tFtM

dt
d

 where: 

t – time, 
Ms(t)  – straw mass, 
Fp(t)  – air mass flow, 

s – straw density, 
– straw burning speed factor.

The scheme of the analysed combustion process is shown in Figure 2. To 
clarify the equation (1), there is necessary to describe the relationship between the 
surface and the volume of the cube. The volume of straw cube is 

s

s tMtV )()( . On 

the other hand is 3)()( tatV , where )(ta  is the length of the straw cube edge. The 
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burning area is 2)(5)( tatS , because 5 faces of the straw cube is burning. Conse-

quently, 3
2

)(5)( tVtS , thus 3
2

)(5)(
s

s tMtS .   

Fig. 2. The scheme of straw combustion and mass balances in the boiler during combustion

If the straw combustion speed is proportional to the current burning surface 
and the air flow, this can be written in the formula (2).  

)2()()()( tFtStM
dt
d

ps

The negative sign in equation (2) indicates that the burning straw causes a
mass loss, and thus the time derivative of the straw mass is negative. Substituting 
formula for )(tS to the equation (2), we get the equation (1). 

The straw combustion process should be supplemented by the equation for 
emerging thermal energy during combustion process. This problem is connected with 
the heating value of the burning straw. The heating value determines how much ther-
mal energy is obtained from the straw mass unit combustion. Thus, the thermal ener-
gy per time unit (i.e. power) released from straw during combustion is equal to the 
straw mass burned in the same time unit multiplied by the straw heating value. The 
value of the straw mass burned per time unit has the opposite sign than the value of 
the time derivative of the straw mass. Hence, the thermal power released from the 
straw during combustion is described by the formula (3).
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)3()()( tM
dt
dtP s

where: 
t – time, 
P(t)  – emerging thermal power during combustion process, 
Ms(t)  – straw mass, 
 – straw heating value. 

2.1 The solution of the differential equation for the straw combustion 

The equation (1) can be solved by converting to the form (4). 
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 Integrating formula (4), we obtain (5). 
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 The physical meaning of the equation (5) is only for the time t [0, tk], 
where tk is the time of straw complete combustion. From the time tk, the straw mass is 
equal zero. To determine tk, we must solve the equation (6).  
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where
~

pF  is the average value of the air mass flow on the time interval t  [0, tk]. 

Deriving tk from the equation (7), we obtain the equation (8).
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2.2 Straw combustion with a constant air mass flow 

Assuming that pp FtF )( , then statement (8) takes the form (9). 

)9()0(
5
3

3
3
2

s
p

s
k M

F
t

It is worth noting that the straw complete combustion occurs in a finite time. 

2.3 Straw combustion with a constant speed  

It is worth to consider a case of changing the flow Fp(t) in such a manner that the 
straw combustion speed is maintained until complete combustion. Then, the thermal 
power supplied during combustion  to the boiler is constant in time. Then the equation 
(1) takes the form (10).
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where D is a predetermined straw combustion speed (its value is negative because of 
the mass loss). Deriving Fp(t) from the equation (10), we obtain the equation (11). 
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The equation (11) can be expressed by Fp(t) instead of D. For this purpose, in 
the equation (10), we substitute t = 0 and substitute derived D to the equation (11). 
Then we obtain the equation (12).
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The formula (13) presents the statement (12) in the integral form.

)13()0(
)0(

)0(5)0(
5

3
)( 3

1
3
1

3
2

3
2

0
s

s

s
ps

s
t

p Mt
M

FMdttF

From the condition for the straw complete combustion, we obtain the condi-
tion (14) for the time of straw complete combustion.
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An interesting observation is that 
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)(  has a finite value, however, 

)( kp tF . Comparing (14) with (8), we obtain an interesting conclusion that 
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3 Thermal phenomena in the batch-fired straw boiler 

Using the equations (1) and (3) one can build a model of thermal processes occurring 
in the analysed boiler. This model for the batch-fired straw boiler, can be described in 
the form of the ordinary differential equation system (15).  
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where: 
t – time, 
Ms(t) – current straw mass, 
Tp(t) – ambient temperature,     
Tsp(t) – exhaust temperature, 
Tc(t) – hot water temperature (temperature of water flowing out of the water
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Tz(t) – cold water temperature (temperature of water flowing into the water

sp(t) – exhaust density, 
P(t) – emerging thermal power during combustion process, 
Fp – air mass flow, 
Fw – water mass flow through the water jacket, 
Mw – water jacket mass,

– straw burning speed factor, 
 – straw heating value, 
s – straw density, 

V – combustion chamber volume, 
csp – exhaust and air specific heat capacity, 
cw – water specific heat capacity, 
Ks_w – factor related to heat transfer between combustion chamber and water 

jacket.

The equations (15a) and (15b) describe the balance of mass and thermal en-
ergy in the boiler respectively for the combustion chamber and the water jacket. 
Equation (15c) is the same as the equation (1), but for the purpose of further analysis 
there is assumed that the air mass flow Fp is constant in time. Equation (15d) is the 
same as the equation (3), which determines the emerging thermal energy during com-
bustion process. 

The mathematical model of the batch-fired straw boiler described by the 
equation system (15) has been implemented in MATLAB/Simulink as a simulation 
model. 

Table 1. presents a few selected model parameters whose values are obtained 
by identification of the model based on experimental data of the hot and cold water 
temperature. As the burning straw was previously stored in a warehouse in the form 
of cubes, so the humidity on the edge could be significantly less than deep inside.
Therefore, for the identification there were proposed two different straw burning 
speed factors 1 and 2 and their switching time tc.

Figure 3. shows the time responses of the hot water temperature of model 
and experiment (red and blue charts) and time response of cold water temperature of 
experiment (green chart).

Table 1.  

The identified parameters based on the model and experiment of combustion 

No. Parameter Optimal value

1. 1 0.8065 [1/m2]

2. 2 0.1612 [1/m2]

3. tc 800.5959 [s]

4. Performance index 800.5959
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Fig. 3. The time responses of the hot water temperature of model and experiment (red and blue
charts) and time response of cold water temperature of experiment (green chart). For practical
reasons, the registration of the experimental data has been started before straw inflammation 

4 Conclusions 

In this paper there is presented a description of the straw combustion process in the 
batch-fired straw boiler apart from the chemical process phenomena. This description 
based only on the mass balance and the thermal energy balance, as from the practical 
point of view this approach seems to be sufficient. The proposed model of the com-
bustion process in batch-fired straw boiler is from a mathematical point of view very 
interesting because of exponent 2/3 in the expression of the combustion process mod-
el. Because of mentioned form of the equation describing the straw burning process, 
the straw complete combustion occurs in a finite time. This issue is due to the nonlin-
earity of the equation of the straw combustion process. The physical processes de-
scribed by linear equations, for example a half-life process in nuclear physics give 
different results in time. In the latest example the time response asymptotically ap-
proaches zero, but not reaching it in a finite time. 
 The description of other phenomena of the straw boiler has been described 
with ordinary differential equations, because there was no need of describing these 
phenomena in a more complicated way. 
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Abstract. The paper analyses the problem of experimental identifica-
tion (frequency response), modelling and optimization of the towing tank
wavemaker in the Scilab/Xcos environment.
The experimental identification of the objects (the towing tank wave-
maker placed in the hydrodynamic laboratory of the CTO S.A. Ship De-
sign and Research Centre (CTO)) and the implementation of the models
in the simulation environment, enable to perform:
1. tuning of the cascade PID controller (Astrom-Hagglund relay method),
2. checking the stability (Routh-Hurvitz criterion, Nyquist criterion) of
the wavemaker with tuned controller,
3. evaluating the regulatory quality and simulating of work of the opti-
mized (Ziegler-Nichols method) system of the wavemaker.
The above works and the achieved results are further described and pre-
sented in the content of this paper.

Keywords: towing tank; cascading PID controllers; modelling, simula-
tion and optimization.

1 Introduction

During the tests with a ship model on a sea wave, where marine conditions are
modeled in the towing tank, it is important to obtain a good realization of the
designed wave.

The CTO towing tank is an object with 270 m length, 12 m width and 6 m
depth. The waves in the towing tank are generated by the wavemaker with a rigid
flap with single articulation above channel bed, as shown in Fig. 1. The rigid
flap is moved by a hydraulic cylinder (controlled in outer loop of the cascading
PID), which is driven by an electrohydraulic servo valve (controlled in inner loop
of the cascading PID), as it shown in Fig. 2. The anti-windup loop has not been
implemented because the variables do not reach the threshold actuators (external
safety system protects from excessive opening of the valve or overswing of the
rigid flap).
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The relationship between the range (peak to peak) of the paddle moves e
and wave height (peak to peak) HW, for the mentioned type of the wavemaker
is given by the Biesel’s transfer function (BTF) (1) [1], where water depth h
and height of the articulation of the rigid flap above the channel bed h0 are
consistent with Fig. 1. The k is the hydrodynamic constant calculated for deep
water using (2) where f is a frequency of the wave and g is the gravitational
acceleration. The BTF was validated for the CTO towing tank and results of
the measurements are shown in Fig. 3.

BTF =
HW

e
=

2

k(h− h0)

(
sinh kh((h− h0)k sinh kh− cosh kh+ cosh kh0)

sinh kh cosh kh+ kh

)
(1)

k =
(2πf)2

g
(2)

Due to validated (1), the proper control of paddle moves e (using the cas-
cading PID controllers) is crucial for obtaining the expected waves height HW
in the CTO towing tank.

Fig. 1. Longitudinal profile of the deepwater towing tank with the wavemaker rigid
flap 1, waveguides 2 for better propagation of the wave and an artificial beach 3 for
dumping the waves.

Fig. 2. The structure of cascading PID controllers: a slave-PID controller of the elec-
trohydraulic servo valve I2 and a master-PID controller of the position of the rigid flap
of the wavemaker, driven by hydraulic cylinder I3.
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Fig. 3. The BTF fot the CTO towing tank - theoretical, calculated using (1) and
measured for generated sinusiodal waves.

2 Objective and Scope

Hitherto the cascading PID controllers (after modernization in 2015 [2]) were
working under the parameters shown in Tab. 1. This parameters were obtained
by the step-response (Fig. 4) of the analog control system, designed in 1974.

Table 1. Precedent parameters of the PID controllers

Module Param. Value

I Ki 0.48
T i 0.29 s

PD Kp 0.35
Kd 0.63
Td 0.92 s

PID Kp 0.61
Ki 0.45
T i 0.21 s

In response to growing customer expectations, it was necessary to obtain
better regulatory quality. To achieve this goal, the identification of the actua-
tors (the servo valve and the hydraulic cylinder), using the frequency response
method, was made. Identified actuators were implemented to the simulation
environment (Xcos/Scilab) and tuning of the cascading PID controllers, using
Astrom-Hagglund relay method, was done.

For tuned controllers, the stability was checked: analitically, by the Routh-
Hurvitz method and by simulation, using the Nyquist method. For validated
control system, the better regulatory quality was proven.

The optimized model of the towing tank with the wavemaker for further
simulation testing, was made.
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Fig. 4. The step-response characteristics of the analog control system under the prece-
dent parameters (symbols are in accordance with Fig. 2).

3 Solution

3.1 Identification

Looking at the Fig. 2: sinusoidal signals with the amplitude equal to 1 V and with
the frequency span from 0.3 Hz to 1.2 Hz (with 0.1 Hz resolution), were given
as the S. For each point, the input signal S, the servo valve position signal AX1
and the rigid flap position signal AX2, was measured and recorded. Sampling
frequency was equal to 25 Hz. A measuring amplifier HBM Spider8 4.8 kHz and
a measurement software HBM Catman Professional 4.5 were used.

On the basis of the measurements, identification of the two actuators: the
electrohydraulic servo valve and the hydraulic cylinder, was made.

Servo valve. On the basis of the measured S and AX1, the Nyquist plot for
the servo valve was determined and shown in Fig. 5.

The servo valve was taken as an integrator with S at the input and AX1 at
the output with linear relationship in the work area. For such assumptions, the
parameter of the transfer function (3) was obtained as a mean value from values
calculated for each point of the plot in Fig. 5.

G1(s) =
1

Tc1 · s =
10.15

s
(3)

Hydraulic cylinder. On the basis of the measured AX1 and AX2, the Nyquist
plot for the hydraulic cylinder was determined and shown in Fig. 6.

The hydraulic cylinder was taken as an integrator with AX1 at the input
and AX2 at the output with linear relationship in the work area. The inertia of
the rigid flap was negligible and was omitted. For such assumptions, the transfer
function (4) was obtained as a mean value from values calculated for each point
of the plot in Fig. 6.

G2(s) =
1

Tc2 · s =
2.47

s
(4)
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Fig. 5. The Nyquist plot for the electrohydraulic servo valve.

Fig. 6. The Nyquist plot for the hydraulic cylinder.

3.2 Tuning

The identified actuators were implemented to the simulation environment (Xcos/Scilab).
For simulated cascading control loops, the tuning of the slave-PID, works

in the inner loop and the tunning of the master-PID, works in the outer loop,
respectively, were done. The Astrom-Hagglund relay method and Ziegler-Nichols
parameters [3], were used.

Slave-PID. The servo valve, identified as (3), was implemented to the tuning
loop model, shown in the Fig. 7.

Based on the simulation characteristics of the model, the ultimate gain Ku
and the ultimate period Tu, were obtained (Tab. 2). Basing on the ultimate
parmeters, the optimized (in sense of the Ziegler-Nichols method) parameters of
the slave-PID controller were calculated and shown in the Tab. 2.

The structure of the inner loop with the optimized slave-PID controller is
shown in Fig. 9.
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Master-PID. The hydraulic cylinder, identified as (4), was implemented to the
tuning loop model, shown in the Fig. 9.

On the basis of the simulation characteristics of the model, the ultimate gain
Ku and the ultimate period Tu, were obtained (Tab. 2). Basing on the ultimate
parameters, the optimized (in sense of the Ziegler-Nichols method) parameters
of the slave-PID controller were calculated and shown in the Tab. 2.

The structure of the outer loop with the optimized master-PID controller is
shown in Fig. 10.

Table 2. Optimized parameters of the PID controllers, based on Ku and Tu.

Param. Slave-PID Master-PID

Ku 1.277 1.214

Tu 0.394 s 1.557 s

Kp 0.766 0.728

T i 0.197 s 0.779 s

Td 0.0473 s 0.187 s

Fig. 7. The slave-PID tunning loop of the Astrom-Hagglund relay method.

Fig. 8. The structure of the inner loop with the optimized slave-PID controller.
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Fig. 9. The master-PID tunning loop of the Astrom-Hagglund relay method.

Fig. 10. The structure of the outer loop with the optimized master-PID controller.

3.3 Stability

It was necessary to confirm the stability of the designed control system.
The stability was tested in the analytical way under the Routh-Hurvitz cri-

terion and in the simulation way under the Nyquist criterion.

Routh-Hurvitz criterion. The criterion for inner loop was confirmed. The
Hurwitz matrix (5) was constructed on basis of the structure in Fig. 8 and
calculated using the parameters in (3) and Tab. 2. The determinant of the (5)
will always be greater than zero. It means that system is structurally stable.

The criterion for outer loop was confirmed. The Hurwitz matrix (6) was con-
structed on basis of the structure in Fig. 10 and calculated using the parameters
in (3) and Tab. 2. The determinant of the (6) will be greater than zero for
parameters in Tab. 3. It means the system is conditionally stable.

H1 =

[
Kp1 · T i1 0

T i1 · (Tc1 +Kp1 · Td1) Kp1

]
(5)

H2 =

⎡
⎢⎢⎣
s3 s1 0 0
s4 s2 s0 0
0 s3 s1 0
0 s4 s2 s0

⎤
⎥⎥⎦ (6)

where:
s4=Kp1 · T i1 · Td1· Kp2· T i2· Td2
s3=T i1· T i2· (Kp1· Td1+Tc1+Kp1· Td1· Kp2+Kp1· Kp2· Td2)
s2=Kp1· (T i1· T i2+T i1· Td1· Kp2+T i1· Kp2· T i2+Kp2· T i2· Td2)
s1=Kp1· (T i2+T i1· Kp2+Kp2· T i2)
s0=Kp1· Kp2

Marcin Drzewiecki576



Nyquist criterion. The implemented model of the wavemaker with the de-
signed controll system (Fig. 10) was tested under the Nyquist criterion. Using
an Xcos/Scilab instant tools, the Nyquist characteristic was plotted (for Z as
the input and AX2 as the output signal) as shown in Fig. 11. The critical point
(−1.0, 0.0), marked in Fig. 11, is always on the left side of the characteristic
rising from the low frequency equal to 0.1 Hz to the high frequency, equal to 2.0
Hz. It means that tested close loop system (the wavemaker with the cascading
PID regulators) is stable.

Fig. 11. The Nyquist characteristic of the optimized wavemaker.

3.4 Regulatory Quality

For validation of the designed stable system, the regulatory quality was exami-
nated by simulation.

The comparison of the regulatory quality of the optimized PID controllers
(with structure shown in Fig. 10, under parameters as in Tab. 2) with the prece-
dent PID controllers (with structure shown in Fig. 2, under parameters as in
Tab. 1) for the working system were done.

The simulation of step-response for the system of wavemaker working with
the both variants were done. The step-response of the opitimized system is shown
in Fig. 12. The step-response of the precedent system is shown in Fig. 13. The
parameters of the regulatory quality (RQP) of the both systems are juxtaposed
in Tab. 3. As it is shown, for the optimized control system: the time setting
and the rise time was two times longer, the oscillation appeared slightly, the
overshoot was seven times smaller, the stable setpoint was reached.

3.5 Optimized model

Using the BTF (1) and optimized (in sense of the Ziegler-Nichols method) model
of the wavemaker (Fig. 10), the model of the whole object (the towing tank with
the wavemaker) was carried out.

It allowed to carry out simulation testing of the optimized object under the
setpoint waves. The example of the simulation of working wavemaker in the
towing tank is shown in Fig. 14, where form of the basin wave (f=1.0 Hz) is
shown as HW .
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Table 3. Juxtaposition of the regulatory quality parameters (RQP) for the precedent
and for the optimized (in sense of the Z-N method) cascading PID control system.

RQP Optimized Precedent

Time setting 0.875 s 0.494 s

Rise time 0.674 s 0.333 s

Time adjustment 4.608 s ∞
Overshoot 0.211 1.548

Oscillating 0.139 0

Fig. 12. The step-response of the system with optimized cascading PID controllers.

Fig. 13. The step-response of the system with precedent cascading PID controllers.
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Fig. 14. The simulation of the towing tank with the working optimized wavemaker.

4 Conclusion

In the scope of the works, the new cascading control system was designed for
the identified actuators of the wavemaker.

The system was optimized using the Astrom-Hagglund relay method and the
Ziegler-Nichols method. The optimized system was examined under the Routh-
Hurvitz and under the Nyquyst criterion. The requlatory quality was examined.
The designed, optimized and validated control system has the capacity to reach
the stable setpoint (in contrast to precedence) and the smaller (than precedence)
overshoot. The rest of the RQP are satisfactory.

The work done in the simulation environment allowed to implement the op-
timized cascading PID controllers of the wavemaker. It enables to obtain better
realisation of the wave which meets the new expectations of the CTO customers.

The important advantage lies in the use of the optimized model of the towing
tank with wavemaker in place of the real object. It will be used to search more
advanced methods to control waves (directly or nondirectly) in the simulation
environment, without costly use of the towing tank.

Acknowledgments. The research was financed by the budget of the Ministry of
Science and Higher Education of the Republic of Poland, earmarked for statutory
activity of CTO S.A. Ship Design and Research Centre.
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Abstract. We focus our attention on two stable models of nonlinear
dynamic systems (external dynamic approach): NFIR (nonlinear finite
impulse response) and simple version of NARX (nonlinear autoregressive
model with external inputs), and their linear counterparts. The main idea
investigated in the paper is to project the vector of past inputs un’s onto
random directions drawn uniformly from the unit sphere, (instead of
estimated) and select only those projections that are relevant for proper
neural networks based models.

Keywords: dynamical system modeling, neural networks, random pro-
jections

1 Introduction

Our aim in this paper is to propose and investigate a new approach to modeling
dynamical systems by neural networks and linear systems focusing on neural
networks with random projections. Other approaches to modeling dynamical
systems without using random projections are well known (see, e.g., [5], [6], [9],
[10] among many others).

We start with a time-invariant continuous time non-autonomous dynamical
system with exogenous (external) inputs, i.e.,

x‘(t) = F (x(t), u(t)), y(t) = H(x(t)), x ∈ RD, u ∈ Rn, y ∈ R,

or discrete time system:

xn+1 = f(xn, un), yn = h(xk).

We assume that observations are corrupted by noise (usually white):

yn = h(xn) + εn.

This noise may be treated as a part of the system. In the noise-free framework
observations yk = h(xk) (or y(t) = H(x(t)) can be measured precisely.

Modeling of nonlinear dynamical systems is performed in two modes. First,
in the simulation mode when only inputs of the system are available. Second, in
the prediction mode when also last measurements yk, . . . , yk−l are given.
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Neural networks are (general) nonlinear black-box structures [5], [9], [10].
Classical neural network architectures (feed-forward structures) are multi-

layer perceptrons (MLP) with one (or more) hidden layers and sigmoid activation
functions. There are two types of neural networks used for modeling of dynamical
systems. Networks with lateral and/or feedback connections, such as for example
Hopfield networks (associative memory) or Ellman nets (context sensitive) are
artificial dynamical system themselves. Another type are feed-forward neural
networks with external dynamics [9].

We focus our attention on these two stable models known as external dynamic
approach:

1. NFIR (nonlinear finite impulse response)

ˆyk+1 = g(uk, . . . , uk−m),

where g : R(m+1)n → R is a continuous (and smooth) function.
2. NARX (nonlinear autoregressive model with external inputs)

ˆyk+1 = G(yk, . . . , yk−l, uk, . . . , uk−m),

where G : R(m+1)n+l+1 → R is a continuous (and smooth) function.

G or g are represented in the system model by a MLP network, which is a real
valued function on Rd

gM (θ, w;x) = v0 +
M∑
j=1

θjΨ(< wj , x >), x ∈ K ⊂ Rd,

where K is a compact set. Activation function Ψ(t) is a sigmoid (S-shape) func-
tion. The logistic function 1

1+exp (−t) or hyperbolic tangent functions tanh(t) =
1−exp (−2t)
1+exp (−2t) are usually used as activation functions in MLP. Neural networks are

usually non-linear in the parameters.
If we allow a net to grow with the number of observations, then they are

sufficiently rich to approximate smooth functions [3]. In practice, finite network
structures are considered, leading to a parametric (weights) optimizing approach.
Learning (training) is a selecting of weights, on the basis of examples (input-
output pairs), using usually nonlinear LMS. The Levenberg-Marquardt local op-
timization algorithm is the most popular choice for MLP training. Nevertheless,
some simplifications may lead to linear-in the parameter network structures.

Having a learning sequence (xn, yn), n = 1, 2, . . . , N , the weights w̄, θ̄ are
usually selected by minimization of

N∑
n=1

[
yn − gM (w̄, θ̄;xn)

]2
(1)

w.r.t. w̄, θ̄.
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This is frequently complicated - mostly not due to spurious local minima,
but rather due to the existence of many saddle points.

Our idea is to replace w̄ in

gM (x; w̄, θ̄) = θ0 +
M∑
j=1

θjϕ(< wj , x >), (2)

by randomly selected vectors s̄j ’s, say, and replace x by past inputs

un, un−1 . . . , un−r

and possibly by past outputs yn, yn−1 . . . , yn−r, which converts (2) into dynamic
models with outer dynamics.

In the next section some motivation of using random projections are given.
Next, NFIR and NARX models with projections are discussed. The main results
of simulations for the Lorenz system are presented in Section 4.

2 Motivations for using random projections

Random projections [4], [8], [12], in signal processing termed sometimes as
sketching, are widely considered to be one of the most potential methods of
dimensionality reduction.

In the random projection method, the original high-dimensional observations
are projected onto a lower-dimensional space using a suitably scaled random
matrix with independent, typically, normally distributed entries.

Random projections are closely related to the Johnson-Lindenstrauss lemma
[4], which states that any set A, say, of N points in an Euclidean space can be
embedded in an Euclidean space of lower dimension (∼ O(logN)) with relatively
small distortion of the distances between any pair of points from A.

The idea of dimensionality reduction using random projections as a first layer
of neural networks was proposed by Arriaga and Vempala in [1] and developed
by the author in the context of of the multi-layer feed-forward with sigmoidal
activation functions [11].

In this section, we will consider the case of the well known, simple finite
impulse response (FIR) model:

ŷn =
J∑

j=1

αj un−j + εn, n = 1, 2, . . . , N, (3)

where yn are outputs observed with the noise εn’s, while un’s form an input
signal, which is observed (or even designed) in order to estimate αj ’s. Let us
suppose that our system has a long memory – needs J ≈ 103 for adequate
modeling, e.g., chaotic systems. Is it reasonable to estimate ∼ 103 parameters,
even if the number of observations N is very large ?

The alternative idea is to project vector of past un’s onto random direc-
tions and select only those projections that are relevant for a proper modeling.
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This idea allows us to reduce the dimensionality of a model and simultaneously
approximately retaining geometry structure of the data forming inputs to the
model.

3 Models NFIR and NARX with random projections

For T denoting the transposition, define:

ūn = [un−1, un−2, . . . , u(n−r)]
T .

Above, r ≥ 1 is treated as large (hundreds or more) since we discuss models with
long memory.

For n=(r+1), (r+2),. . . , N, we obtain

ŷn = g[(s̄T1 ūn), . . . , (s̄
T
K ūn)] + εn, (4)

or if g is an MLP network with one hidden layer:

ŷn =
K∑

k=1

θk ϕ( s̄Tk ūn︸ ︷︷ ︸
int.proj.

) + εn. (5)

εn’s are i.i.d. random errors, having distribution with zero mean and finite vari-
ance; E(εn) = 0, σ2 = E(εn)

2 < ∞.
When observations are properly scaled, we can use ϕ(t) = t obtaining a

simple linear model with random projections.
Random projection vectors s̄k = sk/||sk|| are normalized r-dimensional ran-

dom normal vectors sk ∼ N (0, Ir). Clearly, sk’s are mutually independent from
εn’s.

It should be noted that however large K is, it is smaller than the input of
model dimension, i.e., K << r = dim(ūn).

The NFIR model ( 5) looks similar to the projection pursuit regression
(PPR), but there are some important differences. First, directions of projec-
tions s̄k’s are drawn at random uniformly from the unit sphere, instead of being
estimated. Second, ϕ is given in the sense that it is not estimated from the data.

Model NARX is here seen as an extension of the NFIR model. It contains also
an autoregressive (AR) part based on previous outputs of the dynamic system.
These outputs could be also randomly projected. In this paper we assume that
the number of output regressors R is small and they are not projected.

ŷn = G[(s̄T1 ūn), . . . , (s̄
T
K ūn), yn−1, yn−2, . . . , yn−R] + εn. (6)

4 Simulation study - chaotic Lorenz system perturbed by
PRBS

Now, let us consider the well known chaotic Lorenz system [7], [2] perturbed by
(interpolated) pseudo-random binary sequence (PRBS) u(t) ∈ {−1, 1}:

ẋ(t) = 100u(t)− 5 (x(t)− y(t)) (7)
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ẏ(t) = x(t) (−z(t) + 26.5)− y(t) (8)

ż(t) = x(t)y(t)− z(t) (9)

with IC x(0) = z(0) = 0, y(0) = 1. We want to design the system behaviour
model in order to predict:

A) to x(tn) from χn = x(tn) + εn,
B) y(tn) from ηn = x(tn) + εn,
without using the knowledge about (7)-(9). The system behavior in the form of
phase plot is depicted in Fig. 1. We have assumed that output x(t) (or y(t)) is

Fig. 1. Phase plot of the Lorenz system perturbed by PRBS

measured with additional noise N (0, 0.1) and the signal is sampled with τ =
0.01.

5.1 Prediction of x(t) coordinate of the Lorenz system using FIR
model with random projections.

The estimated model for x(t) simulation is of the form

xn =

K∑
k=1

θk (s̄
T
k ūn) + εn, (10)

where the number of random projections is K = 150 based on , r = 2000 of
past inputs (r = dim(ūn)) that are projected by s̄k, where s̄k is sk ∼ N (0, Ir)
– normalized to 1.

Estimated model output vs learning data is shown in Fig. 2 (left panel).
MSE error for training is 0.433. One step ahead prediction simulated using the
estimated model, i.e., output vs testing data (4000 predictions are recorded) is
presented in Fig. 2 (right panel).
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Fig. 2. Left panel) x(t) component of the Lorenz system estimated by the FIR-model
with random projections – a learning sequence. Right panel) x(t) component of the
Lorenz system predicted by the FIR-model with random projections – the whole testing
sequence.

We have obtained a very accurate prediction using a relatively simple model
and information about inputs only. MSE error for testing (averaged over 4000
samples) is 1.489. It is clear that the Lorenz system’s x(t) component is relatively
easy to predict when the is system perturbed by PRBS. It does not behave as a
chaotic signal.

5.2 Prediction of y(t) coordinate of the Lorenz system using a FIR
model with random projections.

Let’s consider a real challenge: prediction of the second, i.e., y(t) component.
The y(t) coordinate signal is really chaotic as one can see in Fig. 3. It shows the
part of the signal used for learning the system model. The true output signal
without additional noise looks very similar.

1000 2000 3000
nr

-10
-5

5

10

Obs. output

Fig. 3. The Lorenz system perturbed by PRBS- noisy y(t) component – a part used
for learning.

As in the case of predicting x(t) component we have used the same model
structure but with different parameters. Namely, r = 500 – the number of past
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inputs (r = dim(ūn)) that are projected by K = 100 random projections s̄k
where s̄k is sk ∼ N (0, Ir) – normalized to 1.

We have used the same input signals as in case A). 8000 noisy observations
of y(t) component was generated. ∼ 4000 was used for learning and ∼ 4000 for
testing prediction abilities. The observations started at the same time as in the
case of predicting x(t) output signal, but a smaller number of previous PRBS‘s
inputs was used, i.e., only 500, not 2000.

Fig. 4 (left panel) provides a comparison of the model FIR response vs learn-
ing data. The first 1000 observations of estimated y(t) coordinate are visualized.
The fit for training data is not perfect, but retains almost all oscillations. MSE
obtained for the whole training sequence is equal to 3.96. Figure 4 (right panel)
presents the first 1000 results of prediction y(t) coordinate based on the last 1000
projected input signals. MSE obtained for the whole testing sequence is equal
to 6.63.The prediction is far from precise, but still retains a general shape of the
highly chaotic sequence. It should be stressed that each prediction is made on
the basis of the last 1000 input values, not taking into account previous output
measurements.
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Fig. 4. Left panel) y(t) component of the Lorenz system estimated by the FIR-model
with random projections – first 1000 observations from the learning sequence. Right
panel) y(t) component of the Lorenz system predicted by the FIR-model with random
projections – first 1000 observations taken from the testing sequence.

5.3 Prediction of y(t) using neural network model NFIR with ran-
dom projections.

The same experiment with respect to y(t) coordinate prediction we have
performed using MLP neural network with two hidden layers as a nonlinear
function of r = 500 inputs signal projected onto K = 100 dimensional space. The
computations were done using Mathematica 11.0 and structure of the network
designed by the system is as follows: 100 input nodes, two hidden layers of 24
neurons each, one linear output neuron. All neuron‘s activations functions were
tanh(.). L2 regularization factor equals 0.1.

The results for the whole learning data are shown on Fig. 5 (left panel). Figure
5 (right panel) presents results of prediction y(t) coordinate based on the last
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(with respect to the moment of prediction) 1000 projected input signals. MSE
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Fig. 5. Left panel) The Lorenz system perturbed by PRBS- model response for y(t)
coordinate vs learning data ( neural NFIR-model with random projections). Right
panel) y(t) component of the Lorenz system predicted by the neuronal NFIR-model
with random projections – the testing sequence.

for the training and testing sequence was equal to 2.96 and 6.84, respectively.
5.4 Prediction of y(t) coordinate of the Lorenz system using the

ARX and neural network based NARX model with random projec-
tions of inputs.

This time we have utilized the simplified version of the ARX model with only
two previous output measurements, i.e., y(n − 1) and y(n − 2). The model has
the form (linear model):

ŷn =

K∑
k=1

θk (s̄
T
k ūn) + θK+1yn−1 + θK+2yn−2 + εn, (11)

and
ŷn = G[(s̄T1 ūn), . . . , (s̄

T
K ūn), yn−1, yn−2] + εn. (12)

For clarity of presentation we have assumed that r = 500 and K = 98. In such a
way the linear model has as previously 100 parameters and the neural networks
model 100 input nodes and 27 nodes in each hidden layer. The learning and
testing data were also the same. Linear model (11) provided very accurate one-
step ahead predictions of y(t) coordinate with MSE equal to 0.061 (for testing).
In the case of neural NARX (12)s predictions were slightly less accurate with
MSE of one-step ahead predictions on test data equal to 0.79. MSE for learning
were 0.054 and 0.41, respectively. Fig. 6 shows one step ahead prediction of y(t)
component of the Lorenz system. Predictions for linear model (11) are shown on
the left. Predictions for neural network model (12) are shown on the right.

Finally, we have used the previous models for simulation. This means that the
lastly predicted output values are plug-in into the model (11) or (12) instead of
output measurements. Such models are known as Output Error (OE) models (see
for example [9]). The subsequent predictions on the previous (here the last two)
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Fig. 6. One step ahead prediction of y(t) component of the Lorenz system. On the
left – predictions for linear model (11). On the right – predictions for neural network
model (12).

predictions and projected system‘s inputs (as in FIR and NFIR) form input data
for the models. Thus, OE models work in the simulation mode. Fig. 7 presents
1000 first subsequent predictions of y(t) in comparison to the test measurements.
The left panel shows results for the linear OE model and the right panel shows
corresponding predictions obtained by neural NOE. MSE for OE was equal to
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Fig. 7. simulations of y(t) component of the Lorenz system. On the left – predictions
for linear model (11). On the right – predictions for neural network model (12).

7.37. MSE for NOE was very similar and equals 7.32. It is easy to check that
in both cases model outputs are close to the true measurements and only fast
changing impulse-like signals are underestimated.

5 Final remarks and conclusions

Projections of a long sequence of past inputs plus LSQ provide an easy-to-use
method of predicting sequences having complicated behaviors. In our simulations
linear models are slightly better as an adequate nonlinear neural networks mod-
els, but it should not be a rule. It only indicates that even in the case of highly
non-linear dynamic systems linear models with random projections should also
be taken into account. The choice of r = dim(ūn) is definitely important. Here
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it was done by trial and error, but one can expect that Akaike’s or Rissannen’s
criterions will be useful. The selection of K – the number of projections is less
crucial. One can project the vector of past inputs un’s (and possibly yn) onto
a larger number of random directions and select only those projections that are
relevant for proper modeling. One can also consider a mixture of projections
having different lengths as a more robust approach.
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ṁSH1out[
kg
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�Aout(t)VAḣAout(t) = ṁSH1out(t)[hSH1out(t)− hAout(t)] + ṁw(t)[hw(t)− hAout(t)]
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Abstract. This paper describes model identification of an active mag-
netic levitation laboratory process. Magnetic levitation is a nonlinear,
open-loop unstable and time-varying dynamical system whose modelling
and control are difficult. Theoretical model takes into account set of pa-
rameters which are difficult to identify. The proposed approach assumes
discrete-time form of the model the parameters of which are tuned using
nonlinear optimisation methods. The obtained model is more accurate
and can be directly used in model-based control algorithms. Results of
real experiment are demonstrated for the INTECO MLS2EM laboratory
set-up.

Key words: Magnetic levitation, identification, unstable and nonlinear
system, discrete-time model.

1 Introduction

MAGnetic LEVitation system (MAGLEV), also named magnetic suspension,
is a physical phenomenon in which a levitating ferromagnetic object is sus-
pended with no support other than magnetic fields, without any contact with
the surrounding filed [6, 7]. The constantly generated magnetic force is used to
counteract the effects of the gravity force. Due to the fact that the theory of
electromagnetism is well developed, this phenomenon is used in many applica-
tions, including MAGLEV trains, contactless melting, magnetic bearings and
for product display purposes. Rapid development in electronics and advanced
control theory makes practical applications in which magnetic levitation is used
possible.

From the theoretical point of view, the MAGLEV is a nonlinear, open-loop
unstable dynamic process whose modelling and control are difficult. In the sim-
plest, and quite typical, configuration magnetic levitation systems are controlled
as SISO systems, using only one electromagnet. Such systems (MLS1EM) [5]
use electromagnetic force generated by applying the required voltage to the elec-
tromagnet and one-axis distance sensor [6]. In more advanced configurations
(MLS2EM) the second electromagnet located can be utilised to generate the
external gravity force, of a different nature than that generated by the first one.
Alternatively, both electromagnets can work together in one axis as the active
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magnetic bearing [6]. In all mentioned configurations a real-time controller must
be utilised in order to generate the force(s).

In order to design the controller, a precise dynamic model of the levitation
process is necessary. Two main approaches are possible:

a) first-principle mathematical model development,

b) black-box nonlinear model identification.

In the first approach the structure of the model results from the well-known
fundamental laws governing the process, but the parameter must be tuned for a
specific application [2,8]. In the second one the structure of the model is chosen
arbitrarily, an example neural model of the levitation process is described in [1].
The black-box may result in a model which does not work properly in the full
operating range.

In this work the problem of tuning the parameters of the first-principle dy-
namic model of a laboratory magnetic levitation system produced by INTECO
is studied [2]. Tuning of the theoretical model is necessary since advanced control
algorithms exploit a model to calculate on-line the optimal value of the manipu-
lated variable. When the properties of the model are significantly different from
those of the real process, the controller is likely to generate a wrong control
policy. Since the process is open-loop unstable, closed-loop identification with a
Proportional-Derivative (PD) controller is used. Using a set of data measured
in experiments, the parameters of the model are tuned by a global nonlinear
optimisation procedure. It makes it possible to significantly increase accuracy
of the initial model. Starting with a continuous-time model, a discrete-time one
is obtained using the backward Euler method. Additionally, the discrete model
is extended to take into account the rocking effect, which can be treated as a
disturbance model.

2 Laboratory Magnetic Levitation System

The INTECO MLS2EM laboratory process is presented in the Fig. 1. It con-
sists of: a frame, two electromagnets, a ferromagnetic sphere, a position sensor
and coil current sensors. Fig. 2 depicts the general configuration of the pro-
cess. Power and comunication interfaces allow to design and run experiments in
real-time directly from MATLAB/Simulink environment. In this configuration
the user designs the controller directly from MATLAB/Simulink. It is next com-
piled into the C programming language using the MATLAB Coder and Simulink
Coder toolboxes. During on-line control the resulting code, which contains the
software implementation of the control algorithm, is run on the PC computer.
The basic objective of the process is to generate voltage applied to one or both
electromagnets in such a way that the ferromagnetic object levitates. The object
has a shape of a sphere. Its vertical position is determined by a position sensor
and coil current is also measured. The values of the position and of the current
are next used to tune the model.
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Fig. 1: The MLS2EM laboratory process

Fig. 2: Configuration of the MLS2EM laboratory process

In general, two configurations of power actuators designed to the MLS2EM
process are possible [6], which can have same impact on model quality (and the
possible discrepancy between the model and the process). The first configura-
tion bases on the hardware current controller, the second one on Pulse Width
Modulation (PWM) control, which is less effective. It is because the PWM con-
trol assumes constant period of the signal with a variable duty cycle. Moreover,
noise in PWM control can be more important. The laboratory process used in
the experiments described in this work uses the PWM control scheme and it is
connected to the PC computer which acts as a controller by an USB universal
serial port. The highest supported frequency of the PWM signal is 1kHz.
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3 Continuous-Time Model

The mathematical dynamic model of the process should include mechanical con-
struction, electrical phenomena and behaviour of the sensor. The schematic dia-
gram of the described system is shown in Fig. 3.a. The mechanical representation
of the system using stiffness k and damping c parameters is shown in Fig. 3.b. The
theoretical mathematical model of the MLS2EM process is well-known [2,5,8]. It
consists of four first-order differential equations corresponding to the mechanical
and electrical compounds [2]⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dx1(t)

dt
= x2(t)

dx2(t)

dt
= −Fem1(t)

m
+ g +

Fem2(t)

m

dx3(t)

dt
=

1

fi(x1(t))
(kiu1(t) + ci − x3(t))

dx4(t)

dt
=

1

fi(xd − x1(t))
(kiu2(t) + ci − x4(t))

(1)

where

Fem1
(t) = x2

3(t)
FemP1

FemP2

exp

(
− x1(t)

FemP2

)
(2)

and

Fem2
(t) = x2

4(t)
FemP1

FemP2

exp

(
−xd − x1(t)

FemP2

)
(3)

are the forces generated by the first electromagnet (EM1) and the second one
(EM2), respectively. The characteristics of two power actuator units are de-
scribed by equations

fi(x1(t)) =
fiP1

fiP2

exp

(
−x1(t)

fiP2

)
(4)

for i = 1, 2. The state variables are: x1 – the distance of the object (sphere)
from the surface of the upper electromagnet, x2 – the velocity of the object,
x3 – the current in upper coil (EM1), x4 – the current in bottom coil (EM2).
FemP1 and FemP2 denote the forces generated by the upper and the bottom
coils, respectively. Gravitational acceleration is denoted by g, the mass of the
object is m. The manipulated variables, i.e. the PWM duty cycles applied to
the first and the second electromagnets are denoted by u1 and u2, respectively.
Actuator characteristics for upper and bottom coils use damping ci and stiffness
ki factors, where i = 1, 2. Current functions for both coils are defined by fiP1 , fiP2

parameters, where i = 1, 2. In laboratory system both electromagnets are the
same so in the model we can use only one set of actuator parameters for both
electromagnets, the same as in [2]. The distance between upper and bottom
electromagnet minus sphere diameter is denoted by xd.
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(a) (b)

Fig. 3: Active magnetic suspension: a) MLS diagram, b) mass-spring-damper
equivalent of upper EM [6]

4 Model Tuning and Modification

Differences between behaviour of the original theoretical model (1) and that of
the real laboratory MLS2EM process are inevitable. In order to increase model
accuracy, in this work a specialised tuning procedure is proposed. Additionally,
a disturbance model is also used.

During the experiments it is assumed that:

a) sensor and actuator characteristic in laboratory set-up is identified using the
procedure recommended by the producer of the process, as described in [2],

b) only the upper electromagnet is controlled,
c) the bottom electromagnet is present and its duty cycle is at bottom limit

during the experiment,
d) a feedback PD controller is used,
e) stability of the closed-loop is in practice guaranteed by a proper tuning of

the controller parameters,
f) only one ferromagnetic object is used during a single cycle of tuning proce-

dure,
g) the object is levitating without any external disturbances,
h) the object holder is mounted on the bottom electromagnet.

During the experiments, in order to generate the data next used for model tun-
ing, the (vertical) location set-point is changed in the whole operating range at
random times. Identification signal should contain the suitable frequency com-
ponents. The sampling time is 1ms, which means that process input and output
variables as well as the output set-point are collected as frequently as 1000 times
per second.
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4.1 Close-Loop Model Tuning Using Particle Swarm Optimisation
Algorithm

It is a very important decision to choose a proper set of parameters from the
process model (1) which may be modified during the model identification pro-
cedure. After excluding some parameters which are known or could be directly
measured (m, g, xd), one has 6 parameters which must be determined by the
optimisation routine: ki, ci, fiP1

, fiP2
, FemP1

, FemP2
. For each parameter its min-

imal and maximal value must be defined. This is required, because the purpose
of optimisation is only to tune the physical parameters of the model, full global
optimisation with unconstrained parameters may lead to parameters which are
far from the physical configuration of the process. Model parameters are calcu-
lated as a result of on optimisation process during which the errors between the
recorded data and model output is minimised. The minimised cost-function is
hence

E =

N∑
n=1

(ydata(n)− ymodel(n))
2 (5)

where N = 50000 is the length of the data set (data is recorded during 50 seconds
of process operation), ydata(n) is the process output (position) measured and
recorded in the real-time experiment, ymodel(n) is the model output calculated for
the process input signal (the manipulated variable) used in the real experiment.
Since the process model defined by Eqs. (1) is nonlinear, the minimised cost-
function (5) is nonlinear. That is why the parameters of the model are determined
using Particle Swarm Optimisation (PSO) [3] which is a heuristic optimisation
algorithm, often used when it is necessary to solve multimodal, highly nonlinear
optimisation tasks. The PSO algorithm is able to give good results in numerous
applications in which global optimisation is necessary. In the exising work, other
global optimization algorithms have not been tested.

During optimisation of model parameters the differential equations defining
the fundamental model (1) must be solved. It has been verified experimentally
that MATLAB/Simulink implementation is very time consuming. Single simu-
lation of 50 seconds of real-time takes 59 second. Because the PSO optimisation
algorithm requires calculation of the cost-function (5) thousands of times, calcu-
lations are very slow in MATLAB/Simulink. That is why the whole optimisation
program has been written in C programming language. In that approach single
simulation of 50 seconds of real-time takes 2 second.

4.2 Discrete Nonlinear Model Using Euler Discretisation

In this work the backward Euler method is in order to approximate continuous-
time derivatives by means of discrete-time differences

dxi(t)

dt
≈ �x

�t
=

xi(k + 1)− xi(k)

t(k + 1)− t(k)
=

xi(k + 1)− xi(k)

Ts
(6)
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Where Ts is the sampling time. Using the Euler method of discretisation (6), the
continuous-time model (1) becomes⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x1(k + 1) = x2(k)Ts + x1(k)

x2(k + 1) = −Ts

m

(
F̃em1

(k) + F̃em2
(k)

)
+ Tsg + x2(k)

x3(k + 1) =
Ts

f̃i(x1(k))
(kiu1(k) + ci − x3(k)) + x3(k)

x4(k + 1) =
1

f̃i(xd − x1(k))
(kiu2(k) + ci − x4(k)) + x4(k)

(7)

where

F̃em1
(k) = x2

3(k)
FemP1

FemP2

exp

(
− x1(k)

FemP2

)
(8)

F̃em2(k) = x2
4(k)

FemP1

FemP2

exp

(
−xd − x1(k)

FemP2

)
(9)

and for i = 1, 2

f̃i(x1(k)) =
fiP1

fiP2

exp

(
−x1(k)

fiP2

)
(10)

4.3 Modification of Discrete-Time Model (Rocking Phenomena)

The PSO fundamental model of the process ((1) or (7)) does not take into ac-
count that in practice during levitation the ferromagnetic object moves in 3D
space. The position sensor gives measurement only in one dimension (i.e. verti-
cal position), hence any movement in perpendicular direction has a big impact
on the position measurement. It is easy to noticed that such a phenomenon,
called rocking, has a harmonic nature with two frequency components. The low
frequency is responsible for rocking and the high frequency is responsible for
vibrations and noise. In order to take into account the rocking phenomenon,
the discrete-time dynamic model (7) is extended by adding a simple disturbance
model consisting of trigonometric functions. In place of the first equation from
the model (7), the following equation is used

x1(k + 1) = x2(k)Ts + x1(k) + F1(sin(F2k)) +G1(cos(G2k)) (11)

where F1, F2, G1 and F2 are additional parameters.

5 Results of Experiments

The INTECO MLS2EM laboratory process with the RTDAC/USB card is used
in the real-time experiments. The ferromagnetic sphere with mass m = 0.039
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kg and diameter d = 0.05 m is used as the levitating object. As it has been
told, the process is open-loop unstable which means that no experiments are
possible without a controller. The PD controller is used with the proportional
gain Kp = 55 and the time constant of the differential part Td = 4, u0 = 0.35
is the value of the manipulated variable (process input), which is applied as a
constant bias. Control law of PD controller is hence

u(k) = Kpe(k) + Td

(
e(k)− e(k − 1)

Ts

)
+ u0 (12)

where e is the control error, i.e. between the value of the process output and its
set-point.

Tab. 1 details the 6 optimised parameters of the model. For each of them
the initial values are given. Since for optimisation using the PSO algorithm
box constraints of all model parameters are used, their minimal and maximal
values are given. The range of model parameters are chosen in experimental way,
taking into account the convergence and efficiency of the algorithm. Finally, the
optimised values of model parameters are given. In this work the PSO algorithm
with 14 individuals and 30 generations is used. For such a configuration the
average optimisation time is 25 minutes.

Table 1: Model parameters: minimal and maximal values, the initial values as
well as the optimised final ones

Parameter Initial value Minimal value Maximal value Optimised value

ki 2.5165 2.4 2.6 2.5168

ci 0.0243 0.01 0.03 0.01545

fiP1 1.4142× 10−4 1× 10−4 1.8× 10−8 1.36× 10−4

fiP2 4.5626× 10−3 4× 10−3 5× 10−3 4.4651× 10−3

FemP1 1.7521× 10−2 1× 10−2 2× 10−2 1.395× 10−2

FemP2 5.8231× 10−3 5.3× 10−3 6.2× 10−3 6.2× 10−3

Fig. 4 compares graphically the data used for identification vs. the output of
the initial model and the output of the tuned one. One may notice that the signal
generated by the rudimentary model is different than the data and optimisation
of model parameters makes it possible to significantly reduce model error. The
error defined by Eq. (5) is E = 6.5 × 10−2 and E = 4.34 × 10−4 for the initial
and tuned model, respectively. Next, the continuous-time model is discretised.
The error of the discrete-time model is E = 4.396 × 10−4. Finally, the rocking
phenomenon is taken into account, according the Eq. (11). It makes it possible to
further reduce the model error to E = 4.2404×10−4. The additional parameters
are chosen experimentally, the following values are used: F1 = 1 × 10−5, F2 =
8.9× 10−3, G1 = 9× 10−7, G2 = 9× 10−2. As depicted in Fig. 5, the modified
discrete-time tuned model gives the process trajectory very similar to the real
data.
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6 Conclusions

This work considers the problem of finding a precise nonlinear dynamic model of
the levitation process. For model identification a set of data recorded during real-
time experiments is used. The process is open-loop unstable, which means that
a controller (PD one) must be used during process operation. The output of the
rudimentary fundamental model is significantly different than the data. In order
to tune the model its parameters are tuned using the PSO nonlinear optimisation
algorithm. Next, the model is modified by adding a rocking model to describe
small movements of the levitation object not modelled by the fundamental laws.
As presented in this work, the output of the modified tuned model is very similar
to the data recoded during real process operation. In future works it is planned
to incorporate the obtained model in model-based controllers, in particular in
Model Predictive Control (MPC) algorithms.
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Cyber Security Provision for Industrial Control
Systems
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Abstract. The paper gives an overview of the infrastructure of the elec-
tric power control system. It describes the basic threats caused by unau-
thorized actions and provides examples of the energy management sys-
tem infrastructure vulnerabilities and their possible consequences. An
architecture of a system that offers an effective protection of the Indus-
trial Control Systems from cyber threats is described in some details.
The test scenarios used for the system verification and the results of ex-
periments performed both in Supervisory Control and Data Acquisition
testbeds and in a operational power control substation are also presented.

Keywords: cyber security, Industrial Control System (ICS), power con-
trol system (PCS), Supervisory Control and Data Acquisition (SCADA)

1 Introduction

Information technology plays an extraordinary role in developing so called smart
electrical grid. However, it should be noticed that reliability, stability and secu-
rity of power systems is an essential factor for proper operation of many other
critical systems. The use of digital information and automated and interactive
technologies makes such infrastructure expose to cyber-threats.

Industrial Control Systems (ICS) that play an important role in achieving
reliability and stability of electric power systems become often victims of cyber-
attacks. Such unauthorized activities are performed by various cybercrime or
hostile organizations that exploit the weakest points, like people mistakes or
vulnerabilities of the technical components. The attack at the Ukrainian elec-
tric power companies in 2015 shows the reality of such threats and potential
consequences of long-term lack of power supply. It also confirms increasing com-
plexity of such advanced persistent threats (APT) [1]. Successfully performed
attack may direct impact on other control systems, which confirms the analysis
of incidents presented in the Repository of Industrial Security Incidents [2].

The statistics presented in [3], [4] show that majority of computer incidents in
critical infrastructure apply to electricity generation and industry sectors. Fur-
thermore, the analysis of identified vulnerabilities confirms increasing efficiency
of the detection process, however it also indicates growing complexity of the
industrial systems. This requires elaboration the decision support mechanisms
that increase the efficiency of the unauthorized activities detection in Industrial
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Control Systems and offer effective tools to maintain secure and reliable opera-
tion of the systems in the presence of APT. Some examples of potential solutions
were discussed in [8], [9].

The rest of the paper is organized as follows. Section 2 gives a generic overview
of the energy management system infrastructure. The basic vulnerabilities of
the Industrial Control Systems are discussed in Section 3. Section 4 depicts an
architecture of the cyber security protection system and its basic components,
which is followed in Section 5 by test scenarios used for the system validation
and the results of experiments performed both in Supervisory Control and Data
Acquisition (SCADA) testbed and in operational power control substation. The
basic features of the proposed solution and its potential implementation areas
for cyber security decision support are summarized in conclusions.

2 Energy management system infrastructure

The continuous provision of electric power to the consumers with appropriate
quality parameters and in agreed quantity requires the efficient and proper work
of a complex power generation, transmission and distribution systems. The main
task of the energy services is to maintain constantly the appropriate settings of
the system parameters in order to generate and disseminate the right amount
of electricity to secure the ever-changing load of energy consumers. The process
of energy supply is realized by power plants within less than 30 seconds from
the time the demand occurred. This process is controlled in real-time by the
Central Control System (CCS). Generators are activated in power plants by the
Load Frequency Control (LFC) system, which is responsible for frequency and
power control. The CCS operates in real-time in a feedback-loop (Fig. 1). The
LFC mechanism supervises the Area Control Error (ACE) metric (1) to keep its
value close to zero.

ACE = ΔP +K ·Δf (1)

where:
Δ P = P −P0; P - assigned area change load [MW]; P0 - fixed area change load
[MW]; Δ f = f0−f ; f temporary frequency; f0 - nominal frequency; K system
constant [MW/Hz].

The required behavior of central power regulator is achieved using propor-
tional and integral (PI) characteristic of control loop according to the equation
(2):

ΔP = −β ·ACE − 1

T

∫
ACE · dt (2)

where:
β - coefficient gain of the regulator.

The power control is performed using Inter-Control Center Communications
Protocol (ICCP) or SCADA protocols IEC 60870-5-104, IEC 61850 which are
carried within IPv4 packets. Turbines are controlled from CCS by sending com-
mands through a separated communication network, which is disconnected from
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Fig. 1: Electricity generation control [5]

the Internet (Fig. 2). Telecommunication cables are suspended on poles along
with high voltage cables. The network is based on the Ethernet standards with
VLANs. The exchange of commands and responses from the generators and en-
ergy consumption readouts is performed by Control and Supervision Substation
(CSS). Control commands from CCS are directed through switches and routers
to WAN and are transferred to target routers of the power stations [6]. Control

Fig. 2: Infrastructure of electricity generation control

data are sent to CSS station and then forwarded to servers, which send the
commands to generators’ drivers. The control and regulation of communication
equipment and automation systems at the fields is performed from CSS. At the
CSS of the power station, the traffic flows through separated Virtual Routing and

Cyber security provision for industrial control systems 613



Forwarding VLAN networks. Within CCS, the field controllers are responsible
for switching processes of electrical circuits, protection of circuits and cooper-
ation with power stations. Commands from CCS are delivered to CSS through
routers which are used for readouts from Intelligent Electronic Devices (IEDs).
The entire CSS is protected by physical security system. Control commands are
processed by SCADA systems in CSS power station.

The energy management system infrastructure often becomes a target of
cyber-attacks. If power control system is compromised, an attacker could uti-
lize it to cause catastrophic damage or outages directly or by exploiting paths
to critical end devices or connected SCADA systems. The network protocols
are one of the most critical parts of power system operations responsible for
retrieving information from field equipment, generators and for sending control
commands. Despite their key function, the communication protocols have rarely
incorporated the security measures, including security against unintentional er-
rors, power system equipment malfunctions, communications equipment failures,
or deliberate sabotage.

3 Vulnerabilities of the Industrial Control System

Vulnerability of the ICS refers to the inability of a system to withstand the
effects of a hostile environment, which is the result of weaknesses or flaws in
technical infrastructure of the system. It should be noticed that vulnerability
of the ICS strongly depends on its configuration in a concrete environment, the
types of applied control devices and their implementations.

The most popular and available source of information on ICS vulnerabilities
becomes the US governmental ICS-CERT1, which assists control systems ven-
dors and asset owners/operators to identify security vulnerabilities and develop
mitigation strategies that strengthen their cyber security posture and reduce the
risk. The ICS-CERT database contains the rich set of alerts that provide timely
notification to critical infrastructure owners and operators concerning threats or
activity with the potential to impact critical infrastructure computing networks.
A significant part of these alerts refer to SCADA systems and Programmable
Logic Controllers (PLC) that are widely used in ICS.

In FY 2015, ICS-CERT received and responded to 295 incidents2 focused
on critical infrastructure sectors. Majority of incidents (57%) were reported by
Critical Manufacturing Energy and the Water Systems Sectors. The following
exemplary vulnerabilities of ICS clearly show the scale of threat and potential
risk:

– vulnerability of OpenSSL (Secure Socket Layer) application (commonly known
as Heartbleed) identified in the ICS systems implementations of many ven-
dors3;

1 https://ics-cert.us-cert.gov/
2 https://ics-cert.us-cert.gov/Year-Review-2015
3 https://ics-cert.us-cert.gov/advisories/ICSA-14-156-01
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– vulnerability of RuggedCom ROS-based and ROX-based devices. An at-
tacker could exploit this vulnerability to perform a POODLE (Padding Ora-
cle On Downgraded Legacy Encryption) attack to force a targeted user and
server application to switch to an insecure version of Transport Layer Secu-
rity (TLS) for secure HTTP communications for the two parties. A successful
exploit could allow the attacker to conduct a man-in-the-middle attack and
intercept sensitive information between client and server4;

– multiple zero-day vulnerabilities for several leading ICS hardware PLCs5.
The affected PLCs are used to control functions in critical infrastructure in
the chemical, energy, water, nuclear, and critical manufacturing sectors;

– multiple vulnerabilities affecting Electric Modicon Quantum PLC6 that are
exploitable through backdoor accounts, malformed HTTP or FTP requests,
or cross-site scripting (XSS). This exploit module retrieves stored username
and passwords for the webserver login and an additional password that may
be used to modify control operations via the web interface.

It should be noticed that the basic issues in achieving the ICS security deal
both with the presence of ICS vulnerabilities and availability of the tools that
allow identification of these weaknesses. It is not true that advanced, complex
attacks can be executed by untrained people. However, it is true that information
on vulnerability of the ICS software and control devices is generally available.
What is more, the detailed information on the ICS implementation available in
tender documents can also be exploit for hostile activity. This means that even
moderately educated IT or automation service engineer can identify and exploit
the ICS vulnerabilities.

4 Architecture of the ICS cyber security protection
system

In response to the threats mentioned above, an advanced system for the ICS pro-
tection from cyber threats was developed within the research project Cyber secu-
rity provision system for critical infrastructure (No. DOBR/0074/R/ID1/2012/03)
co-sponsored by the Polish National Centre for Research and Development.

The functional architecture of the system, which is shown in Fig. 3a is com-
posed of a set of software modules that can be deployed within the ICS infras-
tructure in an arbitrary way, i.e.: hub module (HM), which is the main logical
component of the system, protection modules (PM), which types and quantity
depend on the needs, adaptation modules (AM) that allow joining and integra-
tion of external protection components, network modules (NM) that allow mon-
itoring and control of the network infrastructure and engineering access control
module (EAM) that allow monitoring and control of all technical service activi-
ties. In case of small system all components can be placed on a single computer.

4 https://ics-cert.us-cert.gov/advisories/ICSA-14-051-03B
5 https://ics-cert.us-cert.gov/alerts/ICS-ALERT-12-020-01
6 https://ics-cert.us-cert.gov/alerts/ICS-ALERT-12-020-03B
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In large and spatially distributed objects, several computers located depending
on the needs can be used for the system deployment. In any case, the system is
controlled by a single hub of secure communications.

Fig. 3: Architecture of the ICS cyber security system

The ICS cyber security system provides:

– analysis of the network traffic, searching for threats and anomalies;
– detection of malicious actions using specially designed IED-emulating probes;
– correlation of events identified by sensors;
– automated detection and tracking of threats, giving appropriate countermea-

sures;
– security management of the ICS infrastructure, including both station and

technological communications;
– cyber situational awareness of the whole monitored ICS (SIEM7 -like).

In particular, the ICS cyber security protection system applies the following
security countermeasures shown in Fig. 3b:

– anomaly detection and filtering of management and control IP traffic trans-
ferring IEC protocols (IEC 105 and IEC 61850 probes);

– SCADA hardware emulation, Honeypots and Darknets (SCADA Honeypots,
IP Honeypots, Darknets);

– monitoring of the status of the protected infrastructure and secure storage
of information (HM);

– secure communications with the central SIEM and the user interface (GUI)
(HM);

7 SIEM - Security Information and Event Management
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– advanced access control with the use of Attribute-Based Access Control
(ABAC) model and security policies (HM);

– audit and traceability of all management operations and identification of
potential unauthorized operations (HM);

– encryption of internal management messages.

Detection of different types of reconnaissance activities are performed by
decoy devices. Honeypot SCADA module enables location within the control
network additional fictional devices that do not participate in any real control
processes. All traffic addressed to such entities is logged that enables the ad-
versary detection as well as identification of types of performed actions. The
presented version of the system supports the control protocol IEC 61850 MMS,
however it could be easily adapted to support other ones. Any idle IP address
(unused by the real devices) can be monitored by Darknet probe. Contrary to
other decoy devices, it does not interact with the attacker and only register his
activities in hidden way. This prevents from any kind of reconnaissance activities
including attacks performed without the knowledge of the network topology.

5 System verification

The cyber security protection system was examined in 3 different environments,
i.e. in the laboratory testbed (Fig. 4a) resembling the architecture of power
substation, in the Laboratory of Distributed Generation at Institute of Electrical
Power Engineering of the Lodz University of Technology (Fig. 4b), as well as in
operational power substation (Fig. 4c).

(a)
(b)

(c)

Fig. 4: ICS cyber security system implementation in: (a) laboratory testbed, (b)
Laboratory of Distributed Generation, (c) operational power substation

The experiments were designed to verify the ability of the system to detect
cyber-attacks and to protect against them, as well as to adjust the sensitivity of
the developed probes and decoys.

The efficiency of threat detection was verified by the following tools [7]:
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– probes based on Snort and Bro software that are adapted for analysis of the
SCADA protocols (e.g. IEC 60870-5-104) in order to detect anomalies in the
power control and management systems;

– commercial IDS/IPS probes that were previously purchased and are cur-
rently used in the power control and management network;

– standard Honeypots, SCADA Honeypots and Darknets for monitoring and
logging of all of the suspicious activities in ICS network;

– Mediation Device developed to normalize the messages obtained from the
other security systems and elements;

– SIEM system gathering, analyzing and aggregating information received
from above mentioned elements;

– databases gathering the history of power control and management condi-
tions;

– cyber security Visualization and Management System processing data pro-
duced in SIEM in real-time;

– engineering access control system for monitoring and control of all technical
service activities, including video registration.

Fig. 5: Test scenarios

The exemplary scenarios (Fig. 5) define the following directions of attacks:

a) from the Internet and over WAN with the use of unauthenticated and unau-
thorized measures by intruders;

b) from the enterprise network, the attacks coming from authorized users of this
network who, due to various reasons, attack the power control system;
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c) from the control network by persons who know the effects of the attacks and
due to personal and/or external reasons conduct attacks on the infrastructure;

d) from the control network by users who are not aware of the threats, autho-
rized to resources (e.g. during a software update a malware is installed and
transferred along with the useful software).

Let us consider the attack scenario from the Internet (ad. a) with the use of
PSTN or from the direction of the enterprise network, in which the firewall
protecting the control network access was breached (Fig. 5, scenario 1).

Table 1: Test results for attack scenario 1

(a)

[root@pl.bipse.mut.gen1 ∼]#nmap -Pn -p 1-100 –min-rate 1000 172.15.102.104
Event Time Phy Element CSS Domain Msg
2015-04-01
13:02:27.797

probe-2hnp si2 mut Many rejected TCP packets for Ip Addr Pair

2015-04-01
13:02:23.971

ssin1 si2 mut TCP packet rejected

(b)

[root@pl.bipse.mut.gen1 ∼]#wget test@172.15.102.100 / –ask-password
100%[=============>] 204 –.-K/s w 0s
2015-04-01 13:27:42 (10,4 MB/s)
- saved ‘index.html’ [204/204]
Event Time Phy Element CSS Domain Msg
2015-04-01
13:27:42.589

probe2-hnp si2 mut
TCP
connection terminated

2015-04-01
13:27:42.589

probe2-hnp si2 mut
TCP
connection terminated

2015-04-01
13:27:42.108

probe2-hnp si2 mut
TCP
connection set-up

2015-04-01
13:27:42.108

probe2-hnp si2 mut
TCP
connection set-up

In this case, the symptoms of attack are traces left by the control station
environment recognition applications. In this scenario, the attacker poorly ac-
quainted with the environment, has to find out the control station structure,
functions performed by the devices, their addresses and implemented protocols.
This requires generation of two-directional monitoring traffic from and to the
station. Collected features of the observed traffic are then sent toward the at-
tacker. Such actions lead to increase of the traffic volume that could be detected
on the routers. Scanning of addresses and/or ports may be detected by SCADA
decoys Darknets (Tab. 1.a) and Honeypots (Tab. 1.b), emulating operation of
substation.

The test results confirm detection of unauthorized operations on the security
elements allowing the security administrator to make an appropriate decision.
Some other results of the system verification are available in [7].
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6 Conclusions

The positive results of the ICS cyber security protection system validation al-
lowed for its installation in the power station of the Polish Transmission System
Operator. Exhaustive tests performed in operational environment confirmed that
the system meets all functional requirements. Its specific features like modular
and scalable architecture, closed-loop reaction to detected threats, expanded en-
gineering access control subsystem, and lack of negative impact on security and
reliability of the protected object allow the system adaptation both to small and
large-scale implementations. The ICS cyber security protection system can be
also adapted to other critical infrastructure environments, such as fuel or water
supply systems.

The advanced concept of the system covers a trusted multi-domain coop-
eration when the domains share the identified threat information building a
cybersecurity situational awareness.
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Abstract. The problem of measurement effort distribution for detection
of the abnormal state of distributed parameter system monitored with
sensor network is considered. The measurement strategy is formulated
in terms of maximizing the power of parametric hypothesis test related
to the nominal system state. Then, using communication schemes based
on the class of so-called gossip algorithms a computational procedure for
optimizing the measurement effort over the sensor network is proposed.
Finally, the presented fault detection approach is verified on the example
of convective-diffusion process.

1 Introduction

Together with increasing complexity and quality demands imposed on the mod-
ern control systems, the Fault Detection and Isolation (FDI) for dynamical sys-
tems become very important area of research, especially in the context of real
engineering applications. In spite of the fact, that there is a vast amount of contri-
butions developed for lumped parameters systems [3, 6, 20], there still just a few
approaches dedicated to the distributed-parameter systems (DPSs) exists. Most
often, it is impossible to observe the system states over the entire spatial domain.
Going further, it is required to properly select the observational data and design
the sensor network in terms of spatial configuration of its nodes. Although some
dedicated techniques of practical sensor placement techniques has been devel-
oped for stationary case [9, 29, 18, 22, 14, 8, 7], scanning sensor networks[18, 28,
12, 15] or moving observations [24, 23, 5, 29, 17, 31] almost all are based on the
centralized approaches [27, 26]).

One of the main issues during developing applications for DPSs is determi-
nation of proper relation between good performance of system and the strategy
of gathering the measurement data in order to achieve the high reliability of di-
agnosis. Here, the centralized approach based on application of the experimental
design theory for sensor allocation developed for stationary sensors [18], scanning
and mobile sensor networks[13, 18, 32, 19, 11, 25] can be further extended towards
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the fully distributed computational scheme. Additionally some techniques can
be successfully used also in optimum design for neural networks[10].

This work focus on the distributed optimization of experimental effort over
the sensor network for fault detection in DPSs. All sensors are assumed to take
measurements continuously in time and are in located at a given finite set of
sites. Each sensor node has a non-negative weight assigned to it, representing
the proportion of total measurement effort spent at this node. That way, we are
able to reduce the complexity of observational system and determine the most
informative sensor nodes, which are further used to store data. This solution
is somewhat similar to the classical concept of optimum experimental design
theory for lumped systems [1, 33].

The delineated approach can be easily tailored to the framework of so-called
gossip algorithms in which each node communicates with no more than one
neighbor at each time instant [13]. In effect, the resulting exchange-type algo-
rithm for sensor scheduling is working in a fully decentralized way and is very
easy to implement.

2 Abnormal state detection problem

Parameter estimation is one of most popular techniques of fault detection [6]. It
is especially useful in situations when system parameters have a strong physical
interpretation coming from proper modelling of process variables.

Let y = y(x; t; θ) is a scalar state of spatio-temporal object in point x ∈ Ω ⊂
Rd and time t ∈ T = [0; tf ], tf < ∞. Unknown constant θ is m- dimensional
parameter vector. Additionally N denotes observations provided by � stationary
point-wise sensors

zjm(t) =y(χj , t; θ) + ε(χj , t), xj ∈ X, t ∈ T,

j = 1, . . . , n
(1)

where zjm(t) is the scalar output, χj stands for and element selected from among
a given a-priori set of sensor locations X = {x1, . . . , x�} and ε(χj , t) denotes
the measurement noise which is assumed that is zero-mean, Gaussian, spatial
uncorrelated and white [30], i.e. E[εj(t)] = 0 and var(εj(t)) = σ2 and σ > 0 is
standard deviation of the measurement noise.

The unknown parameter vector θ is estimated through minimization of LS
criterion

J (θ) =
N∑
j=1

∫
T

|zj(t)− ŷ(xj , t; θ)|2 dt, (2)

where θ ∈ Θad and Θad is the set of admissible parameters and ŷ(·, ·; θ) denotes
the system model response corresponding to a given θ. Additionally, vector θ̂
minimizing J (θ) stands for the estimate of the true value of θ	.
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Fault diagnostics in most examples consists of comparison of estimates with
corresponding known nominal values to find statistically significant perturba-
tions. Then, to detect abnormal situation, some thresholding techniques can be
applied [18, 16, 32, 19], with assumption that θ	 is the nominal value of θ corre-
sponding to normal system performance. This way it is possible to test a simple
statistical hypothesis imposed on the system parameters H0 : θ = θ	.

Taking into account the generalization of likelihood function [4]:

L(z|θ) =
(

1

2πσ2

)N/2

exp

(
− 1

2σ
J (θ)

)
, (3)

with Θ0 = {θ ∈ Θad : θ = θ	} the generalized log-likelihood ratio takes the form:

λ(z) = 2 ln
supθ∈Θad

L(z|θ)
supθ∈Θ0

L(z|θ) = J (θ̃)− J (θ̂), (4)

where

θ̂ = arg min
θ∈Θad

J(θ), θ̃ = arg min
θ∈Θ0

J(θ). (5)

Generalized log-likelihood ratio test is very popular in statistic and if null
hypothesisH0 is not rejected, the sequence λ(z) for N → ∞ is weakly convergent
to χ2 random variable on m degrees of freedom[4] (Thm. 3.6.1, p 55).

Therefore, it is possible to compare the value of λ(z) with threshold kγ where
γ representing a a fixed range of model uncertainty. Threshold level is obtained
from chi-squared distribution with m degrees of freedom, then fault detection is
adequate to:

S =

{
S1 if λ(z) ≥ kγ (rejectH0),

S0 if λ(z) < kγ (acceptH0),
(6)

where kγ is ’γ-quantile’ of the distribution.
If H0 will be rejected it indicates detection of unexpected state of system.

Separate possibilities could be as a result: type I error - incorrect rejection of a
true null hypothesis and type II error where is observed a failure to reject a false
null hypothesis. In faults diagnostic, there is a connection between these errors
and probability of a false alarm and missed detection respectively.

3 Optimal measurement problem

It can be shown that the power of the presented hypothesis test (i.e. the prob-
ability of not committing the Type II error) can be increased by taking a large
number of measurements N or, alternatively, by maximizing the D-optimality
criterion [16]:

Ψ(M) = − log det(M), (7)

where M is defined as so-called average Fisher Information Matrix[12]
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M =
1

Ntf

N∑
j=1

∫ tf

0

g(χj , t)gT(χj , t) dt, g(x, t) =

(
∂(x, t; θ)

∂θ

)T

θ=θ0

. (8)

So-called sensitivity vector g(x, t) describe what is influence of the each parame-
ter for system behavior, where θ0 is a prior estimate to the unknown parameter
vector θ.

Sensor location optimality problem is defined as

Ψ[M(χ1, . . . , χN )] → min, (9)

where χj , j = 1, . . . , N is belong to set X.
It possible to reformulate problem to operate on locations (design) x1, . . . , x�

in place of χ1, . . . , χ� with r1, . . . , r� as the numbers of replicated measurements
and p1, . . . , p� as a their weights. Therefore

ξN = {(x1, p1), (x2, p2), (x�, p�)}, (10)

where pi = ri/N , N =
∑�

i=1 ri is exact design of experiment, pi is proportional
of observations performed at xi locations of sensors.

Therefore FIM:

M(ξn) =
�∑

i=1

pi
1

tf

∫ tf

o

g(xi, t)gT(xi, t) dt, (11)

and
∑�

i=1 pi = 1 to receive proper probability distribution on X.
Using (10) it is possible to redefine an optimal design solution to the opti-

mization problem
ξ	 = arg min

ξ∈Ξ(X)
Ψ[M(/xi)], (12)

where Ξ(X) is set of all probability distributions on X = {x1, . . . , x�}.

4 Distributed sensor selection optimization problem

Taking into account the problem where sensor nodes have fixed spatial positions a
computational algorithm can be proposed using the mapping T : Ξ(X) → Ξ(X)
where

T ξ =
{(

x1, p1
φ(x1, ξ)

m

)
. . . ,

(
x�, p�

φ(x�, ξ)

m

)}
, (13)

and design ξ	 is D-optimal if it is a fixed point of the mapping T , i.e. T ξ	 = ξ	.
This idea leads to decentralized configuration algorithm for sensor network which
is distributed generalization of [21] for the classical optimum experimental design
problem consisting in iterative computation of D-optimum design on finite set
which was extended also in [30, 13].
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Let r = 0, 1, 2 . . . denotes discrete time index, which partition the continuous
configuration time axis for time intervals Zr = [zr−1, zr) then it is possible to
map T to iteratively improve the experimental effort distribution. Global infor-
mation matrix M(ξ) cannot be calculated independently of the other network
nodes. Therefore (11) gives that information matrix is a weighted average of
local information matrices:

Mi =
1

tf

∫ tf

0

g(xi, t)gT(xi, t) dt. (14)

This means that algorithm is related to problem of distributed averaging on a
network[34, 2].

One well know technique for distributed averaging is so-called gossip scheme.
In its classical variation it is assumed that at the k reconfiguration time slot the
i-th sensor contacts some neighbor node j with probabilityQij and the pair (i−j)
is randomly and independently selected. During each time node value stored in
the single node convergence to average of all nodes. Assuming Mk(ξ

(r)) will be
estimate of global FIM maintained by k-th sensor at time slot Zr, then

Mk(ξ
(r)) ← piMi(ξ

(r)) + pjMj(ξ
(r))

pi + pj
, k ∈ {i, j} (15)

where ← is an update operator. To avoid situation when weights trends to zero
value during time slots can be introduced concept of running consensus

Mi(ξ
(r)) ← r − 1

r
Mi(ξ

(r)) +
1

r
Mi, (16)

where first term enforces consensus among nodes (average information form net-
work) and second accounts for the increase in total contribution of the local
node. Idea of the presented approach is derived in the Algorithm 1.

Algorithm 1 Distributed optimization of experimental effort. Indexes i and j denote,
respectively, data from local repository and obtained from neighbour. Function EX-
CHANGE is responsible for both sending and receving data to/from connetor neighbor
(order deoending on who initiated comunication)

1: procedure exchange protocol
2: EXCHANGE(Mj(ξ), Mi(ξ)) � sends and receives
3: EXCHANGE(pi and pj) � FIM weights
4: p ← pi + pj � store old weights for normalization
5: Update Mi(ξ) ← (piMi(ξ) + pjMj(ξ))/(pi + pj)
6: Calculate φ(xk, ξ) = tr[M−1

i (ξ)Mk], k ∈ {i, j}
7: Update pk ← pkφ(x

k, ξ)
8: pi ← p · pi(pi + pj) � normalization pi’s sum up to 1
9: Update Mi(ξ) ← r−1

r
Mi(ξ) +

1
r
Mi

10: end procedure
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At first step (r = 0) and each node starts with global FIM estimate Mi(ξ
(r))

on a basis of local information matrix Mi with non-zero weights to exclude rejec-
tion of potentially good information point, next during asynchronous configura-
tion time slots Zr nodes start communication. Consequently optimal solution is
compared with independent weight update for each network node and stochas-
tic convergence of gossip algorithms[34] but it need to admit that initial sensor
configuration have big influence on convergence rate.

5 Simulation example

For better understanding of the presented approach, the problem of sensor con-
figuration for parameter estimation and fault detection process of air pollutant
transport over a given urban area is presented. Inside normalized spatial area
Ω = (0, 1)2 active pollution source is present. Pollutant spatial concentration
y = y(x, t) is observed over the normalized time interval T = (0, 1] and is pre-
sented by advection-diffusion equation:

∂y(x, t)

∂t
+∇ ·

(
v(x, t)y(x, t)

)
= ∇ ·

(
α(x)∇y(x, t)

)
+ f(x), x ∈ Ω

(17)

subject to the boundary and initial conditions:

∂y(x, t)

∂n
= 0, on Γ× T, (18)

y(x, 0) = y0, in Ω, (19)

where y(x, t) is pollutant concentration, v(x, t) is wind velocity field α(t) is
spatial-varying diffusion coefficient, and f denotes pollutant sources f(x) =
50 exp(−50||x − c||2) located at the point c = (0.3, 0.3). Partial derivative of y
with respect to the outward normal to the boundary Γ is represented by ∂y/∂n.
The mean spatio-temporal changes of wind velocity field over the area were ap-
proximated by v(x, t) = (2(x1 + x2 − t), x2 − x1 + 2t). Assumed functional form
of the spatial-varying diffusion coefficient is a(x) = θ1 + θ2x1x2 + θ3x

2
1. Main

goal of the research is to identify intensity of pollutant emission from source and
detection of significant changes of turbulent diffusion coefficient through theta1
parameter changes. Estimation of parameters are based of measurement data
from monitoring stations and to simplify fault simulation a several scenario was
used which are described below. As an application implementation Matlab pro-
gram was written and simulated using PC station with Intel Core i5 processor
(2.5GHz, 12GB RAM) running Windows 10. Vector of base parameters describ-
ing system was θ01 = 0.05, θ02 = 0.01, θ03 = 0.005. Calculations were done with a
finite element method for spatial mesh composed of 168 triangles, 132 nodes. In
the presented example, it is assumed that the sensors are located at the points of
triangulation mesh excluding points lying on the boundary, cf. Fig. 2). The goal
is to determine the weights for all N = 132 possible positions of sensors nodes
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(a) t = 0 (b) t = 0.48 (c) t = 1

Fig. 1. Temporal changes in the wind velocity field and pollutant concentration (green
point – pollution source)

which leads to D-optimum least-squares estimates of parameters θ. Experiment
assumed that communication between each pair of sensors is possible without
taking into account the distance (the graph is fully connected). In Fig. 2 are
presented two stages of algorithm where in Fig. 2(a) is presented one of initial
state and in (b) D-optimal solution.

Once the observation strategy is established it is possible to make a hypoth-
esis test (6). The threshold limit was chosen at level 95%, which corresponds to
kλ = 3.8 and give only 5% chance to achieve inappropriate results. Also it should
be mentioned that rejection hypothesis is not conclusive from statistical point
of view. Examples of simulating failures are presented in Fig. 3 where different
scenarios of both the abrupt and incipient faults were investigated. In three from
four examples failure was property recognized, only in a case of very small devi-
ation of θ1 from nominal value ( fig. 3 (b)) hypothesis that failure occurred was
rejected with 95% but is acceptable with 89% level (kλ = 2.5). In this kind of
problems need to be taken into account two-stage decision system or different
approach.

6 Concluding remarks

In the presented work, the problem of optimal weight selection representing the
importance of information gathered from sensor nodes with fault identification
using log-likelihood ratio test has been presented. Main point was to adequate
adaptation of problem to distributed systems. With very rapid development rou-
tines for distributed information fusion designed for sensor, peer-to-peer or wire-
less ad-hoc networks it is possible to implement presented ideas in real system
also taking into account simplicity and time of computation. Further researches
will be focused on more complex monitoring systems i.e. scanning or mobile sen-
sor networks and extension to the iterative learning control schemes dedicated
for the fault detection.
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(a) r = 2000 (b) D-optimal
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Fig. 2. Allocation of active sensors (red circles) with experimental effort (blue stem
plot) in consecutive stages of network configuration (a) and final D-optimal configura-
tion (ln(det(M)) = 17.1263 (b).
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ŷ(xj , t, θ̂)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.02

0.04

0.06

0.08

0.1

Time

θ
1

θ∗1
θ̂1

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
−10

0

10

20

30

40
λ = 5.7569

P
ol

lu
tio

n 
le

ve
l

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.01

0.02

0.03

0.04

0.05

Time

θ 1

zj
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Application of data driven methods in diagnostic
of selected process faults of nuclear power plant

steam turbine

Karol Kulkowski*, Micha�l Grochowski*, Anna Kobylarz*, Kazimierz
Duzinkiewicz*

*Gdańsk University of Technology

Abstract. Article presents a comparison of process anomaly detection
in nuclear power plant steam turbine using combination of data driven
methods. Three types of faults are considered: water hammering, fouling
and thermocouple fault. As a virtual plant a nonlinear, dynamic, mathe-
matical steam turbine model is used. Two approaches for fault detection
using one class and two class classifiers are tested and compared.

Keywords: steam turbine, fault detection, data driven methods, K-means
clustering, PCA, SVM.

1 Introduction

The safe operation of a steam turbine, especially when it is a part of critical
infrastructure system such as Nuclear Power Plant (NPP) [1], is very important.
It is also essential to prevent and decrease the hazard of faults occurring within
it. Extremely important in this case is continuous monitoring of such element.
It should allow for fast enough detection of potential fault and to prevent its
occurrence [2]. It also enables to plan the renovation and proper exploitation,
preventing increasing the occurred fault.
Detailed description of the steam turbine and its models was presented in [3]. Be-
cause of the high risk caused by the nature of NPP, the steam turbine is exposed
to faults and abnormalities what can result in permanent fault or steam turbine
stop. Exemplary and representative faults of steam turbine are described in Sect.
2. The paper proposes the two data driven approaches for the faults detection.
In the first approach it is well known Principal Component Analysis (PCA)
method preceded by data clusterization in order to approximate the nonlinear
dependencies on data by the linear statistical tool. In the second approach the
Support Vector Machines (SVM) method is used, however due to large number
of state variables to analyze, SVM is applied after the data size reduction using
PCA.
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2 Problem characterization

Steam turbine serves to convert energy contained in heat of fresh steam generated
in steam generator to mechanical energy translating into a turbine shaft. The
conversion is possible thanks to the expansion process occurring along the steam
turbine. The example of steam turbine used in research presented in this paper
was shown in Fig. 1.

Fig. 1. NPP steam turbine scheme and faults occurrence points

Steam turbine operates on fresh steam defined by its properties such as:
steam mass flow (m), steam pressure (p) and steam temperature (T ). Steam
with such properties passes along steam turbine by k series set of turbine stages.
Each stage consists of blades on the rotor combined with turbine shaft. Steam
passing through the stage causes the movement of the rotor by colliding with the
blades. It simultaneously causes the drop of steam pressure and speed. Stages are
arranged into sections based on the design parameters and conditions of steam
it was designed for. Three main sections can be specified: High Pressure (HP)
section, Intermediate Pressure (IP) section and Low Pressure (LP) section. In
case of this paper a turbine consisting of HP and LP sections is used. In order
to improve steam properties, what leads to improvement of turbine efficiency, a
moisture separator and steam reheater can be used. Both of them can be placed
between sections, e.g. in this case between HP and LP sections.
During steam turbine work it is exposed to conditions which could lead to faults.
Some of potential faults are presented in this paper and enlisted in Table 1., based
on [4, 5].

In this paper we consider the three representatives of these faults: water
hammering, salt deposition and finally the malfunction of measuring device -
the thermocouple. Water hammering is a phenomenon occurring in steam tur-
bine when properties of steam on the inlet of the turbine are disrupted in such
a way that steam temperature significantly drops by at least 50 Kelvins. Such
behavior can be caused by faulty work of a steam generator. In order to ana-
lyze possibilities of detecting such kind of fault it was simulated by accordingly
progressive decreasing the steam turbine input temperature. The salt deposition
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Table 1. List of considered faults

Fault Element Symptom Potential effect

Water hammering Inlet of section
Decrease of

temperature - more
than 50K

Decrease of turbine
efficiency; may cause

corrosion and
turbine damage

Salt deposition Turbine stage(s)

Reduction of turbine
cross-section;

increase of pressure
in stages

Increase of tension
inside stage; may
cause mechanical

damage

Thermocouple fault
Any temperature
measurement

Measurement value
exceeds the

admissible error

Neglect of critical
fault detection;
errors in power
calculations (if

measurement used in
calculations)

Physical damage
Metal elements of
steam turbine

Increase of fresh and
secondary steam
temperature

Decreasing of
durability metal may

cause physical
damage

Steam generator
fault

Turbine inlet
Decrease of steam
temperature on the

inlet

Decrease of steam
turbine efficiency

Valve damage Valve
Decrease of pressure
and mass flow rate

after valve

Decrease of turbine
efficiency

Blade damage Rotor blade
Steam properties

disturbance

Leads to physical
damage of blade,

rotor

can occur along whole steam turbine as well as along some of the stages. The
most exposed for the salt deposition phenomenon are few last stages of the LP
section. The salt deposition is caused by improperly balanced steam properties
in the particular sections, namely it occurs when the steam passing through is
very humid. Salt deposited in stage causes the decrease of the stage diameter
what reduces turbine efficiency. With the smaller diameter of stage the pressure
is increased what in a long term can affect the mechanical durability. This fault
manifests by increasing the pressure and increasing the mass flow rate on the
outlet of the stage and in such a way it is simulated within the last LP section
stage, during the tests. The third fault analyzed in this paper is malfunction of
the thermocouple. Obviously it does not affect the process in the steam turbine
itself, but false measurements device readings can lead to improper steam tur-
bine operating and control. The fault of thermocouple is considered when the
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error of the measurement is exceeding the admissible error provided by manu-
facturer in specification. It was simulated by adding a measurement noise on the
temperature values on the outlet of second LP section stage. The places within
the steam turbine when the described faults are simulated are indicated in Fig.
1. Considered faults are enlisted with its symptoms potential, potential effects
and elements it concern (see Table 1) as first three from the top.
For the purposes of the experiments carried out and presented in this paper a
nonlinear mathematical model of steam turbine 4CK465 was used based on [6,
7]. The model includes high and low pressure parts of the steam turbine, that
consist of 10 and 6 stages, respectively. Also the moisture separator and reheater
placed between sections are included in the model. The model allows to gain 111
values of variables such as: pressure, mass flow rate, temperature, power, en-
thalpy drop. For the purpose of this paper it was used both for generating the
data of normal steam turbine operating as well as for simulating the faults of
the steam turbine. For here presented experiments the data from 37 state vari-
ables were utilized. The data contains temperature and pressure values at each
of 16 stages with additional information considering temperature and pressure
on steam turbine inlet, temperature and pressure on the outlet of the reheater
and temperature on the LP section outlet.
In case of data driven methods, measuring noise can affect the results, hence it
should be taken into consideration. In this paper simulation data were burdened
with the noise (with maximal deviation of 0.35 percent of variable nominal value)
and this was taken under account during defining the PCA confidence limit.

3 Data driven methods - fault detection

In case of steam turbine working as a part of the NPP it is especially important
to avoid abnormal states which could cause the fault. Hence, it is very impor-
tant to detect the process abnormalities as early as it is possible in order to give
the plant operators time to avoid the serious damage, by changing the way of
process operating or shutting down the process. Such systems need models of oc-
curring processes: theory driven physical modeling or data driven. Theory driven
modeling needs a priori very deep knowledge about the system. As opposed, in
data driven approach the models are built using large amount of historical pro-
cess data. This is especially useful for the systems where measurements can be
easily taken, while the relationship between these measurements may only be de-
scribed using complex, hard to identify and uncertain mathematical equations.
The choice of measured variables is important and has to take into account the
purpose of the modeling. However, it is not easy especially in cases when there
are many often redundant measurements leading to so called data flood. Hence,
the quantitative data driven tools from the group of multivariable statistic [9],
[10] neural networks [11] or more general machine learning can be very useful.
In this paper we analyse two approaches for detecting selected process anomalies.
The first approach is to use the most popular one class classifier, the PCA, e.g.
[12]. Due to the fact that the processes taking place within the steam turbine are
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nonlinear, while the PCA is able to properly detect only the linear dependencies,
the measurements are firstly preprocessed. The data are split into the clusters
in such a way that they can be described by linear relations. In order to do that
the K-Means Clustering (k-means) was used [13]. As a result data was assigned
to one of two clusters. Next, for each of the obtained clusters, the PCA models
are established. These models represent the data gathered from the steam tur-
bine operating in wide range of varying inputs under no fault conditions. As the
results of k-means and PCA methods, two models with 4 principal components
(PCs) for cluster 1 and 5 PCs for cluster 2 were obtained. Squared Prediction
Error (SPE) and Hotteling (T 2) measures are used for indicating the faults. The
resulting measures are selected based on euclidean distances between tested data
and centroid locations of each cluster. For tested sample closer to the centroid
of one of two clusters the measure coming from PCA model built based on this
cluster is selected.
In the second approach we use nonlinear two class classifier, Support Vector Ma-
chines (SVM). Because the fact that the number of the analyzed variables is quite
large (37) and that information they carry is redundant, they are preprocessed
by using PCA in order to reduce their size and to highlight the most important
features. In order to detect described process anomalies (water hammering, salt
deposition and finally the malfunction of measuring device), the 3 SVM models
were build and trained to indicate one particular fault. As the training data was
reduced by PCA, 5 most important features were used. The outputs from the
SVM models should be ’-1’ when the turbine is in its normal (healthy) state,
and ’1’ if the particular SVM recognizes the fault it was learned. Simple logic
operation on the SVM’s outputs finishes detection process.

4 Results

In the first approach using PCA models, the data representing healthy state of
the steam turbine operating over changing input conditions (Fig. 2.) are used
to build the diagnostic models. In order to better fit the linear PCA model
into the nonlinear data, they were divided into two clusters by k-means cluster-
ing method. Figure. 3. illustrates the PCA models quality with respect to the
training data. Next, these models were used to detect process faults within the
turbine. During the diagnostic phase, the data are compared against the Eu-
clidean distances from the centers of gravities of the determined clusters. The
diagnostic measures are calculated by the PCA model describing the cluster with
the smaller distance. The results showing the effect of faults detection process
are presented on Figs. 3.-6. SPE and T 2 measures in these figures were divided
by their upper confidence limits (SPELimit and T 2

Limit), hence exceeding the ’1’
value means that such data do not belong to this model. Water hammering is
easily and early detected by both SPE and T 2 measures (Fig. 4.), while the salt
fouling and malfunction of the thermocouple is indicated only by SPE. In this
experiment, the confidence limit is assumed to be 0.95 and there are 4 PCs for
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the model describing data in cluster 1, and 5 PCs for the second cluster.

Fig. 2. Input steam properties

Fig. 3. Training data using k-means-PCA approach

In the second approach the fault detection was performed using SVM based
on the 5 of 37 most important principal components generated by PCA method.
Each of the SVM models was trained to recognize one particular fault. The
results are presented in Figs. 7.-9. All the simulated faults are detected and
recognized very clearly and almost immediately. Preprocessing the data by PCA
made the symptoms of faults occurred more ’visible’ what significantly improved
the SVM classification. SVM models utilizes Gaussian Radial Basis Function as
a kernel, with the kernel width 1.3096 and soft margin 100.

5 Summary

The paper compares two different approaches for fault detection in the steam
turbine. PCA preprocessed by k-means clustering represents the one-class classi-
fication approach. In this case process data representing ’normal’ behavior of the
plant is described by the PCA model and any deviation from them is treated as
a fault. In general, the more the process deviates from the ’normal’ one the more
the SPE and T 2 measures grow what might suggest the size of the fault, how-
ever it is not always the rule. On the other hand, PCA is not able to distinguish
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Fig. 4. Water Hammering detection using k-means-PCA approach

Fig. 5. Salt fouling detection using k-means-PCA approach
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Fig. 6. Thermocouple fault detection using k-means-PCA approach

Fig. 7. Water Hammering detection using PCA-SVM approach
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Fig. 8. Salt fouling detection using PCA-SVM approach

Fig. 9. Thermocouple fault detection using PCA-SVM approach
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the kind of faults or anomalies. In order to enable the linear PCA to cope with
nonlinear nature of the data, they were clustered before using k-means method.
In contrast to the PCA, SVM is a representative of the two-class classification
methods and enables work with the nonlinear data. To facilitate the process of
classification the data was preprocessed by PCA for the size reduction and for
extraction of the most important process features. Both approaches have proven
themselves in detecting of the simulated anomalies. Authors current work is fo-
cused on utilization of the information from the diagnostic system into predictive
control of the nuclear power plant steam turbine (FTC MPC).
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Abstract. The paper deals with the problem of sensor fault-tolerant
control for non-linear MIMO systems. The proposed strategy is based
on fault estimation strategy. The H

∞
approach is used to design the

observer. Subsequently, the control strategy for the system with faulty
sensors is proposed. The fault-tolerant controller is designed in such a
way as to achieve the H

∞
performance and tolerate predefined sensor

faults. The final part shows an illustrative example with an implemen-
tation to a twin-rotor system.

1 Introduction

The problem of satisfying qualitative factors is an important thing while con-
trolling the system. However, if some faults occur the classical controller may
be insufficient to guide the system correctly. Moreover, such a situation can be
dangerous for environment or even for human’s health and life. Therefore, in the
recent decades, the problem of Fault Diagnosis (FD) [3, 16, 8, 11, 1] has grown its
importance. The researchers are developing newer and newer approaches to de-
tect (fault detection), identify (fault identification) and localize (fault isolation)
the faults which allows to improve the control strategy. From the point of view
of the system, three classes of faults may be taken under consideration [3, 6, 20]:
actuator, sensor and process (or component) faults. There exist Fault Detection
and Isolation (FDI) solutions such as: minimum variance input and state esti-
mator [7], sliding mode high-gain observers [19, 2], Kalman filter [10], adaptive
estimation [23] and also H∞ approach [20, 14, 9, 4]. The FD acts as not only
informative but increasingly, is combined with the control system. The merger
of the control and FD is so-called as Fault-Tolerant Control (FTC) [6, 15, 13, 20,
18].

The main objective of the paper is to propose the control strategy that allows
to guide the system while the sensors faults occur. The proposed strategy is
robust to process as well as measurement uncertainties and is based on H∞

approach. To compensate the fault influence its estimate is subtracted from the
state.

The paper is organized as follows: section 2 describes the control problem in
the case when any sensor is faulty, subsequently, section 3 proposes a designing
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path of the observer that allows to compensate the occurred faults. Section 4
presents some results obtained with the proposed approach by its implementa-
tion to a twin-rotor MIMO system and finally, section 5 concludes the paper.

2 Problem statement

Let us consider a non-linear discrete-time system:

xk+1 = Axk +Buk + g (xk,uk) +W 1wk, (1)

yk = Cxk + fs,k +W 2wk, (2)

where xk ∈ X ⊂ Rn, uk ∈ Rr, yk ∈ Rm, are the state, control input and output
vectors, respectively. The non-linear function g (xk,uk) describes the behaviour
of the system with respect to the state and input. Moreover f s,k ∈ Fs ⊂ Rnf is
the sensor fault vector, where nf is the number of sensor faults. Furthermore,
W 1 and W 2 denote the noise distribution matrices and wk expresses the exoge-
nous disturbance vector. It can be easily shown that wk can be split in such a

way as wk =
[
wT

1,k,w
T
2,k

]T
where w1,k and w2,k are process and measurement

uncertainties, respectively.
The problem is to control the system irrespective to the fact of sensor fault

occurrence. The integrated strategy of control and fault diagnosis should be able
to tolerate the sensor faults which may occur in the system. The general idea
that state behind this approach is to estimate the faults. Based on this knowledge
the state estimate can be used to guide the system.

3 Control strategy

The main topic of this section is to design the observer which will make possible
to estimate all the states as well as all the sensor faults, simultaneously.

In this paper the following state and sensor fault estimator is proposed:

x̂k+1 = Ax̂k +Buk + g (x̂k,uk) +Kx

(
yk −Cx̂k − f̂ s,k

)
, (3)

f̂s,k+1 = f̂s,k +Ks

(
yk −Cx̂k − f̂s,k

)
. (4)

Note that, instead of using a set of the observers, one single observer is able
to estimate the faults for all sensors in the system. The control actions can be
calculated using the following form

uk = Kcx̂k +Krrk, (5)

where Kc, Kr and rk are the control gain matrix, pre-filter matrix and refer-
ence vector, respectively. Thus, based on the fault free state estimate the classical
state feedback controller is proposed. The gain matrix for the controller is not a
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main topic of consideration and it could be obtained with well-known method-
ologies.

The problem is to find Kx and Ks which represent gain matrices for the
state and fault estimate, respectively. To handle with this issue from (1), (2)
and (3) a state estimation error can be given

ek+1 = xk+1 − x̂k+1 = Axk +Buk + g (xk,uk) +W 1wk −Ax̂k −Buk

− g (x̂k,uk)−Kxyk +KxCx̂k +Kxf̂s,k = [A−KxC] ek

−Kxes,k + [W 1 −KxW 2]wk,

(6)

where es,k = fs,k − f̂s,k. Subsequently, from (2) and (4) the fault estimation
error can be presented as follows

es,k+1 = fs,k+1 − f̂s,k+1 = fs,k+1 + fs,k − f s,k − f̂s,k −Ksyk

+KsCx̂k +Ksf̂ s,k = εk + [I −Ks] es,k −KsCek −KsW 2wk,
(7)

with εk = fs,k+1 − fs,k which means the error between consecutive samples of
the fault.

Moreover, using Differential Mean Value Theorem (DMVT) [21] it can be
shown that

g (xk,uk)− g (x̂k,uk) = Mk (xk − x̂k) , (8)

with

Mk =

⎡
⎢⎢⎢⎢⎣
∂g1
∂x

(c1,uk)

...
∂gn
∂x

(cn,uk)

⎤
⎥⎥⎥⎥⎦ , (9)

where c1, . . . , cn ∈ Co(xk, x̂k), ci �= xk, ci �= x̂k, i = 1, . . . , n. Having regard
the fact that all states are bounded in real system, xk ∈ X let

xi,j ≤
∂gi(x)

∂xj
≤ x̄i,j , i = 1, . . . , n, j = 1, . . . , n, (10)

it is clear that there exist Mk ∈ M such that

M =
{
Mk ∈ Rn×n|xi,j ≤ mk,i,j ≤ x̄i,j , i, j = 1, . . . , n,

}
. (11)

Thus, the state estimation error (6) can be rewritten into the following form

ek+1 = xk+1 − x̂k+1 = [A+Mk −KxC] ek −Kxes,k

+ [W 1 −KxW 2]wk.
(12)

Furthermore, the following super-vectors can be constructed:

ēk+1 =

[
ek+1

es,k+1

]
, (13)

vk =

[
wk

εk

]
. (14)
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The estimation error of the state and fault can be presented in a compact form

ēk+1 = Xkēk +Zvk, (15)

with:

Xk = Āk − K̄C̄ , (16)

Z = W̄ − K̄ V̄ , (17)

where:

Āk =

[
A+Mk 0

0 I

]
, C̄ =

[
C I

]
, K̄ =

[
Kx

Ks

]
,

W̄ =

[
W 1 0
0 I

]
, V̄ =

[
W 2 0

]
.

(18)

Taking into account the estimation error for both, state and fault, the fol-
lowing theorem can be defined:

Theorem 1. There exist matrices N , U , P � 0 and an attenuation level μ > 0
for all Mk ∈ M such that the following inequality is satisfied⎡

⎢⎣ I − P 0 Ā
T
kU − C̄

T
N

T

0 −μ2I W̄ U − V̄
T
NT

UĀk −NC̄ UW̄ −NV̄ P −U −UT

⎤
⎥⎦ ≺ 0. (19)

Proof. The problem of the designing the H∞ observer [12, 22] is to obtain ma-
trices N ,U and P such that

lim
k→∞

ēk = 0 for vk = 0, (20)

‖ēk‖l2 ≤ μ‖vk‖l2 for vk �= 0, ē0 = 0. (21)

To solve the problem, it is satisfactory to find a Lyapunov function such that

ΔVk + ēTk ēk − μ2vT
k vk < 0, (22)

where:

Vk = ēTkP ēk, P � 0, (23)

ΔVk = Vk+1 − Vk. (24)

As a consequence by using (15) it is easy to show that

ΔVk + ēTk ēk − μ2vT
k vk = ēTk

(
X

T
kPXk + I − P

)
ēk + ēTk

(
X

T
kPZ

)
vk

+ vT
k

(
ZTPXk

)
ēk + vT

k

(
ZTPZ − μ2I

)
vk < 0,

(25)

which is equivalent to

v̄T
k

[
XT

kPXk + I − P XT
k PZ

ZTPXk ZTPZ − μ2I

]
v̄k ≺ 0, (26)

with v̄k =
[
ēTk ,v

T
k

]T
. Now, let us recall the following lemma [5]:
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Lemma 1. The following statements are equivalent:

1. There exists Xk � 0 such that

V TXkV −W ≺ 0. (27)

2. There exist Xk � 0 such that[
−W V TUT

UV Xk −U −UT

]
≺ 0. (28)

Applying lemma 1 to (26) gives⎡
⎣I − P 0 XT

kU
T

0 −μ2I ZTUT

UXk UZ P −U −UT

⎤
⎦ ≺ 0, (29)

and then substituting:

UXk = UĀk −UK̄C̄ = UĀk −NC̄ , (30)

UZ = UW̄ −UK̄V̄ = UW̄ −NV̄ , (31)

completes the proof. 	


Note that, M specified by (11) can be equivalently expressed by

M =

{
M (α) : M (α) =

N∑
i=1

αiM i,

N∑
i=1

αi = 1, αi ≥ 0

}
, (32)

where N = 2n
2

. Note that, this is a general description, which does not take
into account that some elements of M may be constant. In such cases, N is
given by N = 2(n−c)2 , where c stands for the number of constant elements of
M . Thus, the system can be described in a Linear Parameter Varying (LPV)
form. Solving (19) is equivalent to solve (for i = 1, . . . , N)⎡

⎢⎣ I − P 0 Ā
T
i U − C̄

T
N

T

0 −μ2I W̄ U − V̄
T
NT

UĀi −NC̄ UW̄ −NV̄ P −U −UT

⎤
⎥⎦ � 0. (33)

and then determine

K̄ =

[
Kx

Ks

]
= U−1N . (34)

4 Illustrative example

4.1 Results

To verify the proposed approach a twin-rotor aero-dynamical system (fig. 1) is
employed. Such a system is designed to simulate the flight object in laboratory
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conditions. The system can be described by highly nonlinear model with cross
coupled axes by using following equations:

dωh

dt
=

kak1

JtrRa

uh −

(
Btr

Jtr

+
k 2

a

JtrRa

)
ωh −

f1(ωh)

Jtr

, (35)

dΩh

dt
=

kohf2 (ωh) cos(θv) − kohΩh − f3 (θh) + f6 (θv)

KD cos2(θv) + KE sin2(θv) + KF

+
kmωv sin(θv)Ωv

(
KD cos2(θv) − KE sin2(θv) − KF − 2KE cos2(θv)

)
(KD cos2(θv) + KE sin2(θv) + KF )2

+

km sin(θv)

(
k
b
k2

R
b

uv −

(
Bmr +

k
2
b

R
b

)
ωv − f4 (ωv)

)
Jmr (KD cos2(θv) + KE sin2(θv) + KF )

,

(36)

dθh

dt
= Ωh, (37)

dωv

dt
=

kbk2

JmrRb

uv −

(
Bmr

Jmr

+
k 2

b

JmrRb

)
ωv −

f4(ωv)

Jmr

, (38)

dΩv

dt
=

lmf5 (ωv) + kgΩhf5 (ωv) cos(θv) − kovΩv

Jv

+
g ((KA − KB) cos(θv) − KC sin(θv)) − Ω 2

h
KH sin(θv) cos(θv)

Jv

+

kt

(
kak1
Ra

uh −

(
Btr +

k
2
a

Ra

)
ωh − f1 (ωh)

)
JvJtr

,

(39)

dθv

dt
= Ωv , (40)

where ωh, Ωh, θh, ωh, Ωh and θh are the rotational velocity of the tail rotor,
angular velocity around vertical axes, yaw angle of the beam, rotational velocity
of the main rotor, angular velocity around horizontal axes and pitch angle of the

beam, respectively. The system state vector is x =
[
ωT
h , Ω

T
h , θ

T
h , ω

T
v , Ω

T
v , θ

T
v

]T
and the sytem input vector is u =

[
uT
h , u

T
v

]T
where uh and uv are the voltages

of the tail and main rotors. The rest of the parameters are inherited from [17].

Fig. 1. Twin-rotor aero-dynamical system
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The nonlinear model which describes the behaviour of the system has been
discretized with sampling time Ts = 0.01[s] which leads to the state-space rep-
resentation (1)–(2). It is worth to emphasize that the angular velocity around
both, vertical and horizontal axes, were not measured directly during the exper-
iment, what implies the output equation featured by C = diag (1, 0, 1, 1, 0, 1).

Moreover, let us consider a fault scenario fs,k =
[
f
T
s,1,k,f

T
s,3,k,f

T
s,4,k,f

T
s,6,k

]T
with:

fs,1,k =

{
y1,k − 192, 4000 ≤ k ≤ 6000,
0, otherwise,

fs,3,k =

{
y2,k − 0.2, 8000 ≤ k ≤ 10000,
0, otherwise,

fs,4,k = 0,

fs,6,k =

{
y4,k + 0.1, 9000 ≤ k ≤ 12000,
0, otherwise,

(41)

which means that temporary fault occurred in three of four sensors, and the
two of them were partly at the same time.

Let us assume that the initial state for the system as well as for the observer
are x0 = [0, 0, 0.001, 0, 0, 0.001] and x̂0 = [0, 0, 0.01, 0, 0, 0.01], respectively, while
the fault estimate is initialized by f̂ s,0 = [0, 0, 0, 0].

By solving a set of LMIs (33) described in section 3 the following gainmatrices
has been obtained:

Kx = 10−4
·

⎡
⎢⎢⎢⎢⎢⎢⎣

−0.0360 0.0014 0.0004 0.0000
0.0053 −0.0080 0.0014 0.0272
−0.0020 0.1961 −0.0003 0.0048
0.0016 −0.0023 0.0802 0.0081
−0.0031 0.0237 −0.0525 0.5181
0.0026 0.0072 0.0186 0.3602

⎤
⎥⎥⎥⎥⎥⎥⎦
, (42)

Ks =

⎡
⎢⎢⎣

0.9987 0.0000 −0.0000 −0.0000
0.0000 0.9995 −0.0000 0.0000
−0.0000 0.0000 0.9991 −0.0000
0.0000 0.0000 −0.0001 0.9996

⎤
⎥⎥⎦ . (43)

4.2 Discussion

Figure 2 presents the response of the system in the faulty case. The black solid
line in these graphs represents the system state with FTC and the red dashed
line represents the system state controlled by classical controller without fault
tolerance. The controlled state variables θh and θv are presented in the lower
left and right graph, respectively. It is easy to see that the system with FTC
is following the reference signal (grey line) in contrast to the response without
FTC. Figure 3 shows comparisons between real and estimated faults. It is easy to
see that the estimated faults are pursuing the real one highly satisfactory. The
obtained results confirm that the FTC allows to control the system correctly
even in the case when the faults occurred, contrarily to the results obtained
without fault tolerance.
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Fig. 2. The response of the controlled system

5 Conclusions

The main aim of the paper was to handle with the problem of control the system
while the sensor faults occur. A strategy for simultaneous estimation of the state
and the fault was proposed. The presented observer was able to estimate the fault
for all of the sensors in the system simultaneously and thanks to that it is easy to
compensate the fault influence. The strategy was based on H∞ approach which
brings down to solve a set of LMIs. It can be easily used in fault diagnosis for
linear as well as nonlinear LPV-like systems. The final part of the paper shows
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Fig. 3. The sensors faults and their estimates

an illustrative example with an application to the twin-rotor aero-dynamical
system. The achieved results confirm the correctness of the proposed approach.
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Abstract. In the paper very preliminary idea of fault tolerant industrial
robot is presented. It is noticed that, the most natural way of fault toler-
ance - redundancy, is not appropriate in case of the robotics area. Using
on the production line redundant robots (treated overall as the actua-
tors) is unprofitable from economic point of view. Moreover, redundancy of
the actuators (seeing as the parts of the robot) is mostly impossible from
construction point of view. Hence, the solution of fault tolerance is of-
fered in the way of adequate control system. In the first chapter problem
statement is done and the general idea of solving it is presented. Follow-
ing, idea of control system is briefly mentioned. In the next unit simple
graphs presents the robot’s workspace in selected case of the fault. The
wider idea of fault tolerance control in case of industrial manipulator is
given in the summary.

Keywords: manipulator, fault, industrial manipulator workspace, di-
agnostics

1 Introduction

There is well known and understandable that Fault Tolerant Systems (FTS) are
highly demanded in any case. Especially industry expects such solutions, regard-
less of the branch, due to the fact that such solutions let them to save a money
and a time. This is why the FTS and Fault Tolerant Control (FTC) subjects
are still under research. Of course, the most popular way of practising FTC is
redundancy. It means the redundant (auxiliary) sensors and / or actuators are
used. Not only sensors and actuators may be redundant but also control system,
information and communication system, generally each part of the process could
have its replacement. Inasmuch, FTC algorithms concerning sensors and actua-
tors are less complicated in implementation than other components of the control
system. Wherefore, redundacy based on actuators and espcially on sensors is the
most encountered. On the other hand, such approach, using redundant sensors
and actuators, is expensive and require to be taken into consideration during
object’s design process. Hence, sulution based on devices with FTC should be
treated as a much more appropriate approach. It means that e.g. instead of using
two redundant devices (seeing as an actuator) is used only one with implement-
ing FTC. Using such device on production line also may result in saving a time
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and a money. Nevertheless, it is obvious that efficiency of such device under
fault may be lower in comparison with efficiency of the device in case of normal
condition of operation. Taking into account production line with robots it is in
many cases impossible and always irrational, from economical point of view, to
design process with redundant robots. However, still in such case tolerance for
faults is highly dared. Even higher demanding for fault tolerance is in case of
robots use in outer space, were there are no chance to repair faulty device and
the only chose is to do task with the lower efficiency or not to do it at all. Very
similar issue is in case of medical robots. It is hard to imagine that the robot
could be repaired during the surgery. It is rather the surgery is stopped. However
sometimes it is impossible just to break the surgery process, it would rather be
in some way finished. What can be done in such case is to use robots with FTC
implemented into. Of course, such solution is not robust in case of each potential
damage but for some selected it could works. What is the most important, it is
assumed that mentioned above robot is regular one, taking into consideration
its mechanical construction, however it only has control system dedicated for
fault maintain.
It is well known that there are no FTC without proper diagnostics. For that
reason the issue of adequate diagnostic should be taken into account at first,
many publication deal with the diagnostic subject, e.g. [1–4] for case of the in-
dustrial area of implementation. As the diagnostics issue depends on the branch
of the industry there are peculiar methods for specific processes and devices,
it is easy to find publication corresponding to it, e.g. in the area of robotics:
[5–7]. Diagnostic process may be leaded in the purpose of object stoppage [8]:
instantly or in specific way or to predict faulty state [9] of the object as well as
to start FTC procedure [10–13].

2 Control system concept

Classical implementation of robot control system boils down to definig series
of point coordinates to be achieve by the robot grip and a type of robot arm
motion between that points. However, all points may be achivable in some faulty
states and in non-faulty state of the robot, the way of achieving points may be
different due to the fuctionalty state of the robot. Hence, assuming, that there is
possibility to switch between programs downloaded to the robots control system
we may achieve tolerance for some actuators’ faults by choosing appropriate
program, prepared in advance, for the predicted faults. The idea of the fault
tolerant control system architecture was presented e.g. in [14]. Of course, it is
impossible to predict all faults with their parameters. It means, e.g. we may
predict jam of the junction robots arms, however it could happen at different
angle between the arms. Newetheless, assuming that we have properly working
mesurement system we may, thoughtly, treat faulty robot (e.g. with fixed two
arms) as a another one robot of known slightly different mechanical construction.
This is why the best idea is not to send to the robot’s control system compiled
program with commends and coordinates of points to achieve but only points
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coordinates and definition of obstacle coordinates. In such case the program
should be calculated in the way it takes into account different construction of
the robot seeing as the one of the junction is fixed. Till now we obtain the
new one arm created from a fixed junction of two arms. The simply algorithm
of the idea is presented on Fig. 1.

Fig. 1. The simply algorithm of the idea

3 Faulty type - fixed junction

Taking into account classical construction of the serial manipulator of 6 degree
of freedom (DoF) it is rather obvious that fixed one of the first three junction is
much more difficult to tolerate then fixed junction among the rest. In the most
construction of such robot first three arms are dedicated for long distance mo-
tion and the rest three for rather smaller ones. Hence, the idea of solving fixed
junction fault will be presented when junction no 5 will be fixed.

3.1 Graphical presentation of the solution idea

For the purpose of that paper the Staubli robot TX60 was taken into account.
Its parameters are presented on Fig. 2. The simply presentation of the robot
workspace, assuming that only junction no 2 and no 5 are taken into consider-
ation is presented on Fig. 3, 4, 5, with angle change resolution 25 deg., 5 deg.
and 1 deg. respectively. Let assume that the junction no 5 may be fixed with
the angle (measurably accessible) equal -89 deg. An illustration of workspace such
faulty robot is presented on Fig. 6, witch 5 deg. change of no 2 junction.

It is well know that due to multiple of invers kinematic solutions dared posi-
tion and orientation of the grip may be achieved for different joints arrangements.
It gives a chance to achieve some grip position and orientation even in case of
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Fig. 2. Staubli TX 60 - parameters
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Fig. 3. Staubli TX 60 - workspace in case of 25 deg. change of no 2 and no 5 junction
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Fig. 4. Staubli TX 60 - workspace in case of 5 deg. change of no 2 and no 5 junction

Fig. 5. Staubli TX 60 - workspace in case of 1 deg. change of no 2 and no 5 junction
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fixed junction no 5. What is more, in the same plan it is possible to use junction
no 3 to compensate dysfunction connected with fixed junction no 5. Let assume
that junction no 5 fixed with 89 deg. angle. In case of no faulty state of manipu-
lator the dared position (X:89.9, Y:97.7) may be achieved in manipulator/’s arm
configuration as presented on Fig. 7. The same position and orientation of grip
may be achieved with different junction configuration as presented e.g. on Fig.
8. Both cases, presented manipulator arm configuration in faulty and no-faulty
junction no 5 is presented on Fig. 9.
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Fig. 6. Staubli TX 60 - workspace in case of 25 deg. change of no 2 junction and fixed
on 89 deg. junction no 5

Of course, two cases should be discussed: 1. when in the workspace there
are no obstacles and 2. when in the workspace is defined obstacle. However,
in the paper the only first one was mentioned. Nevertheless, presented example
shows that even in some faulty states manipulator still may be treated as a fit
for operating.

4 Summary

The paper was prepared to show the idea of coping with the fault of one (or
more) manipulator arms junction fixed. Due to the fact that there is multiple
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Fig. 7. Staubli TX 60 - the manipulator achieving assumed position X:89.9 Y:977 with
all junction not faulty
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Fig. 8. Staubli TX 60 - the manipulator achieving assumed position X:89.9 Y:977 with
junction no 5 fixed on -89 deg.
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Fig. 9. Staubli TX 60 - the manipulator achieving assumed position X:89.9 Y:977 -
comparison: faulty / not faulty junction no 5
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of invers kinematic solutions it may be possible to continue the operation with
faulty manipulator (junction fixed). Presented solution is based on the assump-
tion that manipulator firmware is flexible and allow for switching between control
algorithms. It means that in the control algorithm of the manipulator there is no
one constant description of the manipulator kinematic but some parameters may
be changed due to the current manipulator state (e.g. in case of fault). Suggested
solution is possible to use only in case of possessing information about angle of
fixed junction. The much more complicated task is in case of obstacles occurring
in the workspace.
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Abstract. Safety and security aspects consist of two different group of
functional requirements for the control and protection systems. It is the
reason why the analyses of safety and security shouldnt be integrated
directly. The paper proposes extension of the currently used methods
of functional safety analyses. It can be done with inclusion of the level
of information security assigned to the technical system. The article ad-
dresses some important issues of the functional safety analysis, namely
the safety integrity level (SIL) verification of distributed control and
protection systems with regard to security aspects. A method based on
quantitative and qualitative information is proposed for the SIL (IEC
61508, 61511) verification with regard of the evaluation assurance levels
(EAL) (ISO/IEC 15408) and the security assurance levels (SAL) (IEC
62443).

Keywords: risk analysis, functional safety methodology, security

1 Introduction

The role of safety-related control and protection systems for the risk reduction is
nowadays obvious, because are designed to reduce the risks of accident scenarios,
especially those with major consequences many times, e.g. from ten times to
thousand and more times depending on required risk mitigation. These systems
belong to the category of industrial control systems (ICS).

They implement a set of safety functions and can be designed as the electri-
cal / electronic / programmable electronic systems (E/E/PES) regarding generic
standard IEC 61508 and/or the safety instrumented systems (SIS) with regard
to requirements of IEC 61511 developed for the process industry. Some more
important safety functions, reducing substantially relevant risks, require imple-
menting of protection layers, according to a concept of defence in depth (DinD).
Requirements concerning security related aspects will be considered regarding
requirements of series of international standards IEC 62443 an ISO 27000.

An integrated risk analysis and assessment methodology proposed is compat-
ible with some known methods used often in practice, such as HAZOP (hazard
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and operability), LOPA (layer of protection analysis) and SVA (security vulner-
ability analysis).

Security related analyses of the ICS during its design and operation as dis-
tributed computer system (DCS) with relevant SCADA (supervisory control and
data acquisition) functions are very important in hazardous plants especially
when they are considered within critical infrastructure (CI).

2 Classification of the process control and protection
systems

A conventional control and protection system consists of programmable logic
controller (PLC), sensors, actuators, control station with supervisory control and
data acquisition (SCADA) and the control station. Another important element
of the control and protection system is the human operator who is supervising
its operation.

The systems elements may be connected by different internal or external
communication channels. The information sent between PLC and the control
station can be transferred by standard series or parallel communication protocols
or other methods of communication, e.g. wireless GSM/GPRS.

Three main categories of distributed control and protection systems were
proposed, based on the presence of computer system or industrial network, its
specification and type of data transfer methods [4, 18, 3, 21, 22, 24]:

I. Systems installed in concentrated critical objects using only the internal
communication channels (e.g. local network LAN),

II. Systems installed in concentrated or distributed critical plants, where the
protection and monitoring system data are sent by internal communication chan-
nels and can be sent using external channels,

III. Systems installed in distributed critical instalations, where data are sent
mainly by external communication channels.

A IEC 61508:2010 (new IEC 61511:2015) introduces some additional require-
ments concerning the data communication channels and security aspects in func-
tional safety solutions. It describes two main communication channel types white
or black one. A white channel means that the entire communications channel is
designed, implemented and validated according to IEC 61508 requirements. The
black one means that some parts of communication channel are not designed,
implemented and validated according to IEC 61508. In that case, communication
interfaces should be implemented according to the railway applications commu-
nication, signalling and processing systems IEC 62280 standard (Safety-related
communication in closed transmission systems) [1, 2, 19, 23, 10].

3 Determining required safety integrity level security
with security aspects

One of the main purpose of the functional safety analysis is the determination
of safety integrity level (SIL) for a given safety-related function, which is to be
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implemented by the control and/or protection systems that are usually based on
programmable electronic systems. They are playing an important role in many
applications, including the control and protection of hazardous installations.
However, a failure or incorrect operation of such critical elements, controlling
and/or protecting an industrial system could lead to serious injury or even the
death of one or more people. In some cases it can lead to a significant environ-
mental damage or property loss too. Thats the reason why the risk analysis of
the E/E/PE systems is so important.

In the new extended approach was introduced in, based on modifiable risk
graphs, which allows building any risk graph schemes with given number of
the risk parameters and their ranges expressed qualitatively or preferably semi-
quantitatively [10]. An example of functional safety analysis will is presented
below. It is based on a control system (shown in Fig. 1), which consists of some
basic components like sensors, transmitters, programmable logic controllers and
valves. It is a part of oil fluid receiving system from the wellhead. The well fluid
is heated in the preheater and then, after pressure reduction process, to the main
heater and a separator. The additional bypass is provided to allow temperature
control and maintain constant temperature of fluid.

Fig. 1. An example of the control system
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The functional safety analysis relies on information taken from a process of
hazard identification as well as further risk assessment for designed or existing
basic process control system. Some factors influence the frequency and some are
responsible for consequences. The frequency parameter is basically associated
with reliability of the control system equipment and human factors. The secu-
rity aspects, which are associated with e.g. communication between equipment
or restrictions in access to the system and associated assets, are usually omitted
during this stage of analysis. However, they can significantly influence the final
results. So, there should be a simple but effective method that allows quickly
append those aspects into typical functional safety analysis. It is very important
especially in analyses of complex, distributed control systems. Proposed method
is based on extended risk graph method. A conventional set of four risk pa-
rameters in the risk graph method is: the consequence (C1), the frequency and
exposure time (F1), the possibility of failing to avoid hazard (F2) and the prob-
ability of unwanted occurrence of potential events that demand the operation
of given E/E/PE safety-related system (F3). A required SIL for a chosen safety
function will be a result of the functional safety analysis performed.

Taking into consideration the extended version of the risk graph method
the modifiable risk graph and a knowledge-based system associated with it [1,
5, 7, 25], it can be possible to include some security analysis results to the risk
graph, in case of using industrial internal and/or external network in the con-
trol system. In almost each technical system some vulnerabilities can exist and
can create additional risk to human, environment and/or assets. The security
analysis helps finding the weak points in communication system and designing
appropriate countermeasures. Taking into account the functional safety aspects,
identified vulnerabilities and implemented countermeasures can change the level
of assessed security and affect the required value of SIL (e.g. SIL1). Having the
result of security analysis for given control system, it can be divided into some
general categories, for example a qualitative descriptive ranges like: low level of
security, medium level of security or high level of security.

The security analysis concept is proposed in the standard ISO/IEC 15408
[16]. Security is considered with the protection from threats, where threats are
categorized as the potential for abuse of assets. All categories of threats should
be considered, but in the domain of security usually greater attention is given
to those threats that are related to malicious or other human intentional activ-
ities. The Evaluation Assurance Level (EAL) is a package of assurance require-
ments, which covers the complete development of a product with a given level of
strictness. Common Criteria lists seven levels, with EAL1 being the most basic
(cheapest to evaluate and implement) and EAL7 being the most strict (most ex-
pensive). Higher EAL levels do not necessarily imply better security, they only
mean that the claimed security assurance of the TOE (target of evaluation) has
been more extensively validated.

The evaluation process establishes a level of confidence that the security
functions of such products and systems and the assurance measures applied to
them meet these requirements. The evaluation results may help the developers
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and users to determine whether the product or system is secure enough for their
intended application and whether the security risks implicit in its use are tolera-
ble [8, 9, 16, 27, 10]. If the security analysis is performed on the basis of [16], the
corresponding EAL (evaluation assurance level) should be determined. In this
case this EAL can be taken into account in functional safety analysis too (see
Table 1).

Table 1. Levels of security and corresponding EALs

Evaluation assurance level Level of security Risk parameter range

EAL1 Low level F 3
1

EAL2 Low level F 3
1

EAL3 Medium level F 3
2

EAL4 Medium level F 3
2

EAL5 High level F 3
3

EAL6 High level F 3
3

EAL7 High level F 3
3

The modifiable risk graph built with additional risk parameter F3 corre-
sponding to the level of security is presented in Fig. 2. The proper calibration of
such risk graph give an opportunity to increase the requirements to the E/E/PE
safety-related system, which will implement safety function, in case of too low
security level of analyzed system. That means, the less secure system is, the
frequency of unwanted dangerous accident increases. In that case the frequency
is dependent not only on reliability of equipment but also on malicious actions
taken by potential attacker, which can lead to a dangerous situation and po-
tentially to an accident. In response to this problem the safety-related system
should be more reliable, so it has to fulfill more restrictive requirements (higher
SIL). It means that in given system (Fig. 1), which has the level of security de-
termined, the basic safety integrity level requirement (SIL1) should be increased
in case of low security analysis results as follows:

– SIL1 for high level of control system security,

– SIL2 for medium level of security,

– SIL3 for low level of security.

Taking into account the situation when security of control system is low, the
necessary risk reduction to the tolerable level have to be higher, so the E/E/PE
safety-related system implementing safety function, should fulfill more rigorous
requirements (e.g. SIL2 or SIL3). Another approach for security evaluation for
industrial automation and control systems is IEC 62443 [13]. A concept of Se-
curity Assurance Level (SAL) has been introduced in this normative document.
There are four security levels (SAL1 to 4) and they are assessed for given secu-
rity zone using the set of 7 functional requirements. The SAL is a relatively new
security measure concerning the control and protection systems. It is evaluated
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Fig. 2. Example of extended risk graph overflow

based on a defined vector of seven requirements for relevant security zone:

SAL = {AC UC DI DC RDF TRE RA} (1)

where: AC - identification and authentication control, UC - use control,, DI -
data integrity DC - data confidentiality, RDF - restricted data flow, TRE - timely
response to event, RA - resource availability.

Another method of the security analysis can be proposed on the basis of the
SeSa (SecureSafety) approach, which was designed by the Norwegian research
institution SINTEF [11]. It is dedicated to the control systems and automatic
protection devices used in the offshore installations, monitored and managed
remotely from the mainland by generally available means of communication [6].
The Safety Instrumented Systems (SIS) according to the series of standards IEC
61508 and IEC 61511 are very important not only for the safety, but also security
aspects should be also taken into account [14, 15].

Using the SeSa rings related to security protection is another approach useful
for the integration of functional safety and security aspects (Fig. 3). An impor-
tant task of integrated functional safety and security analysis of such systems
is the verification of required SIL taking into account the potential influence
of described above security levels, described the EAL, SAL or SeSa protection
rings.
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Fig. 3. Rings of the protection in SIS system overflow

4 Verification SIL with security aspects

Taking into account the exemplary control system (see Fig. 1) and the possible
accident scenarios associated with him, the safety-related function can be intro-
duced. In this particular case a SIF related to the pressure increase hazardous
scenario will be taken into further consideration.

Having a required SIL for this safety-related function, a proper architecture
of SIS should be designed. After this step, the proposed architecture have to be
verified, i.e. checked if it fulfills requirements. The process of SIL verification,
similarly like SIL determination, usually does not include security aspects. An
important task of integrated functional safety and security analysis of such sys-
tems is the verification of required SIL taking into account the potential influence
of described above security levels, described the EAL, SAL or SeSa protection
rings. The SIL is associated with safety aspects while the EAL, SAL and SeSa
is concerned with level of information security of entire system performing mon-
itoring, control and/or protection functions (see Table 3).

It is possible that undesirable external events or malicious acts may influence
the system by threatening to perform the safety-related functions in case of
low security level. Thereby the low level of security might reduce the safety
integrity level (SIL) when the SIL is to be verified. Thus, it is important to
include security aspects in designing and verifying the programmable control
and protection systems operating in an industrial network.

From the risk assessment the safety integrity level for given safety function
overpressure protection pipeline was determined as SIL3. In industrial practice
such level requires usually to be designed using a more sophisticated configu-
ration.Safety function (overpressure protection) is implemented in distributed
safety instrumented system (see Figure 5).
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Fig. 4. An example of the control and protection system with safety instrumented
system

Table 2. Reliability data for elements SIS system

PS CM PLC SV

DC [%] 54 90 66 24

λDU [1/h] 3·10−7 1·10−7 5·10−6 8·10−7

TI [h] 8760 8760 8760 8760

β 0.02 0.01 0.01 0.02

It has to be verified in the process of probabilistic modeling, taking into
account its subsystems including networks. Reliability date for SIS elements
are presented in Table 2. For given system a proper architecture is considered
to meet the SIL requirement for entire system. The communication channel is
created by serial link of relevant subsystems. Therefore, its reliable operation is
dependent on correct functioning of each subsystem. Assessment of the result
obtained shows that for the SIS structure on Figure 5 is:

PFDavgSIS
∼= PFDPS(2oo3)+PFDavgCM+PFDPLC(1oo2)+PFDSV (1oo2) (2)

where: PFDavgSIS - average probability of failure on demand for the SIS sys-
tem, PFDPS(2oo3) - for the pressure sensor, PFDavgCM - average probability of
failure on demand for the communication module, PFDPLC(1oo2) - for the PLC,
PFDSV (1oo2) - for the safety valve.
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Thus, the PFDavg is equal 9,215·10−4 fulfilling formally requirements for
random failures on level of SIL3. The omission of some subsystems or com-
munication network can lead to too optimistic results, particularly in case of
distributed control and protection systems of category II and III [20, 26].

The SIL is associated with safety aspects while the EAL, SAL and SeSa is
concerned with level of information security of entire system performing moni-
toring, control and/or protection functions (see Table 3).

It is possible that undesirable external events or malicious acts may influence
the system by threatening to perform the safety-related functions in case of
low security level. Thereby the low level of security might reduce the safety
integrity level (SIL) when the SIL is to be verified. Thus, it is important to
include security aspects in designing and verifying the programmable control
and protection systems operating in an industrial network.

Table 3. SIL that can be claimed for given EAL, SAL or SeSa protection rings for
systems of category II and (III)

Determined Verified SIL for II cat. (III cat.)

security functional safety

EAL SAL Protection rings Level of security 1 2 3 4

1 1 1
LOW

-(-) SIL1 (-) SIL2 (1) SIL3 (2)
2 1 1 -(-) SIL1 (-) SIL2 (1) SIL3 (2)

3 2 2
MEDIUM

SIL1 (-) SIL2 (1) SIL3 (2) SIL4 (3)
4 2 4 SIL1 (-) SIL2 (1) SIL3 (2) SIL4 (3)

5 3 5
HIGH

SIL1 (1) SIL2 (2) SIL3 (3) SIL4 (4)
6 4 6 SIL1 (1) SIL2 (2) SIL3 (3) SIL4 (4)
7 4 7 SIL1 (1) SIL2 (2) SIL3 (3) SIL4 (4)

Example of the control and protection system in critical infrastructure is
shown in Figure 1. In this example a SIF was defined related to control and re-
duce potential overpressure for hazardous scenario considered. Having a required
SIL for this safety-related function, a proper architecture of SIS can be designed.
After this analysis, the proposed architecture has to be verified, i.e. checked if it
fulfills specified requirements. The process of SIL verification, similarly like SIL
determination, usually doesnt include in industrial practice the security aspects.

But when SIS uses some communication channels this problem should be
taken into account. Such SIS system is presented in Figure 4. In such case there
is a challenge to include security aspects in designing and verifying SIL of the
programmable control and protection system operating in a network that imple-
ments given safety function.

An integrated approach is proposed, in which determining and verifying
safety integrity level (SIL) with levels of security (EAL, SAL and SeSa) is re-
lated to the system category (I, II or III). It is possible that undesirable external
events and malicious acts may impair the system by threatening to perform the
safety-related functions in case of low security level. Such integrated approach is
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necessary, because not including security aspects in designing safety-related con-
trol and/or protection systems operating in network may result in deteriorating
safety (lower SIL than required). In such cases the SIL verification, integrated
with security aspects, is necessary as shown in Figure 6.

Fig. 5. Procedure of the safety integrity level verification including the security aspects

The security measures which may be taken into account during the func-
tional safety analyses are also of a prime importance. In this article only some of
them have been presented. A well-known concept of EAL, SAL and SeSa is the
basis for presented methodology. But there are also limitations of in applying
the common criteria [16] and for some solutions of programmable systems the
EAL related measures may be insufficient. Usually EAL is related only to single
hardware or software element. That is the reason why other security models or
descriptions should be taken into account. One of them may be proposed lately
the SAL [13] based approach, indented to describe in an integrated way the
system security in relation to functional safety concept [14, 15].

5 Summary

Functional safety, which is a part of overall safety, is aimed at reducing the risk of
a hazardous system operating to an acceptable or tolerable level by introducing a
set of safety-related functions (SRFs). They are to be implemented by the control
and/or protection systems which are usually operating in a computer network
using the wire and/or wireless communication technologies. In functional safety
analyses these aspects are sometimes neglected. The standard IEC 61511 doesnt
indicate directly how to consider the safety of communication channels in the
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functional safety analysis. There is no doubt that it is a substantial problem,
therefore in a new version of IEC 61511:2015 standard some additional require-
ments concerning the data communication channels in functional safety solutions
are introduced [13, 15, 27]. One of the main objectives of functional safety anal-
ysis is determining of required safety integrity level (SIL) for the safety-related
functions to be realized by safety-related systems. According to IEC 61508 to
each SIL (1–4) the interval probabilistic quantitative criterion is defined. Func-
tional safety analysis procedure usually doesnt include security aspects. But in
case of distributed control and protection system it can have a practical signifi-
cance [6, 3–5]. It may affect the results of determining as well as verifying of SIL,
taking into account functional safety analysis.
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6. Barnert, T., Śliwiński M. Functional safety and information security in the critical
infrastructure objects and systems (in Polish), Modern communication and data
transfer systems for safety and security. Wolters Kluwer, 476-507 (2013)

7. CSS PNCSD Control Systems Security Program National Cyber Security Division.
Configuring Managing Remote Access for Industrial Control Systems. Centre for
the Protection of National Infrastructure CPNI, US Homeland Security, (2010)

8. CSS PNCSD Control Systems Security Program National Cyber Security Division.
Cyber Security Assessments of Industrial Control Systems. Centre for the Protection
of National Infrastructure CPNI, US Homeland Security, (2010)

9. CSS PNCSD Control Systems Security Program National Cyber Security Division.
Recommended Practice: Improving Industrial Control Systems Cyber security with
Defense-In-Depth Strategies. Centre for the Protection of National Infrastructure
CPNI, US Homeland Security, (2010)
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27. US-CERT: Control Systems - Overview of Cyber Vulnerabilities. http :
//www.us− cert.gov/controlsystems/csvuls.html, Access: (2015)

Emilian Piesik and Marcin Śliwiński680



A data granulation model for searching
knowledge about diagnosed objects
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Abstract. Diagnostic knowledge about chosen technical classes of ob-
jects can be effective gained by analyzing Internet webpages. In this
paper for analyzing these data is proposed the data granulation method.
Information granules are mathematical models describing data aggre-
gates. Data aggregates are connected with each other and described by
the Fuzzy Description Logic. It is presented that this data granulation
model can be used to sharpen the diagnostic knowledge.

1 Introduction

A data (information) granulation is an important paradigm of modeling and
processing data with uncertainty. Information granules are the main mathemat-
ical constructions in the context of granular computing [16]. If the information
granules [15] refer to diagnosed technical objects, then they are mathematical
models which describe aggregated diagnostic data [2, 3].

Obtaining diagnostic data in the Internet network, whether searching infor-
mation, is understood as searching, reliable for experts, subsets: X ∪ X × X,
where X is some set of available addresses of Internet resources, i.e. such subsets
which refer to chosen field of diagnostic knowledge. For a specific query about
this knowledge, these subsets indicate, reliable for experts, Internet addresses,
where can be found searched diagnostic data. For searching this data we use the
Semantic Web theory.

Searching information in the Semantic Web is to find a copy of data which
are:

– an one-argument attribute value i.e. data representing knowledge about some
features or types of the object;

– a two-argument attribute value i.e. data representing knowledge about object
properties or relations between two objects.

In first case, data are called concepts, and in the second one, they are called
roles. To describe concepts and roles is used the Fuzzy Description Logic (fuzzyDL)
language [1, 5, 9, 13]. The fuzzyDL language can be expanded to use some for-
mulas of the first order logic. Then, in this language, we can create a thesaurus
which describes reference concepts and roles. Otherwise, a ontology describes
concepts and roles which are searched data. If the searched data from ontology
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and the experts criteria (based on their knowledge) are compatible with the-
saurus data with some compliance degree, then this relation is called a residuum
[6].

Searching data in the Internet resources (in the set of Internet addresses) is
identified with some interpretations, which describe a similarity degree of this
data to thesaurus data. The similarity degree is a number in the range of [0,
1] and is a measure of membership of search data to the set of data available
in the Internet. Moreover, the similarity degree takes into account the semantic
structure of data. Concepts and roles from the ontology are interpreted as fuzzy
sets described in the space of the knowledge resources addresses in the Web and
pairs of these addresses, respectively. In this way is done the fuzzification of
the knowledge representation. The deffuzification of knowledge is interpreted as
establishing the residuum [6]. It means that for a specific query about knowledge,
we find reliable for experts the set of addresses in the Web which represents this
knowledge. The sets of interpretation which create residuum are further regarded
as searching information.

During the search of information, we use the search rule – the residuum rule.
We use this rule and the fuzzyDL logic in the information retrieval logic (IRL)
[6].

The process of searching information is a measurement process, in which we
measure data availability in the space of Internet addresses. When we use the
residuum rule, we also diagnose whether data, about the diagnosed object, are
available in the Internet. In this sense, searching of diagnostic information is
also a diagnostic process [2, 3]. We can expend this process to search data in the
Semantic Web.

A confidence range for this data is an operation, which determines accepta-
tion (confidence) to the resources, in which we can obtain diagnostic data closest
in meaning to thesaurus data. In this way searched information are sharpen.
Moreover, it is also using some granulation operation of these resources. We can
present the procedure of the information granularity in searching information
about the diagnosed technical objects:

– use the diagnostic information retrieval logic language [6, 7],
– describe system of diagnostic information granules, in which this language

is interpreted,
– establish the confidence range for data by mathematical morphology meth-

ods like erosion and dilation operations. It allows to sharpen diagnostic in-
formation granules, in such a way that it eliminates the diagnosis errors i.e.
interference of the diagnosed object and information which do not effect on
the identification of diagnosed states.

2 Concept of granular computing

In the literature [16] granules are described by:

– Granules elements:
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• Related by indistinguishability, similarity, proximity or functionality,
• Semantic interpretation of placing objects in one granule and its rela-
tions,

• Granules are disjoint or uniquely determined by representatives.

– Granules attributes:

• Internal features of the elements set.
• External features of granules as whole.
• Context properties of granules existence.

– Granules structures:

• Internal structure of granule – its elements,
• Joint structure of granules in one level of abstraction (the granules family
– internal connected with the relation network),

• Hierarchical structure of granules from different levels (the granules net-
work).

Many perspectives on the set granulation are presented in [16]. The granu-
lation method is used to sharpen available information in following granulations
levels:

– Language describing a fragment of reality - ontology, thesaurus,
– Objectivity - probability theory, Bayesian theory of probability,
– Subjectivity - Dempster-Shafer theory, fuzzy sets theory,
– Communication - information system, rough sets theory.

2.1 Granules system

A granules system is defined in the paper [15] and also in papers [11, 12]. We
precise that definition of the granules system:

GrS = 〈G,O,El, v, cl〉 (1)

where G is a set of granules indicated from a finite set of elementary granules
El by operations from a set O. Furthermore, v, cl are functions:

v : G×G → [0, 1] cl : G×G → [0, 1] (2)

such that for g, g1, g2 ∈ G, p ∈ [0, 1]:

v(g, g) = 1 cl(g, g) = 1 (3)

cl(g1, g2) ≥ p ⇔ v(g1, g2) ≥ p ∧ v(g2, g1) ≥ p (4)

The function v is called a granules inclusion, and cl is a closeness of granules.
The expressions cl(g1, g2) = p and v(g1, g2) = p we read respectively: granules
g1, g2 are closed in the p degree and the granule g1 is included in the granule g2
in the p degree.
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2.2 Morphological processing of granules

Let two granules systems be:

GrS1 = 〈G1, O1, El1, v1, cl1〉 GrS2 = 〈G2, O2, El2, v2, cl2〉 (5)

In the set G1 are granules Δg ∈ G1 interpreted as granules with error. Then
the operation ε : G1 → G2 decrease the degree of the granules inclusion in
relation to the system GrS1:

∀g1v2(ε(Δg1), ε(g2)) ≤ v1(Δg1, g2) (6)

and increase the closeness degree:

∀g1cl1(Δg1, g2) ≤ cl2(ε(Δg1), ε(g2)) (7)

The operation ε is called the erosion.
Whereas, the operation δ : G1 → G2 decrease the closeness degree of granules

in relation to the system GrS1:

∀g2cl2(δ(g1), δ(Δg2)) ≤ cl1(g1, Δg2) (8)

and increase the granules inclusion degree:

∀g2v1(g1, Δg2) ≤ v2(δ(g1), δ(Δg2)) (9)

The operation δ is called the dilation.
These definitions of erosion and dilation operation are generalization of def-

inition from papers [4, 10, 14].

2.3 Granulation

Let ReS = 〈U,R,U0〉 be any relational system, where U is a non-empty set,
which contains relations fields from the set R,U0 ⊆ U . Moreover, let ReS rep-
resent some fragment of reality, for example a physical object, technical object,
live organism, measurement system, diagnostic system etc. When T is a theory
induced by the model ReS, and Gr = 〈G,Gr 〉 is an interpretation of the theory
T in the granules system GrS, then the interpretation Gr is called a system
granulation ReS. The interpretation φGr is called a granular computing of prop-
erties φ in the GrS system (it is a generalization of the granular computing from
papers [12, 15]).

3 System of diagnostic granules

To search diagnostic information in the Web, we firstly prepare a constructional-
technical classifier for the technical object. In this classifier are all diagnosed
parts of objects based on their construction and technology.
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Let objects O1, O2, . . . , Ok be the pattern diagnosed objects which represent
typical symptom-state schemes of errors for some technical object. The model
Model CT (O1, O2, . . . , Ok) of constructional - technical classifier is a construc-
tional and technical classes hierarchy. This hierarchy is identified with a semantic
network in which classes are concepts, and their connections are roles. We bel-
low describe a procedure of determination of the thesaurus and ontology for this
semantic network [8].

3.1 The procedure of determination of the thesaurus

The procedure of determination of the thesaurus for diagnostic information:

1. The subject classes with constructional patterns of objects areO1, O2, . . . , On.

2. The subclasses T i
1, T

i
2, . . . , T

i
l of the i-th class, respond to different technolo-

gies.

3. The constructional groups are Ki,j
1 ,Ki,j

2 , . . . ,Ki,j
t for the j-th technology.

4. The base parts are Bi,j,k
1 , Bi,j,k

2 , . . . , Bi,j,k
m for the k-th constructional group;

they satisfy conditions: they have uniquely defined symbol or they are de-
fined by dimension range (interval). If these conditions are not satisfied by
diagnosed object, then it is defect, damage or failure of the object.

5. Determine conclude relations between classes: T i
s ⊆ Oi,K

i,j
s ⊆ T i

j , B
i,j,k
s ⊆

Ki,j
k .

6. Determine the modifiers and synonyms for these classes and relations names.

7. Create schemas of expressions of the fuzzyDL language.

8. Distinguish axioms of the fuzzyDL.

The class hierarchy defined in points 1. – 5. is the constructional-technological
classifier of objects with patterns: O1, O2, . . . , Ok, what is denoted as Model CT
(O1, O2, . . . , Ok). Moreover, in points 1. – 8. is defined the thesaurus for objects:
O1, O2, . . . , Ok, what is denoted as Thesaurus(O1, O2, . . . , Ok).

The morphological table for Model CT (O1, O2, . . . , Ok) can be described as
a set of all class systems of the form [Oi, T

i
j ,K

i,j
k , Bi,j,k

s ].

Furthermore, we can establish the semantic network for model Model CT
(O1, O2, . . . , Ok) by defining edges and nodes of this network as follow. A set of
nodes:

Ω = {ω : ω = i ∧Oi ∈ Class} ∪ {ω : ω = (i, j) ∧ T i
j ∈ Class}∪

{ω : ω = (i, j, k) ∧Ki,j
k ∈ Class} ∪ {ω : ω = (i, j, k, s) ∧Bi,j,k

s ∈ Class} (10)

The classes names Oi, T
i
j ,K

i,j
k , Bi,j,k

s are descriptions of the nodes: i, (i, j),
(i, j, k), (i, j, k, s).

A set of edges is a set of all pairs of the nodes, which descriptions satisfy
one of these relations: T i

s ⊆ Oi,K
i,j
s ⊆ T i

j , B
i,j,k
s ⊆ Ki,j

k . The names of these
relations are descriptions of the edges.
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3.2 The procedure of determination of the ontology

An ontology Diag CT (x,O0, O) defines similarity of a diagnosed object O to a
pattern object O0 ∈ O1, O2, . . . , Ok in the Internet resource x.

A diagnose of the object O in the semantic network, based on the Thesaurus
(O1, O2, . . . , Ok), is defined as follow. We define, for example in the Web Ontol-
ogy Language (OWL), the space of the Internet resources X and then we:

1. Establish the class of the diagnosed object O.
2. Establish the pattern object O0 ∈ {O1, O2, . . . , Ok}, to which will be com-

pare the object O.
3. Narrow the classifier Model CT (O1, O2, . . . , Ok) only to classes which de-

scribe the pattern object O0. For this classifier we use notation: Model(O0).
4. Establish thesaurus classes which describe the object O0. These classes are

in the thesaurus relations with the diagnosed object class O.
5. Establish thesaurus relations which corresponds to the Model(O0) classifier.
6. Define and distinguish new constructional-technical classes, which are in the

thesaurus relations to the object class O.
7. Make a list of the Internet resources L(X). There is also the resource in

which are searched constructional-technical classes, called the diagnostic
symptoms. The symptoms are in relations to the thesaurus classes for the
classifierModel(O0). Other thesaurus classes for the classifierModel(O0) are
called the diagnostic states. The diagnostic states indicate some knowledge
gaps, significant deviations, failure or damage of the diagnosed object.

8. For every resource x ∈ L(X), define a set of diagnostic symptoms Symptom
(x,O0, O) and a set of diagnostic states State(x,O0, O).

9. Establish the constructional-technological classifier which define the similar-
ity between the diagnosed object O and the pattern object O0 ∈ {O1, O2,
. . . , Ok} in the Internet resource x ∈ L(X) : Diag CT (x,O0, O), as a set of
diagnostic symptoms and states with thesaurus relations between them.

10. The ontology defined for Diag CT (x,O0, O), is called the ontology of the
object O diagnosis, based on the similarity of the object O to the pattern
object O0 in the resource x ∈ L(X) : DiagOnt(x,O0, O).

11. For any Internet resource x ∈ L(X) define, by the method given in [8], value
of the similarity indicator μ(x,O0, O) = [ω0] of the diagnosed object O to
the pattern one O0 in the resource x ∈ L(X), where ω0 is a node of the
semantic network of the classifier Model(O0).

3.3 Diagnostic information granules

We define a set of fuzzy interpretation of concepts and roles in the semantic
network to determine the similarity between diagnosed and pattern object. Then
the fuzzified space is a set L(X) of all Internet resources (the addresses of these
resources). The instances of the concept names are copies of these names, which
are in the resource x ∈ L(X), and the instances of the concepts are copies of
the names designates of these concepts which are in the resource x. The fuzzy
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degree of these instances in the nodes ω, described by these instances names,
are calculated for the resource x as the similarity indicator [ω]. Furthermore, the
roles instances are calculated by the weight function.

Retrieval of the diagnostic data in the semantic network (specific in the
Semantic Web), in other words searching information, is to search reliable for
experts subsets X ∪X ×X, where X is some set of available Internet resources
addresses. These subsets refer to chosen diagnostic knowledge field. We can by
these subsets reliably interpret the ontology expressions. In this purpose, similar
to the statistic, we use a confidence range V for searching of diagnostic knowl-
edge. The most important thing is that all experts, based on this confidence
range V , accept some set of the membership degrees for any diagnostic object
(resource) O to the pattern one O0 ∈ {O1, O2, . . . , Ok} in the resource x ∈ L(X).
This set of the membership degrees is defined by a granule i.e. a fuzzy set:

A(O0, O) = {(x, μA(x)) : μA(x) = μ(x,O0, O), for x ∈ X ∪X ×X} (11)

In this way we get a granules system in the fuzzy set algebra. The weight
function of the semantic network nodes describes a conclusion of granules and
the similarity indicator of these nodes describes a closeness of the granules.

3.4 Morphological diagnostic processing of the fuzzy confidence
range

The similarity indicator of the importance of searching diagnostic information,
for two diagnosed objects, is expressed by the formula:

c(x, y) =

{
1−|x−y|

x , for x > y
1−|x−y|

y , for x ≤ y
(12)

where: x – the importance degree of searching diagnostic information about
the first object, y – the importance degree of searching diagnostic information
about the second object. Of course: c(x, y) = c(y, x). The importance degree
of searching information in the Semantic Web, may be for example expressed
by experts as a degree of feeling of the diagnosed state: fault, defect, error or
abnormal operation of the diagnosed object O. The less is this degree for a
specific state, the less is importance of searching this information and the less is
this information.

We assume that the pattern objects O1, O2, . . . , Ok correspond respectively
to the importance of searching diagnostic information: c1, c2, . . . , ck. We consider
only the similarity indicators, for the importance degrees x, y, for which c(x, y) >
αk (eg. αk = 0, 9), where αk is value consider by experts as the maximum-
minimum value of the similarity degrees of the importance of information. For
comparison we consider only such pairs of the pattern objects (Oi, Oj), for which
is satisfied the condition:

c(ci, cj) > 0, 9 and ci ≤ cj (13)
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We consider function, which transforms granules of the pattern object pairs
into granules of such pairs (Oi, Oj), for which c(ci, cj) > αk. This function has
properties of the dilatation operation of the granules system.

We can have confidence only in such similarity indicator A(Oi, Oj) = [ω(Oi,
Oj)] for objects Oi, Oj , in which is used the weight function v(ω). Then for
all pattern pairs (Oi, Oj), the similarity indicator [ω(Oi, Oj)] is slightly differ-
ent from the similarity indicator for the importance c(ci, cj). The experts may
consider as reliable for example the criterion:

|[ω(Oi, Oj)]− c(ci, cj)|
c(ci, cj)

< 1− αk = 0, 1 (14)

This criterion means that the experts will accept difference between the ob-
ject similarity and importance similarity within 10%.

We consider function, which transforms granules of the pattern object pairs
into granules of such pairs (Oi, Oj), for which the similarity indicator [ω(Oi, Oj)]
is slightly different from the importance indicator c(ci, cj). This function has
properties of the erosion operation of the granules system.

4 Granulation of the searching diagnostic information

Let ordered algebra of the fuzzy sets F = 〈F, {∨F ,∧F ,¬F }, {0F , 1F }, vF , clF 〉 [6]
be a granules system (1) for the model Model CT (O1, O2, . . . , Ok). This algebra
consists of the family of the fuzzy sets F with following operations:

– ∧F - intersection operation of the fuzzy sets;
– ∨F - union operation of the fuzzy sets;
– ¬F - complement operation of the fuzzy sets;

sets:

– 0F - a fuzzy set which is a function having only one number value 0 (an
empty set);

– 1F - a fuzzy set which is a function having only one number value 1;

and functions:

– vF - function called the conclusion of the fuzzy sets;
– clF - function called the closeness of the fuzzy sets.

The sum and product operations of the fuzzy sets are defined by the t-norms
and s-norms [6].

Let X be a set of all addresses of the knowledge resources (data copies). This
knowledge is represented by the Semantic Web. X × X is a set of all ordered
pairs of elements from the set X. The granulation Gr = 〈F,Gr 〉 for the model
Model CT (O1, O2, . . . , Ok) satisfied the following conditions [6, 9, 13]:

F1. For the concept instances t assigns some values tGr ∈ X, and for pairs
of the concept instances (t1, t2) assigns pairs (t

Gr
1 , tGr

2 ) ∈ X ×X.
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Mostly, the concept instances are identified with the data copies. These data
copies are regarded by IT specialist as objects. The space X ∪X ×X is a set of
the addresses of the Semantic Web resources and pairs of these addresses, which
contains data copies. The data copies are also the specific connections between
data, indicated by pairs of addresses in the Semantic Web.

F2. For the concepts names C assigns fuzzy sets CGr : X ∪X ×X → [0, 1],
such that for any x, y ∈ X,CGr(x, y) = CGr((x, y)) = CGr(y).

F3. For role names R assigns fuzzy sets RGr : X ∪X ×X → [0, 1], equal 0
for arguments from the set X.

For any x ∈ X, and concept names C,D:
F4. �Gr(x) = 1 - the granulation of the full concept;
F5. ⊥Gr(x) = 0 - the granulation of the empty concept;
F6. (¬C)Gr(x) = (¬FCGr)(x) - the granulation of the negation of the con-

cept;
F7. (C �D)Gr(x) = (CGr ∧F DGr)(x) - the granulation of the conjunction

of the concept;
F8. (C �D)Gr(x) = (CGr ∨F DGr)(x) - the granulation of the alternative of

the concept;
For any concept names C,D:
F9. (C � D)Gr = cF (CGr, DGr) - the granulation of the conclusion of the

concept;
F10. (C = D)Gr = vF (CGr, DGr) - the granulation of the equality of the

concept.
When the granulation Gr satisfies the conditions F1 – F10, then is called

a concepts fuzzification. If as a result of fuzzification we get only characteristic
function in the space X ∪X ×X, as a membership function for all concepts and
roles, then such granulation is precise.

5 Conclusion

In this paper the granulation procedure which establishes information granules
for description of the diagnosed technical objects is presented. These granules
are the fuzzy sets representing aggregated data about objects retrieved from the
Internet webpages. Data are connected with each other and these connections
are described by the Description Fuzzy Logic for searching information [6] (the
connection is between the ontology and thesaurus expressions). Granulation of
the ontology expressions leads to the ordered algebra of the fuzzy sets. By using
dilation and erosion operation we get granules which are most similar in meaning
to the thesaurus expressions (which describe the pattern diagnosed objects).

If diagnostic data are written in the information tables, then the granulation
procedure will change. Then in this procedure we have to establish the best
possible data [7] written in these tables. Algebra of the possible data written in
these tables will be, for this granulation procedure, a granule system. It will allow
us to check if for available attributes can be establish the general information
system in the Pawlak sense.
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A new development stage of cybernetics (the so-called cybernetics 

2.0) - as a science on general regularities of systems organization and 
control – is discussed. A fruitful combination of organization and con-
trol within cybernetics 2.0 would give a substantiated and efficient 
answer to the primary question of activity systems engineering: how 
should control systems for them be constructed? Actually, this is a 
“reflexive” question related to second-order and even higher-order 
cybernetics. Mankind has to learn to design and implement control 
systems for complex systems (high-technology manufacturing, product 
life cycle, organizations, regions, etc.), similarly to the existing 
achievements in technical systems engineering! 

 
1. Cybernetics of N. Wiener [21]. CYBERNETICS (from the Greek 

 “governance,”  “to steer, navigate or govern,” 
 “an administrative unit; an object of governance containing 

people”) is the science of control and information transmission pro-
cesses in different systems, whether machines, animals or society (let 
us call it “cybernetics 1.0”). 

Cybernetics studies the concepts of control and communication in 
living organisms, machines and organizations including self-
organization. It focuses on how a (digital, mechanical or biological) 
system processes information, responds to it and changes or being 
changed for better functioning (including control and communication). 

Cybernetics is an interdisciplinary science. It originated “at the junc-
tion” of mathematics, logic, semiotics, physiology, biology and sociol-
ogy. Among its inherent features, we mention analysis and revelation of 
general principles and approaches in scientific cognition. Control theo-
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ry, communication theory, operations research and others represent 
most weighty theories within cybernetics 1.0. 

An alternative is the definition of Cybernetics (with capital C, to dis-
tinguish it from cybernetics whenever confuse may occur) as “THE 
SCIENCE OF GENERAL REGULARITIES OF CONTROL AND 
DATA PROCESSING IN ANIMALS, MACHINES AND SOCIETY.” 
The second definition differs from its first counterpart in the words 
“general regularities”. In the former case, the matter concerns “the 
umbrella brand,” i.e., the “integrated” results of all sciences dealing 
with problems of control and data processing in animals, machines and 
society. The latter case covers partial “intersection” of these results, 
i.e., usage of common results for all component sciences. 

In its components, cybernetics intersects considerably with many 
other sciences, in the first place, with such metasciences as general 
systems theory and systems analysis and informatics. 

Alongside with general cybernetics, there exist special (“sectoral”) 
types of cybernetics. A most natural approach (which follows from 
Wiener’s extended definition) is to separate out technical cybernetics, 
biological cybernetics and socioeconomic cybernetics besides theoreti-
cal cybernetics (i.e., Cybernetics). It is possible to compile a more 
complete list of special types of cybernetics (see references in [15]): 
physical cybernetics (to be more precise, “cybernetical physics”), social 
cybernetics, educational cybernetics, quantum cybernetics (quantum 
systems control, quantum computing), etc. 

2. Cybernetics of Cybernetics and other Types of Cybernetics. In 
addition to Wiener’s classical cybernetics, the last 50+ years yielded 
other types of cybernetics declaring their connection with the former 
and endeavoring to develop it further. 

No doubt, the most striking phenomenon was the appearance of se-
cond-order cybernetics (cybernetics of cybernetics, metacybernetics, 
new cybernetics; here “order” corresponds to “reflexion rank”). Cyber-
netics of cybernetic systems is associated with the names of M. Mead, 
G. Bateson and H. Foerster and puts its emphasis on the role of sub-
ject/observer performing control [1, 4, 10]. The central concept of se-
cond-order cybernetics is an observer as a subject refining the subject 
from the object (indeed, any system is a “model” generated from reality 
for a certain cognitive purpose and from some point of 
view/abstraction). 
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In contrast to Wiener’s cybernetics, second-order cybernetics pos-
sesses the conceptual-philosophical character (for a mathematician or 
engineer, it is demonstrative that all publications on second-order cy-
bernetics contain no formal models, algorithms, etc.). In fact, this type 
of cybernetics “transmits” the complementarity principle (with insuffi-
cient grounds) from physics to all other sciences, phenomena and pro-
cesses. 

The “biological” stage in second-order cybernetics is associated with 
the names of H. Maturana and F. Varela [8, 9, 20] and their notion of 
autopoiesis (self-generation and self-development of systems). 
F. Varela underlined that “first-order cybernetics is the cybernetics of 
observed systems; second-order cybernetics is the cybernetics of ob-
serving systems.” The latter focuses on feedback of a controlled system 
and an observer. 

However, the historical picture has appeared much more colorful and 
diverse, not confining to the second order. 

Some authors adopt the terms “third-order cybernetics” (social 
autopoeisis; second-order cybernetics considering autoreflexion) and 
“fourth-order cybernetics” (third-order cybernetics considering observ-
er’s system of values), but they are conceptual and still have no gener-
ally accepted meanings (e.g., see a discussion in [6, 7, 11, 18, 19] and 
more references in [15]). 

3. Cybernetics 2.0: Definition. The history of cybernetics and its state-
of-the-art, as well as the development trends and prospects of several 
components of cybernetics (mainly, control theory – see also [5]) is 
briefly considered in [15]. What are the prospects of cybernetics? To 
answer this question, let us address the primary source–the initial defi-
nition of cybernetics as the science of CONTROL and 
COMMUNICATION. 

Its interrelation with control seems more or less clear. At the first 
glance, this is also the case for communication: by the joint effort of 
scientists (including N. Wiener), the mathematical theory of communi-
cation and information appeared in the 1940’s (quantitative models of 
information and communication channels capacity, coding theory, etc.). 

But take a broader view of communication. Both in the paper [17] 
and in the original book [21], N. Wiener explicitly or implicitly men-
tioned interrelation or intercommunication or interaction–reasonability 
and causality (cause-effect relations). Really, in feedback control sys-
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tems, control-effect is defined by its cause, i.e., the state of a controlled 
system (plant); conversely, control supplied to the input of a plant is 
induced by its cause, i.e., the state of a controller, and so on. No doubt, 
the channels and methods of communication are important but second-
ary whenever the matter concerns universal regularities for animals, 
machines and society. 

A much broader view of communication implies interpreting 
communication as INTERCOMMUNICATION, e.g., between elements 
of a plant, between a controller and a plant, etc. including different 
types of impacts and interactions (material, informational and other 
ones). “Intercommunication” is a more general category than “commu-
nication.” 

In the general systems context, intercommunication corresponds to 
the category of ORGANIZATION (see its definition and discussion 
below). Therefore, a simple correction (replacing “communication” 
with “organization” in Wiener’s definition of cybernetics) yields a 
more general and modern definition of cybernetics: “the science of 
systems organization and their control.” We call it cybernetics 2.0. 

4. Organization and Organization Theory. According to the defini-
tion provided by Merriam-Webster dictionary, an organization is:  

1. The condition or manner of being organized; 
2. The act or process of organizing or of being organized; 
3. An administrative and functional structure (as a business or a polit-

ical party); also, the personnel of such a structure. 
We’ll use the notion “organization” mostly in its second and first 

meanings, i.e., as a process and a result of this process. The third mean-
ing (an organizational system) as a class of controlled objects appears 
in theory of control in organizational systems [16]. 

At descriptive (phenomenological) and explanatory levels [12], 
“system organization” reflects HOW and WHY EXACTLY SO, re-
spectively, a system is organized (organization as a property). At nor-
mative level, “system organization” reflects how it MUST be organized 
(requirements to the property of organization) and how it SHOULD be 
organized (requirements to the process of organization). 

Note that nowadays also exists “theory of organizations” (“organiza-
tional theory”) - a branch of management science, both in its subject 
(organizational systems) and methods used. Unfortunately, numerous 
textbooks (and just a few monographs!) give only descriptive generaliza-

696 Dmitry Novikov



 

 

tions on the property and process of organization in their Introductions, 
with most attention then switched to organizational systems, viz., man-
agement of organizations (for instance, see the classical textbook [2]). 

A scientific branch responsible for the posed questions (Organization 
theory, or O3 (organization as a property, process and system, by analogy 
to C3 – Control, Computation, Communication [5, 15]) has almost not 
been developed to-date. Yet, this branch, originally founded by 
A. Bogdanov [2] as «The General Organizational Science», obviously has 
a close connection and partial intersection with general systems theory 
and systems analysis (mostly focused on descriptive level problems and a 
little bit dealing with normative level ones), as well as with methodology 
(as the general science of activity organization [12, 14]). Creating a full-
fledged Organization theory is a topical problem of cybernetics! 

Following the complication of systems created by mankind, the pro-
cess and property of organization will attract more and more attention. 
Indeed, control of standard objects (e.g., controller design for technical 
and/or production systems) gradually becomes a handicraft rather than 
a science; modern challenges highlight standardization of activity 
organization technologies, creation of new activity technologies, etc. 
(activity systems engineering). 

5. Cybernetics 2.0: Structure. We have defined cybernetics 2.0 as the 
science of (general regularities in) systems organization and their  
control. 

A close connection between cybernetics and general systems theory 
and systems analysis [15], as well as the growing role of technologies 
leads to a worthy hypothesis. Cybernetics 2.0 includes cybernetics 
(Wiener’s cybernetics and higher-order cybernetics), Cybernetics, and 
general systems theory and systems analysis with results in the follow-
ing forms: 

– general laws, regularities and principles studied within 
metasciences–Cybernetics and Systems analysis; 

– a set of results obtained by sciences-components (“umbrella 
brands”–cybernetics and systems studies uniting appropriate sciences); 

– design principles of corresponding technologies. 
Keywords for cybernetics 2.0 are control, organization and system. 
Similarly to cybernetics in its common sense, cybernetics 2.0 has a 

conceptual core (Cybernetics 2.0 with capital C). At conceptual level, 
Cybernetics 2.0 is composed of control philosophy (including general 
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laws, regularities and principles of control), control methodology, 
Organization theory (including general laws, regularities and principles 
of (a) complex systems functioning and (b) development and choice of 
general technologies). 

Basic sciences for cybernetics 2.0 are control theory, general sys-
tems theory and systems analysis, as well as systems engineering–see 
Fig. 1. Complementary sciences for cybernetics 2.0 are informatics, 
optimization, operations research and artificial intelligence–see Fig. 1. 
The general architecture of cybernetics 2.0 (see Fig. 1) admits projec-
tion to different application domains and branches of subject-oriented 
sciences depending on a class of posed problems (technical, biological, 
social, etc.). 

 
 

The level of complementary sciences 

cybernetics 2.0 
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CONTROL  
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CONTROL 
METHODOLOGY 

ORGANIZATION 
THEORY 

… 

OPERATIONS 
RESEARCH 

INFORMATICS OPTIMIZATION 

ARTIFICIAL 
INTELLIGENCE 

The level of basic 
sciences 

Conceptual level 

CONTROL THEORY GENERAL SYSTEMS THEORY 
AND SYSTEMS ANALYSIS 

SYSTEMS  
ENGINEERING 

 
 

Fig. 1. The composition and structure of cybernetics 2.0 
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6. The Prospects of Cybernetics 2.0. Further development of cyber-
netics has several alternative scenarios as follows: 

– the negativistic scenario (the prevailing opinion is that “cybernetics 
does not exist” and it gradually falls into oblivion); 

– the “umbrella” scenario (owing to past endeavors, cybernetics is 
considered as a “mechanistic” (non-emergent) union, and its further 
development is forecasted using the aggregate of trends displayed by 
the basic and complementary sciences under the “umbrella brand” of 
cybernetics); 

– the “philosophical” scenario (the framework of new results in cy-
bernetics 2.0 includes conceptual considerations only–the development 
of conceptual level); 

- the subject-oriented (sectoral) scenario (the basic results of cyber-
netics are obtained at the junction of sectoral applications); 

– the constructive-optimistic (desired) scenario (the balanced devel-
opment of the basic, complementary and “conceptual” sciences is the 
case, accompanied by the convergence and interdisciplinary translation 
of their common results, with subsequent generation of conceptual level 
generalizations (realization of Wiener’s dream “to understand the 
region as a whole”). 

The development of cybernetics 2.0 in the conditions of intensified 
sciences differentiation provides the following: 

- for scientists specialized in cybernetics proper and the representa-
tives of adjacent sciences: the general picture of a wide subject domain 
(and a common language of its description), the positioning of their 
results and promotion in new theoretical and applied fields; 

- for potential users of applied results (authorities, business struc-
tures): (1) confidence in the uniform positions of researchers; (2) more 
efficient solution of control problems for different objects based on new 
fundamental results and associated applied results. 

Main challenges are control in social and living systems. Several 
classes of control problems seem topical, namely: 

- network-centric systems (including military applications, net-
worked and cloud production); 

- informational control and cybersafety; 
- life cycle control of complex organization-technical systems; 
- activity systems engineering. 
Among promising application domains, we mention living sys-

tems, social systems, microsystems, energetics and transport. 
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There exists a series of global challenges to cybernetics 2.0 (i.e., 
observed phenomena going beyond cybernetics 1.0), see [15]: 

1) the scientific Tower of Babel (interdisciplinarity, differentiation 
of sciences; in the first place, in the context of cybernetics–sciences of 
control and adjacent sciences); 

2) centralization collapse (decentralization and networkism, includ-
ing systems of systems, distributed optimization, emergent intelligence, 
multi-agent systems, and so on); 

3) strategic behavior (in all manifestations, including interests in-
consistency, goal-setting, reflexion and so on); 

4) complexity damnation (including all aspects of complexity and 
nonlinearity (Figuratively, in this sense cybernetics 2.0 has to include 
nonlinear automatic control theory studying nonlinear decentralized 
objects with nonlinear observers, etc.) of modern systems, as well as 
dimensionality damnation–big data and big control [13]). 

Thus, the main tasks of cybernetics 2.0 are developing the basic and 
complementary sciences, responding to the stated global challenges, as 
well as advancing in appropriate application domains. 

And here are the main Tasks of Cybernetics 2.0: 
1) ensuring the Interdisciplinarity of investigations (with respect to 

the basic and complementary sciences, as illustrated by Fig. 1); 
2) revealing, systematizing and analyzing the general laws, regulari-

ties and principles of control for different-nature systems within control 
philosophy; this would require new and new generalizations; 

3) elaborating and refining Organization theory (O3). 
We have described the phylogenesis of a new stage of cybernetics–

cybernetics 2.0 and some modern challenges. Further development of 
cybernetics would call for considerable joint effort of mathematicians, 
philosophers, experts in control theory, systems engineering and many 
others involved. 
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Abstract. We consider a fuzzy variant of the permutational flow shop
scheduling problem in which uncertain values of operations durations
are represented by fuzzy numbers. Since even deterministic problem is
strongly NP-hard, we propose a tabu search based metaheuristics with
the new fuzzy blocks properties for neighborhood searching acceleration.

1 Introduction

Flow shop scheduling problem with makespan goal function, despite the simplic-
ity of its formulation, belongs to the most difficult class of (strongly NP -hard)
combinatorial optimization problems. There are many such problems in the
literature considered with different parameters of tasks, constrains for machines
and jobs and different goal functions – mainly makespan Cmax, sum of jobs
finishing times Csum and cycle time T . They are important both from theoret-
ical and practical point of view, because they are considered as special, ’benchmark’
cases of more general problems or elements of them – there is a number of test
instances in the literature, e.g. prepared by Taillard [11].
Garey et al. [7] proved that the problem with makespan criterion Cmax is

strongly NP-hard for the number of machines m � 3. Tabu search algorithms
were proposed by Nowicki and Smutnicki [10] as well as by Grabowski and Wodecki
[8]. Bożejko and Wodecki [3] applied this method in the parallel path-relinking
method used to solve the flow shop scheduling problem. Bożejko [2] and Bożejko
and Wodecki [4] also proposed parallel algorithms for the problem solving of:
determionation of the goal function in parallel [2] and scatter search metaheuris-
tics [4], both for the considered problem with deterministic parameters. The problem
with uncertain parameters was considered by Bożejko, Hejducki and Wodecki
[5] in the genetic algorithm. Bożejko, Rajba and Wodecki [6] used probabilistic
approach to model uncertain parameters of the scheduling problem.
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2 Problem definition

Let us consider a set of n jobs J={1,2,. . . ,n} and a set of m machines M =
{1, 2, . . . ,m}. A job j ∈ J is a sequence of m operations O1j , O2j ,. . . ,Omj . The
operation Oij should be executed, without interruption, on the machine i in the
time pij . Execution of a job on the machine i (for i = 2, 3, . . . ,m) can be started
after finishing of the execution of this job on the previous machine i−1 (see [1]).
The solution is the schedule of machine work which is represented by vectors

of starting times S = (S1, S2, . . . , Sn), where Sj = (S1j , S2j , . . . , Smj) and
finishing times of jobs C = (C1, C2, . . . , Cn), where Cj = (C1j , C2j , . . . , Cmj).
In practice,
of these vectors. For the considered here regular goal function (makespan, Cmax)
the schedule is maximally moved to the left on the time axis, so we can look for
this solution in the set of jobs order on a machine i, and this order is represented
be a permutation πi = (πi(1), πi(2), . . . , πi(n)) of elements from the set J .

Permutational flow shop problem. In this paper we consider permutational
flow shop problem with makespan criterion. So, let π =(π(1), π(1),. . . ,π(n)) be
a permutation of jobs {1,2,. . . ,n}, and Π a set of all such permutations. Each
permutation π∈Π defines the sequence of execution of jobs on machines (on
each machine the same). For the job finishing time Cij the following recurrent
equation can be used:

Ciπ(j) = max{Ci−1,π(j), Ci,π(j−1)}+ piπ(j),
i = 1, 2, . . . ,m, j = 1, 2, . . . , n, (1)

with an initial constraint

Ciπ(0) = 0, i = 1, 2, . . . ,m, C0π(j) = 0, j = 1, 2, . . . , n.

The value of makespan criterion Cmax = Cmπ(n) can be determine from the
recurrent equation (1), or using one of non-recurrent equations:

Cmax = max
1�j1�j2�...�jm−1�n

⎡
⎣ j1∑
j=1

p1π(j) +
j2∑
j=j1

p2π(j) + . . .+
n∑

j=jm−1

pmπ(j)

⎤
⎦ (2)

and symmetric

Cmax = max
1�i1�i2�...�in−1�m

⎡
⎣ i1∑
i=1

piπ(1) +
i2∑
i=i1

piπ(2) + . . .+
m∑

i=in−1

piπ(m)

⎤
⎦ . (3)

As we can see, for the Cmax determination we need two operators: of sum and
maximum. It will be important during fuzzy number consideration in the further
part of the paper.
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because Sij + pij , therefore the solution is fully characterized by anyCij =



Graph model. Values of Cij from equations (1), (2) and (3) can be also deter-
mined by using graph model of the problem. For the given sequence of jobs execu-
tion π ∈Π we create a graphG(π) = (M×N , F 0∪F ∗), whereM = {1, 2, . . . ,m},
N = {1, 2, . . . , n}.

F 0 =
m−1⋃
s=1

n⋃
t=1

{((s, t), (s+ 1, t))} (4)

is the set of technological arcs (vertical) and

F ∗ =
m⋃
s=1

n−1⋃
t=1

{((s, t), (s, t+ 1))} (5)

is a set of machine arc (horizontal). Arcs of the graph G(π) have no weights, but
the weight of each vertex (s,t) is ps,π(t). The time Cij of finishing of execution
of the job π(j), j = 1,2,...,n, on the machine i, i = 1,2,...,m
length of the longest path from the vertex (1,1) to (i,j) within the weight of this
last vertex. For the permutational flow shop problem, described as F ∗||Cmax in
the literature, the value of the goal function Cmax(π) for the fixed π equals to
the length of the longest (critical) path in the graph G(π).
The critical path is decomposed into subsequences B = [B1, B2, . . . , Bm]

called blocks in π, such that:

1. Bi = [π(ai), π(ai + 1), ..., π(bi − 1), π(bi)], ai � bi, i = 1, 2, . . . ,m, where
a1 = 1, bm = n and π(bi) = π(ai+1), i = 1, 2, ...,m− 1,

2. Bi contains operations processed on the same machine, i = 1, 2, . . . ,m,
3. two consecutive blocks contain operations processed on different machines.

The block is a maximal subsequence of the critical path, which contains
operations processed on the same machine. Operations π(ai) and π(bi) in Bi are
called the first and last ones, respectively.

Theorem 1 (Grabowski [8]). Let D(π) be a graph with blocks Bi, i = 1, 2, ...,m.
If graph D(ω) has been obtained from D(π) by an interchange of jobs and if
Cmax(ω) < Cmax(π), then in D(ω):

1. at least one job j ∈ Bi precedes job π(ai), for some i = 2, ...,m, or
2. at least one operation j ∈ Bi succeeds job π(bi), for some i = 1, 2, ...,m− 1.
Theorem 1 gives the necessary condition to obtain a permutation ω such that
Cmax(ω) < Cmax(π). In the next part of the paper we will show, that it is
possible to consider fuzzy blocks which are an extension of the Theorem 1 onto
fuzzy processing times.

3 Operations for triangular fuzzy numbers

Definition 1 Triangular fuzzy number is defined as a fuzzy set u : � → I =
[0, 1] which fulfills the following conditions:
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1. u is continouous,
2. u (x) = 0 for x /∈ [a, c],
3. it exists a real number b a � b � c and:
(a) u (x) is strictly increasing on [a, b],
(b) u (x) is strictly decreasing on [b, c],
(c) u (b) = 1,
(d) u (x) = 0 on (− , a) ∪ (b, inf).

Traingular fuzzy number A is defined as A= [Aa, Ab, Ac]:
The sum of two triangular fuzzy numbers ] andB = [B ,B ,Ba b c]

is defined by:

SUM(A,B)(z) = [(Aa +Ba), (Ab +Bb), (Ac +Bc)]. (6)

The approximate maximum of two triangular fuzzy numbers A = [Aa, Ab, Ac]
and B = [Ba, Bb, Bc] is defined by:

M̃AX(A,B) = [max(Aa, Ba),max(Ab, Bb),max(Ac, Bc)]. (7)

Remark 1 Based on (6) values SUMa, SUM b, SUM c of sum of two triangular
fuzzy number i B depends only on their respective values in the arguments of
operation.

Remark 2 Based on (6) values MAXa, MAXb, MAXc of approximate max-
imum of two triangular fuzzy number i B depends only on their respective
values in the arguments of operation.

4 Blocks in fuzzy flow shop

Theorem 2 Changing order of operations within a block from the path CPa does
not improve the value of Camax.

Proof. According to (2) value Cmax operation executed on machine k is defined by:

(8)

Let π∗ be a permutation obtained by changing order on positions uk + i and
uk + j where 0 < i < j < uk+1 − uk. Based on sum commutative, true is:

(9)
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such that

inf

A= [Aa, Ab, Ac

s A

s A

According to Remarks 1, 2 and equation (2) it’s possible to notice that Ca
max,

Cb
max i Cc

max are independent from each other. In result, critical paths can be
diffrent. This paths will be denoted by CP a, CP b and CP c.

a

Ca
max k(π) = pa

kπ(uπ
k) + pa

kπ(uπ
k
+1) + . . . + pa

kπ(uπ
k+1)

.

pa
kπ(uπ

k) + . . . + pa
kπ(uπ

k
+i) + . . . + pa

kπ(uπ
k
+j) + . . . + pa

kπ(uπ
k+1)

=

pa
kπ(uπ

k) + . . . + pa
kπ(uπ

k
+j) + . . . + pa

kπ(uπ
k
+i) + . . . + pa

kπ(uπ
k+1)

=

pa
kπ∗(uπ∗

k ) + . . . + pa
kπ∗(uπ∗

k
+i) + . . . + pa

kπ∗(uπ∗
k

+j) + . . . + pa
kπ∗(uπ∗

k+1)
.



In result:
(10)

seeing that
π∗(i) = π(i) for i < uk ∨ i > uk + 1 (11)

than for π∗ still exists path:
〈
ũπ1 , ũ

π
2 , . . . , ũ

π
m−1
〉
which weight is equal to (π).

In result true is inequality (π∗) � (π) which ends proof.

On the basis of analogical proofs can be shown that:

Theorem 3 Changng order of operations within a block from path CP b does
not improve the value of Cbmax.

Theorem 4 Changng order of operations within a block from path CP c does
not improve the value of Ccmax.

5 Tabu search

In general, the method of tabu search is modification of the local search method.
In each iteration a neighborhood is generated. The best solution from this neighbor-
hood is taken as starting solution for next iteration. To prevent backwards to
last considered solutions, they are stored in so-called tabu list. All solutions from
the tabu list are excluded from generated neighborhood. Tabu list also allows to
increase the value of the objective function, so as to leave local minimum, at the
same time prevents from quick return to previously obtained local minimum.

5.1 Neighborhood.

Based on Theorems 2, 3 and 4 it is possible to determine which movements will not improve
solution fitness (called unattractive). In this paper we consider movements which move
job from block s inside to outside .According to possibility of differences inCP a,
CP b i CP c there is no guarantee that mentioned move is attractive for all paths.
To determine moves, which are attractive to all paths we define common blocks.

Definition 2 Common block for k blocks u , u , . . . , u1 2 k defined as ui = {u , uib ie}
is defined as comi = {comiob, comiib, comiie, comioe} which fullfill:

comiob < comiib < comiie < comioe, (12)

comiob = min
i=1...k

{uib} , (13)

comiib = max
i=1...k

{uib} , (14)

comiie = min
i=1...k

{uie} , (15)

comioe = max
i=1...k

{uie} . (16)

Common blocks are determined for all combinations of blocks from all critical

By
paths. For common block comi every move from s ∈ [comiib, comiie] to e ∈
[0, com iob] ∪ [com ioe, n] is attractive for all paths.

a position before beginning and
after ending of a block.
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Ca
max k (π∗) = Ca

max k (π) ,

Ca
max

Ca
max Ca

max

’

TSFBawe donate
tabu search algorithm, which moves jobs to at most



6 Computational experiments

Test data have been obtained by fuzzyfication
docode of fuzzyfication is shown in Fig. 1. The algorithm is adjustable by four
parameters:

– minRange - the minimum width (distance between a and c
number,
– maxRange - the maximum width of fuzzy number,
– minOffset - the minimum distance between a and b in fuzzy number,
– maxOffset - the maximum distance between a and b in fuzzy number.

Parameters minRange and maxRange are expressed as a percantage of deter-
ministic operation duration. Parameters minOffset and maxOffset are expressed
as a percentage of range.

P [m][n] – Taillard model parameters;
Pfuzzy[m][n] – Fuzzy model parameters;

for i← 1,m do
for j ← 1, n do
range = rand() * (maxRange - minRange) + minRange
offset = rand() * (maxOffset - minOffset) + minOffset
Pfuzzy[i][j].a = P [i][j] *(1 - offset * range)
Pfuzzy[i][j].b = P [i][j]
Pfuzzy[i][j].c = P [i][j] *(1 + (1 - offset) * range)
end for
end for

Fig. 1: Fuzzyfication pseudocode

Experiments

– CPU - Intel Core i7 CPU X 980 @ 3.33GHz (6 cores, 12 threads),
– RAM - 24GB,
– OS Linux Ubuntu 12.04.5 LTS, 64-bit.

Algorithm TSFB was compared with tabu search algorithm which determines
neighborhood by every possible movement. Comparing stop criterion was time of
running. Running time increases with the increase of size of the problem. We consider
three values of a parameter: 0, 3 and 10. Criterion of solutions stability (see also
[9]) for comparison was an average deviation (D)

=
R∑
i=1

{(
Cmax (π∗)− Cmax

(
πh
)) ∗ μ (i)} /R (17)
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of Taillard benchamrks [11] .Pseu-

) in fuzzy

were run on a computer equipped with:

:



where R is a number of experiments, π∗ is a permutation with lowest value
for experiments and h is permutation given by heuristic. The μ(i) was minimal
membership function from all drawn operation durations.

time All TSFB0 TSFB3 TSFB10
2 9.05 1.64 1.32 2.25
4 4.14 1.05 0.89 1.14
6 1.97 0.83 0.78 0.81
8 1.74 0.75 0.80 0.85
10 1.79 0.82 0.85 0.85
12 1.58 0.82 0.76 0.68
14 1.64 0.77 0.80 0.81
16 1.34 0.80 0.77 0.88
18 1.29 0.75 0.74 0.79
20 1.37 0.72 0.67 0.71
Table 1: D experiment results for problem size 5x20

time All TSFB0 TSFB3 TSFB10
4 16.75 7.69 5.43 6.63
8 6.80 4.85 3.44 3.30
12 3.89 4.00 2.53 2.44
16 2.97 3.36 2.08 2.31
20 2.46 3.25 1.56 1.83
24 2.28 3.03 1.97 1.98
28 2.26 2.83 1.97 2.08
32 2.04 2.65 1.33 1.72
36 2.10 2.57 1.50 1.96
40 1.78 2.49 1.34 1.73
Table 2: D experiment results for problem size 10x20

The obtained results for TSFB show that using fuzzy blocks provides better
solutions comparing to the algorithmwhichsearchall the neighborhood,especially
for biggerproblems.From the other hand,when the number of machines is similar to

blocks of jobs on machines, which results in less number of possible movements.

TSFB algorithms with bigger a provide better solutions, because there is a wider
neighborhood which prevents to stuck in local minimum. From the other hand,
for bigger problems like in Table 5, algorithms with smaller a provide better
solutions, especially in shorten algorithm s working time.
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It finally led to being stuck in a local minimum. Results fromTable 3 confirms that.

the number of jobs, algorithms can provide worse solution. This is result of shorten

π
Cmax

’



time All TSFB0 TSFB3 TSFB10
6 25.11 17.05 14.69 16.64
12 12.27 12.80 10.37 7.79
18 7.13 11.96 7.75 6.84
24 3.77 9.32 7.02 5.55
30 3.91 10.08 6.20 4.57
36 3.64 8.41 5.47 4.69
42 3.41 9.15 4.30 4.05
48 3.37 8.15 5.04 3.91
54 2.14 7.45 4.28 3.53
60 2.49 8.51 4.93 3.29
Table 3: D experiment results for problem size 20x20

time All TSFB0 TSFB3 TSFB10
10 34.24 2.65 7.13 17.57
20 28.26 1.52 1.35 5.91
30 22.16 0.57 0.68 1.63
40 15.76 1.20 0.66 0.64
50 11.64 1.00 0.48 0.58
60 9.45 1.27 0.51 0.71
70 7.97 0.59 0.44 0.64
80 5.60 0.73 0.42 0.60
90 4.56 1.01 0.33 0.64
100 3.32 0.36 0.42 0.38
Table 4: D experiment results for problem size 5x50

time All TSFB0 TSFB3 TSFB10
20 54.23 13.73 24.95 39.37
40 49.29 5.56 11.97 25.05
60 44.41 4.78 7.08 15.69
80 39.14 3.44 5.47 11.08
100 33.22 4.43 4.19 7.94
120 29.01 2.94 3.81 6.40
140 26.18 2.90 3.37 5.49
160 23.48 2.55 3.04 4.52
180 20.92 3.00 2.59 4.51
200 17.30 2.76 2.42 3.63
Table 5: D experiment results for problem size 10x50

7 Conclusions

In the paper we propose the new method of acceleration of the neighborhood
determination in local search metaheuristics which operate on uncertain data.
Proposed so-called fuzzy block approach is designed to use with uncertain jobs
processing times which are represented by fuzzy numbers. Computational ex-
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periments show that solutions generated by tabu search algorithm with using
proposed methodology are much better than solutions obtained without this
mechanism, in the same time of computations.
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Abstract. In this paper the industrial platform for rapid prototyping
of intelligent real-time monitoring and diagnostic system was proposed.
Its architecture is ready to utilize advanced computational intelligence
methods, especially devoted to novelty detection such as autoassociative
neural network, local outlier factor, one-class support vector machines,
or to solve multiclass classification problems. The rapid prototyping tool
set based on Matlab/Simulink and industrial automation equipment was
described in details. As an example of the use of the proposed platform,
CNC milling tool head mechanical imbalance online prediction system
was described.

Keywords: diagnostic systems, computational intelligence, rapid proto-
typing, mechanical imbalance prediction, Intelligent Manufacturing Sys-
tem, Industry 4.0

1 Introduction

Complicated manufacturing processes include different machining operations
and involve many process variables, which complex interactions determine ma-
chines performance and components quality. Current challenge is to develop a
new production monitoring and diagnostic system structure that exhibit intel-
ligence, robustness and adaptation to environment changes and disturbances
[1,2], and simultaneously satisfy industrial requirements and standards. Mod-
ern industrial system structure constitutes a hardware and software platform
for practical implementation of Intelligent Manufacturing System (IMS) and In-
dustry 4.0 concepts in metal processing industry, e.g. aerospace manufacturing.
This concepts require an intensive use of Information and Communication Tech-
nologies (ICT) to support reliable management of production processes and uti-
lize Artificial Intelligence (AI) and Computational Intelligence (CI) techniques
[3,4] to: monitor, control and diagnose machines and production processes; sup-
port a human in manufacturing activities; automatically arrange materials, tools
and production compositions; recommend and perform actions to prevent faulty
production, performance reduction and machines breakdowns; automatically dis-
cover and provide knowledge about manufacturing process, equipment efficiency
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and condition; provide knowledge and tools for reliable management decisions;
support techniques for production process optimization.
The main role of the intelligent real-time monitoring and diagnostic platform

is to provide human operators and maintenance personnel with information,
alarms and early warning signals to prevent production of out-of-specification
components and to avoid machines breakdowns. The platform should also deliver
advanced Human-System Interface (HSI) for efficient interaction between oper-
ators and computer systems, which can significantly improve overall production
effectiveness [5]. Moreover, the intelligent platform should support maintenance
management system and enable practical implementation of Predictive Mainte-
nance (PdM) strategy and Failure Mode Avoidance paradigm to avoid potential
failures in high precision machining facilities [6,7]
Due to the complexity of CNC machines, different working conditions in

individual factory floors, diversity of machines history and technical condition
as well as CI methods specificity, process of intelligent diagnostic system im-
plementation for each particular machine should be treated individually. The
measurement signals types and features as well as CI methods, and parameters
should be adjusted to the particular machine or technological process. To fulfil
this requirement, data used to develop and test intelligent diagnostic methods
should be registered on particular machines in their destination location and
in typical industrial working conditions. To have the ability to conduct experi-
ments in industrial environment and shorten time of solutions development, the
appropriate tool set must be used.
This paper is composed of the following Sections. In Section 2, new architec-

ture concept and implementation details of the intelligent real-time monitoring
and diagnostic industrial platform are presented. In Section 3, rapid prototyping
tool set for intelligent diagnostic systems development is described. In Section 4,
an exemplary application of the tool set for CNC milling tool head mechanical
imbalance diagnostic is demonstrated. In Section 5, the conclusions are formu-
lated.

2 Architecture of Industrial Platform for Intelligent
Diagnostic Systems

The architecture of the intelligent diagnostic industrial platform proposed in this
paper, consists of the three major modules: monitoring and feature extraction
(MFE), real-time anomaly detection (RTAD) and fault diagnosis (FD) (Fig. 1).
In the MFE module, signal processing (noise reduction, filtering, signal trans-
formations, etc.) and feature extraction methods are used in real-time to receive
operating parameters of the machine on the basis of sensors signals acquisition
and data acquired from machines control systems. Operators observations are
input to the system via HSI which is a part of monitoring module. Different
methods for data processing and feature extraction can be used in MFE [14,15]
The selection of appropriate sensors and signals features adjusted to the problem
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Fig. 1. Architecture of real-time monitoring and diagnostic system.

specificity is the crucial element of monitoring and diagnostic system develop-
ment and is supported by rapid prototyping platform described in Section 3.
The signals features calculated by MFE are provided to RTAD module which

is devoted to detect in real-time any forms of deviations (novelty/anomaly) in
normal machine operation. In this module different novelty detection methods
can be used, i.e. probabilistic, distance-based, etc. [16]. To develop novelty de-
tection algorithm, only data for normal machine operation is required. When
novelty is detected, RTAD sends the warning signal to the operator. In this work
like in [16], normal condition is treated as positive example and novelty condition
is treated as negative example. This convention is opposite to the one used in
medical papers and in work [18], but is more common in the technical diagnos-
tics field. Classifiers used in RTAD module should be characterized by as high as
possible value of specificity defined as Spe=TN/(TN+FP)·100% parameter and
as low as possible false alarm rate value defined as FAR=FN/(TP+FN)·100%
(TP – true positive, TN – true negative, FP – false positive, FN – false negative).
In the FD module, the anomaly detected by RTAD is examined and the ap-

propriate fault type alarm or unknown fault alarm is provided to the operator.
The FD module consists of the two major subsystems, i.e. known faults clas-
sifier (KFC) and fault classifier (FC). KFC is used to examine anomaly state
and determine if FC module is able to perform its correct classification on the
basis of the knowledge gathered by the system. In this module, novelty detection
methods can also be used, but in the opposite manner than in RTAD. To develop
known fault type detection algorithm only data for known faults (positive exam-
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ples) is used. If the particular fault type is known by the system, the appropriate
fault type is identified by FC module and the alarm signal is provided to the op-
erator. If the fault type is unknown, then data is stored in the system knowledge
database and the unknown fault alarm is sent to the operator. Classifiers used in
KFC module should be characterized by as high as possible value of sensitivity
(Sen) parameter, defined as Sen=TP/(TP+FN)·100%. In the FC module, either
classical multiclass classifiers [9] or hierarchical structure of one-class classifiers
[17,18] can be used.

Additional modules, i.e. warning management (WM) and alarm management
(AM) are used to limit the number of faulty warnings and alarms on the ba-
sis of information provided by the operator via HSI. If the short-term factor
of faulty warnings exceeds configured value, then basic parameters (e.g. thresh-
old) of classifiers used in RTAD can be changed temporarily or permanently. If
the global system factor of faulty warnings or alarms exceeds configured value,
then the system reconfiguration is needed, e.g. classifiers advanced parameters
or structure modification. In nowadays industrial practice, human experts are
employed to reconfigure the system in such case.

Main elements of the architecture described above, was implemented on the
basis of production process monitoring system described in [8]. The system con-
sists of modern industrial automation equipment and custom-made software
modules for data acquisition, monitoring and intelligent diagnosis.

For data acquisition and processing as well as for communication purposes,
programmable automation controller (PAC) or industrial personal computer
(IPC) equipped with real-time subsystem (e.g. TwinCAT 3) and general operat-
ing system (e.g. Windows, Linux) can be used. Dedicated, custom-made software,
that works on IPC, performs diverse tasks simultaneously, both in real-time, and
in general operating system layer. The real-time software automatically acquires
data concerning machine state on the basis of communication with machine con-
trol system and by the use of electrical signals provided by additional sensors.
The application for general operating system, written in C# language, provides
HSI for machine operators as well as performs diagnostic operations (FD module)
which are not time critical. The application also communicates with real-time
software modules, peripheral devices (e.g. barcode reader) and with the server
layer. Ethernet is used for communication between PAC/IPC and the server.
Data is stored in PostgreSQL database and web services are used for commu-
nication between PAC/IPC and the server. In the real-time layer software, a
separate programmable logic controller (PLC) task created using ST language
(structured text - norm IEC 61131-3) is used to read data from CNC machine
control system and from digital and analog input terminals. Another real-time
task created using Matlab/Simulink software and automatic code generation
tools (Matlab Coder and Simulink Coder) is used to perform data and signals
processing (MFE module) and diagnostic operations (RTAD module) which are
time critical. Communication between C# application and PLC real-time mod-
ule is performed by using ADS (automation device specification) protocol.
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3 Rapid Prototyping Tool Set for Intelligent Diagnostic
Systems Development

The idea of the rapid prototyping tool set for intelligent diagnostic systems was
developed as the extension of the rapid control prototyping (RCP) concept and
authors experience in the RCP field [19,20,21]. RCP gives tools for quick and con-
venient control strategy verification and iterative controller development. RCP
involves a controller simulated in real-time (on PC equipped with computer-
aided control system design software, e.g. Matlab/Simulink, Scilab/Xcos) cou-
pled with a real plant via hardware input/output devices [19,20,22]. A typical
RCP structure can be modified in order to use the same PAC or IPC controllers
during experiments and a development process as well as for industrial imple-
mentation of the final solution [21]. Nowadays, such scenario can be applied
for industrial purposes by the use of commercial TwinCAT 3 platform from
Beckhoff integrated with Matlab and Simulink software. As it was mentioned in
the introduction, the development process of the intelligent diagnostic system
should be performed individually for each particular machine. It can be seen
that the development of a control system is analogous to development of intel-
ligent diagnostic system and needs similar approach and tools. On the basis of
this observation, rapid prototyping tool set for intelligent diagnostic system was
developed. Four main phases of the intelligent diagnostic system development
process can be distinguished: (1) collecting data from real object (dedicated ex-
periments or normal operation) and creating data base (real-time); (2) analyzing
and processing registered data/signals, choosing and computing signal features
(offline); (3) choosing and testing diagnostic algorithm on the basis of collected
data base (offline); (4) testing chosen algorithm on real object (real-time).
It is desirable to perform all the operations mentioned above on integrated

hardware and software platform. A procedure for intelligent diagnostic system
rapid prototyping process is shown in Fig. 2.
The rapid prototyping tool set consists of: (a) slx Simulink framework project

for collecting data during real-time dedicated experiments performed on a real
object, External Mode of Simulink is used in this case - supports phase 1; (b) PLC
program framework and communication software for collecting data of normal
object operation, data is directly stored in PostgreSQL database - supports
phase 1; (c) set of m-files which use standard Matlab functions as well as custom
made functions for iterative realization of phases 2-3; (d) slx Simulink framework
project for MFE and RTAD implementation and TwinCAT 3 framework project
- supports phase 4.
The block schema of the Simulink framework for phase 5 is shown in Fig. 3.

The tool set includes many different custom-made libraries in the form of m-
files as well as auxiliary software tools, e.g. conversion of DTREG [25] output
code to convention used in Simulink framework, conversion of decision tree code
obtained from Matlab to m-function which can be used in slx project, etc. The
subsystem created as a final slx project (Fig. 3) can also be tested offline, before
real-time tests, by the use of data from experiments.
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Fig. 2. Procedure for rapid prototyping of intelligent diagnostic system.

Fig. 3. Implementation of diagnostic system in real-time layer.

4 Application of the Platform for Milling Tool Head
Imbalance Prediction

Detection of spindle or tool head mechanical imbalance is an important task in
industrial practice. The mechanical imbalance of rotating parts, i.e. spindle, cut-
ting tools (milling, cutters, drills) has significant negative influence on durability
of CNC machines and quality of produced parts. Current industrial practice in-
volves periodical imbalance spindle tests performed by maintenance personnel
and balancing procedure of cutting tools performed by qualified personnel with
the use of special balancing machines as a part of the process setting phase.
Online imbalance monitoring of CNC machines rotating parts is a crucial part
of PdM paradigm and Industry 4.0 requirements.
The platform described in Sections 2 and 3 was used to develop CNC milling

tool head (Fig. 4) online imbalance prediction system in Haas Factory Out-
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Fig. 4. Milling tool head and spindle with acceleration sensors.

let (HFO) and Haas Technical Education Center (HTEC) located in Rzeszow
University of Technology. The industrial testbed consists of Haas VM-3 CNC
machine equipped with an inline direct-drive spindle and set of sensors: acceler-
ation and temperature (6 on the spindle: 2 on lower bearing, 2 on upper bearing,
2 on Z axis; 1 on sample), acoustic emission, spindle velocity, spindle load, three
axis force and momentum (on sample). The rapid prototyping platform consists
of IPC C6920 from Beckhoff, equipped with distributed input-output system
(EtherCAT protocol, analog and digital inputs) and software modules (Mat-
lab/Simulink custom-made m-files and slx projects, TwinCAT3 project and
custom-made software modules).
The balance quality grade adequate for individual elements (i.e. spindle unit,

drawbar components, milling tool) of the spindle-tool system is specified in the
ISO 19401:2003 norm [23]. Four imbalance classes were examined in this study,
i.e. class 1: G 0.4, class 2: G 2.5, class 3: G 6.3 and class 4: G 40. Preferable
balance quality grade for milling tool is G 0.4. The grade G 2.5 is acceptable but
not preferable. Grade G 6.3 is not permitted due to deterioration of machining
quality. G 40 level is forbidden and may result in damage of the spindle unit.
During conducted tests, diverse imbalance classes were obtained by mounting
cutting plates of different weight in the milling tool. Precise imbalance value
for each milling tool configuration and class as well as for each experiment was
evaluated using the Haimer Tool Dynamic 2009 balancing machine.
The rapid prototyping tool set described in Section 3, was applied to perform

experiments and collect data in the testbed as well as to develop the main
elements (MFE, RTAD, FD) of CNC milling tool head imbalance prediction
system. The imbalance test was performed for service speed of the spindle, i.e.
12000 rpm.
The research devoted to select: appropriate sensors, signals features (in time

and frequency domain) and computational intelligence methods appropriate for
the tool head imbalance prediction was described in [9] and [18]. On the basis
of the research results, the acceleration sensor (Hansford HS-100ST) mounted
on the spindle lower bearing (Fig 4) was chosen. Different methods for selection
of sensors/signals and their features were used, e.g. support vector machine,
Sherrod’s method [25], principal component analysis, single decision tree. The
acceleration signal measurements were divided into the constant length buffers
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with duration equal to 640 ms. Sampling interval was 40 μs. Fourteen accelera-
tion signal features, calculated for each buffer, were examined during the research
[9], [18], both in time and frequency domain.
For RTAD module autoassociative neural network (AANN) was selected due

to its low computational power demands and availability of Matlab/Simulink
tools which enable automatic code generation of the trained network. Data col-
lected for G 0.4 (class 1) was treated as normal state (9625 records) and used
to train AANN. Data for grades: G 2.5 (class 2), G 6.3 (class 3) and G 40 (class
4) was treated as anomaly state (17709 records) and used to perform offline
classifiers tests. The final AANN structure was 3-4-1-4-3, the threshold value δ
was calculated as δ = μ + r · σ [24], where μ is a mean value and σ - standard
deviation. The obtained indicators were: Spe=100% and FAR=0%.
For KFC module in FD subsystem the local outlier factor (LOF) method

was selected [18]. Three novelty detection methods were examined, i.e. AANN,
LOF and one-class support vector machine (OC-SVM). During the offline ex-
periments, data for grades G 2.5 (class 2), G 6.3 (class 3) and G 40 (class 4) was
considered as normal state, i.e. known by FC module. These classes represent
imbalance grades which should be recognized by the FC module (Fig. 1). Data
for G 0.4 (class 1) was used for testing the classifier’s ability to detect unknown
state, as data for this class should never be provided to the FD in normal system
operation. The LOF classifier achieved the best results, i.e. Sen=98.7%.
For FC module in FD subsystem the classifier based on multilayer perceptron

(MLP) was chosen. During the research described in [9] seven methods were ex-
amined, i.e. K-Means, probabilistic neural network, single decision tree, boosted
decision trees, radial basis function neural network, support vector machine and
MLP, to detect four defined above classes. The results were adopted to the 3
class classification problem, i.e. G 2.5, G 6.3, G 40. The indicators: accuracy
defined as Acc=(TP+TN)/(TP+FP+TN+FN)·100%, Sen and Spe were used
to assess the performance of the algorithms. The values of all indicators were
very high independently of the method. The MLP classifier was chosen due to
the same reasons like in the case of AANN in RTAD. The final structure of MLP
was: 3-5-3. Three normalized attributes were used and scaled conjugate gradient
method was applied for MLP training.
The main elements of CNC milling tool head imbalance prediction system

were developed and tested during offline and real-time tests. In the future work
the real-time experiments are to be performed for the whole integrated system.

5 Conclusions

The new real-time monitoring and diagnostic industrial platform architecture
which utilizes novelty detection CI methods, known also as one-class classifiers,
multiclass classifiers, rapid prototyping tool set and industrial automation equip-
ment was described. In contrast to monitoring and diagnostic system structures
known from literature [12,13], the proposed platform utilizes only industrial au-
tomation equipment, what enables its direct implementation in real production
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environments. The main elements of the platform were developed and tested for
the prototype CNC milling tool head mechanical imbalance online prediction
system. Online imbalance monitoring of CNC machines is a crucial part of PdM
and Industry 4.0 paradigms and is particularly important in aviation industry. In
the future work, the real-time tests for the complete system are to be performed
for long time operation of Haas VM-3 CNC machine. The main elements of the
intelligent platform architecture proposed in this paper, has been created in co-
operation between Rzeszów University of Technology (Department of Computer
and Control Engineering), Żbik company and companies from clusters: Green
Forge Innovation Cluster and Aviation Valley located in southeastern Poland re-
gion. The system has been used to conduct research in different aspects of IMS
practical implementations [4,5], [9,10,11]. The basic hardware and software tools
which satisfy industrial requirements and allow intelligent monitoring methods
development were defined.
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Abstract. An unconditionally stable finite difference discretization mo-
tivated by the well-known Crank–Nicolson method is used to develop an
Iterative Learning Control (ILC) design for systems whose dynamics are
described by a fourth-order partial differential equation. In particular,
a discrete in time and space model of a deformable rectangular mirror,
as an exemplar application, is derived and used in the ILC design. Fi-
nally, the feasibility of the new ILC design is confirmed by numerical
simulations.

Keywords: Crank–Nicolson Discretization Method, Iterative Learning
Control, Rectangular Plate.

1 Introduction

Discretisation of partial differential equations (PDE) describing systems with
spatial and temporal dynamics is often required for the design and implemen-
tation of control laws. A critical factor in this general approach is numerical
stability, i.e., the discrete approximation must produce trajectories as close as
possible to those produced by the PDE. One group of methods that can be ap-
plied in this case are based on a finite difference approximation [12]. A particular
sub-class are those known as explicit methods that were used in [7].

Explicit discretization methods are conditionally numerically stable, i.e., the
time discretization period is related to its spatial counterpart and hence the need
to use dense time and spatial discretization grids. One way of overcoming this
drawback is to use implicit methods, such as Crank–Nicolson [8], to obtain an
unconditionally stable discrete approximation to the dynamics of the original
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PDE. In this case the time and spatial grids are not related and can therefore be
less dense. However, the resulting discrete model is in implicit, or singular, form,
i.e., there is no straightforward recurrent dependence between discrete values
at successive time instants. Instead, the dependence is between spatial windows
defined at the current and previous time instants, see, e.g., [6].

Formulating and solving control problems for singular systems of the class
that arises in the subject area of this paper requires the use of a lifting approach,
i.e., absorbing the spatial structure of the system into possibly high dimensional
vectors, again see [6] for a detailed treatment. In this paper, the Crank–Nicolson
method is extended to systems described by a PDE defined over time and two
spatial variables. As a particular example, a thin flexible rectangular plate is
considered, which, e.g., can be used to model the vibrations of a deformable
mirror subject to a transverse external force.

A particular feature [3] of the resulting discrete approximation is the presence
of the unconditionally numerically stable property and hence a significantly less
dense discretization grid can be used with no degradation of the approximate
model dynamics. This, in turn, means a much smaller number of sensors and ac-
tuators distributed over the plate to be controlled can be deployed, with obvious
advantages in terms of control law design and implementation. This accurate
discrete model is used in this paper to contribute new results on ILC law design
for classes of PDEs based on linear repetitive process stability theory [11].

Repetitive processes make a series of sweeps, termed passes, through a set
of dynamics defined over a fixed finite duration known as the pass length. In
particular, a pass is completed and then the process is reset to the starting
location and the next pass can begin, either immediately after the resetting is
complete or after a further period of time has elapsed. On each pass, an output,
termed the pass profile, is produced which acts as a forcing function on, and
hence contributes to, the dynamics of the next pass profile. Repetitive processes
are therefore a particular case of 2D systems where there are two independent
directions of the information propagation.

The application area for ILC [2] is systems that execute the same finite
duration task over and over again, where each execution is known as a pass, or
trial, and the finite duration the pass length. On each pass the error between
the supplied reference trajectory and the output, termed the pass profile, can be
formed and the problem is the design of a control law to force this error to zero in
some suitable norm or, in more practical terms, to within a specified tolerance
over the passes. Once a pass is complete, all information produced during its
production is available for use in the control law, including temporal information
that would be non-causal in the standard case, provided it is generated on a
previous pass. Moreover, the controlled dynamics can be written as a repetitive
process and therefore the systems theory for these processes can be used in
analysis and design of ILC laws. To conform with the repetitive process literature
pass instead of trial is the terminology used in this paper.

Since the first work, ILC has remained an active area of control systems
theory and applications. The survey papers [5, 1] are one starting point for the
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literature. Also there has been a technology transfer to robotic-assisted upper
limb stroke rehabilitation, see, e.g., [9]. This paper continues the development of
repetitive process based ILC design for systems described by PDEs. The resulting
design algorithm can be computed using Linear Matrix Inequalities (LMIs) and

Throughout this paper the null and identity matrices, respectively, with com-
patible dimensions are denoted by 0 and I. Also � 0 denotes a symmetric posi-
tive definite matrix, ≺ 0 a symmetric negative definite matrix and the following
matrix notation is used

diag (Π,Σ)=

[
Π 0
0 Σ

]
, odiagη(Π)=

⎡
⎢⎢⎢⎢⎢⎢⎣

Π 0
. . .

Π
. . .

0 Π

⎤
⎥⎥⎥⎥⎥⎥⎦
η×η,

triη(Π,Σ)=

⎡
⎢⎢⎢⎢⎢⎣
Π Σ 0
Σ Π Σ

. . .
. . .

. . .

Σ Π Σ
0 Σ Π

⎤
⎥⎥⎥⎥⎥⎦
η×η,

pentη(Π,Σ, Υ )=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Π Σ Υ 0
Σ Π Σ Υ
Υ Σ Π Σ Υ

. . .
. . .

. . .
. . .

. . .

Υ Σ Π Σ Υ
Υ Σ Π Σ

0 Υ Σ Π

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
η×η.

2 Partial differential equation representation and
discretization

The dynamics of the continuous deformable mirror considered in this paper are
modeled by the following Lagrangian PDE

∂4 w(x, y, t)

∂ x4
+ 2

∂4 w(x, y, t)

∂ x2 ∂ y2
+

∂4 w(x, y, t)

∂ y4
+

ρ

D

∂2 w(x, y, t)

∂ t2
=

q(x, y, t)

D
, (1)

where w is the lateral deflection in the z direction [m], ρ is the mass density
per unit area [kg/m2], q is the transverse external force, with dimension of force

per unit area [N/m2],
∂2 w

∂ t2
is the acceleration in the z direction [m/s2], D =

E h3/(12 (1 − ν2)), ν is the Poisson ratio, h is thickness of the plate [m] and E is
Young’s Modulus [N/m2]. The edges of the mirror are clamped and hence both
the mirror deflection at the edge and its derivative are zero. Further details on
this PDE can be found in, e.g., [13] and in this paper control action based on
an array of actuators and sensors is considered. To derive a model suitable for
control design, the use of an actuator array requires the discretization of (1) in the
spatial variables. Moreover, since the control will be implemented digitally, (1)
must also be discretized with respect to time.
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The discretization technique used in this paper is adapted from [4], where a
method based on Crank–Nicolson discretization [8] was applied to the PDE (1).
Also it is known (again see [4] for the details) that the derived approximation
is unconditionally numerically stable. To obtain the discrete model, let p, l,m
denote time instant tp and the coordinates of nodal points xl, ym, respectively.
Applying the Crank–Nicolson discretization give the following partial recurrence
equation as a finite dimensional discrete model approximation of the PDE (1)

1

16δ4x

(
wp+2,l+2,m + wp+2,l−2,m

)
+

1

8δ2xδ
2
y

(
wp+2,l+1,m+1 + wp+2,l+1,m−1

+wp+2,l−1,m+1 +wp+2,l−1,m−1

)
+

(
− 1

4δ2xδ
2
y

− 1

4δ4x

)(
wp+2,l+1,m +wp+2,l−1,m

)
+

1

16δ4y

(
wp+2,l,m+2+wp+2,l,m−2

)
+

(
− 1

4δ2xδ
2
y

− 1

4δ4y

)(
wp+2,l,m+1+wp+2,l,m−1

)
+
( 1

2δ2xδ
2
y

+
3

8δ4x
+

3

8δ4y
+

ρ

Dδ2t

)
wp+2,l,m +

1

8δ4x

(
wp+1,l+2,m + wp+1,l−2,m

)
+

1

4δ2xδ
2
y

(
wp+1,l+1,m+1 + wp+1,l+1,m−1 + wp+1,l−1,m+1 + wp+1,l−1,m−1

)
+

(
− 1

2δ2xδ
2
y

− 1

2δ4x

)(
wp,l+1,m + wp+2,l−1,m

)
+

(
− 1

8δ4y

)(
wp+1,l,m+2

+ wp+1,l,m−2

)
+

(
− 1

2δ2xδ
2
y

− 1

2δ4y

)(
wp+1,l,m+1 + wp+1,l,m−1

)
+
( 1

δ2xδ
2
y

+
3

4δ4x
+

3

4δ4y
− 2ρ

Dδ2t

)
wp+1,l,m +

(
1

16δ4x

)(
wp,l+2,m + wp,l−2,m

)
+

1

8δ2xδ
2
y

(
wp,l+1,m+1 + wp,l+1,m−1 + wp,l−1,m+1 + wp,l−1,m−1

)
+

(
− 1

4δ2xδ
2
y

− 1

4δ4x

)(
wp,l+1,m + wp+2,l−1,m

)
+

(
1

16δ4y

)(
wp,l,m+2 + wp,l,m−2

)
+

(
− 1

4δ2xδ
2
y

− 1

4δ4y

)(
wp+1,l,m+1 + wp+1,l,m−1

)
+
( 1

2δ2xδ
2
y

+
3

8δ4x
+

3

8δ4y
+

ρ

Dδ2t

)
wp,l,m =

1

D
qp,l,m. (2)

This equation represents the planar equivalent of a singular wave repetitive pro-
cess, which is second order in discrete time (p) and gives the dependence between
the rectangles (l−2,m+2), . . . , (l+2,m+2), . . . , (l−2,m−2), . . . , (l+2,m−2)
at sample instant p + 2 and the same rectangles at the preceding two sample
instants, i.e., p + 1 and p respectively. Moreover, qp,l,m can be considered as a
distributed control input to the system. As a practically relevant special case, a
square plate is considered and hence in (2) δx = δy = δ and the total number of
the nodes is n2.
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3 Derivation of the 1D equivalent model

The discrete dynamics of (2) to be written in the matrix form

AWp+2 +BWp+1 +AWp = C Qp, (3)

where

Wp =

⎡
⎢⎢⎢⎣
wp,1,1

wp,1,2

...
wp,n,n

⎤
⎥⎥⎥⎦ , Qp =

⎡
⎢⎢⎢⎣
qp,1,1
qp,1,2
...

qp,n,n

⎤
⎥⎥⎥⎦, (4)

and A,B and C are n2 × n2 Toeplitz matrices constructed from the coeffici-

A = pentn(R1,P1,Q1) , B = pentn(R2,P2,Q2) , C = odiagn
(
D−1

)
(5)

and

R1 = pentn(S1, R11, R12) , P1 = trin(Q11, P1) , Q1 = odiagn(Q12) ,

R2 = pentn(S2, R21, R22) , P2 = trin(Q21, P2) , Q2 = odiagn(Q22) ,
(6)

where

P1 =
1

2δ4
, Q11 = − 2

δ4
, Q12 =

1

4δ4
, R11 = − 2

δ4
, R12 =

1

4δ4
,

S1 =
ρ

Dδ2t
+

5

δ4
, P2 =

1

δ4
, Q21 = − 4

δ4
, Q22 =

1

2δ4
, R21 = − 4

δ4
,

R22 =
1

2δ4
, S2 =

10

δ4
− 2ρ

Dδ2t
.

(7)

Assuming that matrix A is nonsingular, (3) can be written in the form

Wp+2 = −A−1 BWp+1 −Wp +A−1 C Qp. (8)

which is a standard discrete linear difference equation, also termed 1D in some
of the literature.

4 ILC problem formulation

Rewrite (8) in the form

Wp+2 = Â1Wp+1 + Â2Wp + B̂Qp, (9)

where

Â1 = −A−1B, Â2 = −I, B̂ = A−1C. (10)
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This is a second-order difference equation and to transform it to first order form
introduce

Wp =

[
Wp+1

Wp

]
, Qp = Qp (11)

Hence the state equation is

Wp+1 = AWp +BQp (12)

with p ≥ 0 and

A =

[
Â1 Â2

I 0

]
, B =

[
B̂
0

]
. (13)

To formulate the ILC design problem, a positive integer variable k denoting
the pass-to-pass update is introduced. Then (12) can be written as

Wp+1(k) = AWp(k) +BQp(k). (14)

Introduce the output equation

Yp(k) = CWp(k) = Wp+1(k) (15)

with

C =
[
I 0

]
. (16)

Also define the tracking error Ep(k) as

Ep(k) = Y∗
p −Yp(k) = W ∗

p+1 −Wp+1(k), (17)

where Y∗
p denotes a spatial/temporal reference signal.

Introduce the state and control increments as

Θp+1(k + 1) = Wp(k + 1)−Wp(k),

ΔQp(k + 1) = Qp(k + 1)−Qp(p)
(18)

and apply the ILC law (where K1, K2 are the controller gain matrices)

ΔQp(k + 1) = K1 Θp+1(k + 1) +K2 Ep+1(k) (19)

to obtain the following ILC dynamics written in the form of a discrete linear
repetitive process [11]

Θp+1(k + 1) = ĀΘp(k + 1) + B̄Ep(k),

Ep(k + 1) = C̄ Θp(k + 1) + D̄Ep(k),
(20)

where

Ā = A+BK1, B̄ = BK2, C̄ = −CĀ, D̄ = I −CB̄. (21)

Also the control input vector for (14) can be computed from (19) as

Qp(k)=Qp(k−1)+K1(Wp(k)−Wp(k−1))+K2

(
Y∗

p+1−Yp+1(k−1)
)
. (22)
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5 ILC design

Introduce the Lyapunov function

Vp(k) = Θp(k + 1)TP1 Θp(k + 1) +Ep(k)
TP2 Ep(k) (23)

where P1 � 0 and P2 � 0 and the associated increment

ΔVp(k) = Θp+1(k + 1)TP1 Θp+1(k + 1)−Θp(k + 1)TP1 Θp(k + 1)

+Ep(k + 1)TP2 Ep(k + 1)−Ep(k)
TP2 Ep(k).

(24)

Then using the stability theory for discrete linear repetitive processes [11], ILC
pass-to-pas convergence occurs when

ΔVp(k) < 0, ∀ k, p > 0, (25)

or [
ĀTP1Ā− P1 + C̄TP2C̄ ĀTP1B̄ + C̄TP2D̄

B̄TP1Ā+ D̄TP2C̄ B̄TP1B̄ + D̄TP2D̄ − P2

]
≺ 0. (26)

Introduce

Ā =

[
Ā B̄
C̄ D̄

]
, P̄ = diag (P1, P2) (27)

to rewrite (26) in the form

ĀT P̄Ā − P̄ ≺ 0, (28)

which, however, is not an LMI.
Rewrite Ā as

Ā =

[
A+BK1 BK2

−CA−CBK1 I −CBK2

]
(29)

and introduce

Ā =

[
A 0
0 I

]
, B̄ =

[
B B
0 0

]
, C̄ =

[
I 0

−C I

]
,

K = diag (K1,K2) , A = C̄Ā, B = C̄B̄

(30)

to obtain (29) in the form

Ā = A+ BK. (31)

Then, (28) becomes

(A+ BK)T P̄(A+ BK)− P̄ ≺ 0, (32)

and the major result of this paper can now be established.
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Theorem 1. The discrete linear repetitive process describing the ILC dynam-
ics (20) is stable along the pass and hence ILC pass-to-pass error convergence

occurs if there exists P̃ � 0, where P̃ = diag
(
P̃1, P̃2

)
, and Ñ = diag

(
Ñ1, Ñ2

)
such that the LMI [ −P̃ P̃AT + Ñ TBT

AP̃ + BÑ −P̃
]
≺ 0, (33)

is feasible. If this LMI is feasible, the control law matrices K1 and K2 in (19)
can be computed using

K = Ñ P̃−1 = diag (K1,K2) = diag
(
Ñ1P̃−1

1 , Ñ2P̃−1
2

)
. (34)

Proof. An obvious application of the Schur’s complement formula to (32) gives[ −P̄ (A+ BK)T

A+ BK −P̄−1

]
≺ 0. (35)

Next, pre- and post-multiply this last inequality by diag
(P̄−1, I

)
to obtain[ −P̄−1 P̄−1AT + P̄−1KTBT

AP̄−1 + BKP̄−1 −P̄−1

]
≺ 0. (36)

Finally, set P̃ = P̄−1 and Ñ = KP̃ to obtain (33) and the proof is complete.

6 Numerical example

The dynamics of a square 1 × 1 m deformable mirror is considered in the case
when the thickness h = 0.003m, mass density per unit area ρ = 2700 kgm−2,
Young’s Modulus E = 7.11·1010 Nm−2, Poisson ratio ν = 0.3, and discretization
by applying the rectangular (square) regular grid developed in Section 2.
By assumption, the edges of the mirror are clamped and hence both the mirror
deflection at the edges and their derivative are zero, which leads to the boundary
conditions

wp,l,m =0,

wp+1,l+1,m − wp+1,l,m + wp,l+1,m − wp,l,m =0,

wp+1,l,m+1 − wp+1,l,m + wp,l,m+1 − wp,l,m =0

(37)

for l = −1, 0, or m = −1, 0, or l = n+ 1, n+ 2, or m = n+ 1, n+ 2.
The number of nodes in both the dimensions (square case) is n = 7 and includ-

ing boundaries N = n + 2 = 9. These values result in δ = δx = δy = 0.125 m.
Also it is assumed that the sampling period is δt = 1 secs, which is quite large
but allowed by the Crank–Nicolson method. The initial conditions are assumed
to be zero and the duration of the reference signal shown in the left-hand side
plot in Fig. 1 is tf = 11 secs (sample instants p = 0, 1, . . . , 11). The middle point
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Fig. 1. Reference signal at time instants t = 4, 5, 6, 7 secs (left) and RMS of the ILC
design (right).

of the plate corresponds to the maximum value of the reference trajectory, which
is taken to be symmetric in its time duration, i.e., at the time instant t = 0 secs
the trajectory is zero for the whole plate and then rises linearly to achieve its
maximum deflection at time instant t = 4 secs. Its value is then constant to
t = 7 secs, when it begins to decrease linearly to zero at t = 11 secs.

Applying Theorem 1 results in the control law matrices K1 and K2 of (34)
that are not shown here due to their large dimensions (n2 × 2n2 = 49× 98 and
n2 × n2 = 49 × 49). However, to limit the number of actuators it is assumed
that the spatially constant input is adjusted only at a selection of the central
plate grid points, particularly 9 of the total number of 49 points. This spatially
constant control signal value is calculated for each time instant as the mean of the
original input signals from the points ( m+1,l−1 ), . . ., ( m,l ), . . ., ( ).

To examine ILC convergence the Root Mean Square (RMS) error along the
trials is defined as

RMS (E(k)) =
√

(E(k)T E(k)) /(β n2) (38)

where β = 12 is the number of sample instants. The right-hand side plot in
Fig. 1 shows this quantity for the numerical data considered and validates the
design.

7 Conclusion

This paper has developed an ILC design for controlling the vibrations of a thin
plate described by a PDE in Lagrange form by applying the Crank–Nicolson
discretization scheme to construct an unconditionally stable discrete approxi-
mate model of the dynamics. To avoid an extremely large dimensioned model,
resulting in the requirement for a large number of actuators, it is assumed that
the control action is adjusted a selection of them and also is constant space-
wise. Further research should include actuator dynamics and the development
of robust control methods and fault tolerant control. Progress in these areas will
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advance the case for experimental verification. Also similar approach could be
applied to systems governed by different classes of PDEs, provided the Crank–
Nicolson discretization produces an unconditionally stable approximation. Other
discretization methods, e.g., finite element methods, which find many applica-
tions in solving practical problems, see, e.g. [10] will also be investigated.
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sub-class of spatially interconnected systems

Bart�lomiej Sulikowski1, Krzysztof Ga�lkowski1, and Eric Rogers2

1 Institute of Control and Computation Engineering, University of Zielona Góra, ul.
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Abstract. This paper develops an Iterative Learning Control (ILC) de-
sign applied to an example, active long ladder circuits, of spatially inter-
connected systems. The design is based on writing the dynamics as those
of an equivalent standard differential linear system and then converting
to the discrete domain. For this reason, a standard linear systems equiv-
alent model is developed and then discretized. A numerical case study is
also given to illustrate the new design.

Keywords: Spatially interconnected systems, Ladder circuits, Iterative
Learning Control.

1 Introduction

Electrical ladder networks or circuits (also known as ladder systems or series-
shunt networks) are formed by a chain of cells all of which are assumed to
be identical in structure. The cells are realized by longitudinal and transversal
resistances, reactances, or, in general, impedances. Due to their inherent time
and spatial dynamics, they form a particular case of spatially interconnected
systems, see, e.g., [1].

Ladder circuits have many possible applications, such as filter analysis and
design, modeling delay lines and equivalent circuits for transmission lines, chains
of transmission gates or long wire interconnections, e.g. [2], in the approxima-
tion of distributed parameter systems, e.g. [3] and in the simulation of physical
systems. In this paper, the emphasis is on developing underlying systems theory.

Two-dimensional, or 2D systems, propagate information in two independent
directions, where the indeterminates can both be discrete, both continuous or
one continuous and one discrete. Ladder circuits can be modeled as 2D systems
where the continuous or discrete time variable and the node number, a discrete
variable, are the indeterminates. However, due to the left–right and right–left
dependence between neighboring cells models ladder circuits have dynamics that
cannot be represented by the commonly used 2D Roesser [4] and the Fornasini
Marchesini [5] state-space models. In particular, 2D causality, which is defined
over the right upper quadrant of the 2D plane, does not apply in this case since
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if this property was present, then any ladder circuit cell could only influence
its right-hand side neighbor cell. Moreover, the stability analysis for these 2D
systems cannot be used.

One setting for the analysis and design control schemes of ladder circuits with
a finite number of circuit nodes is to use a form of lifting based on the discrete
spatial variable, i.e., the node number. In this approach the state vectors of the
cells are assembled into a single vector, starting with the first cell and continuing
to the last and likewise for the input and output vectors. The result is a standard,
also termed 1D in 2D systems analysis, linear systems state-space model, see [6]
for a detailed treatment. Hence standard linear systems theory can be used.

The construction of discrete models of the dynamics of these systems en-
counters problems similar to those for systems described by partial differential
equations (PDE) and is a nontrivial task. This paper avoids such difficulties by
constructing the discrete representation of the dynamics from the 1D equivalent
model, see [7] for further discussion. Having constructed the discrete model, this
paper then develops an ILC design for the ladder networks considered.

Throughout this paper M � 0 (respectively ≺ 0) denotes a real symmetric
positive (respectively negative) definite matrix. The null and identity matrices
with the required dimensions are denoted by 0 and I, respectively, the sym-
bol diag{W1,W2,· · ·,WM} denotes a block diagonal matrix with diagonal blocks
W1, W2, · · · ,WM , and also

tri{β, γ, η}=̂

⎡
⎢⎢⎢⎢⎢⎣

γ β 0
η γ β

. . .
. . .

. . .

η γ β
0 η γ

⎤
⎥⎥⎥⎥⎥⎦
.

2 Background

Previous work, (e.g., [6] and references therein) has established that ladder cir-
cuits can be described by a 2D differential-discrete state-space model of the
following form over p = 0, 1, . . . , α− 1,

d

dt
x(p, t) = A1x(p− 1, t) +A2x(p, t) +A3x(p+ 1, t) + Bu(p, t), (1)

where p and t denote the node number and time, respectively. Also, x(p, t) and
u(p, t), respectively, denote the state and input vectors.

Consider a particular case of the active ladder circuit of the form shown in
Figure 1, where i(p, t) = γUc(p−1, t) and the controlled sources E(p, t) = u(p, t)
added to the nodes represent possible control input variables.

Let

x(p, t) =

[
UC(p, t)
iL(p, t)

]
. (2)
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Fig. 1. A ladder chain.

denote the state vector of the p-th ladder cell. Then, the matrices in the model
(1) are

A1 =

[
γ
C 0
1
L 0

]
,A2 =

[− 1
R2C

1
C

− 1
L −R1

L

]
,A3 =

[
0 − 1

C
0 0

]
,B =

[
0

− 1
L

]
. (3)

and the output equation is

y(p, t) = Cx(p, t), (4)

where the matrix C is to be specified depending on the particular circuit consid-
ered.

To complete the description, the following boundary conditions are assumed

x(−1, t) =

[
U(t)
0

]
, x(α, t) =

[
0
i(t)

]
,

x(p, 0) = 0, 0 ≤ p ≤ α− 1.

(5)

3 1D equivalent model and its discretization

As discussed previously, the ladder circuit systems considered in this paper can
be represented by a 2D continuous-discrete state-space model, which is not upper
right quadrant casual and hence the systems theory for Roesser [4] or Fornasini
Marchesini [5] state-space models, see, e.g., [8] is not applicable. To provide

equivalent form using the state, input and output super-vectors x(t), u(t) and
y(t), where

x(t) =
[
x(0, t)T , x(1, t)T , . . . x(α− 1, t)T

]T
, (6)

u(t) =
[
u(0, t)T , u(1, t)T , . . . u(α− 1, t)T

]T
. (7)

and

y(t) =
[
y(0, t)T , y(1, t)T , . . . y(α− 1, t)T

]T
.

This leads to the augmented state-space model description of the dynamics

d

dt
x(t) = Φx(t) + Ψu(t),

y(t) = Γx(t),
(8)
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where

Φ = tri{A3,A2,A1}, Ψ = diag{B,B, · · · ,B}, Γ = diag{C, C, · · · , C}, (9)

and Φ is a block tridiagonal Toeplitz matrix. In this representation the dynamics
in p

As discussed previously in this paper, direct discretization of the dynamics
of a ladder circuit encounters difficulties that are not present for discretization
of the equivalent 1D model. In this paper, a commonly used invariant impulse
response formula is applied to obtain a discrete approximation of (8) in the form

x(l + 1) = Ax(l) +Bu(l),

y(l) = Cx(l), (10)

where l denotes the sampling instances.

4 Iterative Learning Control of the discretized model

Many physical systems are required to repeat the same finite duration operation
over and over again. The sequence is that the system completes an execution
and then resets to the starting location and the next execution can begin, either
immediately or after a further period of time has elapsed. Each execution is
known as a trial, or pass, and the finite duration of operation the trial (or pass)
length. Given a reference trajectory the error on each trial can be constructed
and hence the sequence where each member is the error along a trial. The ILC
design problem is to force this error sequence to converge using a control input
on the current trial that includes a contribution from the error on the previous
trial or a finite number of thereof.

Since the first work, widely credited to [9], ILC has been a continually ex-
panding area of research. More recent applications with experimental support
include [10–12]. In ILC information propagates in two independent directions,
i.e., along the trials and from trial-to-trial. Hence it is a 2D system and therefore
the systems theory for this general area is available for use in design.

To formulate the ILC design problem for the systems considered in this paper
let the nonnegative integer k denote the trial number and rewrite (10) as

xk(l + 1) = Axk(l) +Buk(l)

yk(l) = Cxk(l) (11)

where on trial k uk(l) ∈ Rrα is the input supervector, yk(l) ∈ Rmα is the output
supervector and xk(l) ∈ Rnα is the state supervector. Also let yref (k) denote
the reference vector, consisting of the values to be attained along the ladder
and suppose that the duration of each trial is β, i.e., l ∈ [0, β]. The boundary
conditions are

xk(0) = x0, k = 0, 1, . . . ,

u0(l) = 0, l = 0, 1, . . . , β.
(12)
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In application, ILC is designed to ensure that the error sequence converges
from trial-to-trial and also regulate the dynamics along the trials, where

ek(l) = yref (l)− yk(l). (13)

Most often an ILC law constructs the current trial input as the sum of previous
trial input plus a correction term computed using previous trial data, i.e.,

uk+1(l) = uk(l) +Δuk+1(l), (14)

where Δuk (l) denotes the correction term.
Introduce, for analysis purposes only,

ηk+1(l) = xk+1(l−1)− xk(l−1).

Then combining (11), (13) and (14) gives

ek+1(l)− ek(l) = −CAηk+1(l)−CBΔuk(l−1)

and using (11) and (14),

ηk(l+1) = Aηk(l) +BΔuk(l−1).

Also, the ILC law correction term can be written as

Δuk+1(l) = K1ηk+1(l+1) +K2ek(l+1), (15)

and hence the controlled ILC dynamics can be written as[
ηk+1(l+1)
ek+1(l)

]
=

[
A+BK1 BK2

−CA−CBK1 I −CBK2

] [
ηk+1(l)
ek(l)

]
. (16)

which is in the form of a discrete linear repetitive process [13].
Repetitive processes are a distinct class of 2D systems characterized by

a number of sweeps, or passes, through a set of dynamics. On each pass the
output is termed the pass profile and the 2D structure arises from the previous
pass profile acting as a forcing function on, and hence contributing to, the dy-
namics of the next pass profile. The result can be the presence of oscillations
that increase in amplitude from pass-to-pass that cannot be removed by stan-
dard control action. The finite pass, or trial, length makes repetitive processes

on ILC designs in this setting, see, e.g., [10, 11], with experimental verification.
To complete the description, the boundary conditions are taken as

ηk(0) =xk+1(0)− xk(0) = x0 − x0 = 0, k = 0, 1, . . . ,

e0(l) =yref (l)− y0(l) = yref (l)−CAlx0, l = 0, 1, . . . , β.
(17)

To conform with the ILC literature pass is replaced by trial in the remainder of
this paper.
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The stability theory [13] for linear repetitive process is of the bounded input
bounded output form where a bounded initial trial profile is required to produce

in terms of the norm on the underlying function space. Two forms of stability
are possible, where the first of these, known as asymptotic stability, requires
the boundedness property over the finite and fixed trial length whereas stability
along the trial is stronger, since it requires this property uniformly, i.e., for all
possible trial lengths. Design for stability along the trial is a one step procedure
that produces a control law that enforces trial-to-trial error convergence and
regulates the dynamics along the trials.

Applied to ILC, asymptotic stability is sufficient to ensure trial-to-trial error
convergence but, as the trial length is finite, this property holds even if the
state matrix is unstable, i.e., not all of its eigenvalues lie in the open unit circle
in the complex plane. The along the trial dynamics of such a design are not
acceptable and hence stability along the trial is used. In the current application,
the structure of (16) suggests the following form for the control law matrices K1

and K2

K1 = tri(K1
1 ,K

2
1 ,K

3
1 ), K2 = diag(K2,K2, . . . ,K2), (18)

which leads to the following result.

Theorem 1. The discrete linear repetitive process (16) with boundary condi-
tions (17) is stable along the trial if there exist compatibly dimensioned matrices
P = diag(P1, P2) � 0 and N1, N2 such that the following LMI is feasible[ −P PΥT +NTΩT

PΥ +ΩN −P

]
≺ 0, (19)

where

Υ =

[
A 0

−CA I

]
, Ω =

[
B 0
0 −CB

]
, N =

[
N1 N2

N1 N2

]
,

P1 = diag(P 1, P 1, . . . , P 1), P2 = diag(P 2, P 2, . . . , P 2),

N1 = tri(N1
1 , N

2
1 , N

3
1 ), N2 = diag(N2, N2, . . . , N2).

If this LMI is feasible, the control law matrices are given by

K1 = N1P
−1
1 , K2 = N2P

−1
2 .

This design applies the same control action at each node. A generalization to
apply different control action at each node is possible. This would increase the
number of decision variables over which the LMI has to be solved but would also
lead to a reduction in the LMI conservativeness.

5 Numerical example

Consider the active circuit of the form of Figure 1 described by (1) where each cell
is constructed from elements with the following values: C = 3 × 10−4 [F ], L =
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4 × 10−3 [H], R1 = 20 [Ω], R2 = 200 [Ω] and γ = 0.006. The length of ladder
is set to α = 20, the sampling period has been chosen as T = 0.01 [s] and

x(−1, t) =

[
1
0

]
, x(α, t) =

[
0
0

]
, x(p, 0) = 0, 0 ≤ p ≤ α− 1.

As a distributed output, the voltage R1 along the ladder, i.e. y(p, t) = UR1
(p, t)

has been chosen and hence C = [0 R1].
The discrete state-space model for design has been obtained by application

of the well known invariant impulse response method. This results in very large
dimensioned model matricesA andB that are not given due to space limitations,
but the banded structure of their differential counterparts is retained.

Application of Theorem 1 gives the following control law matrices

K1
1 =

[
1.0106 −0.9698

]
, K2

1 =
[
0.5111 1.1530

]
,

K3
1 =

[−1.2694 −1.1469
]
, K2 = 0.8375.

To evaluate this design, simulations have been run for the reference signal shown
in Figure 2.
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Fig. 2. The reference signal for the ladder circuit example.

The results of the simulation are shown in Figure 3. To assess the convergence
of the ILC law the root mean square error along the trials is used√√√√ 1

β

β∑
l=0

eTk (l)ek(l) (20)

and given in Figure 4. The control signal applied at node 15 is shown in Figure 5.
These results demonstrate that highly acceptable performance is possible from
the ILC design developed in this paper.
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the length of the trial has been set to complete the model, the boundaryγ = 001
conditions are chosen as



0
200

150

5

100

U
R

1 in
 n

od
e 

no
. 1

5

80

trial [k] 

100 60

10

discrete time 

4050 200 0

Fig. 3. The voltage across R1 in node 15.
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Fig. 4. Tracking error of the voltage across R1 along the ladder over the trials.

6 Conclusions and Future Work

This paper has developed a new ILC design using repetitive process stability
theory for a class of spatially interconnected dynamic systems. As a particular
case, long, finite ladder circuits are considered. The resulting design has been
illustrated in a simulation study, which has confirmed that high performance is
possible. Possible future research include robustness analysis, improvement of the
trial-to-trial error convergence speed and consideration of the more complicated
structures.
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University of Zielona Góra, ul. Szafrana 2, 65-516 Zielona Góra, Poland.
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Abstract. This paper addresses the design of learning filters for a class
of iterative learning control (ILC) schemes. In particular, the paper de-
velops a method for the design of finite impulse response (FIR) filters to
approximate the inverse of the dynamics resulting from the feedback
controller design. The filter design is linear matrix inequality (LMI)
based and guarantees convergence of the ILC scheme. Also application
of the generalized Kalman-Yakubovich-Popov (KYP) lemma allows the
inclusion of finite frequency range performance specifications. Finally, a
simulation study illustrate the effectiveness of the new design procedure.

Keywords: Iterative learning control, linear matrix inequalities, finite
impulse response, learning filter.

1 Introduction

Iterative learning control (ILC) is a feedforward control scheme for improving
tracking response of systems that repeat a given task or operation defined over
a finite duration. Each repetition is known as a trial, or pass, and when a trial
is complete, the system resets to the same initial conditions and the next trial
can begin, either immediately or after a further period of time has elapsed. The
advantage of this control structure is the use information from the previous trial
to update the control input applied on the next trial and thereby improve perfor-
mance from trial-to-trial. This feature has meant that ILC has had a significant
influence on high precision control systems where already reported applications
include robotic manipulators, batch processes, wafer stage motion systems and
rapid thermal processing, see, e.g., [1, 2] as starting points for the literature.

The objective of ILC is to construct the control input signal such that the
output tracks the reference as accurately as possible. Let yd be the supplied
reference trajectory or vector in the multiple-input multiple output case. Also
discrete-time systems are considered and the notation for ILC variables is of the
form yk(p), 0 ≤ p ≤ N −1 where the integer k ≥ 0 denotes the trial number and
N denotes the number of samples along the trial (N times the sampling period

754© Springer International Publishing AG 2017
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gives the trial length). The error on trial k is ek(p) = yd − yk(p) and let {ek}k
denote the error sequence generated. Then the basic ILC problem is to design
control action to ensure that {ek}k converges in k.

Once a trial is complete in ILC, all information generated is available for use
in design. One ILC law that includes previous trail information is

uk+1(p) = uk(p)+Lek(p),

where uk(t) denotes the input on trial k, L controller acting on the previous error
and in some cases this controller, also termed the learning filter, is augmented
by a current trial feedback controller that stabilizes the system and suppresses
unknown disturbances. The learning controller is designed to guarantee conver-
gence in the trial domain and in many cases its design is based on the inverse
of the dynamics (see the relevant references in [2]) resulting from design and
application of the feedback loop.

In many cases the ideal learning filter L can not be designed since the exact
plant model is not available due to the presence of modelling errors. Moreover, a
fundamental problem arises if the closed loop transfer-function is strictly proper
and hence its exact inverse is improper and cannot be implemented. Even if this
inverse can be constructed, performance could be compromised by the presence of
high frequency noise and/or non-repeating disturbances, see, e.g., [2] for further
discussion and illustrative examples.

Application of the ILC scheme considered in this paper requires an imple-
mentable approximation of the L filter. This paper develops a new design method
for this problem. The design is based on constructing and FIR filter to approx-
imate the inverse of the system over a finite frequency range based on results
reported in the signal processing literature [5]. The limitation on the filter band-
width allows emphasis to be placed on a particular frequency range where L is
a good approximation to the inverse of the transfer-function involved.

The remainder of this paper is organized as follows: the next section de-
fines the design problem considered and considers trial-to-trial error convergence.
Then the main result is developed in the next section and this is followed by a
simulation study to illustrate the possible performance that could be achieved
in application. In the last section the contributions of the paper are summarized
and suggestions for possible future work are given.

The notation adopted in this paper is as follows. The null and identity ma-
trices with compatible dimensions are denoted by 0 and I respectively. The
notation X � Y (respectively X ≺ Y ) means that the symmetric matrix X − Y
is positive definite (respectively negative definite). The symbol (�) denotes block
entries in symmetric matrices and ρ(·) and σ(·) denote the spectral radius and
maximum singular value, respectively, of their matrix arguments.

The following result, known as the generalized KYP lemma, is also used in
this paper.

Lemma 1. [3] For linear discrete time-invariant systems with transfer-function
matrix M(z) and frequency response matrix

M(ejω)=C(ejωI−A)−1B+D,
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the following inequalities are equivalent

(i) [
M(ejω)

I

]T
Π

[
M(ejω)

I

]
≺ 0, ∀ω ∈ Θ,

where Π is a given real symmetric matrix and Θ denotes the following fre-
quency ranges

LF (low freq.) MF (middle freq.) HF (high freq.)

Θ |ω| ≤ �l �1 ≤ ω ≤ �2 |ω| ≥ �h

(ii) [
A B
I 0

]T
Ξ

[
A B
I 0

]
+

[
C D
0 I

]T
Π

[
C D
0 I

]
≺0, (1)

where Q � 0, P is a symmetric matrix and the matrix Ξ is specified as
follows
• for the LF range

Ξ =

[−P Q
Q P−2 cos(�l)Q

]
,

• for the MF range

Ξ =

[ −P ej(�1+�2)/2Q

e−j(�1+�2)/2Q P−(2 cos((�2−�1)/2))Q

]
,

• and for the HF range

Ξ =

[−P −Q
−Q P+2 cos(�h)Q

]
.

2 Problem formulation

This paper considers the case when the plant dynamics to be controlled can be
modeled by the following discrete linear time-invariant state-space model written
in the ILC setting as

xk+1(p+ 1) =Axk+1(p) +Buk+1(p),

yk+1(p) =Cxk+1(p),
(2)

where on trial k, xk(p) ∈ Rn is the state vector, yk(p) ∈ Rm is the output vector
and uk(p) ∈ Rl is the control input vector.

The form of ILC considered in this paper is shown in the block diagram of
Figure 1 and consists of a unity negative feedback control loop with controller C
applied on the current trial k to ensure stability. The memory block in Figure 1
represents the use of previous trial information in the computation of the current
trial control input and yd denotes the supplied reference vector. In the literature
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Fig. 1. ILC block diagram representation.

L is often termed the learning filter and Q the robustness filter. All computations
within the dashed box of Figure 1 are completed in the time elapsed between
the end of one trial and the beginning of the next, i.e., off-line.

In the block diagram of Figure 1 the ILC law is

Fk+1(z) = Q(z) (Fk(z) + L(z)Ek(z))

and hence the previous trial error feedforward contribution (assuming Yd(z) = 0)
to the current trial error is

Ek(z) = − [
(I +G(z)C(z))−1G(z)

]
F (z) = −SP (z)Fk(z),

where SP (z) = (I + G(z)C(z))−1G(z) denotes the sensitivity function and the
propagation of the error from trial-to-trial is given by

Ek+1(z) = Q(z) (I − SP (z)L(z))Ek(z).

Introducing
M(z) = Q(z) (I − SP (z)L(z)) , (3)

it follows that the condition for trial-to-trial error convergence can been formu-
lated in H∞ control terms (see also, e.g., [2]) as

‖M(z)‖∞ � sup
ω∈[−π,π]

σ(M(ejω)) < 1, (4)

and minimizing ‖M(z)‖∞ increases the trial-to-trial convergence speed.
Clearly, based on (3) and (4) we have that fast error convergence will occur

if L ≈ S−1
P for entire frequency range. However, if SP is strictly proper its exact

inverse is improper. Hence, we limit our attention to the frequency range where
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L can be a good approximation to S−1
P . The remaining frequencies should be cut-

off by the Q-filter because the inverse of SP is not sufficiently matched at higher
frequencies.

The next section considers the design of L(z) and Q(z) with a suitable cut-off
frequency.

3 Main result

Suppose that the feedback control system has been designed to give stability
closed-loop and to meet any other prescribed performance requirements for this
loop and hence the sensitivity function SP of (3) has been determined. Consider
also the single-input single-output (SISO) case, for simplicity, with Q = 1. Then
the task now is to design the L-filter, i.e., compute matrices AL, BL, CL and DL

that define its minimal state-space realization. Moreover, the L-filter guarantees
trial-to-trial error convergence if the Nyquist plot generated by M(z) of (3) lies
inside the unit circle in the complex plane. If, however, some part of Nyquist plot
lies outside unit circle in the complex plane then the bandwidth of the Q-filter
has to be selected to cutoff the frequencies for which (4) is not satisfied. Also in
many applications it is more relevant to impose performance specifications over
a finite frequency range, i.e.,ω ∈ [ωl, ωu] with ωl > 0. Then it is routine to show
that (4) limited to such a frequency range is equivalent to[

M(ejω)
1

]T[
I 0
0 −1

][
M(ejω)

1

]
≺ 0, ∀ω ∈ [ωl, ωu], (5)

Also choosing Π = diag{I,−1} and making direct use of Lemma 1 gives that (5)
applied to this case is equivalent to (1) - see [6] for more details on considering
the finite frequency rages for ILC design. The remaining problem is that (1) is
not convex due to the product of the L-filter parameters and the matrices P and
Q.

As one way of obtaining a convex formulation of the problem considered,
assume that L(z) is an n-th order FIR filter given by

L(z) = α0 + α1z
−1 + α2z

−2 + . . .+ αnz
−n, (6)

and the associated minimal state-space realization for L(z) = CL(zI−AL)
−1BL+

DL given by

AL =

[
0 In−1

0 0

]
, BL =

[
0
1

]
, CL =

[
αn αn−1 · · · α2 α1

]
, DL =

[
α0

]
. (7)

In the above form, the filter parameters α0, α1, . . . , αn to be designed are only
present in the matrices CL and DL. This allows products of two matrix variables
in their entries to be avoided and hence the filter parameters can be computed via
a convex optimization procedure with constraints using LMIs. To establish this
fact, let the known matrices Asp, Bsp, Csp and Dsp form a state-space model
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realization of the sensitivity function SP (z). Then a state-space realization of
L(z)SP (z) in (3) is given by the following state-space model (state, input, output
and direct feedthrough respectively) matrices, where the filter parameters appear
in C and D only.

A =

[
Asp 0

BLCsp AL

]
, B =

[
Bsp

BLDsp

]
,

C =
[
DLCsp CL

]
.D = DLDsp,

(8)

Suppose that the matrix Ξ of (1) is compatibly partitioned as

Ξ=

[
Ξ11 Ξ12

ΞT
12 Ξ22

]
, (9)

Then the following result gives an LMI design for the L-filter.

Theorem 2. Consider a given system or plant to which an ILC scheme of the
form shown in Figure 1 is applied. Then a stable n-order filter L of the form (6)
can be designed such that the ILC convergence condition (5) holds for a chosen
finite frequency range Θ of Lemma 1 if there exist matrices P , Q � 0, C, and D
such that the following LMI is feasible⎡
⎣ Υ −ATPB+Ξ11ATQB+ΞT

12QB −CT

−BTPA+Ξ11BTQA+Ξ12BTQ −BTPB+Ξ11BTQB−γ2I 1−DT

−C 1−D −1

⎤
⎦≺0,

(10)
where

Υ = −ATPA+Ξ11ATQA+Ξ12ATQ+ΞT
12QA+P+Ξ22Q.

Moreover, the required Q-filter can be chosen as a low-pass filter with cut-off
frequency equal to the highest frequency for which the above result is valid.

Proof. This is given for the low frequency (LF) range since this choice is often
encountered in physical applications and the others follow by identical steps. For
this range, the matrix Ξ of (1) can be partitioned as (see (9))

Ξ=

[
Ξ11 Ξ12

ΞT
12 Ξ22

]
=

[−P Q
Q P−2 cos(�l)Q

]
and with the notation introduced in (8), the state-space representation of M(z)
in (3) for Q(z) = 1 is [ A B

−C 1−D
]
.

Direct application of Lemma 1 for above state-space model matrices give (10)
and the proof is complete.

Remark 3. The Q-filter can be implemented as a zero-phase filter (e.g., by using
the filtfilt routine in Matlab) since such filtering is performed off-line using
previous trial information and the known reference trajectory.
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Remark 4. To minimize the inaccuracies between the computed L and the known
S−1
P , the term γ in (10) has to be minimized. This can be achieved by using the

linear objective minimization procedure

min
Q�0,μ>0

μ

subject to (10) where μ = γ2.

4 Simulation example

In this section, a simulation example is given to illustrate the validity of the
design developed in the previous section. The example chosen is the model of
laboratory servomechanism system consisting of a DC motor and the inertial
mass which are connected through the rigid shaft - see Figure 2 where a config-
uration scheme is given. The rotational speed of the mass is taken as the output

Fig. 2. Diagram configuration of the servomechanism system.

and the armature voltage as the input. Hence, the following transfer-function
represents model of the controlled plant

G(s) =
Θ̇(s)

V (s)
=

K

(Js+ b)(Ls+R) +K2
, (11)

where K = 0.056 represents both the motor torque constant (Kt) and the back
emf constant (Ke), J = 0.001118 is the total moment of inertia of the rotor and
the mass, b = 3.5077 · 10−6 is the motor viscous friction constant, L = 0.001 is
the electric inductance and R = 2 is the electric resistance. Hence

G(s) =
0.056

1.118 · 10−6s2 + 0.002236s+ 0.003143
. (12)

Suppose also that the simple proportional gain is chosen as the feedback con-
troller

Kp = 0.4

The transfer-function of the controlled system has been discretized with a sam-
pling time of Ts = 0.01 secs to give a minimal discrete linear state-space model
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with

ASp =

[
0.8735 −0.09532
0.0625 0

]
, BSp =

[
0.5
0

]
, CSp =

[−0.4552 −0.3813
]
, DSp = [0].

Executing the design procedure of Theorem 2 gives the following FIR polynomial
coefficients

α0 = 7.7126, α1 =
[
3.9546 −11.1428

]
. (13)

Given (7) and (13) a state-space model of the learning controller is given by the
matrices

AL =

[
0 1
0 0

]
, BL =

[
0
1

]
, CL =

[
3.955 −11.14

]
, DL = 7.713

Figure 3 shows the inverse frequency responses of the learning filter L−1(z)
andSp(z) respectively. These responses are almost identical in the low frequency
range up to 10 Hz. Moreover, the test system has a tendency to amplify high
frequency signals (noise) and hence Q should be chosen as a low-pass filter
with the desired cut-off frequency. In this example a sixth order low-pass digital
Butterworth filter with cut-off frequency of 10[Hz] has been used.

Bode Diagram
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Fig. 3. Magnitude plots of L and S−1
P

With the design completed, the controlled system has been simulated and
after completion of each trial, the root mean square (RMS) value of the tracking
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error e has been calculated with

RMS(e) =

√√√√ 1

N

N∑
p=1

e(p)2,

where N = 1200 is the number of data samples over the trial length. The re-
sulting convergence of the tracking error with k is clear from Figure 4. Figure 5

2 3 4 5 6 7 8

10-1

100

The trial number

R
M

S(
e)

RMS on each trial

Fig. 4. The tracking error convergence.

shows the controlled system response for k = 1 and k = 2 together with the refer-
ence trajectory, which is the solid line. These results exhibit the fast trial-to-trial
error convergence.

5 Conclusions

This paper has developed a systematic procedure for designing the learning fil-
ter in a commonly used ILC scheme. The procedure has been established by use
of signal processing theory in the form of algorithms for designing FIR filters.
A major advantage of the new design is that it enables relatively easy filters
synthesis over a finite frequency range of interest where the computations are
LMI based. Additionally, the bandwidth of the robustness filter Q can be easily
assigned as the highest frequency for which the main result is valid. Finally, the
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theoretical findings have been illustrated by simulation results from a servomech-
anism system model. Future developments will include experimental verification
and multiple input multiple output systems.
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An example of adaptive fuzzy control design
with the use of frequency-domain methods
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Abstract. This paper presents an example of adaptive fuzzy control
design for an unstable plant with a pole changing location in the right
half-plane. The design procedure utilizes the Nyquist and the circle sta-
bility criteria that can be graphically tested using Nyquist plots. It is
assumed that the function of the fuzzy controller is a nonlinearity de-
scribed by a sector condition. An adaptation mechanism ensures that
during adaptation this function stays in a safe sector.

Keywords: adaptive control, fuzzy control, nonlinear control systems,
stability

1 Introduction

The design of adaptive fuzzy control (AFC) is carried out mainly using the
Lyapunov method. From the literature review given in [23] and recent advances
in this area [1, 2, 4–15, 17, 19–21, 24–32] it can be seen that frequency-domain
methods have not been applied in the design of AFC systems. These methods
have only been used for the stability analysis of nonadaptive (time-invariant)
fuzzy controllers.

The frequency methods offer simple graphical interpretation on the Nyquist
plane. They are independent of system order and applicable to plants with ir-
rational transfer functions. Moreover, these methods can be understood and
applied by engineers because they do not require knowledge of advanced math-
ematics.

Therefore, research has been undertaken to propose new solutions using
frequency-domain methods in the area of adaptive fuzzy control [23], [22].

This paper considers the control of linear dynamic systems using an adaptive
fuzzy controller with a single-input and single-output structure. The controller
operates in the direct adaptation mode with the output-feedback and with a
linear or nonlinear reference model, which determines the desired response of the
closed-loop system. It is assumed that the controller function is a time-varying
nonlinearity that belongs to some bounded sector. The adaptation mechanism
guarantees that the controller function remains in a safe sector.
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The proposed method was applied in the paper [23] for an unstable plant
with a pole changing location in the left half-plane. In this paper, we consider a
similar problem but with a pole changing location in the right half-plane.

2 Problem formulation

We consider an adaptive system (see Fig. 1) with the plant, which is the time-
invariant linear dynamic element and the fuzzy controller, which is the time-
varying nonlinear static element. Other elements are the adaptation mechanism,
which modifies the rule base of the controller and the nonlinear reference model,
which characterizes the desired response of the system. In the system we dis-
tinguish: r(t) — reference signal, y(t) — output of the closed-loop system,
e(t) = r(t) − y(t) — control error, u(t) — output of the controller, ym(t) —
output of the reference model and ε(t) = y(t)− ym(t) — adaptation error.

Fig. 1. Block diagram of the direct model reference fuzzy adaptive controller

2.1 Stability criteria

We assume that: 1) the plant is described by the transfer function G(s) =
B(s)
A(s) e

−τs, 2) A(s) may have unstable roots, 3) the unstable system is stabi-

lizable by the linear feedback u(t) = re(t). To assess the stability of the system
we use the Nyquist and the circle theorems that are based on the analysis of
Nyquist plots. These theorems for stable and unstable plants are recalled below.

Theorem 1 ( [3]). The closed-loop system with the proportional controller
u(t) = re(t) and a stable plant is stable if and only if the Nyquist plot G(jω)
does not encircle the point (−1, j0).

If the plant is unstable, the Nyquist criterion requires knowledge of the num-
ber of P poles in the right half-plane.
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Theorem 2 ( [3]). The closed-loop system with the proportional controller
u(t) = re(t) and an unstable plant is stable if and only if the Nyquist plot G(jω)
encircles P times the point (−1, j0) counterclockwise.

The circle criterion applies for systems with a linear dynamic element and
a nonlinear static element whose function u(t) = f(e, t) is a sector-bounded
nonlinearity satisfying the condition 0 ≤ f(e, t)/e ≤ k, f(0, t) = 0. In this case we
also say that the controller function lies in the sector [0, k]. If the nonlinearity lies
in the sector [β, β+k] we use the transformation u1(t) = f1(e, t) = f(e, t)−βe(t)
where the function f1 lies in the sector [0, k]. This transformation can be applied
for unstable systems if such β exists that the transfer function

G1(s) =
G(s)

1 + G(s)
(1)

is stable.

Theorem 3 ( [18]). A nonlinear system with the stable transfer function G(s)
and nonlinearity bounded in the sector [0, k] is absolutely stable if the following
condition is met:

inf
ω

Re [G(jω)] +
1

k
> 0. (2)

If the nonlinearity f(e, t) lies in the sector [β, β + k], then the circle criterion is
used for the transformed transfer function (1).

2.2 Time-varying Takagi-Sugeno fuzzy controller

We consider the Takagi-Sugeno fuzzy controller [16] with the input e(t) and the
output u(t), which is described by the nonlinear time-varying function u(t) =
f [e(t), t]. For the input e, we define r triangular fuzzy sets with the peaks in pi:

Ai(e; pi−1, pi, pi+1) = max

(
0,min

(
e− pi−1

pi − pi−1
,
pi+1 − e

pi+1 − pi

))
(3)

where pi−1, pi, pi+1 are the parameters of the membership function, and pi−1 <
pi < pi+1. It is assumed that the number of sets Ai is odd (r ∈ {3, 5, 7, . . .}) and
the sum of the membership grades for any argument e is equal to unity.

The function of the controller is described by r fuzzy control rules in the
form of

Ri : IF e(t) ∈ Ai,THEN u(t) = ci(t) (4)

where ci(t) ∈ R is the consequent of the rule Ri. The rules (4) are written as the
following table:

e(t) A1 A2 . . . Ai0 . . . Ar−1 Ar

u(t) c1 c2 . . . ci0 . . . cr−1 cr
(5)
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The index i0 = (r + 1)/2 denotes the set for which the controller output takes
the value 0, which means that for Ai0 we have pi0 = 0 and ci0 = 0. This results
from the sector condition where f(0, t) = 0.

The output of the controller is determined by

u(t) =
r∑

i=1

ξi(e(t))ci(t) (6)

where

ξi(e(t)) =
Ai(e(t))∑r
i=1 Ai(e(t))

(7)

is the fuzzy basis function.
In the paper [23] it was proven that for

c1, . . . , ci0−1 ≤ 0, ci0 = 0, ci0+1, . . . , cr ≥ 0, (8)

the controller function lies in the sector [β, β + k] where

β = min
i=1,...,r
i�=i0

(ci/pi), β + k = max
i=1,...,r
i�=i0

(ci/pi) (9)

Using this property, the adaptation mechanism was proposed, in which the con-
sequents ci are adapted using the formula ci(t + 1) = ci(t) − γεξi, where γ
is the adaptation gain. The adaptation is carried out in such a way that the
consequents lie in the safe sector [β, β + k] determined by the circle criterion.

3 Example: Unstable plant with a pole changing location
in the right half-plane

We consider an unstable third order plant described by the transfer function

G(s, a) =
s+ 1

s(s− a)(0.2s+ 1)
e−0.1s (10)

where a > 0. The transfer function (10) has one stable pole p1 = −5, two
unstable poles p2 = 0, p3 = a and zero z = −1. The goal is to construct a
sector bounded adaptive fuzzy controller which will be stable for a ∈ [0.4, 0.6].
We assume that an = 0.6 is the nominal value of a.

Step 1. Determining the common Hurwitz sector

The Hurwitz sector (HS) is a set of gains of the linear controller determined
for a certain value of a for which the closed-loop system is stable. The com-
mon Hurtwiz sector (CHS) is the intersection of sectors HS determined for
a ∈ [0.4, 0.6].

The Nyquist plots G(jω, a) for ω ∈ [0.8, 60] rad/s are presented in Fig. 2.
Because the plant has one pole in the right half-plane, the system is stable if
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Fig. 2. Nyquist plots G(jω, a) of the plant (10) for a = 0.4, 0.5, 0.6

the Nyquist plot encircles one time the point (−1, j0) counter-clockwise (see
Theorem 2). In order to determine the Hurwitz sector we have to calculate two
critical gains rc1 and rc2 for the sector (rc1 , rc2) (see Fig. 3).

For example, for a = 0.5 the linear system is stable in the sector HS =
(0.76, 6.80). It can be seen in Fig. 3 that for a changing in the interval [0.4, 0.6]
the linear system is stable in the sector

CHS = (0.94, 6.50). (11)

Step 2. Determining the common circle sector

The circle sector (CS) is the sector determined by the circle criterion for a certain
value of a and the common circle sector (CCS) is the intersection of sectors CS
determined for a ∈ [0.4, 0.6].

Taking into account the result from the previous step we select β ∈ CHS =
(0.94, 6.50). For example, for β = 2.2 we obtain the transfer function (1) of the
form

G1(s, a) =
G(s, a)

1 + βG(s, a)
=

(s+ 1)e−0.1s

s(s− a)(0.2s+ 1) + 2.2(s+ 1)e−0.1s
. (12)

The Nyquist plots G1(jω, a) for a = 0.4, 0.5, 0.6 and ω ∈ [0.2, 20] rad/s are
presented in Fig. 4. Using Theorem 3 we obtain the sectors CS presented in
Fig. 3. For example, for a = 0.5 the nonlinear system is stable in the sector
CS = [2.2, 3.78]. For a ∈ [0.4, 0.6] and β = 2.2 the adaptive system is stable in
the sector

CCS = [2.2, 3.55]. (13)

Selecting another value of β we can obtain other sectors CS and CCS.

Krzysztof Wiktorowicz768



a 0.4 0.5 0.6

rc1 0.60 0.76 0.94
rc2 7.08 6.80 6.50
β 2.2 2.2 2.2
k 1.80 1.58 1.35

β + k 4.00 3.78 3.55
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Fig. 3. Plots of the Hurwitz sector (rc1 , rc2) and the circle sector [β, β+k] as a function
of the parameter a with β = 2.2 for the transfer function (10); common sectors are:
CHS = (0.94, 6.50), CCS = [2.2, 3.55]
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Fig. 4. Nyquist plots G1(jω, a) of the transformed transfer function (12) for β = 2.
and a = 0. , 0. , 0.
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Step 3. Choosing the reference model

In the example presented in [23] a nonlinear reference model was used. It was
designed by taking into account the settling time. In this example, we use a
linear reference model in which um(t) = rmem(t) and

Gm(s) = G(s, an) =
s+ 1

s(s− 0.6)(0.2s+ 1)
e−0.1s (14)

As a quality criterion we apply the integral of squared error ISE =
∫∞
0

em(t) dt.
Based on numerical experiments, the value rm = 3.4 was chosen, for which the
ISE criterion has the smallest value equal to ISE(rm) = 1.18. Because rm ∈ CHS,
then the linear reference model is stable.

Step 4. Setting the parameters of the controller

In the considered example we define five triangular fuzzy sets with the peaks in
pi = −1.2,−0.6, 0, 0.6, 1.2. The consequents ci of the fuzzy controller rules are
set initially to random values in the CCS sector.

Step 5. Simulations of the system

In Fig. 5 and Fig. 6, the simulation results for a = 0.45 and the reference signal
r(t) = 20 sin(0.04t) are shown. The adaptation gain was equal to γ = 0.8 and the
dead zone δ = 0.002 was used for the adaptation error. The adaptation mecha-
nism was activated at time t = 200 s. It can be seen that the relation f(e, t)/e
from the sector condition does not exceed the safe sector CCS = [2.2, 3.55], and
thus the adaptive fuzzy system is stable. As a result of the adaptation, the fuzzy
control rules were obtained in the form of

e A1 A2 A3 A4 A5

u −3.56 −1.53 0 1.55 2.72
(15)

Using (9) it can be checked that the obtained controller function lies in the sector
[2.27, 2.97] ⊂ CCS.

4 Conclusions

This paper presented an example of adaptive fuzzy controller design with the
use of frequency-domain methods. In the example, an unstable plant with a pole
changing location in the right half-plane was considered. The design method is
based on the Nyquist and the circle theorems that are graphically tested using
Nyquist plots. In this method, it is assumed that the fuzzy controller function
is a sector-bounded nonlinearity. The consequents of the fuzzy rules are checked
during adaptation so this function stays in a safe sector.
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Abstract. The task for detection of atypical elements is one of the fundamental tasks 
of contemporary data analysis, finding applications in numerous problems in 
practically all areas of sciences and engineering. As an example, in the classic 
approach of automatic control, e.g. fault detection problems, the appearance of an 
unusual value of a vector describing a system's technical state may testify to the 
occurrence of a malfunction. This paper presents a procedure for the detection of 
atypical elements, understood in the sense that they happen rarely. Particularly, in the 
case of multimodal distributions with more distant factors, such an approach allows 
atypical elements to be located not only in peripheral regions, but also potentially 
inside, between modes. The outcome indicating whether an examined observation 
should be classed as atypical is defined here in fuzzy and intuitionistic fuzzy forms.  

Keywords: rare element, atypical element, outlier, fuzzy evaluation, intuitionistic 

1. Introduction  

Imagine a single number, or vector of quantities characterizing the technical state of a 
system. Assume we have a representative sample of its values. If the subsequent 
tested element seems to be atypical, it most often proves the appearance of some 
anomaly. Depending on the type of problem, it can be for example a malfunction 
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(fault) of a supervised device or an error in information processing. In medical tasks a 
similar situation may point to a condition of illness or pathology, in marketing that an 
examined object is uncommon and so should be treated differently, in banking it can 
signal a fraud attempt, while in sociology it indicates the arrival of a new, unusual 
trend.  

There is no one universal definition of atypical elements [Aggarwal, 2013; 
Barnett and Lewis, 1994]. In the most popular, distance-based approach it is 
considered that they are "outliers" – elements lying far from the others. This paper 
will apply the frequency approach, whereby atypical elements are rare, i.e. the 
probability of their appearance is faint. Thus, we can discover atypical observations 
not only on the peripheries of a data set, but in the case of multimodal distributions 
with wide-spreading segments, also those lying in between these segments, even if 
close to the center of the population. An evaluation of whether the tested element 
should be termed atypical will be given in the fuzzy [Kacprzyk, 1986; Klir and Yuan, 
1995] and intuitionistic fuzzy [Atanassov, 1999; Szmidt, 2014] forms. The investigated 
procedure is designed on the basis of the nonparametric kernel estimators method 
[Kulczycki, 2005; Wand and Jones, 1995], which frees it from a distribution 
characterizing the data set under consideration. Its broader description can be found in 
the paper [Kulczycki, Kruszewski; 2017], currently in press. Here can be found a 
comprehensive set of formulas for direct application, without laborious research or 
literary study.  

The structure of this paper is as follows. Section 2 presents the statistical 
kernel estimators methodology. Then, the basic formula of the procedure for detection 
of atypical elements is described in Section 3. The quality of this procedure is 
considerably improved in Section 4 by significantly increasing the set of 
representative elements. Next, Section 5 provides formulas for fuzzy and intuitionistic 

2. Nonparametric Kernel Estimators  

In the presented method, the characteristics of a data set will be defined using the 
methodology of kernel estimators (also called Parzen or Rosenblatt estimators). It is 
distribution-free, i.e. the preliminary assumptions concerning the types of appearing 
distributions are not required. A broad description can be found in the monographs 
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[Kulczycki, 2005; Wand and Jones, 1994]. Exemplary applications for data analysis 
tasks are described in the publications [Kulczycki and Charytanowicz, 2010, 2013; 
Kulczycki and Daniel, 2009; Kulczycki and Kowalski, 2016; Kulczycki and 
Waglowski, 2005]; see also [Kulczycki and Lukasik, 2014; Kulczycki et al, 2017].  

Let the n-dimensional continuous random variable X  be given, with a 
distribution characterized by the density f . Its kernel estimator ),0[:ˆ ∞→nf R , 
calculated using the experimentally  obtained 

mi  , ... ,2 ,1= , in its basic form is defined as  
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−
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i
n h

xx
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xf
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1)(ˆ   , (1) 

where }0{\N∈m , the coefficient 0>h  is called a smoothing parameter, while 
the measurable function ),0[: ∞→nK R  of unit integral 1d)(

 
=n xxK

R
, 

symmetrical with respect to zero and having a weak global maximum in this place, 
takes the name of a kernel. The choice of form of the kernel K  and the calculation 
of the smoothing parameter h  value is made most often with the criterion of the 
mean integrated square error.  

Thus, the choice of the kernel form has – from a statistical point of view – no 
practical meaning and thanks to this, it becomes possible to take into account 
primarily properties of the estimator obtained or computational aspects, advantageous 
from the point of view of the applicational problem under investigation; for broader 
discussion see the books [Kulczycki, 2005 – Section 3.1.3; Wand and Jones, 1994 – 
Sections 2.7 and 4.5]. In the one-dimensional case (i.e. when 1=n ) the normal 
(Gauss) kernel  

−=
2

exp
2
1)(

2xxK j π  
(2) 

and the uniform kernel  
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will be used in the following. In th
kernel will be applied hereinafter. The main idea here is the division of particular 
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m-element random sample ix  for 

e multidimensional case, a so-called product 



variables with the multidimensional kernel then becoming a product of n  one-
dimensional kernels for particular coordinates. Thus kernel estimator (2) is then given 
as  
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where jK  ( nj  , ... ,2 ,1= ) denote one-dimensional kernels, e.g. (2) or (3), jh
 ( nj 1, 2, ... , = ) are smoothing parameters individualized for particular coordinates, 

while assigning to coordinates  
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3. Basic Version of Procedure  

The basic idea of the presented procedure for detection of atypical elements stems 
from the significance test proposed in the work [Kulczycki and Prochot, 2002]. Let 
the set be given, with elements representative for the population  

mxxx  , ... , , 21   .  (6) 

Treat these elements as realizations of the n -dimensional continuous random
variable X  with distribution having density f  and calculate – in accordance with 
Section 2 (using a normal kernel) – the kernel estimator f̂ . Next consider the set of 
its value for elements of set (6), so  

)(ˆ , ... ),(ˆ ),(ˆ
21 mxfxfxf   . (7) 

Particular values )(ˆ
ixf  characterize the probability of occurrence of the element 

ix , therefore the lower the value )(ˆ
ixf , the more the element ix  can be 

interpreted as "less typical", or rather happening more rarely.  

Define now the number  

)1,0(∈r  (8) 
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establishing sensitivity of the procedure for atypical elements detection. This 
number will determine the assumed proportion of atypical elements in relation to the 
total population, and therefore the ratio of the number of atypical to the sum of 
atypical and typical elements. In practice  

1.0 ,05.0 ,01.0=r  (9) 

is the most often used, with particular attention paid to the second option.  
Let us treat set (7) as realizations of a real (one-dimensional) random variable 

and calculate the estimator for the quantile of the order r . The positional estimator of 
the second order [Parrish, 1990; Kulczycki, 1998] will be applied in the following, 
given by the formula  

−≥
−<<+−+−+

≤
= +

5.0for       
5050for       )5.0()5.0

5.0for       
(ˆ 1

mmrz
.mmr.zmrizmri

mrz
q

m

ii

i

r
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where ]5.0[ += mri , while ][d  denotes an integral part of the number R∈d , 

and iz  is the i -th value in size of set (7) after its sorting, thus  

)}(ˆ),...,(ˆ),(ˆ{},...,,{ 2121 mm xfxfxfzzz =  (11) 

with mzzz ≤≤≤ ...21 .  

Finally, if for a given tested element nx R∈~ , the condition rqxf ˆ)~(ˆ ≤  is 
fulfilled, then this element should be considered atypical; for the opposite 

rqxf ˆ)~(ˆ >  it is typical.  

The above procedure for atypical elements detection, combined with the 
properties of kernel estimators, allows in the multidimensional case for inferences 
based not only on values for specific coordinates of a tested element, but above all on 
the relations between them.  

4. Extended Pattern  

Although, from a theoretical point of view, the procedure presented in the previous 
section seems complete, when the values r  are applied in practice – see condition 
(9) – and the size m  is not big, the estimator of the quantile rq̂  is encumbered with 
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a large error, due to the low number of elements iz  smaller than the estimated value. 
To counteract this, a data set will be extended by generating additional elements with 
distribution identical to that characterizing the subject population, based on set (6).  

The methodology for enlarging a set representative for the investigated 
population is suggested using von Neumann's elimination concept [Gentle, 2003]. 
This allows the generation of a sequence of random numbers of distribution with 
support bounded to the interval ],[ ba , while ba < , characterized by the density f  

of values limited by the positive number c , i.e.  

cxf ≤)(      for every  ],[ bax ∈   . (12) 

In the multidimensional case, the interval ],[ ba  generalizes to the n-dimensional 
cuboid ],[...],[],[ 2211 nn bababa ××× , while jj ba <  for nj  , ... ,2 ,1= .  

First the one-dimensional case is considered. Let us generate two 
pseudorandom numbers u  and v  of distribution uniform to the intervals ],[ ba  
and ],0[ c , respectively. Next one should check that  

)(ufv ≤   . (13) 

If the above condition is fulfilled, then the value u  ought to be assumed as the 
desired realization of a random variable with distribution characterized by the density 
f , that is  

ux =   . (14) 

In the opposite case the numbers u  and v  need to be removed and steps (13)-
(14) repeated, until the desired number of pseudorandom numbers x  with density
f  is obtained.  

In the presented procedure the density f  is established by the kernel 
estimators methodology, described in Section 2. Denote its estimator as f̂ . The 

uniform kernel will be employed, allowing easy calculation of the support boundaries 
a  and b , as well as the parameter c  appearing in condition (12). Namely:  
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The last formula results from the fact that the maximum for a kernel estimator with 
the uniform kernel must occur on the edge of one of the kernels.  

In the multidimensional case, von Neumann's elimination algorithm is similar 
to the previously discussed one-dimensional version. The edges of the n -dimensional 
cuboid ],[...],[],[ 2211 nn bababa ×××  are calculated from formulas comparable 
to (15)-(17) separately for particular coordinates. The kernel estimator maximum is 
thus located in one of the corners of one of the kernels; therefore  
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,...,2,1
ˆmax      following all combinations of ±   .(18) 

The number of these combinations is finite and equal to n2 . Using the formula 
presented, n  particular coordinates of pseudorandom vector u  and the subsequent 
number v  are generated, after which condition (14) is checked.  

5. Fuzzy  and  Intuitionistic Fuzzy  Evaluations  

Let us consider set (6) introduced in Section 3, consisting of elements representative 
for an investigated population, and extended as described in accordance with Section 
4. In taking its subset comprising these observations ix  for which ri qxf ˆ)(ˆ ≤ , one 
can treat it as a pattern of atypical elements. Denote it thus:  

at
m

atat
at

xxx  , ... , , 21   . (19) 

Similarly, the set of observations for which ri qxf ˆ)(ˆ >  may be considered as a 

pattern of typical elements:  
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Take the mean values of the kernel estimator f̂  on atypical elements (19):  
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as well as on typical (20):  
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Let us define so-called reference values for sets of atypical atw  as well as typical 

tw  elements  

0=atw  (25) 
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Let for any nx R∈ , the functions ),0[: ∞→n
atd R  and ) be[0,: ∞→n
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informally (they do not fulfil the conditions of a metric or even semi-metric) 
illustratively interpretable as "distances" from reference values (25)-(26), 
standardized by variances (23)-(24), in sets of atypical and typical elements. With the 
above notations, the membership function for the set of atypical elements 

]1,0[→n
at:Rμ  is defined by the formula  
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where the parameter 0>fc  makes for the degree of fuzziness (standard assumed 

1=fc ). Concerning correct interpretation it is worth modifying in formulas (27)-

Similarly, consider mean squares of deviations for both patterns representing 
atypical and typical elements respectively  
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(28) the parameters atv  and tv  inversely proportional, i.e. atv  is replaced by 

atav  and tv  by avt , while 0>a . Initially it is assumed that 1=a , after which 

its value respectively increases or decreases to get 5.0)( ≅yatμ , where y  is such 

element that rqyf ˆ)(ˆ ≅ .  

The above procedure can be supplemented to generate intuitionistic fuzzy
(25)-(28) the "distance" from the quantile estimator 
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hm yd R  transposed through the reference point 0>hmw  can be 

introduced, given by  
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Particular functions defining an intuitionistic fuzzy set are described by the

– the function ]1,0[→n
at:Rμ  of membership to the set of atypical elements  
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– the function ]1,0[→n
at :Rν  of non-membership to the set of atypical 

elements (membership to the set of typical elements)  
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– the function ]1,0[→n
at:Rπ  hesitation margin  

)()(1)( xxx atatat νμπ −−=   , (33) 

Piotr Kulczycki and Damian Kruszewski782

evalution. Similar to formulas 

following formulas:  



where 0>fc  is a parameter indicating the degree of fuzziness (standard 1).=fc

The parameters atv  and tv  are modified inversely proportional, i.e. atv  is 

replaced in formulas (27)-(28) and (30) with atav , and tv  with avt , while 

0>a . Initially it is assumed that 1=a , after which its value respectively increases 

or decreases, to get )()( yy atat νμ ≅ , where y  is such an element that rqyf ˆ)(ˆ ≅

. The value of the parameter hmw  should be established on the basis of individual 

conditions for the task under investigation. Initially one can assume 001.0=hmw , 

and then increase depending on the desired level of )( yatπ , where y  as previously 

is such an element that rqyf ≅)(ˆ ; for instance 5.0)( =yatπ .  

6. Verification Results  

This section presents the results of illustrative numerical verification, which positively 
confirmed the correct functioning of the procedure for detection of atypical elements. 
Consider therefore the one-dimensional case, where the distribution characterizing the 
data in set (6) is bimodal with the following normal (Gauss) components and shares  

)1,3(−N      40%   ,          )1,3(N      60%  . (34) 

Figure 1 displays the fuzzy evaluation. The membership functions to the sets of 
atypical and typical elements were shown there. The results are in line with intuition. 
It is worth noting that part of the membership function for the set of atypical elements 
in the region of the component )1,3(−N  assumes slightly lower values than in the 

region of the component )1,3(N  with a greater and therefore more distinct share. 

Similar conclusions concern the intuitionistic fuzzy evaluation shown in Fig. 2. 
Additionally, the hesitation margin function in the area of less distinct component 

)1,3(−N  is bigger than in that of the clearer component )1,3(N . Local maximums for 

the hesitation margin function are located on the assumed level 0.5.  
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to the size *m , as does the entire procedure, whose particular algorithms are linear or 
quadratic. However, after defining the model's parameters, the actual application of 
the procedure with respect to a single tested element is of linear complexity. It is, 
therefore, worth stressing the possibility of the problem decomposition, and for 
practical uses it is to be recommended that the time-consuming computation of the 
model parameters values be carried out earlier, leaving only rapid testing to be done 
on-line.  

A broader description of the concept presented here, in particular proofs 
of correctness of definitions introduced by formulas (21)-(33), and detailed 
results of verification research, also based on experimental data from medical 
tasks, can be found in the paper [Kulczycki, Kruszewski; 2017]. 
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Abstract. The paper presents a novel, transistor level, implementation
of selected fuzzy set operators suitable for fuzzy control systems realized
in low-power hardware. We propose a fully digital, asynchronous real-
ization of basic fuzzy logic (FL) functions, such as the bounded sum,
bounded difference, bounded product, bounded complement, fuzzy logic
union (MAX) and fuzzy logic intersection (MIN). All of the proposed op-
erators has been implemented in the CMOS TSMC 180nm Technology
and verified by means of transistor level simulations in Hspice environ-
ment. The proposed structures of the FL functions can easily be scaled
to any signal resolutions.

Keywords: fuzzy systems, fuzzy operators, CMOS implementation

1 Introduction

A large interest in the fuzzy systems (FSs) and their possibilities are mainly due
to the fact that the surrounding world is inherently fuzzy. Using only bivalent
logic we are unable to properly describe many real world problems. The bivalent
logic allows us for only a hard selection between the TRUE and the FALSE
values. Such approach is insufficient in most systems, including, for example,
control systems used in the automotive industry. Fuzzy sets offer more natural
description of various problems, important for example from the point of view
of vehicle control, however there is a demand for efficient rules how to process
fuzzy logic (FL) data. Even if such rules are already known, and well described,
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there is still a demand for their efficient implementation in hardware with limited
resources, e.g. in embedded systems or in application specific integrated circuits
(ASIC).

The properties of the fuzzy set theory resulted in its widespread use in many
fields of automatic and control systems [1], in electric and electronic engineering
[2], [3], [4], [5] in medicine in forecasting, planning and decision-making [6], [7].

It frequently happens also that FSs cooperate with neural networks (NNs)
in control systems, leading to even better results [8]. There are also known such
cases, in which the NN only supports the work of the FS. In this case we say about
the neuro-fuzzy networks [9], [10]. A characteristic feature of these networks is
their ability to use fuzzy inference methods to calculate the values of output
signals. In contrast to conventional fuzzy systems (fuzzy logic), the systems in
which NNs are involved offer adaptive selection of selected parameters, e.g. the
shapes and parameters of the membership functions.

Fuzzy systems can be implemented using different techniques. The most pop-
ular way is their software realization. This is due to the ease of such implemen-
tation and test execution, as well as their large flexibility - modification abilities.
On the other hand, such realizations are not suitable for many industry appli-
cations that require miniaturization, low energy consumption and low cost per
unit.

Hardware implementations of FSs play an important role in many indus-
trial applications in which FL is being used [11]. Such realizations include pro-
grammable devices such as microcontrollers (μC) [12] and FPGAs (Field Pro-
grammable Gate Arrays) [11], [13], [14]. FL systems are also realized as analog
[15], [16], [17], [18], digital or mixed [19] ASICs. In case of analog approach the
circuits are usually realized using the current-mode technique, in which sum-
ming and subtracting operations (commonly used in FL) are realized simply in
junctions.

In the comparison with analog circuits, digital circuits offer several important
advantages. The inherent regeneration of logic levels in logic gates involves high
noise immunity and low sensitivity to the variance of transistor parameters. This
allows for accurate and reliable data and signal processing. Additionally binary
data can be easily stored even for a long period of time. This facilitates the
realization of even very large, programmable, multi-stage fuzzy data processing.

In case of digital solutions a frequently asked question is whether to use the
standard cell or the full-custom technique. The first approach is convenient, as in
this case the designer usually only cares about the behaviour of the circuit (the
logic), while generation of the layout is done automatically by design environ-
ment. The full-custom methodology, on the other hand, is much more flexible,
as the designer can decide about every aspect of both the circuit and the layout
design. In general, in both cases the target is layout, while the basic question is
who is able to design a circuit with better parameters (human or machine). To
our best knowledge, FL operators were not implemented as digital full-custom
ASICs so far. We decided to use this technique, as particular FL operators pro-
posed in this paper offer simple structure and can be very quickly designed

788 Tomasz Tala ka et al.ś



without using standard-cell approach. Additionally, in standard-cell technique
we are limited to existing cells, which is often insufficient especially if there is
foreseen a close cooperation of digital blocks with analog components.

To enable usage of FSs in modeling of real processes, it is important to im-
plement families of parametric FL operators that can be easily tuned, in order to
obtain better simulation results of the FSs. On-board and real-time applications
of FSs require larger data processing rates. To achieve these objectives, we work
on programmable, fast, miniaturized FL operators realized in hardware.

In this paper we present the realization of main FL operators, such as:
bounded sum, bounded difference, bounded product, bounded complement, fuzzy
logic union (MAX) and fuzzy logic intersection (MIN). In next Section we provide
formulas describing these operators, as well as the proposed circuits representing
them. In following Section we present transistor level verification of the proposed
solutions in the 180 nm CMOS technology.

2 Basic Fuzzy Logic functions and their hardware
implementation

The FL functions are defined in terms of the membership functions μA and μB .
In the literature on can find more than ten basic FL functions [16], [18]. We
focus on selected functions of this group as presented in this Section. All these
functions have been implemented by us in the TSMC CMOS 180 nm technology
using only basic digital combinational circuits that include standard AND, OR,
XOR, NOT gates, as well as more complex circuits, designed from scratch, shuch
as multi-bit full adder and subtractors that in some cases play the role of digital
the comparators.

The proposed designs, presented below, can be very easily scaled down to
any newer CMOS technology.

2.1 Fuzzy logic union(MAX) and Fuzzy logic intersection (MIN)

The FL union and intersection functions, as described using two formulas, re-
spectively:

μA∨B = max(μA, μB) (1)

and

μA∧B = min(μA, μB) (2)

Both these operators have a similar structure. For this reason we propose a
programmable circuit, shown in Fig. 1, that can be easily switched over between
both these functions. A multi-bit full subtractor (MBFS) is used in the role of the
comparator (CMP). This component is realized a chain of 1-bit full subtractors
(1BFS), coupled through the borrow in (BIN) and borrow out (BOUT) signals
(not shown in the Figure). The BOUT signal from the most significant 1BFS
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becomes ‘1’ in case, if the signal provided to the positive input of the comparator
is smaller than its negative input signal. The BOUT signal trough the XOR gate
controls the multiplexer, which provides to the outputs of the overall FL circuit
either the smaller or the larger input signal.

Fig. 1. Hardware implementation of the MIN and MAX FL functions.

2.2 Bounded complement

The bounded complement FL function is a multivalued extension of the binary
NOT operation. It can be described using the formula:

μ̄A = �− μA (3)

The proposed corresponding circuit is shown in Fig. 2. It is based on the
MBFS that subtracts the input signal μA from the maximum possible value,
for a given signal resolution, n (in bits). The maximum value, equal to 2n-1, is
represented by the � symbol in 3. For example cases of 4 and 8 bits, the � equals
(in HEX) 0xF or 0xFF, respectively.

Fig. 2. Hardware implementation of the fuzzy complement function
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2.3 Bounded sum

The bounded sum FL function is defined as follows:

μA⊕B = min[�, (μA + μB)] (4)

The proposed circuit that is an example implementation of 4 is shown in
Fig. 3. In the circuit, a multi-bit full adder (MBFA) is used to calculate the sum
of both input signals. It is composed of a chain of 1-bit full adders (1BFAs),
coupled through the carry-in (CIN) and carry-out (COUT) signals (not shown for
the simplicity).

If μA+μB > � then the COUT from the most significant 1BFA becomes 1 and
this signal through the OR logic gate sets all output signals to ‘1’. The resolution
of the output signal equals the resolution of the μA and the μB signals. It is so,
to avoid the situation in which any operator increases or decreases the resolution
of the original input signals.

Fig. 3. Hardware implementation of the bounded sum function

2.4 Bounded difference

The bounded difference FL function is defined as follows:

μA
B = max[0, (μA − μB)] (5)

An example corresponding circuit is shown in Fig. 4. Here the structure of
the circuit is a bit similar to the circuit shown in Fig. 3. Instead of using MBFA
we use MBFS. If μA < μB then BOUT = 1 which throughout the NOT and the
AND gates sets all outputs of the circuit to ‘0’.

2.5 Bounded product

Bounded product FL function is the last one presented in this paper. It is de-
scribed using the formula:

μA�B = max[0, (μA + μB − �)] (6)
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Fig. 4. Hardware implementation of the bounded difference function

The structure of the proposed circuit requires a bit more explanation. Here
we have two add / sub operations: μA + μB − �. The � equals the maximum
value, for example 0xFF for the resolution of 8 bits. To subtract this number
from the μA + μB term, we can add its reversed and complemented value (U2
code) to the μA +μB term. Independently on the signal resolution, the reversed
and complemented value always equals ‘1’, so it is sufficient to add the ‘1’ signal
at the least significant position. This allows to substitute the full scale MBFA
with an incrementing circuit, that features a substantially simpler structure and
thus consumes less power. An example corresponding circuit is shown in Fig. 5

Fig. 5. Hardware implementation of the bounded product function

3 Transistor level verification of the proposed FL circuits

Verification of the proposed circuits have been made in Hspice simulation envi-
ronment in the CMOS 180 nm technology. We performed the, so called, corner
analysis in which the proposed circuits have been verified against the process,
voltage and temperature (PVT) variation. A series of performed tests covered
several transistor models, namely typical (T), fast (F) and slow (S), for tem-
peratures varying in-between -20 and 100 ◦C and different values of the supply
voltage (from 1.2 to 1.8 V). The signal resolution in the tests shown in Figs. 6–11
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Fig. 6. Input signals

Fig. 7. Verification of the MIN and the MAX FL functions.

Fig. 8. Verification of the fuzzy complement function

Fig. 9. Verification of the bounded sum function

was 4 bits, i.e. the real value of was 0xF. During the tests the input signals
varied from 0 to 0xF.
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Fig. 10. Verification of the bounded difference function

Fig. 11. Verification of the bounded product function

Verification on the logic level is an obvious test, and all the circuits worked
properly. Our goal was to check also dynamic parameters i.e. delays introduced
by particular operators, as well as the consumed energy. Selected results are
shown in Fig. 12. The response time of particular operators varied from 0.25 ns
for the complement operator to 0.6 ns for the bounded difference operator. There
was also observed an influence of the PVT parameters. The difference between
the worst case (S/1.2) and the best case (F/1.8 V) scenarios was about 120 %,
however in each of the tested cases the circuit worked properly (at the logic
level). Since the circuits are designed in the CMOS technology, therefore the
static current is very small, while the circuits consume energy mostly during
changing their state. For this reason, independently on data rate, the energy
consumed per a single calculation is almost constant and varies from 0.54pJ to
1.26pJ, for bounded complement and bounded product, respectively. Taking the
presented values into account, it can be estimated that in case of larger fuzzy
systems in which, for example, ten operators are used in chains, the expected
data rate will be even 200-400 MSamples/s.

4 Conclusions

In the paper we present a novel transistor-level implementation of selected fuzzy
logic operators, suitable for very fast, low power dissipation applications. The
proposed circuits operate fully asynchronously, which means that no clock gen-
erator is required to perform particular FL operations. The circuits can be used
in larger fuzzy systems working in parallel, with whole chains of the operators
working asynchronously.

Particular operators, designed in the CMOS 180 nm technology, are very fast
and offer data rates at the level of even several GSamples/s. These parameters

794 Tomasz Tala ka et al.ś



Fig. 12. Illustration of the delay introduced by the bounded product and bounded
complement operator and corresponding current consumption. (A) - bounded product
(B) - bounded complement

can be substantially improved if the circuits will be redesigned in newer CMOS
technologies. The circuits were designed in full-custom style. The structures of
the used full adders and full subtractors have been proposed by the authors. The
aim was minimization of the number of transistors in these circuits.

References

1. Tan, Q. Wei, Q., Hu J., Aldred D.: Road vehicle detection using fuzzy logic rule-
based method. International Conference on Fuzzy Systems and Knowledge Discov-
ery, 3, (2010)

2. Chen, Z. Gomez, S.A., McCormick M.: A fuzzy logic controlled power electronic
system for variable speed wind energy conversion systems, International Conference
on Power Electronics and Variable Speed Drives, (2000)

3. Czaja, Z., Zaleski, D.: Employing a fuzzy logic based method to the fault diagnosis of
analog parts of electronic embedded systems, IEEE Instrumentation &Measurement
Technology Conference (IMTC), (2007)

4. Bose, B. K.: Fuzzy logic and neural networks in power electronics and drives, IEEE
Industry Applications Magazine,6,3, (2000)

Efficient transistor level implementation of selected fuzzy logic operators ... 795



5. Ciabattoni, L., Grisostomi, M., Ippoliti. G., Longhi. S.: A Fuzzy Logic tool for
household electrical consumption modeling, Annual Conference of the IEEE Indus-
trial Electronics Society (IECON), (2013)

6. Seker, H., Odetayo, M. O., Petrovic, d., Naguib, R. N. G.: A fuzzy logic based-
method for prognostic decision making in breast and prostate cancers, IEEE Trans-
actions on Information Technology in Biomedicine, 7,2, (2003)

7. Seizaburo, A., Tsunehisa, N., Hiroshi, S.: Diagnostic System of Breast Cancer based
on Imaging Data of Mammography using Fuzzy Logic, World Automation Congress,
(2006)

8. Li, T.H. S., Chen, Ch-Y., Lim,K-CH.: Combination of fuzzy logic control and back
propagation neural networks for the autonomous driving control of car-like mobile
robot systems, Proceedings of SICE Annual Conference, (2010)

9. Kayacan,E., Kayacan, E.L. , Ramon, H., Saeys, W.: Adaptive Neuro-Fuzzy Con-
trol of a Spherical Rolling Robot Using Sliding-Mode-Control-Theory-Based Online
Learning Algorithm, IEEE Transactions on Cybernetics, 43,1, (2013)

10. Allah Hooshmand, R., Parastegari, M., Forghani, Z.: Adaptive neuro-fuzzy infer-
ence system approach for simultaneous diagnosis of the type and location of faults
in power transformers, IEEE Electrical Insulation Magazine, 28,5, (2012)

11. Yen, J., Langari, R., Zadeh L.A.:Industrial Applications of Fuzzy Logic and Intel-
ligent Systems, IEEE Press, New York, (1995)

12. Nagaraj, R., Mayurappriyan, P.S., Jerome, J.:Microcontroller based fuzzy logic
technique for dc-dc converter, International Conference on Power Electronics, (2006)

13. I. J. Rudas, Ildar Z. Batyrshin, A. Hernndez Zavala, O. Camacho Nieto, L. Horvth,
L. Villa Vargas, “Generators of Fuzzy Operations for Hardware Implementation
of Fuzzy Systems”, Advances in Artificial Intelligence, 7th Mexican International
Conference on Artificial Intelligence (MICAI), (2008)

14. Kandel, A., Langholz, G.:Fuzzy Hardware: Architectures and Applications, Kluwer
Academic Publishers, New York, (1998)

15. Guo, S., Peters, L., Surmann, H.: Design and application of an analog fuzzy logic
controller, IEEE Transactions on Fuzzy Systems, 4, 4, (1996)

16. Yamakawa, T. Miki, T.:The Current Mode Fuzzy Logic Integrated Circuits Fabri-
cated by the Standard CMOS Process, IEEE Transactions on Computers, C-35, 2,
(1986)

17. Jaworski, Z., Niewczas, M., Grygolec M., Kuzmicz W.: Architecture of a testable
analog fuzzy logic controller, IEEE Transactions on Fuzzy Systems, 4, 4, (1996)

18. Dlugosz, R., Pedrycz, W.: Lukasiewicz fuzzy logic networks and their ultra low
power hardware implementation, Neurocomputing, Elsevier, 73, (2010)

19. Baturone, I., Sanchez-Solano, S., Barriga, A., Huertas, J.: Implementation of
CMOS Fuzzy Controllers as Mixed-Signal Integrated Circuits, IEEE Transactions
on Fuzzy Systems, 5, 1, (1997)

796 Tomasz Tala ka et al.ś



Part XI
Biomedical Applications of Control

Engineering



Optimization of Combined Anticancer
Treatment Using Models With Multiple Control

Delays

1 University of Munster, Institute of Computational and Applied mathematics,
Einsteinstr. 62, 48149 Munster, Germany

2 Silesian University of Technology, Department of Automatic Control, Akademicka
16, 44101 Gliwice, Poland

Abstract. In the paper we study some control properties of a two com-
partmental model of response to anticancer treatment which combines
antiangiogenic and cytotoxic drugs and takes into account multiple de-
lays in control. Mode precisely we formulate sufficient local controllability
conditions for semilinear systems which result from the use of Hakufeldt
et al. model, endowed with two control variables representing antian-
giogenic modality, combined with chemotherapy which contain delays
related to PK/PD effects and some clinical recommendations e.g. nor-
malization of vascular network. Then the optimized protocols of the com-
bined therapy for the model, considered as solutions of an optimal control
problem for dynamical systems with delays in control, are found using
necessary conditions of optimality and numerical calculations . Struc-
tural sensitivity of considered control properties and optimal solutions
are also discussed.

1 Biological background

Cancer disease is the most common cause of death in industrialized countries.
Cancers are fully developed malignant tumours with a specific capacity to invade
and destroy the underlying mesenchyme (local invasion). The tumour cells need
nutrients via the bloodstream and produce a range of proteins that stimulate
the growth of blood vessels into the tumour, thus allowing continuous growth to
occur. The new vessels are not well formed and are easily damaged so that the
invading tumour cells may penetrate these and lymphatic vessels. This process
(blood vessel formation from existing vascular network) is one of the hallmarks
of cancer [1].

Tumour fragments may be carried in these vessels to local lymph nodes or
to distant organs where they may produce secondary tumours. Over sixty years
ago, Glenn Algire, studying physiological responses to tumour growth in mice at
the National Cancer Institute, observed that the growth of tumour is dependent
on the development of vascular supply. After observing the same phenomenon in
1971 Judah Folkman suggested the substantial potential of tumour angiogenesis
as a therapeutic target [2].
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Tumours, like normal tissues, have physiological constraints, on growth, such
as access to oxygen and nutrients for metabolism. The diffusion of oxygen in
tissues is limited to a distance of about 150 μm, thus tissue growth is restricted
to a few cubic millimetres if no new vasculature is formed. For this reason, tu-
mours remain in a dormant state restricted to a few millimetres in diameter
unless they develop in a well-vascularised area or are able to recruit their own
vasculature. For vascularisation to occur, the nearest vessel or capillary needs
to become destabilised so that the endothelial cells lining the vessel can loosen
from their neighbours, migrate through the extracellular matrix towards the tu-
mour. Only after a tumour has recruited its own blood supply it can expand in
size. Tumours do this via the production of angiogenic factors secreted into local
tissues and stroma; this process has been termed the angiogenic switch. Since in
normal healthy adults, the process of angiogenesis is very limited, thus it should,
at least in theory, be possible to inhibit tumour angiogenesis without affecting
normal tissues. Antiangiogenic therapies have become one of the most promising
approaches in the anti-cancer drug development. Successful preclinical research
data lead to clinical trials based on different strategies. Approaches currently un-
der evaluation for inhibiting angiogenesis may either be direct (targeting cell sur-
face bound proteins/receptors) or indirect (targeting growth factor molecules).
Because angiogenesis is a complex process with multiple, sequential, and inter-
dependent steps, this complexity creates many potential targets for inhibition.
Therefore, an antiangiogenic effect can be achieved by targeting angiogenic stim-
ulators, angiogenic receptors, extracellular matrix proteins, extracellular matrix
proteolysis, control mechanisms of angiogenesis, or the endothelial cells directly.
One of the considerations with this therapeutic approach is that by blocking a
particular tumour cell property, such as VEGF production, this may be subject
to inactivation over time by classic acquired resistance mechanisms since, for
example, tumour cells can produce a number of different pro-angiogenic growth
factors. Furthermore, VEGF is produced by many various cell types and may
also be sequestered in the extracellular matrix and the interstitial spaces between
tissues. However, because angiogenesis is dependent on an appropriate growth
factor environment, and VEGF is the most important of these growth factors,
the use of blocking molecules to VEGF is keenly investigated. Other strategies
for targeting control of angiogenesis include interference with oncogenes and
hypoxia response pathways. Hypoxia response pathways are promising antian-
giogenic targets, particularly because hypoxic cells release many antiangiogenic
factors and are also often resistant to radiotherapy and chemotherapy [3].

This illustrates the complexity of developing such novel approaches to cancer
therapy. Blood vessel growth has turned out to be complex, with many factors
playing a role in the process. This complexity in itself, however, leads to many
opportunities for therapeutic targeting. Despite the fact that these approaches
put forward an innovative idea for successful cancer treatment, at present there
are a number of problems in clinical trials on humans that require very atten-
tive studies and critical interpretations. Compounds that perform quite well in
preclinical studies, fail to give similar results in patients with cancer. There are
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more than a few reasons that can explain the presence of differences between
preclinical and clinical outcomes [4].

Antiangiogenic agents make not such impressive results as in preclinical tri-
als. Depending on a disease stage different results were obtained. In some cases
slowed metastatic disease progression occurs, leading to progression-free survival
and overall survival benefits compared with control, but it was not associated
with survival improvements. Yet another important constrain in efficient an-
tiangiogenic therapy is the accessibility of antiangiogenic agents. The genetic
instability and high mutation rate of tumour cells is responsible, in part, for
the frequent emergence of acquired drug resistance with conventional cytotoxic
anticancer therapy. However, vascular endothelial cells, like bone marrow cells,
are genetically stable and have a low mutation rate.

Therefore, Kerbel proposed in 1991 a hypothesis that antiangiogenic therapy
would be a strategy to bypass drug resistance [5]. Unfortunately, contrary to
Kerbel’s hopes, two types of resistance have been observed. First one, evasive,
include revascularization as a result of upregulation of alternative pro-angiogenic
signals, protection of the tumor, increased metastatis, second one, intrinsic, in-
cludes rapid adaptive responses, in the case of pre-existing conditions defined by
the absence of any beneficial effect of anti-angiogenic agents [6].

Therefore, nowadays antiangiogenic therapy is considered rather as an essen-
tial component of multidrug cancer therapy [7,8] especially with chemotherapy.
Although tumor eradication in such combined therapy may be still the primary
goal the chaotic structure of the angiogenically created network leads to another
target for antiangiogenic agents. Namely using angiogenic inhibitors to normal-
ization of the abnormal vasculature (the so-called pruning effect) facilitate drug
delivery [9], [10].

Smaller dose of anti-angiogenic agents (bevacizumab 5mg/kg) shows sig-
nificantly different (higher) median survival from chemotherapy alone in the
treatment group when the dose 10mg/kg can even increase survival compared
to chemotherapy alone in the treatment group. The continuous treatment with
angiogenic inhibitors ultimately leads to a decrease in tumor blood flow and a de-
creased tumor uptake of co-administrated cytotoxic drugs. In the periodic ther-
apy the main goal of anti-angiogenic agents is to normalize tumor vasculature. A
number of antiangiogenic clinical trials currently in progress have been designed
to compare the effects of a particular cytotoxic agent alone with the effects of
the same agent in combination with an angiogenesis inhibitor. These effects of
combination therapy, which have also been observed for the combination of radi-
ation therapy and angiogenesis inhibitors [11], could play a significant role in the
clinical evaluation and effects of angiogenesis inhibitors. It is also worth men-
tioning, that antiangiogenic therapy was found to be efficient for slowly growing
tumours, which are difficult target for classical chemotherapy. The administra-
tion of cytotoxic drugs, often results in significant side effects. Drug side-effects
may reflect either the primary anti-proliferative action of the drug, some less well
understood but predictable toxicological effect or they may be entirely idiosyn-
cratic. Whereas over the years of application, side-effects of chemotherapy are

Optimization of combined anticancer treatment ... 801



already relatively well investigated, we still do not know much about side-effects
of antiangiogenic therapy. Obvious complications might be related to menstru-
ation, diabetes and wound healing. Nevertheless long-term effects of therapy
require attention. Additionally it has been observed that antiangiogenic agents
do require a very high dose to fulfil their function. As mentioned before drug
resistance in cancer is common. Some tumours are inherently unresponsive to
cytotoxic chemotherapy. Others may respond well initially but relapse rapidly
with drug-resistant disease. Many factors have been implicated in cellular re-
sistance and these mechanisms may be drug or class specific. Pharmacokinetic
factors also contribute towards mechanisms of resistance. For example, it is im-
portant to realize that for many anticancer drugs the administered form of the
drug is not necessarily the active form. Variability in, for example, levels of ac-
tivating or inactivating enzymes in the host tissues and in the tumour can lead
to significant additional inter- and intraindividual variation in terms of normal
tissue toxicity and anti-tumour efficacy from such drugs. Generally pharmacoki-
netic effects should be taken into account in scheduling anticancer drugs. While
cytotoxic drugs mostly have a half-life time of about few hours, the half life-
time of antiangiogenic agents may vary over a wide range, from 15 minutes (e.g.
angiostatin) up to 20 days (bevacizumab). Drug resistance may lead to lack of
response at the time of treatment or, following an initial response the tumour
regrows. On regrowth, a decision may be made whether to retreat with the same
regimen or switch to second line therapy. This decision is usually based on the
initial response to the drug and to the specific drug free interval.

In some sense drawbacks of chemotherapy (induced drug resistance, smaller
efficiency for slowly growing tumours) could be supported by advantages of an-
tiangiogenic therapy and drawbacks of this therapy could be at least slightly
moderated by the advantages of chemotherapy.

We concentrate on the class of two-compartmental models proposed by Hah-
nfeldt et al. [13] with two control variables representing effects of two anticancer
modalities and multiple delays introduced in these control variables to take into
account PK/PD effects and additional requirements resulting from clinical rec-
ommendation (for example delay in use of cytotoxic agent sufficient for pruning
vessels by antiangiogenic agent).

2 Models of combined therapy with multiple control
delays

Hahnfeldt et al. in 1999 [13] proposed a model based on experimental data from
anti-angiogenic therapy and non therapy trials of Lewis lung tumors in mice.
Roughly speaking the main idea of this class of models is to incorporate the
spatial aspects of the diffusion of factors that stimulate and inhibit angiogen-
esis into a non-spatial two-compartmental model for cancer cells and vascular
endothelial cells. If p denotes the size of cancer cells population and q a param-
eter describing the size of vascular network then such growth could be expressed
by Gompertz type growth equation. Second equation describes vascular network
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growth, includes stimulators of angiogenesis, inhibitory factors secreted by tu-
mor cells and natural mortality of the endothelial cells. In this model ξ denotes
proliferation ability of the cells. Inhibitory factors are proportional to p2/3, the
tumor volume to the power 2/3, because they concentrate nearby the area of the
active surface between the tumor and vascular network. The effect of therapy in
such models can be included in the form of control actions entering the system
as multipliers in the bilinear terms. Since antiangiogenic agents disturb directly
only the vascular network the control variable u is present only in the first equa-
tion. The second variable related to chemotherapy appears in both equations
[14]. The coefficients ϕ, η, γ are non-negative constants (conversion factors) that
relate the dosages of anti-angiogenic u and cytostatic v agents ( ϕ is much greater
than η).

ṗ = −ξ p ln

(
p

q

)
− ϕv p, (1)

q̇ = b p− d q p2/3 − μq − γ u q − η v q. (2)

Similar behavior could be obtained if Gompertz type growth is substituted by
logistic type one:

ṗ = −ξ p

(
1− p

q

)
− ϕv p. (3)

The modification of this model, proposed by d’Onofrio and Gandolfi [15], which
also satisfies Hahnfeldt’s suggestions described above with the only difference
which may be called vascularity based stimulation in contrast to tumour based
stimulation in the original Hahnfeldt model.

q̇ = b q − d q p2/3 − μ q − γ u q − η v q. (4)

Combining the models of tumour growth and the associated models of vas-
cular network growth we obtain a set of two-compartmental models properties
of which have been compared in [16].

Yet another simplification of the original Hahnfeldt model was proposed by
Ergun et al. in 2003 [17]. This model also satisfies assertions proposed in [13] but
the dynamics of vessel carrying support is independent of the size of the tumor:

q̇ = b q2/3 − d q4/3 − γ u q − η v q. (5)

Moreover this model does not contain the natural mortality factor.
In 2009, d’Onofrio and Gandolfi analyzed the role of vessel density [10] (which

can modulate the effect of drugs) and the effect of vascular ”pruning” (by using
anti-angiogenic drug in a combined therapy). Too aggressive or sustained anti-
angiogenic treatment may prune away vascular network, resulting in resistance
to further treatment and in and inadequate for delivery of drugs or oxygen. This
aspect is not included in original Hahnfeldt et al. model. It has been observed
in simulation studies [18] based on functions described in [10] that the best
properties of vascular network are when density (endothelial cells/cancer cells)
is 2.
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As we have already mentioned one of the main difficulties in planning such
combined therapies is related to pharmacokinetic/pharmadynamic (PK/PD)
properties of the drugs. In [19] we have proposed to model this effects by includ-
ing time delays different for different agents. A standard model that describes
PK effect assumes that the concentration c of a drug given at a dose rate u has
the form of the first order equation:

c = −ac+ u, c(0) = 0 (6)

where a is the so called clearance rate of the drug. PD models describe the
effects of the drug concetrations D(c) on the tumor cells and their role is to
capture the behavior at low and high concetration. One possibility is to use
sigmoidal functions e.g.

D(c) =
Emaxc

n

(EC50)n + cn
(7)

where Emaxdenotes the maximum effect EC50 denotes the concentration at
which half of this maximum effect is realized and n > 1 is a positive integer.
Combining these two effects (i.e. inertia with sigmoidal nonlinearity) leads to
delay in control actions which we propose to model by a simple constant time-
delay incontrol variables. The advantage of such approach is rather easy way
in which a parameter describing PK/PD effect could be estimated. Although
for many cytostatic drugs the half life time is rather short (few hours) but for
Cisplatin which belongs to the most commonly used agents it changes from 30-
100 hours. The variety for antiangiogenic agents is even more significant starting
from 20 minutes for angiostatin and ending with 20 days for bevacizumab. The
delays in the models may be introduced also to illustrate the idea of vessel
pruning which demands administration of chemotherapy with delay with respect
to antiangiogenic agents. To include delays in controls we may modify equations
(1), (2), (3). In the simplest case we consider delays in chemotherapy protocols
which is justified for example if we combine Sunitinib (angiogenic inhibitor) with
Cisplatin or in both types of agents if we combine two different antiangiogenic
agents e.g. Erlotinib and Bevacizumab with Cisplatin or Paclitaxel.

Thus (1-3) should be substituted by

ṗ(t) = f(p(t), q(t))− ϕp(t) v(t− h), p(0) = p0, (8)

q̇(t) = b p(t)− q(t) (d p(t)2/3 + μ+ γ1 u(t) + γ2 u(t− h1) + η v(t− h)) ), q(0) = q0,
(9)

where f is a growth function given by one of the two growth functions:

Gompertz growth function f(p, q) = −ξ p ln(p/q) ,
Logistic growth function f(p, q) = ξ p (1− p/q) .
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It is important to remember that for equations with delays the initial condi-
tion should contain not only conditions for p and q but also initial function for
v in the interval [−h, 0) and (possibly) for u in [−h1, 0). We will assume:

u(τ) = 0 for −h1 ≤ τ < 0 ; v(τ) = 0 for −h ≤ τ < 0 . (10)

3 Optimal control problem

To our knowledge [17] was the first paper in which optimal protocol for com-
bined anticancer therapy (antiangiogenic agents combined with radiotherapy)
were discussed. The authors used a simplified model of angiogenesis (see section
2) combined with LQ model of effects of radiation therapy (see e.g. [20]), and
found that optimal strategies for optimization problem with free final time com-
bine bang-bang and singular controls. Ledzewicz and Schättler [21] presented a
complete solution in the form of an optimal synthesis for control problem related
to antiangiogenic therapy for this model. The same authors obtained a similar
optimal strategy containing singular arcs for the original Hahnfeldt et al. model
[22].

Meanwhile different results are obtained for the d’Onofrio-Gandolfi model
(see section 2) in the case of a fixed time of antiangiogenic therapy [23]. The
most important conclusion is that intermediate doses of a drug are not optimal
and that the optimal protocol contains switches between maximal dose and no
drug intervals. Singular arcs are not feasible since there are no finite intervals of
constant solutions to the adjoint equations. Similar properties were found for the
Hahnfeldt et al. model with logistic tumour growth [16]. In [16] and [24] the broad
class of models from this family of models were analysed and the results from
[21,22,23] were confirmed as special cases. Suboptimal strategies for the original
Hahnfeldt et al. model for minimization of tumor volume with antiangiogenic
therapy using bang-bang optimal controls were described in [25]. Simple subop-
timal protocols for models with and without a linear pharmacokinetic equation
are presented in [26] and [27]. For piecewise constant dosage protocols, a very
good approximation to optimal solutions may be obtained; however, small doses
have no significant effect on tumor development, but on the other hand a too
high dosage is not efficient enough to justify its enormous cumulative cost. Pre-
liminary results about optimal controls for a mathematical model that combines
antiangiogenic therapy with a chemotherapeutic killing agent were presented in
[28] and [14] for the d’Onofrio-Gandolfi model and the fixed treatment horizon.
Once more the optimal strategy had no singular arcs. This becomes a multicon-
trol problem and the structure of a synthesis of optimal controls is significantly
more complex than in the monotherapy. Nevertheless in [29] theoretical results
leading to an optimal synthesis were presented for a family of models similarly
as in [24] and numerical results for the original Hahnfeldt model and the free
treatment time were presented. In [30] some results for systems with delays in
control and the objective function combining final values of both state variables
(similarly as in [23] and [28]), and fixed control horizon were presented. In this
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paper we compare results for models with and without control delays, free and
fixed terminal time, and discuss the effect of different cancer growth function. We
formulate an optimal control problem similarly as in [24], i.e. only final cancer
cell population is minimized. The solution is based on the necessary conditions
given by a Maximum Principle for problems with delays and numerical proce-
dure using a large-scale nonlinear programming (NLP), for a discretised problem
and arc-parametrization method for direct optimization of switching times.

The NLP problem can be conveniently formulated with the help of the Ap-
plied Modeling Programming Language AMPL created by Fourer et al. [31]
which is linked to the Interior-Point solver IPOPT developed by Wächter and
Biegler [32]. We mostly use 5000− 10000 grid points and the trapezoidal rule as
integration method.

Alternatively, the control package NUDOCCCS (cf. [33]) provides a highly
efficient method for solving the discretized control problem, because it allows to
implement higher order integration methods. In the second step the switching
times are optimized directly using the arc-parametrization method [34]. This
approach requires that a singular control can be determined in feedback form.
In [35] optimal and suboptimal protocols for this class of problems were com-
pared. In this section we present results of optimization for the Hahnfeldt et al.
model with logistic type growth with multiple delays in the control variables.
We compare the results for the model without delays and with delays and for
free and fixed terminal time. In the former case we compare the results with the
ones for the model with Gompertz type growth.

We consider the optimal control problem for a class of models given by (8),
(9), (10).

To measure the total amount of control agents used, we introduce the two
artificial state variables y and z defined by the differential equations

ẇ(t) = u(t), w(0) = 0 (11)

ż(t) = v(t), z(0) = 0 (12)

and prescribe the control constraints

0 ≤ u(t) ≤ umax, 0 ≤ v(t) ≤ vmax ∀ 0 ≤ t ≤ T, (13)∫ T

0
u(t)dt = w(T ) ≤ wmax ,

∫ T

0
v(t)dt = z(T ) ≤ zmax . (14)

Then the optimal control problem [OC] consists in determining measurable
(in practice piecewise continuous) control functions u, v : [0, T ] → R that:

J(u, v) = p(T ) (15)

We shall take the parameters from [28] and only adopt new parameters as-
sociated with the delayed control variables:

ξ = 0.084, b = 5.85, d = 0.00873, γ1 = 0.15,
γ2 = 0.1, ϕ = 0.1, η = 0.1, μ = 0.02.
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In the non-delayed case with h = h1 = 0 we set γ2 = 0. Note that the control
v enters only as a delayed control v(t−h). Thus we can expect that the optimal
control will shift the non-delayed control v(t) to the left by h time units. This
will be confirmed later by our computations.

Let us briefly discuss the necessary optimality conditions of a Maximum
Principle as they were recently derived in [36] for an optimal control problem
with multiple control and state delays. We denote by vd the delayed control
variable with vd(t) = v(t − h) and by ud the delayed control variable with
ud(t) = u(t − h1). Denoting the state vector by x = (p, q, w, z) ∈ R4 and the
adjoint variable by λ= (λp, λq, λy, λz) ∈ R4. The Hamiltonian of the delayed
control problem is given by

H(x, λ, u, v, ud, vd) = λp(f(p, q)− ϕp vd) + λq(b p− q (d p2/3 + γ1 u+ γ2 ud + η vd))

+λyu+ λzv.
(16)

Since there is no delay in the state variables, the adjoint equations λ̇(t) = −Hx[t]
do not contain the advanced times: which yields explicitly

λ̇p(t) = −λp(t)(fp(p(t), q(t))− ϕv(t− h))− λq(t)(b− 2
3q(t) d p(t)

−1/3),

λ̇q(t) = −λp(t)fq(p(t), q(t)) + λq(t) (d p(t)
2/3 + μ+ γ1u(t) + γ2u(t− h1) + ηv(t− h)),

λ̇w(t) = 0,

λ̇z(t) = 0.
(17)

Herein, the subscripts p and q in function f denote partial derivatives of
f(p, q) with respect to p and q (respectively). In view of the objective (15), the
transversality conditions are given by

λp(T ) = 1, λq(T ) = 0, λw(T )(w(T )−wmax) = 0, λz(T )(z(T )− zmax) = 0.
(18)

Our computations show that w(T ) = wmax, z(T ) = zmax slways holds for the
chosen data. Then the last two equations in (18) mean that λy(T ) and λz(T )
are undetermined.

The optimal control u(t) minimizes the sum (cf. [36])

H(x(t), λ(t), u, v(t), u(t−h1), v(t−h))+χ[0,T−h1] H(x(t+h1), λ(t+h1), u(t+h1), v(t+h1), u, v

with respect to u ∈ [0, umax], where χ[0,T−h1] denotes the characteristic function.
Likewise, the optimal control v(t) minimizes the sum

H(x(t), λ(t), u(t), v, u(t−h1), v(t−h))+χ[0,T−h] H(x(t+h), λ(t+h), u(t+h), v(t+h), u(t−h1+

with respect to v ∈ [0, vmax]. Since both controls appear linearly in the Hamil-
tonian, we are lead to the switching functions

φu(t) = −λq(t)γ1q(t)− λy(t)− χ[0,T−h1]λq(t+ h1) q(t+ h1)γ2,

φv(t) = −λz(t)− χ[0,T−h](λp(t+ h)p(t+ h)ϕ+ λq(t+ h)q(t+ h)η)
(19)
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which determine the minimizing controls by the control law

u(t) =

⎧⎨
⎩

0, if φu(t) > 0
singular, if φu(t) = 0 ∀ t ∈ Is ⊂ [0, T ]
umax, if φu(t) < 0

⎫⎬
⎭ , u ∈ {u, v}. (20)

The sign conditions of the control law will be checked for special cases.
In the following, we shall compare the solution for the Gompertz type growth

function from [35] with solutions for the logistic growth function which turn out
to be much simpler. We take the following initial conditions and control bounds
for u,

p(0) = 12000, q(0) = 15000, umax = 75, wmax = 300,

and discuss two cases of control bounds for v;

Case I : vmax = 1, zmax = 2 ; Case II : vmax = 2, zmax = 10.

3.1 Optimal control solution without delays for free final time T
and Gompertz type growth function.

Since the terminal time T is free, the singular control u can be obtained in
feedback form [29],

u = using(p, q) =
1

γ

(
( ξ ln

(
p

q

)
+ b

p

q
+

2

3
ξ
d

b

q

p1/3
− (μ+ q2/3)

)
+

ϕ− η

γ
vc

(21)
provided that the control v(t) = vc is constant on a singular arc of u.

Case I :

The optimal controls have the following structure:

(u(t), v(t) =

⎧⎪⎪⎨
⎪⎪⎩

(umax, 0) for 0 ≤ t < t1
(using(p(t), q(t)), 0) for t1 ≤ t < t2
(using(p(t), q(t)), vmax) for t2 ≤ t ≤ t3
(0, vmax) for t3 < t < T

⎫⎪⎪⎬
⎪⎪⎭ . (22)

The control u(t) is a bang-singular-bang control, whereas v(t) is a bang-bang
control with only one switch at t2. Assuming that the control structure is known,
we can directly optimize the switching times t1, t2, t3 and the terminal time T to
minimize the terminal value p(T ). Using the arc-parametrization method and the
optimal control package NUDOCCCS, we get the following numerical results:

p(T ) = 7009.26, q(T ) = 7291.72, T = 6.6713,
t1 = 0.090503, t2 = 4.6713, t3 = 6.5090.

The numerical results are slightly different from those in [35], since here η = 0.1
whereas η = 0 in [35]. Note that second-order sufficient conditions [34] hold for
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the Induced Optimization Problem with respect to the switching times t1, t2, t3
and final time T . The optimal control (u, v) and the state variables (p, q) are
shown in Figure 1.
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Fig. 1. Optimal solution for the Hahnfeldt model with Gompertz type growth func-
tion f(p, q) = −ξ p ln(p/q). Initial conditions p(0) = 12000, q(0) = 15000 and control
bounds umax = 75, wmax = 300, vmax = 1, zmax = 2. (a) control u, (b) control v, (c)
tumor volume p and vasculature q.

Case II :

We get the same control structure as in (22).
The direct optimization of the switching times t1, t2, t3 and the terminal time

tf via the arc-parametrization method and the control package NUDOCCCS
yields

p(T ) = 3260.94, q(T ) = 3888.87, T = 6.1441,
t1 = 0.090503, t2 = 1.1441, t3 = 5.9826.

The optimal control (u, v) and state variables (p, q) are displayed in Figure 2.

Approximative control

We approximate the optimal control by the following simpler control with
piecewise constant values,

(u(t), v(t)) =

⎧⎪⎪⎨
⎪⎪⎩

(umax, 0) for 0 ≤ t < t1
(uc, 0) for t1 ≤ t < t2
(uc, vmax) for t2 ≤ t ≤ t3
(0, vmax) for t3 < t < T

⎫⎪⎪⎬
⎪⎪⎭ (23)

Where switching times and terminal time are fixed to

t1 = 0.1, t2 = 1.0, t3 = 5.85, T = 6.0.

The control u(t) has the constant value u(t) = uc on the interval [t1, t3] which
is a rather crude approximation of the singular control in Figure 2. Using again
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Fig. 2. Optimal solution for the Hahnfeldt model with Gompertz type growth func-
tion f(p, q) = −ξ p ln(p/q). Initial conditions p(0) = 12000, q(0) = 15000 and control
bounds umax = 75, wmax = 300, vmax = 2, zmax = 10. (a) control u, (b) control v, (c)
tumor volume p and vasculature q.

the arc-parametrization method and the control package NUDOCCCS, we get
the following numerical results,

p(T ) = 3268.73, q(T ) = 3981.37, uc = 50.878,

The optimal controls (u, v) and the state variables (p, q are shown in Figure
3. Though (23) is only a crude approximation of the optimal control structure
(22), the functional value J(u) = p(T ) = 3268.7 differs not very much from the
optimal value J(u) = 3260.9.
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Fig. 3. Approximate control (23) for the Hahnfeldt model with Gompertz growth
F (p, q) = −ξp ln(p/q). Initial conditions p(0) = 12000, q(0) = 15000 and control
bounds umax = 75, wmax = 300, vmax = 2, zmax = 10. (a) control u, (b) control v,
(c) tumor volume p and vasculature q.
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3.2 Optimal control solution without delays for free final time and
logistic type growth function

Since the terminal time T is free, it would be possible to obtain a formula of
the singular control in feedback form. However, since we only find bang-bang
controls for a logistic type growth function as predicted in [16], we omit such a
formula.

Case I:

Solving the discretized control problem with N = 10000 by optimization code
IPOPT, we find the following control structure for the control (u(t), v(t)):

(u(t), v(t)) =

⎧⎨
⎩

(umax, 0) for 0 ≤ t < t1
(umax, vmax) for t1 ≤ t ≤ t2
(0, vmax) for t2 < t < T

⎫⎬
⎭ (24)

Both controls u and v are bang-bang with only one switch at t1, respectively, at
t2.

The optimal value p(T ) = 5887.9 is much smaller than the value p(T ) =
7009.26 for the Gompertz growth function. This is due to the fact that the
logistic growth function produces a larger decrease in the tumor volume p(t).
The optimal control (u, v) and the state variables (p, q) are shown in Figure 4.
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Fig. 4. Optimal solution for the Hahnfeldt model with logistic type growth function
f(p, q) = ξp(1−p/q). Initial conditions p(0) = 12000, q(0) = 15000 and control bounds
umax = 75, wmax = 300, vmax = 1, zmax = 2. (a) control u, (b) control v, (c) tumor
volume p and vasculature q.

Case II :
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The discretization approach withN = 10000 grid points and the optimization
code IPOPT yield the following control structure for the control (u(t), v(t)):

(u(t), v(t)) =

⎧⎨
⎩

(0, vmax) for 0 ≤ t < t1
(umax, vmax) for t1 ≤ t < t2
(0, vmax) for t2 < t < T

⎫⎬
⎭ (25)

The direct optimization of the switching times t1, t2 and the terminal time T via
the arc-parametrization method and the control package NUDOCCCS yields

p(T ) = 2840.69, q(T ) = 5561.26, T = 5.000,
t1 = 0.566, t2 = 4.566.

Again, the optimal value p(T ) = 2840.69 is much smaller than that for the Gom-
pertz type growth function. The optimal control (u, v) and the state variables
(p, q) are displayed in Figure 5.
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Fig. 5. Optimal solution for the Hahnfeldt model with logistic type growth f(p, q) =
ξp(1 − p/q). Initial conditions p(0) = 12000, q(0) = 15000 and control bounds
umax = 75, wmax = 300, vmax = 2, zmax = 10. Optimal control v(t) ≡ 2. (a) control
u and switching function φu satisfying the control law (20), (b) tumor volume p and
vasculature q.

We note that the solution displayed in Figure 5 satisfies the second-order
sufficient conditions (SSC) in [36], Chapter 7, since SSC hold for the Induced
Optimization Problem with respect to t1, t2 and the strict bang-bang property
holds:

φu(t) > 0 ∀ 0 ≤ t < t1, φ̇(t1) < 0, φu(t) < 0 ∀ t1 ≤ t < t2, φ̇(t2) > 0,
φu(t) > 0 ∀ t2 ≤ t < T.

3.3 Optimal control solution without delays for fixed final time
T = 16

In this section, we consider only the logistic type growth function in the dynam-
ics.

812 Helmut Maurer and Andrzej wierniakŚ



In view of the rather large delay h1 = 10.6 in the control u, we choose the
final time T = 16 > h1. We use the discretization approach to compute the
solutions both for the non-delayed and delayed optimal control problem. We
shall keep the initial conditions

p(0) = 12000, q(0) = 15000

as in the previous sections but choose different control bounds to accommodate
to the large time horizon:

umax = 40, ymax = 320, vmax = 2, zmax = 10.

The control structure is given by

(u(t), v(t)) =

⎧⎪⎪⎨
⎪⎪⎩

(0, 0) for 0 ≤ t < t1
(umax, 0) for t1 ≤ t < t2
(umax, vmax) for t2 ≤ t < t3
(0, vmax for t3 < t < T

⎫⎪⎪⎬
⎪⎪⎭ (26)

and the numerical results are

p(T ) = 3254.42, q(T ) = 5527.80, T = 16,
t1 = 7.712, t2 = 11.00 t3 = 15.712.

Note that initial bang-bang arc with u(t) = umax on [0, 0.08] is very small.
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Fig. 6. Optimal solution for the Hahnfeldt model with logistic type growth function
f(p, q) = ξp(1−p/q) and fixed final time T = 16. Initial conditions p(0) = 12000, q(0) =
15000 and control bounds umax = 40, wmax = 320, vmax = 2, zmax = 10. (a) anti-
angiogenic control u and switching function φu satisfying the control law (20), (b)
control v and switching function φv satisfying the control law (20), (c) tumor volume
p and vasculature q.

3.4 Optimal control solution with fixed final time T = 16 and
delays h = 1.84 in v and h1 = 10.6 in u

The discretization approach with N = 10000 grid points yields the more com-
plicated control structure shown in Figure 7. The control u has four bang-bang
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arcs, whereas v has three bang-bang arcs. We obtain the numerical results

p(T ) = 2733.44, q(T ) = 3856.97, T = 16,
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Fig. 7. Optimal solution for the Hahnfeldt model with logistic type growth with delays
h = 1.84, h1 = 10.6 and fixed final time T = 16. Initial conditions p(0) = 12000, q(0) =
15000 and control bounds umax = 40, wmax = 320, vmax = 2, zmax = 10. (a) control u
and switching function φu satisfying the control law (20), (b) control v and switching
function φv satisfying the control law (20), (c) tumor volume p and vasculature q.

4 Discussion and Conclusions

This study was inspired by recently reported results of clinical trials with two
angiogenic inhibitors characterized by different half-lives combined with chemo-
toxic agents [37]. In the paper we propose to describe the effects of the combined
therapy by a two-compartmental model with two control variables with multiple
delays which represent the differences in pharmacokinetics of different agents
and different goals of the therapy. While the primary goal is related to eradi-
cation of tumor or at least survival benefits the secondary one is to normalize
vasculature thereby facilitating chemotoxic drug delivery. It leads to a complex
multi-control problem, complete solution of which is much more complicated
than in the single control case. We have formulated an optimal control problem
to ensure driving the dynamical system to a neighborhood of the required final
state. We have used necessary conditions of optimality for systems with delays
in control and constrains imposed on control and state variables and then, the
optimal control was numerically found using a two-stage computational algo-
rithm. The first stage is based on the large scale non-linear programming for a
discretized version of the optimal control problem and the second one is related
to switching times optimization by the arc-parametrization method. We have
analyzed how our results are sensitive for a choice of type of growth equation
used to model tumor dynamics. The Gompertz type growth which was the most
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often used in modeling tumor growth is not mandatory to describe the unper-
turbed tumor growth slowdown with size observed in clinical and experimental
data [20]. Its drawback is that for the small ratios of tumor volume and vascular
carrying capacity the relative tumor growth capacity is unbounded. This feature
is absent in the case when logistic type growth is used. Yet another advantage
of using this model is absence of singular arcs in optimal treatment protocols
of antiangiogenic treatment which are present in the case of Gompertz type
growth function is used. In our study we have found that this property is true
also in the case when two control variables (representing two anticancer modali-
ties) with multiple delays are considered in the model. In this sense the optimal
control problem is structurally sensitive, the use of Gompertz type growth leads
to optimal controls with singular intervals (which are practically unrealizable)
and the logistic type growth to pure bang-bang control. Moreover in the case of
logistic growth we have analyzed both cases with free and fixed terminal time.
Introduction of multiple delays in control variables in the models has led to
some changes in understanding and checking conditions of optimality, and their
numerical computation.
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Abstract. Glucose regulation system is one of the most important prob-
lems in ICUs. Nowadays either frequent testing and insulin shots or au-
tomatic insulin pumps are used to avoid hyperglycemia even for patients
without history of diabetes. As it is impossible to directly measure the
glucose level, there is a need for estimation tools ensuring appropriate
quality of measurements.
In this paper the application of Hybrid Newton Observer is proposed. We
use Intensive Care Units Minimal Model in order to estimate the value
of sugar level. Three possible approaches to calculating the Jacobian
are considered as this task consists the main issue in Newton observer
implementation. The analysis is then confirmed with simulation.
Keywords: state estimation, Newton observer, jacobian, variational equa-
tion, adjoint equations, glycemia

1 Introduction

One of the most important problems in ICUs is the control of blood glucose level
of patients. Many afflictions like heart attack or multi-organ disorder cause sud-
den rises in the glucose level. This situation is very dangerous because it increases
the risk of infection, hampers blood coagulation and disturbs the metabolic bal-
ance. Studies have shown that the rigorous blood glucose level control substan-
tially reduces the mortality rate in ICUs.

Model of blood sugar level of ICU patient was described by van Herpe et
al. (see [26, 27]). The mathematical model of dynamic blood glucose level was
considered, among the others, by Bergman et al. (see [4]), Kovács (see [16]),
Makroglou et al. (see [19]) and Li and Kuang (see [18]). The nonlinear frac-
tional order model of blood glucose-insulin level was discussed by N’Doye et al.
(see [5, 21]). This model is an extension of so called minimal model developed
by Bergman et al. in 1981 [4] for glucose metabolism modeling after intravenous
glucose tolerance test, it was then adapted by Furler et al. in 1985 [12] to repre-
sent the diabetic state. This version, for purposes of Intensive Care Unit patient
analysis, was developed by Van Herpe et al. in 2007 [26] and is called ICU-MM.
More details regarding development of minimal model can be found in [16, 19]
and [9]. For different approaches to glucose dynamics modeling see [10]

818© Springer International Publishing AG 2017
(Eds. ), Trends in Advanced Intelligent Control, Optimization and Automation, 

Advances in Intelligent Systems and Computing 577, DOI 10.1007/978-3-319-60699-6_78
W. Mitkowski et al. 



Control of blood sugar level was analyzed by many researchers focusing on dif-
ferent approaches. A closed loop control of blood glucose was considered among
the others by Chee and Fernando (see [9]). The control of blood sugar level in
the critically ill was presented by Haverbeke (see [14]) and Hovorka (see [15]).
The fuzzy PID controller was also discussed by Li et al. (see [17]) and Mohamed
et al. (see [1]). Non-integer controller was analyzed by Bauer et. al [3] and also
see [11,20,23–25].

In this paper we discuss an application of Hybrid Newton Observer. This
observer was proposed by Bıyık, and Arcak [6, 7]. It was applied by authors to
multiple problems, including hydraulic systems [2].

Rest of the paper is organized as follows. In the first section, the ICU-MM
is described. This section includes also a brief description of model properties.
In another section Hybrid Newton Observer is presented. Next section includes
general remarks on Jacobian implementation and presents different methods
of its implementation: finite difference approximation, application of variational
equation and application of the Pontryagin’s maximum principle. As an example
of implementation, the results of estimated state of ICU-MM are presented.
Paper ends with conclusions and some propositions on further works.

2 Mathematical model

We consider a so called ICU-MM (Intensive Care Unit Minimal Model), given
by following four, nonlinear ordinary differential equations

Ġ(t) = P1(Gb −G(t))−X(t)G(t) +
FG(t)

VG

Ẋ(t) = − P2X(t) + P3(I1(t)− Ib)

İ1(t) = αmax(0, I2(t))− n(I1(t)− Ib) +
FI(t)

VI

İ2(t) = βγ(G(t)− h)− nI2(t)

(1)

where G and I1 are the glucose and the insulin concentrations in the blood
plasma. The variable X describes the effect of insulin on net glucose disappear-
ance. The variable I2 does not have a strictly defined clinical interpretation and
was introduced for mathematical reasons, as a way of modeling the functional
pancreatic insulin system (as usually ICU patients are not diabetic).

The parameters Gb and Ib denote the basal value of plasma glucose and
plasma insulin, respectively. The model consists of two input variables: the ex-
ogenous insulin flow (FI) and the carbohydrate (glucose) calories flow (FG),
both administered intravenously. The glucose distribution space and the insulin
distribution volume are denoted as VG and VI , respectively. The coefficient P1

represents the glucose effectiveness (i.e. the fractional clearance of glucose) when
insulin remains at the basal level; P2 and P3 are the fractional rates of net remote
insulin disappearance and insulin-dependent increase, respectively. Endogenous
insulin is represented as the insulin flow that is released in proportion (by γ)
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to the degree by which glycemia exceeds a glucose threshold level h that is cor-
responding to the normal glucose level of 7.5 mmol/dl. The time constant for
insulin disappearance is denoted as n. In order to keep the correct units, an
additional model coefficient, β = 1 min, is added. The coefficient α is a scaling
factor for the second insulin variable I2. For more details see [26]. The model (1)
is slightly modified in order to improve the clarity of equations (all parameters
are now positive and grouping in first equation was changed). Parameters of the
model are can be found in the work of Van Herpe et. al. [26].

Because of all the variables of (1) only glucose level is easily measured, other
state variables have to be estimated.

3 Hybrid Newton Observer

The concept of hybrid Newton observer relies on an obvious fact that if a solution
of differential equation, for x0 initial condition takes form

x(t) = F (x0, t) (2)

then the output can be expressed as

y(t) = h(F (x0, t)) (3)

Knowing the system output values at different time instances one can form a
system of nonlinear equations:

y(tk) = h(F (wk, tk))

y(tk+1) = h(F (wk, tk+1))

...
y(tk+n−1) = h(F (wk, tk+n−1))

(4)

One of the popular methods of numerical solutions for solving systems of al-
gebraic equations is the Newton method (and its modifications, for examples
see [22]). Because (2) is not given in analytic form it cannot be directly ap-
plied. However, Bıyık and Arcak (see [7]) proposed to determine solution (2)
and in consequence (4) numerically through simulation. In such case it takes the
following form. Let us denote

H(wk) =

⎡
⎢⎢⎢⎣

h(wk)
h (F (wk, tk+1))

...
h(F (wk, tk+n−1))

⎤
⎥⎥⎥⎦ (5)

and

Yk =

⎡
⎢⎢⎢⎣

y(tk)
y(tk+1)

...
y(tk+n−1)

⎤
⎥⎥⎥⎦
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then the Newton method takes form (superscript is the Newton’s method itera-
tion number)

wi+1
k = wi

k + si

d

dwk
H(wi

k)si = Yk −H(wk)

i = 0, 1, . . . d

(6)

Because we cannot iterate till convergence, the number ε of Newton iterations
in every estimation step k is a chosen a priori design parameter.

4 Jacobian

Generally the only problem with application of Newton observer is computation
of Jacobian of system of equations (4). In order to compute Jacobian, essentially
one needs to compute derivatives of differential equation solutions regarding
initial conditions. These gradients can be computed by:

– Forward difference approximations
– Variational equation
– Via a formula based on proof of Maximum principle

In following subsections these approaches will be described and briefly compared.

4.1 Finite difference approximation

The most basic way of determination of Jacobian is approximating it by finite
differences

∂H

∂w
(wi

k) ≈

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

H(wi
k + e1ρ)−H(wi

k)

ρ
H(wi

k + e2ρ)−H(wi
k)

ρ
...

H(wi
k + enρ)−H(wi

k)

ρ

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

(7)

where ρ is a small parameter close to zero, value of which should be determined
in accordance to time scale, parameter values and dynamics of the model.

4.2 Application of variational equation

Much more sophisticated approach is to compute the Jacobian exactly. Let us
consider a single equation of (4)

h(F (wk, tk+l))− y(tk+l) = 0 (8)
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Derivative of left hand side of (8) is given by

∇wk
(h(F (wk, tk+l))− y(tk+l)) = (9)

= ∇wk
(h(F (wk, tk+l))) =

=

(
∂F (wk, tk+l)

∂wk

)T

∇xh(F (wk, tk+l)) (10)

in order to apply (10) one needs to determine derivative of (2) with respect to
initial condition. In order to do so one needs to solve a so called variational
equation (see [13]). Variational equation has form

Ψ̇(t) = J(x(t))Ψ(t) (11)
Ψ(tk) = I (12)
x(t) = F (wk, t) (13)

t ∈ [tk, tk+n−1] (14)

where J(x(t)) is Jacobian matrix of right hand side of differential equation ??.
Solution of variational equation has an important property, that is

dF (wk, τ)

dwk
= Ψ(τ) ∀τ ∈ [tk, tk+n−1] (15)

In other words solution of variational equation at τ determines the derivative of
differential equation solution with respect to initial condition at τ . It should be
noted that for linear systems ẋ(t) = Ax(t) we get Ψ(t) = eAt.

Using solution of variational equation (11) and formula (10) we get the ex-
pressions for consecutive rows of Jacobian matrix:

∇wk
(h(F (wk, tk+l)))

T = ∇xh(F (wk, tk+l))
TΨ(tk+l)

Jacobian matrix has the form

d

dwk
H(wk) =

⎡
⎢⎢⎢⎣

∇xh(F (wk, tk))
TΨ(tk)

∇xh(F (wk, tk+1))
TΨ(tk+1)

...
∇xh(F (wk, tk+n−1))

TΨ(tk+n−1)

⎤
⎥⎥⎥⎦ (16)

4.3 Application of the Pontryagin’s Maximum Principle

This approach (PMP) actually does not uses the Maximum Principle, but is
based on its proof (see [8]). Let us consider some performance indicator Q and
its increment generated by change of initial condition. Specifically we will define

q(x(T )) = h(F (wk, T )) (17)
ẋ∗ = f(x∗) + g(x∗)u (18)
Δx = x∗ − x (19)

Q(x0) = q(x(T )) (20)
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along with a Hamiltonian and adjoint equations

H(ψ, x, u) = ψT(f(x) + g(x)u) (21)

ψ̇ = −∇xH(ψ, x, u) (22)
ψ(T ) = −∇q(x(T )) (23)

Now we can analyse the increment of performance indicator

ΔQ = q(x∗(T )− q(x(T )) =

= ∇q(x(T ))Δx(T ) + o(Δx(T )) =

= − ψ(T )Δx(T ) + o(Δx(T ))

We will now make use of the fact, that

ψ(T )Δx(T ) = ψ(0)Δx(0) +

∫ T

0

ψ̇TΔxdt+

∫ T

0

ψTΔẋdt

this relation can be used as follows

ΔQ = − ψ(0)Δx(0)−
∫ T

0

ψ̇TΔxdt−
∫ T

0

ψTΔẋdt+ o(Δx(T )) =

=

∫ T

0

∇xH(ψ, x, u)TΔxdt+

−
∫ T

0

ψT
(
f(x∗) + g(x∗)u− f(x) + g(x)u

)
dt

−ψ(0)Δx(0) + o(Δx(T ))

We have used the definitions adjoint equations (22). Now we will use the defini-
tion of Hamiltonian, and the definition of Frechet derivative

ΔQ = − ψ(0)Δx(0)−
∫ T

0

−∇xH(ψ, x, u)TΔxdt

−
∫ T

0

(
H(ψ, x+Δx, u)−H(ψ, x, u)

)
dt+ o(Δx(T )) =

= − ψ(0)Δx(0)−
∫ T

0

o(Δx(t))dt+ o(Δx(T ))

which finally leads to formula for increment

ΔQ = −ψ(0)Δx(0) + o(‖Δx‖) (24)

which, after taking a limit, becomes a formula for gradient of Q with respect to
x0

∇x0
Q = −ψ(0) (25)

With this computation we get another formula for Jacobian

d

dwk
H(wk) = − [

ψtk(0) ψtk+1(0) . . . ψtk+n−1(0)
]T

where ψτ denotes the adjoint variable solved on the interval [tk, τ ]
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4.4 Comparison of approaches

Those methods differ from each other, both in terms of their performance and
computational complexity. Finite differences require solving system of n equa-
tions n times on the whole [tk, tk+n−1] interval. It is very dependent on ρ.
Variational equation approach requires solution of n2 equations once on the
[tk, tk+n−1] interval and is the easiest to implement. This method was chosen
for further analysis. PMP approach requires solving n systems of n equations
backwards, but on different integration intervals. Theoretically it is least com-
putationally expensive.

5 Simulations of the observer

We analysed operation of the hybrid Newton observer through numerical exper-
iments. In order to perform simulations, the following assumptions were taken:

– Measurements were taken every 15 minutes.
– Because observability is only local, reasonable initial guess was taken in order

to obtain convergence.
– Glucose evolution was based on natural reactions of body - no insulin was

given (see figure 1).
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Fig. 1. Glucose evolution in 24 hour period

Jacobians were computed with the application of variational equation solved
simultaneously with model equations. Example of Newton iterations are given
in table 1.

As it can be seen in table 1, exact estimation is very quick. In further iter-
ations initial guess is much better so only minimal corrections occur. Because
system loses part of observability (of I2) as it approaches the steady state, appro-
priate measures were taken to avoid this problem. Loss of observability happens
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Table 1. Example of Newtonian iterations

x0 w1
0 w2

0 w3
0 w4

0 w5
0

300 200 300 300 300 300
0.0005 0.01 -0.0033 0.0004 0.0005 0.0005
58 56 -57.7166 60.617 58.0021 58
1.5600 -1.8966 20.6963 1.6996 1.5600 1.5600

when I2 becomes negative and stops its effect on the system, so it cannot be esti-
mated from the output. Figures 2 to 3 present the estimates and states at initial
stage of glucose evolution. Because estimation is exact only values of Newton
corrections are marked, true state and estimate overlap.

6 Conclusions and further work

Hybrid Newton observer was shown to be an excellent tool for state estimation
in the ICU-MM model. With reasonable initial guess it showed convergence and
found the exact solution. Also it managed to perform correctly regardless of
unobservability of system in certain areas of state space. Further works should
include a systematic comparison of Jacobian computation efficiency for different
approaches, especially for large systems. Possible improvements of the general
method are matter of discussion. It is possible to replace (6) with a variant
of Newton-Raphson method, but the result would be a simplified, perhaps less
effective version of Moving Horizon Estimation with a similar computation cost.

Work funded by AGH Statutory funds 11.11.120.396.
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Intelligent system supporting diagnosis of malignant 
melanoma 

Agnieszka *, Arkadiusz Kwasigroch*, M Grochowski* 

*  

Abstract. Malignant melanomas are the most deadly type of skin cancers. Early 
diagnosis is a key for successful treatment and survival. The paper presents the 
system for supporting the process of diagnosis of skin lesions in order to detect  
a malignant melanoma. The paper describes the development process of an intel-
ligent system purposed for the diagnosis of malignant melanoma. Presented sys-
tem can be used as a decision support system for primary care physicians and as 
a system capable of self-examination of the skin with usage of dermatoscope. 
The system utilizes computational intelligence methods for proper classification 
of the dermoscopic features extracted from the medical images. The paper also 
proposes the extension of the well know ABCD method used for malignant mel-
anoma diagnosis. The proposed system is tested on 126 and trained on 80 skin 
moles and the obtained results are very promising. 

Keywords: diagnostics, decision support, image processing, artificial neural 
networks, melanoma malignant. 

1 Introduction 

Malignant melanomas are the most deadly type of skin cancers. Early detection is the 
key for further successful treatment. Regular skin examinations are very important,  
especially for people who are at higher risk of melanoma: Caucasian race, blue and 
green eyes, light hair, family melanoma history, advanced age, having atypical nevi 
[1],[2]. Unnoticed early enough malignant moles can be a cause of death. Although 
skin lesions are easily visible to the unaided eye, early-stage melanomas are often 
missed due to similarity in their appearance. On the other hand, many benign lesions 
are unnecessary examined by biopsy, however it is always worth examining just in case. 
A skin can be examined by a health care professional who can refer the patient to  
a dermatologist or by dermatologist himself. The most popular way of diagnosing skin 
cancers is a dermoscopy. The most popular methods of dermatoscopy are the ABCD 
criterion, 7 point checklist, Menzies method [3],[4],[5]. In the last twenty years the in-
terest of automatic computer-aided skin cancer detection and classification dynamically 
increased. For instance in [6] the authors tested automated method on 68 examples. The 
algorithm was based on ABCD method with 4 main features: Asymmetry (A), Border 
(B), Color (C) and Differential Structures (D). The system reached 73% of sensitivity 
and 70% specifity. Similarly, in [7] authors reports reaching a 73% accuracy (on 84 
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benign and 80 malignant lesions). In [8] a method based on texture analysis which 
reached high score of 92% accuracy on the test set consisting of 25 images is proposed. 
In [9] designed automatic system detecting blue-whitish veil regression structures. The 
method to detect irregular streaks which are important clues for Melanoma diagnosis 
using dermoscopy images was presented in [10]. The accuracy of the method reached 
76.1% to 93.2% depending on data base. Although other approaches were developed 
in the past years, this problem is still open.

In the paper authors propose the new method for automatic malignant melanoma 
diagnostic based on the ABCD dermatoscopic method of Stoltz. Preliminary results 
were presented in [11], [12]. The main features of skin lesions are: the asymmetry, 
border and color. Based on extracted features, the neural network diagnosis system was 
learned to classify the skin lesions. The system was trained on 80 skin moles and tested 
on the 126 dermoscopic and non-dermoscopic images. It gets high final score 
with a sensitivity of 98% and specificity equal to 73%. Presented system can be used 
as a decision support system for primary care physicians and as a system capable of 
self-examination of the skin with dermatoscope.

2 Diagnosis of the malignant melanoma fundamentals

The ABCD Stolz method is used for dermoscopic differentiation between melanoma 
malignant lesions and benign moles. The rules are based on added scores from extracted 
features: Asymmetry (A), Borders (B), Color (C) and Differential structural compo-
nents (D). In some works, the method is developed by another stage Evolution (E), 
in which the change in the mark during the last three months is analysed. The final 
diagnosis is generated based on the number of points calculated during the process 
of mole analysis. Authors of the paper propose the new set of features based on ABCD 
rule. 
Asymmetry. In original ABCD method a symmetry is checked in 2 axes. It turns out 
that such an approach is often not sufficient. In proposed approach the shape of a lesion 
is compared to perfectly symmetric shape of a circle in order to avoid errors due to 
selecting wrong axes. The estimated radius of the circle and the center of the mass of 
the lesion are calculated based on detected binary image of a mole (see Fig. 1).

Fig. 1. An image with highlighted asymmetry feature 
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The symmetry feature is defined as follows: 

(1)

where: A symmetry feature, i, j pixel coordinates, k, l image size, pi,j binary 
value of a pixel (i, j) inside a circle, qi,j binary value of a pixel (i, j) outside a circle, 
r radius [px]. 

Border. The benign moles have smooth, even edges without noticeable structures. 
According to the ABCD rule it is suggested to start the analysis of border from dividing 
it to 8 segments and then evaluate them separately. Such solution might lead to the 
various final scores accordingly to differently divided segments during the automatic 
analyses, hence it was changed. 

Fig. 2. An image with highlighted border feature

The Border feature is defined as follows

(2)

where: B border feature, O perimeter of a circle [px], r radius [px], P area of 
a circle [px]. 

In case of perfectly smooth border the B feature would be equal to one. Every defor-
mation of the contour will cause increase of this coefficient.

Color. The last of the proposed features is color. The presence of variety of colors
(more than one or two) or uneven distribution of color can be a warning sign of mela-
noma. ABCD rule distinguishes 6 colors: light brown, dark brown, black, white, blue 
and red. in here presented approach Unfortunately in some cases described method can 
lead to overestimation of the result. Based on this remark authors proposed application 
of larger amount of features. The 4 additional color features are extracted:

Agnieszka Miko ajczyk et al.830



the maximum change in the colors averaged on R, G and B channels,
the size of area with dominating blue color,
the size of area with dominating green color,
the maximum change of the brightness in the image.

Fig. 3. An image with highlighted color feature

The first color feature is defined as follows

(3)

where: 1 color feature, , , , , , are maximum and min-
imum R, G, B values. 

Next two color features determine the size of area with dominating blue (C2) and 
green (C3) colors. The value of each pixel is checked in blue and green layer of an RGB 
image. If a value of a pixel is higher or equal than in other layers the value is added. 
Then, all summed up pixels are divided by the total number of pixels in the image. The 
process of calculating feature C4 is conducted by the same way. The red component is 
omitted because for all kinds of moles it reaches similar values.

The last feature determines the maximum change of the brightness in the image:

(4)

where: 4 color feature, , are the values of brightest and darkest pixels. 

The last step in ABCD method, is analysis of differential structures of skin lesion. Due 
to lack of high resolution dermatoscopic images, which would be sufficient for such 
analysis, this step was knowingly neglected. The information about malignant character 
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of lesion, is available as result of lesion asymmetry, border and color analysis. In de-
scribed system, this interpretation is carried out by trained Artificial Neural Network.
The successive steps of the algorithm are presented in a form of diagram in Fig. 4. 

Fig. 4. Simplified block diagram of a system all main steps of an algorithm with accompany-
ing results of image processing
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Presented system was implemented in MATLAB environment. The system is able 
to detect and recognize melanoma malignant on dermoscopic photography of a skin 
lesion. In the first steps, algorithm is preprocessing the images. Proper preprocessing 
can easily increase the quality of an image by reducing noise, deleting black frames 
around the picture and other unwanted elements such as hairs, light reflections, gel 
bubbles. The presence of such elements make the further steps of automatic diagnosis 
impossible. An example of the images hard to preprocess are presented in Fig. 5.

Fig. 5. An example of the images hard to preprocess

In proposed system firstly a contrast of the image is enhanced, then the numbers 
of colors in the picture are reduced and the photography is symmetrically blurred. 
After these operations the image is morphologically opened in order to delete the noise. 
Finally, prepared picture is converted to black and white format due to the next proce-
dure: segmentation of a lesion. All described steps starting from the original image and 
resulting in extracted lesion without any components disturbing feature extraction pro-
cess, are presented in Fig. 6.

Fig. 6. Preprocessing steps of an algorithm
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2.1 Segmentation

Another important step in computer-aided diagnosis of melanoma is automated 
segmentation of dermoscopy images. The quality of a binary mask influences all the
next steps and the final decision. The process of segmentation of the image is divided 
into few steps. Firstly, the photography is eroded and then thresholded with fixed
parameter. All small objects within the image are deleted. Then the binary result of the 
previous operations are highly blurred. All existing holes in a lesion are filled in.
Described steps are illustrated in the Fig. 7.

a) b)

c) d)

Fig. 7. Image segmentation an example a) an input image, b) after erosion, 
c) after threshold, c) segmented lesion

2.2 Feature extraction

All previous steps (preprocessing and segmentation) are carried out in order to extract 
the most important features of melanoma malignant skin lesions: symmetry, border and 
its color. Border of a skin lesion is determined by a contour of a proper segmented mole. 
The example contours are presented in Fig. 8.

Fig. 8. Example contours
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Due to the described method of calculating the level of symmetry of the lesion, there 
is a need to find a center of a mass of binary image of the lesion. Then, system calculates 
the area of a lesion and estimate a radius of the ring from the equation for the area 
enclosed by the circle.

The values of all pixels are measured to determine the colors of the mole percent-
age of blue and green tone pixels, the differences of the brightness and the variety
of the colors. Before extracting the color features, all unwanted elements that disturb 
the diagnosis process like a skin and hairs are removed by adding a mask to the picture. 

The color is very important feature of a malignant skin lesion. Benign lesions are 
often solid while malignant are mostly consisted of many different colors. The majority 
of benign moles are brown and dark brown, and do not have blue, white or black colors. 
Authors propose the k-means clustering method for unsupervised dividing colors into 
groups. The more each group is different from the others, the more attention the lesion 
should get. An image, divided into five clusters is presented in Fig. 9.

Fig. 9. Original image (upper left) and 5 related clusters

3 Decision support system

The features of symmetry, border and color are the base to draw the final decision. 
Decision support system is based on the feedforward neural network (NN). The neural 
network consists of 3 layers of neurons with sigmoidal activation functions. Determined 
at the pre-processing phase coefficients A, B, C1, C2, C3 and C4 are the NN inputs, while 
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the output is a vector (Y1, Y2). During the training it was assumed that =0  and =1 
means detection of malignant while =1 and  =0 means benign.

Finally, it was assumed that detection of malignancy is when 1  (0, 0.7) and  
2  (0.6, 1) and that the mole is benign when 1  (0.3, 1) and 2  (0, 0.4). If the 

returned value does not belong to the above ranges then the lesion is considered as 
suspicious. 

The system was trained on 80 cases: 16 benign and 64 malignant and then tested  
on 126 images (100 malignant, 26 benign). Experiment resulted in 98 correctly classi-
fied melanomas and 19 benign moles. Sensitivity reached 98%, specificity 73.07%.  
In case of accepting occurrence of suspicious category as a correct result, the system 
reaches 99% of sensitivity and 73.07% of specificity. 

4 Summary and concluding remarks 

Authors presented intelligent system supporting the diagnosis of malignant melanoma 
along with a method based on ABCD rule. System reached high results with an  
accuracy of 92.3%. The system was trained on 80 skin moles and tested on the 126.  
The main features of skin lesions are: the asymmetry, border and color. The system is 
hidden behind the user-friendly and very intuitive Graphical User Interface, and might 
be used for self-examination of skin, as well as a decision support diagnostic tool.  

Method is very accurate, even though it does not use information about mole pattern 
and structures. If said features were to be implemented, the application would surely 
give even more precise results, particularly for high resolution dermatoscopic images. 
In addition - increasing the number of training and testing images would benefit  
to system sensitivity.  

Another way of improving system accuracy is taking into account information such 
as: age, weight, sex, type of skin and examined body part.  

References 

1. Greene, Mark H., et al. High risk of malignant melanoma in melanoma-prone fam-
ilies with dysplastic nevi. Annals of internal medicine, 1985, 102.4: 458-465.

2. Gellin GA, Kopf AW, Garfinkel L. Malignant Melanoma, A Controlled Study  
of Possibly Associated Factors. Arch Dermatol. 1969;99(1):43-48.

3. Stolz, W; Riemann, A; Cognetta, A.B. ABCD rule of dermatoscopy-a new practical 
method for early recognition of malignant-melanoma. European Journal of Derma-
tology, 1994, 4.7: 521-527.  

4. Johr, R.H. Dermoscopy: alternative melanocytic algorithms  the ABCD rule  
of dermatoscopy, menzies scoring method, and 7-point checklist. Clinics in derma-
tology, 2002, 20.3: 240-247.  

5. Scott, H.J. The CASH (color, architecture, symmetry, and homogeneity) algorithm 
for dermoscopy. Journal of the American Academy of Dermatology, 2007,  
56.1: 45-52.  

Agnieszka Miko ajczyk et al.836



6.
Lesions Based on Dermoscopic Images.

7. learning of 
spatial patterns for diagnosis of skin lesions. In: 2010 Annual International Confer-
ence of the IEEE Engineering in Medicine and Biology. IEEE, 2010. p. 5601-5604.

8. Sheha, Mariam A.; Mabrouk, Mai S.; Sharawy, Amr. Automatic detection of mel-
anoma skin cancer using texture analysis. International Journal of Computer Appli-
cations, 2012, 42.20: 22-26. 

9. G. Di Leo, G. Fabbrocini, A. Paolillo, O. Rescigno and P. Sommella, "Towards an 
automatic diagnosis system for skin lesions: Estimation of blue-whitish veil and 
regression structures," 2009 6th International Multi-Conference on Systems, Sig-
nals and Devices, Djerba, 2009, pp. 1-6. 

10. M. Sadeghi, T. K. Lee, D. McLean, H. Lui and M. S. Atkins, "Detection and Anal-
ysis of Irregular Streaks in Dermoscopic Images of Skin Lesions," in IEEE Trans-
actions on Medical Imaging, vol. 32, no. 5, pp. 849-861, May 2013.

11.

Innowacyjni, 2016, 87-104.
12. Kwasigroch, A., Grochowski, M., 

inteligencji obliczeniowej. Zeszyty Naukowe 2016, 
str. 119-122.

Intelligent system supporting diagnosis of malignant melanoma 837



Applications of decision support systems in
functional neurosurgery

Konrad A. Ciecierski PhD(�)1,3 and Tomasz Mandat MD, PhD2,3

1 Research and Academic Computer Network, Warsaw
2 Department of Neurosurgery, M. Sklodowska-Curie

Memorial Oncology Center, Warsaw
3 Department of Neurosurgery, Institute of Psychiatry and Neurology in Warsaw

konrad.ciecierski@gmail.com, tomaszmandat@yahoo.com

Abstract. Functional neurosurgery is used for treatment of conditions
in central nervous system that arise from its improper physiology. One
of the possible approaches is Deep Brain Stimulation (DBS). In this pro-
cedure a stimulating electrode is placed in desired brain’s area to locally
affect its activity. Among others, DBS can be used as a treatment for dys-
tonia, depression, obsessive-compulsive disorder (OCD) and Parkinson’s
Disease (PD). In this paper authors focus on application of classifiers in
Deep Brain Stimulation (DBS) for Parkinson’s Disease (PD). In neuro-
surgical treatment of the Parkinson’s Disease the target is a small (9 x 7
x 4 mm) deeply in brain situated structure called Subthalamic Nucleus
(STN). The goal of the Deep Brain Stimulation is the precise perma-
nent placement of the stimulating electrode within target nucleus. As
this structure poorly visible in CT4 or MRI5 it is usually stereotacti-
cally located using microelectrode recording. Several microelectrodes are
parallelly inserted into the brain and then in measured steps advanced to-
wards expected location of the nucleus. At each step, usually from 10 mm
above expected center of the STN , the neuronal activity is recorded. Be-
cause STN has a distinct physiology, the signals recorded within it also
present specific features. By extraction certain attributes from record-
ings provided by the microelectrodes, it is possible to construct a binary
classifier that provides useful discrimination. This discrimination divides
the recordings into two classes, i.e. those registered within the STN and
those registered outside of it. From this it is known which microelec-
trodes and at which depths have passed through the STN and thus a
physiological map of its surrounding is made.

Keywords: Decision support system, DBS6, STN7, DWT8 decompo-
sition, Signal power, Classification, Random Forest

4 Computer Tomography
5 Magnetic Resonance Imaging
6 Deep Brain Stimulation
7 Subthalamic Nucleus
8 Discrete Wavelet Transform
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Introduction

Parkinson Disease (PD) is chronic and advancing movement disorder. The risk
factor of the disease increases with the age. As the average human life span
elongates also the number of people affected with PD steadily increases. PD is
primary related to lack of the dopamine that is caused by death of specialized
dopamine-producing cells within the brain. People as early as in their 40s, oth-
erwise fully functional are seriously disabled and require continuous additional
external support. The main treatment for the disease is pharmacological one.
Unfortunately, in many cases the effectiveness of the treatment decreases with
time while some other patients do not tolerate anti PD drugs well. In such cases,
patients can be qualified for the surgical treatment of the PD disease. This kind
of surgery is called DBS9. Goal of the surgery is the placement of the perma-
nent stimulating electrode into the STN . This nucleus is a small – deep in brain
placed – structure that does not show well in CT or MRI scans.

(a) Basal ganglia (b) Lentiform nucleus and STN

Fig. 1: Location of basal ganglia and STN
Atlas of Functional Neuroanatomy. @2006 by Taylor & Francis Group, LLC

Having only an approximate location of the STN , during DBS surgery a set of
parallel micro electrodes is inserted into patient’s brain.

As they advance, the activity of surrounding neural tissue is recorded. Typ-
ically the recording stats 10 mm above the expected location of the STN and
continues with 1 mm steps for following 15 mm. Localization of the STN is possi-
ble as it has distinct physiology and yields specific micro electrode recordings [1].
It still however requires an experienced neurologist / neurosurgeon to tell whether
recorded signal comes from the STN or not [2].
That is why it is so important to provide some objective and human indepen-
dent way to group and classify recorded signals. Analytic methods, shown in this

9 Deep Brain Stimulation

Applications of decision support systems in functional neurosurgery 839

(Fig. 1)



paper have been devised for that purpose. Taking as input recordings made by
set of electrodes at subsequent depths they have proven the ability to provide
correct information as to which of the recordings have been made inside the
STN .
This is done by means of trained Random Forest classifier which taking as input
40 described in this paper attributes calculated for a given recording gives binary
classification stating if it belongs to the STN or MISS class. Recordings qualified
to the STN class are deemed to have been recorded within the STN area.
This information provides neurosurgeon with additional supporting knowledge
about extent of the STN on the tracks of the micro electrodes and in such way
helps to pinpoint the target of the DBS surgery.

1 Characteristics of the recorded signals

Recording electrode can detect action potentials occurring in cells within radius
of 50 μm from the electrode’s recording tip [3]. Neurons that are farther away
contribute to the background noise present in the recording signal. Even in the
close vicinity of the recording tip, within radius of 50 μm there can be over
100 neurons. All neighboring neurons summarily produce the electrical activity
received by the electrode. From this, the recorded signal can roughly be divided
into its background noise and high amplitude spiking activity. This high ampli-
tude of spikes is of course relative to the level of the background noise. Generally
spikes are in range below 500 μv. This in turn means that during recording this
signal has to be greatly amplified and is also very sensitive to external contam-
ination. Such minuscule intrusions as touching the stereotactic frame, patient
moving, speaking during the recording process or even his heartbeat cause pres-
ence of high amplitude artifacts in the recordings[2].

2 Recording’s attributes

From the micro electrode recorded signal two kinds of information can be ob-
tained. First one comes from spikes – neuronal action potentials – i.e. electrical
activity of neurons being near the electrode recording point. Second information
is derived from the background noise present in the signal. This background
noise is a cumulative electrical activity coming from the more distant neurons.
Both approaches require prior detection of the spikes [2][4]. First one uses in-
formation about spikes in a direct way. The background noise analysis requires
prior spike removal. Removal of course implies prior spike detection.

For presented analysis a set of 30 characteristic attributes is defined for each
recording:

– five attributes derived directly from the spike occurrence
– five attributes derived from the signal background
– four meta attributes derived indirectly from the signal background
– sixteen temporal features derived from the signal background
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2.1 Spike detection and sorting

It is possible to detect spikes occurring in cells being within radius of around
50 μm from the electrode’s recording tip [3]. Spikes from far neurons may have
lower amplitude and be wider. Change of width is caused by the fact that with
increasing distance more and more of the spike’s high frequency components are
lost [3]. Distant neurons contribute to the noise present in the recorded signals.
Because of that, spikes coming from two neurons of the same type, with different
distance from the electrode can be recorded with both different amplitude and
width. Depending on the brain region, within radius of 50 μm one might find
well over 100 neurons. This neurons can produce spikes in different patterns
and frequencies. It is also not uncommon that couple of neurons produce spikes
within few milliseconds of each other and that the recorded spikes would overlap.
Because of the above, it is particulary difficult to detect and sort the spikes.
In this paper described is method of spike detection based on their amplitude
and general shape. Amplitude approach requires however that the signal has to
be firstly high pass filtered. This procedure ensures that all spikes have similar
absolute amplitude. The high pass filtering is DWT based [5] and removes all
frequencies below 187.5 Hz. Looking at Fig. 2a and 2b it is clearly apparent
that DWT filtering removed low frequency oscillations.
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(a) Raw recording
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(b) Filtered recording

Fig. 2: DWT high pass filtering

Additionally some high frequency components of the signal [6] are also removed
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during fine tuned multi–band DWT filtering to cancel noise that can disturb
shapes of the individual spikes.

Assuming that unwanted frequency components have already been filtered
out from the signal, one may attempt to detect spikes using amplitude analysis.
Assuming that X denotes input signal, the spike detection threshold is defined
as Vthr = 4 σ(X) where σ(X) is given by equation 1.

σ(X) =
median(|x1|, . . . , |xn|)

0.6745
σnX = x1, . . . , xn (1)

This estimation, given here by equation 1 has been introduced in [7] and as
explained in [8] greatly diminishes the influence of the spikes on the calculated
standard deviation value.
Spike sorting has been described in detail in [4][6]8], its goal is to group found
spikes according to their shape. Shape of the spike produced by a neuron derives
from its morphology and in natural conditions does not change [9]. Knowing that,
one can assume that if in a given recording there are observed several different
spike shape classes, then they must have been generated by a few different neuron
cells in the vicinity of the electrode. This helps to discriminate situations where
near the electrode are several moderately active cells from a case where in the
neighborhood there is one but highly active cell (such cells are expected to be
found within the STN [9][10][11]).

For spike sorting in this work the wavelet approach based on [8] is used.
Wavelet approach has been found to provide better results then the PCA one
[12]. Signals recorded by micro electrodes are sampled with 24KHz which means
that there are 24 samples for each millisecond. Assuming that spike lasts for
0.5 ms before reaching its maximal absolute amplitude and than for 1.1 ms after
it, then its amplitude vector contains �0.5 ∗ 24�+1+ �1.1 ∗ 24� = 39 samples. 12
samples for pre-maximal part, one for maximum and 26 for post-maximal part
of the spike.

Process of spike sorting consists of several stages. First all detected spikes are
held as a set of 39 element vectors. Then each vector is right zero padded to the
length of 64 to satisfy the needs of wavelet transformation. Wavelet transforma-
tion is performed fully i.e. six times for each vector to obtain its transformation.
Having thus obtained set of wavelet vectors the 10 wavelet coefficients best suited
for clustering are chosen using the Kolomogorov–Smirnov test for normality [8].

Clustering is then made five times with target cluster number in 1 . . . 5.
Finally, clustering with greatest mean of silhouette value is chosen and spike
classes obtained. Clusters containing less than 15 spikes are discarded. In the
last step similar clusters are merged together [6].

2.2 Spike derived attributes

Characteristics derived from the spike occurrences focus on the observed spiking
frequency. Assuming that for recording rec, the total number of spikes detected
in it is denoted as SpkCnt(rec) and its length in seconds is RecLen(rec) then
the first attribute is given by equation 2.
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AvgSpkRate(rec) =
SpkCnt(rec)

RecLen(rec)
(2)

Assuming that for recording rec spikes occurred chronologically at times
t0, . . . , tn−1 and that sj = tj+1 − tj then a set of intra–spike intervals S is
defined by equation 3.

S(rec) = {s0, . . . , sn−2} (3)

Let us define now the sets of bursting intra–spike intervals as follows:

Sbrst(rec) = {sj ∈ S(rec) : sj ≤ 33ms} (4)

Having the above defined, the final two spike characteristic attributes can be
given:

BurstRatio(rec) =
Sbrst(rec)

S(rec)
(5)

For recordings having no spikes, BurstRatio is defined with zero value. Be-
sides those two spike based attributes are two named AvgSpkRateScMax and
BurstRatioScMax which are biggest values of AvgSpkRate and BurstRatio
calculated for single cell. There is also MPWR attribute – power of the derived
meta signal, it has been explained in detail in [13]. As it has been shown in [14]
is is also possible to construct classifier that basing mainly on spiking activity
detects recordings from brain region situated below the STN. This information
is important as it informs neurosurgeon that electrodes need not to be advanced
further [2][9].

2.3 Background based attributes

Background based attributes are calculated basing upon the signal’s background
noise. Cells that are farther than 50 μm away from electrode’s lead are too far
away for their spikes to be clearly registered. Their summary electrical activity
creates the background noise ever present in signals obtained from microrecord-
ing. This background activity is a rough measure of amount and activity of
neuron cells in the broader vicinity of the electrode. Increased values of back-
ground attributes are hallmark of the STN as it contains many densely packed
and highly active neurons [2][9][11].

Because contaminating artifacts causes increase in both power and amplitude
of the signal, its removal is critically important to avoid occurrence of falsely high
values of background based attributes. Without removal of the artifacts, their
presence can increase value of any of the background attributes by the order of
the magnitude.

Artifacts reside mainly in two frequency bands (0,1871
2 )Hz and (187 1

2 , 375)Hz.
Normally proper for each frequency band DWT coefficients have uniform ampli-
tude that fits into [− 3

2σ,
3
2σ]. Looking for coefficients with amplitudes exceeding
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that threshold should therefore provide information about localization of arti-
facts in a given recording. Time bound relation between DWT coefficients and
signal samples allows for exact artifacts removal [6]15].
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(a) Raw recording
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(b) Recording with artifacts removed

Fig. 3: DWT high pass filtering

After the procedure of artifact removal has been specified, it is safe to define
five background based attributes:

PRC80 80th percentile of amplitude’s module.
PRCDLT difference between 95th and 80th percentile of amplitude’s module in
proportion to 95th percentile of amplitude’s module.
RMS Root Mean Square of the signal.
LFB power of the signal’s background in range 0 − 500 Hz.
HFB power of the signal’s background in range 500 − 3000 Hz.

The power of the signal in frequency bands is calculated basing upon values
of corresponding wavelet components in signal’s decomposition [6].

All of background based attributes are normalized on two levels, firstly they
are normalized according to the length of the recording. In the second step the
normalization is done on the electrode level. As it was described in the intro-
duction, the recording starts at depths that is about 10 mm above the STN.
In this way, first few millimeters of the tract of the electrode goes through the
brain area with generally uniformly low activity. For each background attribute
its value is normalized according to its average vale in the first five depths of the
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track of the electrode [6][16].

Below on the Fig. 4 are the values of the LFB attribute calculated for single
electrode pass. The STN has been traversed by the electrode at depths ranging
from −2000 μm to +2000 μm.
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Fig. 4: LFP attribute at consecutive depths

2.4 Meta attributes

To obtain attributes that are less affected by local variations at certain depths
the concept of derived meta–attribute is introduced. Meta attribute is calculated
as 1–padded, five element wide moving average of the proper direct attribute.

Assume that recordings from given electrode have been made at consecu-
tive depths d0 . . . dn−1 with constant step of 1000 μm between adjacent ones.
Recording from those depths are then given as a list (recd0 , . . . , recdn−1).
Padding is defined in such way that ∀j<d0 Attr(recj) = 1 and ∀j>n−1 Attr(recj) =
1. Then, finally, the meta attribute MAttr(recj) for the attribute Attr(recj) is
given by equation 6.

MAttr(recj) =

2∑
k=−2

Attr(recj+1000k)

5
(6)

Meta attributes value for some of attributes defined in section 2.3, namely
PRC80, RMS, LFB and HFB are thus named MPRC80, MRMS, MLFB
and MHFB.
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2.5 Temporal attributes

As it can be observed on Fig. 4 at the dorsal/ventral borders of the STN the
value of the attributes (especially those background based) might show signifi-
cant increase/decrease. Temporal attributes were designed especially for detec-
tion of edges of the STN.
For electrode E at depth D and attribute X, the temporal attribute

X1U holds maximal increase of attribute X over distance of 1 mm detected
by an electrode E at depths dorsal to D.
X2U holds maximal increase of attribute X over distance of 2 mm detected by
an electrode E at depths dorsal to D.
X1D holds maximal decrease of attribute X over distance of 1 mm detected by
an electrode E at depths dorsal to D.
X2D holds maximal decrease of attribute X over distance of 2 mm detected by
an electrode E at depths dorsal to D.

To minimize influence of random fluctuations the change affecting any above
temporal attribute must be above certain threshold. In this way those attribute
in scope of all recordings provided from single electrode change at the point of
its entry and leave of the STN.

Temporal attributes were defined for PRC80, RMS, LFB and HFB at-
tributes from section 2.3.

3 Classification results and evaluation

Using described attributes the Random Forest classifier has been constructed.
The classifier has been trained using 12494 recordings made during 115 surg-
eries. The evaluation has been done on 5614 recordings made during another 57
surgeries. The achieved sensitivity was 88 % and specificity 96 %.

With temporal attributes excluded from consideration the data also clusters
well according to the STN label. The sensitivity provided bye K-Means clustering
in such case is 0.965, still clustering is not specific, the specificity at level 0.52 is
definitively unacceptable.

4 Summary and conclusions

Obtained results are not based of cross reference of a single data set. After the
training phase, the solution has been used and validated during over 50 surgical
procedures. The achieved specificity and sensitivity fulfill the strict demands
imposed by the medical procedures. Software basing upon described work is
currently being used during surgeries in Institute of Psychiatry and Neurology
in Warsaw.
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Deep convolutional neural networks as a decision support 
tool in medical problems  malignant melanoma case 

study 

 

*  

Abstract. The paper presents utilization of one of the latest tool from the group 
of Machine learning techniques, namely Deep Convolutional Neural Networks 
(CNN), in process of decision making in selected medical problems. After 
the survey of the most successful applications of CNN in solving medical prob-
lems, the paper focuses on the very difficult problem of automatic analyses 
of the skin lesions. The authors propose the CNN structure and the way to cope 
with the insufficient number of learning data. The research was carried out 
and validated on the data base of over 10000 images. The efficiency 
of the proposed approach reaches 84%. 

Keywords: deep learning, deep convolutional neural network, image analysis, 
machine learning, malignant melanoma, transfer learning 

1 Introduction 

Deep neural networks (DNN) are currently the main tool for image analysis. The most 
popular deep learning architecture is convolutional neural network (CNN) [1]. 
The one of the first application of convolutional network was bank the check reading 
system, created in 1993. By the  over 10% of all checks 
in US [2]. The number of applications increased over time. Google used deep learning 
algorithms for face and license plates recognition in StreetView images. Detected 
faces and plates were then blurred for privacy protection [3]. 

Current huge interest in deep learning began in 2012, when convolutional neural 
network won famous ImageNet Large-Scale Visual Recognition Challenge. Deploy-
ment of deep learning algorithms enabled for decreasing of classification error from 
26.1% to 15.3%, comparing with the conventional methods [4]. Since that time, deep 
learning (DL) methods develop rapidly. Research on deep learning is supported 
by academic and commercial environment. Convolutional neural networks are cur-
rently the state of the art tool for image recognition. 

Deep convolutional neural networks are used not only in computer vision tasks. 
Deep architectures achieved satisfactory results in the fields such as: speech recogni-
tion [5], natural language processing [6], machine translation [7], reinforcement learn-
ing [8], speech synthesis [9]. Moreover, the system based on deep learning has de-
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feated world champion in game of GO, that is considered much more complex than 
chess [10]. This event is considered as a milestone in artificial intelligence research.

Deep learning has produced promising results in different medical tasks.
The algorithms have been adapted to medical image analysis such as MRI, dermato-
scopic images, standard images. Deep neural networks were used for: mammography
mass lesion classification [11], tissue classification [12], detection of diabetic reti-
nopathy in retinal fundus photographs [13], Alzheimer disease classification [14].

In this paper we propose deep convolutional neural network for malignant mela-
noma classification. Skin cancer is the most common cancer in the world. Malignant 
melanomas represent from 5 to 8% of the skin cancer. Early diagnosis is a key
to successful treatment and allows to improve survival rate. Too late or not diagnosed 
malignant melanoma can cause death.

The paper is organized as follows: in Sect. 2 we describe fundamentals of deep 
convolutional networks. The details of implemented system are described in Sect. 3.
In Sect. 4 we present achieved results. We conclude the paper in Sect. 5.

2 Deep convolutional neural network fundamentals

Deep neural networks are composed of multiple modules (Fig.1.), aligned one after 
other. Each module consists of following layers:

convolutional layer,
nonlinear layer,
pooling (subsampling) layer

The sequence of these layers is repeated several times leading to multilayer structure 
with very large number of layers. The last part of DNN is conventional multilayer 
feedforward neural network with added dropout layer between its layers.

Fig. 1. Deep convolutional neural network architecture [2]
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Convolutional layer.
The input and output of convolutional layer are sets of 2D matrices called feature 

maps. Convolutional layer consist of fixed number of filters, chosen before 
the training process. Each filter detects a particular feature and produces feature map
on its output. The filter is described by the set of weights (kernel). The size
of the kernel is chosen by user (typically 3x3) and also is dependent on dimension
of the previous layer. For example: if chosen size is 3x3, the number of features maps
in the previous layer is n than the kernel has a size of 3x3xn. The filter moves over 
the image and performs operation of discrete convolution in each position.

The main advantage of deep learning lies in avoiding the laborious manual pre-
processing and extracting of the important features. Convolutional filters are trainable 
feature extractors, learned from the data. As mentioned, each filter detects particular 
features. For example, in the case of face detection, first convolutional layer detects 
low level features such as shapes, edges, colors, medium layers react to higher level 
features such as eyes, mouth, nose.

Nonlinear layer.
The nonlinear layer performs nonlinear transformation on outputs of convolutional 

layers in order to increase the approximation abilities of the network. The rectified
linear unit (ReLU) is currently the most popular nonlinear function used in deep 
learning. ReLU function is described by equation f(x)=max(0,x). An important ad-
vantages of rectified linear unit are: fast computation compared to sigmoid and tanh 
functions, function is non-saturating, constant gradient that solve problem
of vanishing gradient. Deep convolutional networks with ReLUs train several times
faster than their equivalents with tanh units [4].

Pooling layer.
The pooling layer decreases the size of feature maps. The most popular pooling 

operation is MaxPooling, that partitions images into a sets of 2x2 non overlapping
rectangles. In that case maximum value from every rectangle creates down-sampled 
image. Such pooling layer reduces the size of feature map by 4 times.

Dropout layer.
Dropout layers were employed to prevent overfitting. That technique relies on 

a mechanism, in which connections are randomly removed during the training.
The number of dropped connection is controlled by parameter called dropout rate (in 
our application set to 0.5). The connections are dropped out only during training pro-
cess. Dropout layers are removed after the training [15].

Fully connected layer.
The stack of convolutional modules is followed by the classification module. Typi-

cally classification module consists of 1-2 fully (conventionally) connected layers 
followed by final softmax layer (multiclass classification) or sigmoid neuron (binary 
classification). 
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3 CNN approach for automatic diagnosis of the malignant 
melanoma

3.1 Database and preprocessing

The dataset used in this paper during the research was created by the International 
Skin Imaging Collaboration [16]. The dataset consist of high-quality, dermatoscopic 
images, collected from clinics in Europe, Australia and United States, acquired from 
patients of various age and sex. The images are annotated by high-skilled experts.

The database was split into the training and test sets. The training set contains 9300 
benign images and 670 malignant. The test set contains 100 images of each class.
Examples of benign and malignant lesions are shown in Fig.2.

Fig. 2. Examples of benign (first row) and malignant (second row) lesions

Up-sampling. Unfortunately, the database is highly imbalanced what is disadvan-
tageous for the learning process. In order to overcome this problem we have per-
formed an up-sampling of under-represented class by adding copies of images 
to make equal quantity of photos in each class.

Scaling. Another problem with this database is various resolution of images
in the dataset. Therefore, it was necessary to resample the images by fixing a constant 
resolution (224x224). Due to improving the learning process the values of the pixels 
(0-255) were rescaled to the range of 0 1. Moreover, afterwards they were scaled
to have 0 mean and variance equal 1.

Data augmentation. In order to reduce the risk of overfitting we perform data aug-
mentation process. Data were augmented by the number of random image transfor-
mations: rotations (-30 30 degrees), width and height shift (0.1 of the image size), 
zoom (90% 110%), horizontal and vertical flips.
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3.2 Deep convolutional network architecture

During the research we took advantage of the DNN structure called VGG19 [17].
Then, we modify this structure by adding 2 convolutional layers and 2 fully connected 
layers and one sigmoid neuron at the network output.

The neural network takes RGB 224x224 image as an input and generate output that 
indicates diagnosis benign or malignant lesion. The architecture of employed net-
work is presented in table 1. The neural network contains about 241M trainable pa-
rameters.

Table 1. Neural network architecture for melanoma diagnosis. 
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The number before layer name refers to the number of filters or the number
of neurons. The kernel sizes of convolutional filters are set to 3x3xn, where 
n is the number of feature maps from the previous layer. We use ReLU activation 
function in fully-connected layers.

3.3 Learning algorithm

During the training the minibatch gradient descent algorithm with Nesterov momen-
tum was used. The batch size was set to 8, momentum to 0.9. Training algorithm min-
imizes binary cross entropy function. Learning rate was initially set to 0.01 and was 
decreased 10 times when training loss stopped decrease.

3.4 Transfer learning influence on classification results. 

It is difficult task to train deep neural network with randomly initialized weight, 
especially on relatively small dataset. To overcome this problem, we used a technique 
called transfer learning. This approach consists in using weights of the pre-trained on 
huge dataset neural network as the initial condition for the learning of the target net-
work. It turns out that this approach greatly facilitates the proper learning neural net-
work. It is interesting that deep network trained on classes such as car, ship, dog etc. 
perform well on e.g. medical dataset. 
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4 Results

4.1 Classification results

During the research we have designed two networks CNN1 and CNN2. Both net-
works have the same architecture convolutional modules took from VGG19 modi-
fied by adding 2 convolutional layers and fully-connected module. They differ
in weight initialization before the training process.  In CNN1 network all weights are 
initialized randomly, while in the second network CNN2 the weights are transferred 
from the trained VGG19 convolutional modules. Added layers are initialized random-
ly. The use of pre-trained neural network caused significant increase in the neural 
network accuracy, from 70.5% (CNN1) to 84% (CNN2).

In order to better evaluate the system performance the sensitivity (rate of properly 
classified malignant instances) and specificity (rate of properly classified benign in-
stances) were calculated. In case of CNN1, the sensitivity=0.87 and specificity=0.54, 
while in case of CNN2, the sensitivity=0.87 and specificity=0.81. Higher sensitivity 
coefficient is desirable in medical applications, because incorrectly diagnosed malig-
nant lesion can affect patient health. Fig. 3 shown ROC curves of classification pro-
cess for CNN1 (blue), CNN2 (red) and random guessing (dotted line).

Fig. 3. ROC curve of classification system
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4.2 Learned features

Convolutional layers act as the feature extractors. The images and their representation
in convolutional layers are shown in Fig. 4. It is easy to notice that deep network 
learns how to segment skin, lesion, hairs in images (low level features). The medium
and high level features are hardly interpretable by human.

Fig. 4. Outputs of some convolutional filters. First row original image, next rows extracted 
features from low level to high level

4.3 Implementation details

System was built using Python Keras library [18] running on top of Theano li-
brary [19]. Keras allows for easy and fast prototyping of neural networks. During 
the simulations we used Nvidia CUDA library that allow parallel computing on GPU.
Deep neural network was trained on GPU, while data augmentation was performed 
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by CPU. Training process took about 2h, longer than 2h training caused overfitting.
Employment of GPU caused 40 times faster training compared with the CPU. Train-
ing was performed on a system equipped with: GeForce GTX 980Ti GPU with 6GB 
memory, Intel Core i7-4930K processor and 16GB RAM memory. The file that con-
tains weight of the network takes up about 1.8 GB.

5 Summary and concluding remarks

Deep learning systems gain popularity in the field of image analysis. Rising computa-
tional power and availability of huge dataset allowed to benefits from deep learning 
algorithms.

In this paper, we proposed deep learning approach to skin lesion classification. Un-
like traditional systems that employ hand-designed features, deep convolutional net-
works use trainable convolutional layers as feature extractor. Deep neural network 
can takes as input raw images with little preprocessing.

The use of pre-trained networks caused high increase in accuracy and allows min-
imizing adverse influence of small dataset. Achieved results are higher than that 
achieved by classic neural networks.

Good results encourage to applying deep learning in other medical images analysis
tasks. Deep learning methods are data consuming, the rise of amount of data, provid-
ed by medical environment, will cause growth in accuracy.

Authors current research are focused on taking an advantage of SVM
and clustering methods for medium and high level features analysis. Another aspect
of consideration is finding even better deep learning architectures such as residual 
deep networks that achieved promising results in a field of image analysis.
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Part XII
Engineering education and teaching



Sharing the Experience in International
Students Education: Robotics Program

Warsaw University of Technology, Faculty of Power and Aerospace Engineering ,
teresaz@meil.pw.edu.pl, http://www.meil.pw.edu.pl

Abstract. Quality of university education influences the economic com-
petitiveness in knowledge-based societies. Unfortunately the curricula in
engineering are often too slow to responding to the actual research and
industrial needs, therefore fail in shaping the careers of tomorrow. The
European Commission supports EU countries and higher education in-
stitutions in modernizing education programmes to provide graduates
with university degrees and employable skills. This paper presents the
experience gained during realization of specially designed international
European Master on Advanced Robotics – EMARO+ (Erasmus+ pro-
gram, former Erasmus Mundus program) supported by the European
Commission. EMARO+ accepts only the best applicants from all over
the World. The paper presents the program structure and the candidate
selection criteria. The program is compared with other higher degree
studies in robotics, available to international students. Examples of the-
sis are discussed. The current research trends in robotics are summarized
to illustrate the needs of modern curricula in robotics. Short discussion
of the key-factors influencing the quality of internationalization in the
teaching process are considered.

Keywords: education, robotics, control and robotics, modern robotics

1 Introduction

In this paper we share our experience gained during the realization of the inter-
national European Master on Advanced Robotics – EMARO+ (earlier Erasmus
Mundus program, now ERASMUS+) where competition is high and the local
Robotics Master Program. The master programs available in the world are rarely
devoted to robotics in general – they usually pertain only to certain aspects of
robotics. EMARO was the first EU program in robotics – it started its operation
in 2008, after the approval by the EU.

2 Acceptation method

The tuition fees and scholarships for some number of top applicants are sup-
ported by the European Union. Each year about 20 applicants from all over
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the world compete for one fully supported placement. The applicants must sub-
mit their transcript of records, English language certificates, CV, motivation
and supporting letters. Materials are independently analyzed and evaluated by
all institutions running the program. The criteria are clearly defined together
with the grading scheme. The highest weight in the evaluation (weight 40%)
has the academic potential which takes into account the applicant GPA (Grade
Point Average), and ranking at the end of the undergraduate studies. Additional
achievements such as the publication of research papers, successes in robotics re-
lated competitions are also taken into account. The relevance of the obtained
undergraduate degree to the EMARO/EMARO+ studies is the next evalua-
tion item (weight 10%). Here the analysis checks whether the candidate has
taken subjects important to the study of robotics, such as: classic mechanics,
fundamentals of control, programming methods. Prior study of mechatronics or
introduction to robotics are additional positive factors. Quality of the home insti-
tution, where the candidate completed the first degree studies, is also important
(it contributes up to 20% to the overall grade). The remaining components that
are evaluated are other aspects of the CV (e.g. participation in robotic compe-
titions, publications), the motivation and recommendation letters. The grades
obtained for English language tests are important too.

3 Program structure

The program consists of four balanced semesters with 30 ECTS assigned to each
one of them. It is jointly realised by four European Universities: Ecole Centrale
de Nantes (ECN), France (the coordinator), University of Genova (UG), Italy,
Jaume I University (UJI), Castellon, Spain, Warsaw University of Technology
(WUT), Poland. Taking into accoun the student’s choice he/she spends the first
year of studies in one of those universities, then the second year in another one.
Moreover, the diploma work to be done during the fourth semester of studies
can be done in the laboratories of one of the Asian partners, i.e. Keio Univer-
sity, Japan, or Shanghai Jiao Tong University, China. The best candidates of
the program obtain funding support of their stay in Asia, including the travel
costs. The program of the first year is the same in all partner institutions, but
the second year is differentiated. Selecting the university for the second year the
students fulfil their specific interests. ECN specializes mainly in sensor-based
robotics, UG in the ICT tools for robotics, UJI in autonomous robot develop-
ment methods, and WUT in mechanical design and biologically inspired robotics.
The program of the first year provides fundamental knowledge: modeling and
control of manipulators, computer vision for robotics, real time systems, signal
processing, artificial neural networks, optimization methods, robot programming
methods, mechanical design, mobile robots. The local language classes with an
introduction to local culture and history are also offered. In the second semester,
besides regular subjects, the students are also involved in the so called Group
Project. In WUT each student must produce the kinematic model of a 6DOF
manipulator, then they must implemnet the so obtained direct and inverse kine-
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matic problem solution in the robot control system together with the synthesis
of end-effector trajectories for the selected demo tasks. The results are tested in
a real prototype. Quality and efficiency of the implementation are assessed. The
program of second year at WUT includes advanced mechanical design, dynamics
of multi-body systems, biomechanics, biorobotics and fundamentals of research
planning. The last subject trains the students to do research work, including
writing of a research paper and a research project proposal, as well as preparing
and giving the presentation. The students are explained how to select the subject
of the diploma thesis, taking into account their skills and interests. During this
course the students decide about the subject of their diploma and complete the
preliminary report, which is an introduction to the thesis. This part is jointly
overseen by this course teacher and the diploma thesis supervisor. The topic of
the diploma work is selected based on the written proposals prepared by the
available supervisors.

The overall aim of EMARO+ is to deliver to the students a wide range of
knowledge, stimulate team work and communication skills, encourage cultural
tolerance and openness towards other cultures. The teaching modules have usu-
ally 5 ECTS. A significant portion of the program contains projects and labora-
tory work. Developing students’ creativity is at the focus of the program, so that
they will be well prepared for their future work in the emerging robotics fields.
The students who have obtained interesting results are encouraged to publish
them, witting papers with the assistance of their supervisors. Each year addi-
tional courses are offered by visiting professors. The students can also participate
in elective courses.

4 Quality evaluation

After each semester quality evaluation of each course is made using an anony-
mous Internet questionnaire. Teaching methodology, quality of teaching mate-
rials and accessibility of teaching staff is assessed. The results are processed
and passed on to the teachers. Additional written remarks are analyzed. The
quality evaluation results are discusses once a year during the meeting of pro-
gram management board. During this meeting students’ progress, teaching and
management problems are discussed to improve the program quality. Diploma
thesis are co-supervised by the staff from the university where the student spent
his/her first year of the studies and the supervisor from the second year institu-
tion. Wherever possible assistance in further careers is provided to the EMARO
graduates. Those careers are monitored by staying in touch with the graduates.
The graduates often undertake doctoral studies or jobs at research centers –
some of them are directly employed by universities or by industry. The quality
of the program is increased not only by improving the quality of teaching but
also by providing additional services offered to the students. Each year there are
several social meetings organized for them. Fresh students obtain help on arrival
facilitating their introduction to the university life.
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5 Quality in international education

EMARO+ fulfills basic requirements for quality in education [4, 5]. There are
four key-factors influencing the quality of internationalized teaching process:
admission system must provide students with the required and equilibrated
background, the system must apply clear admission criteria with well defined
and consequently kept thresholds, careful analysis of the quality of applicants
through the submitted documents is important; adaptation embedded into
the teaching process with special focus on support offered to fresh students and
with local language classes offering introduction to the local culture; quality
of teachers in the international classroom – they must be good academics
with ample teaching and international experience and a thorough knowledge
of the subject, open, flexible and interested in teaching international students;
quality of internationalized curricula, in that – besides program contents
– good quality of teaching materials, international supervision and availability
of additional courses offered by vising staff. It is important to create students’
awareness and tolerance to different cultures, for example by showing interest
in foreign students’ culture and by joint celebration of local events or holidays.
The assistance in arranging the internships and assistance in job search are also
crucial for creating good quality studies.

6 Other robotic programs

There are several second degree programs devoted to areas related to robotics,
such as Artificial Intelligence (offered by several universities in the Netherlands),
Automation Engineering (Tampere Univ. of Technology, Finland), Real Time,
Steering and Supervision (Ecole Centrale de Nantes, France), Machine Learning
(KTH, Sweden), Autonomous Systems (Technical Univ. Dortmunth).

Master in Computer and Automation Engineering – Robotics and Automa-
tion in Sienna University (Italy) besides typical subjects, similar to the core
subjects of EMARO+ first year, offers the courses on human-centered robotics,
sensors and microsystems and on bio-informatics. The program focuses on soft-
ware engineering and on learning methods for creating robot intelligence. It
lacks mechanical design and design of robot control systems. The program Sys-
tems, Control and Robotics offered by KTH, Stockholm, has the track Robotics
and Autonomous Systems centered on control, sensing and perception. The core
courses are: applied estimation, image analysis and computer vision, robotics and
autonomous system, as well as artificial intelligence. The Robotics, Cognition,
Intelligence program offered by the Technical University of Munich includes: in-
formatics, mechanical engineering, electrical engineering, fundamental robotics
cognition, and intelligent autonomous systems, as the core courses. Another pro-
gram by the same university – Advanced Construction and Building Technology
– Automation, Robotics, Services focuses on intelligent assistive technologies for
industry and housing. The students learn how to integrate intelligent systems
(including robots) in daily life and environments. Automation and Robotics, also

862 Teresa Zieli skań



by Munich, includes the courses on advanced engineering mathematics, control
theory and applications, computer systems, fundamentals of robotics, scientific
programming in Matlab. The graduates are prepared to introduce and use robots
as the key components in modern factories. This short overview indicates that
stress is laid on educating specialists for developing existing robotic systems by
enhancing abilities, autonomy and intelligence. Less stress is laid on educating
the designers of control and mechanical systems.

7 Education and modern trends in robotics

Our days robotics is undergoing a major transformation. An intensive deploy-
ment of robots in new applications is expected, e.g. drones, especially in agri-
culture [13]. The future is seen in cloud robotics, freeing robots from their com-
putational limits, by that increasing their abilities [14]. This will enable the
development of sensory-rich robots with high adaptability and autonomy. Deep
learning algorithms will allow the robots to access and process efficiently the data
available in media, by that increasing the robots perception abilities, what also
implies enhancing significantly their “understanding”. Robots will learn faster
and more efficiently. Knowledge sharing between robots is another new trend.
Different robots possessing different sensors and different acting abilities will
share their “knowledge”, by that improving their learning processes. The future
is open for personal robots being helpers or companions. In industrial production
the future is seen in robots cooperating directly with humans – cobots. Biolog-
ically inspired robotics enables the development of novel control methods and
non-conventional robot structures. Morphological computations are a new trend
in bio-inspired robotics [2]. Behavior being the result of perception, processing
and acting is seen here as the traditional approach. In morphological computa-
tions behavior depends significantly on the mechanical properties – the change
of the robot shape (the so called morphological adaptation), and adequate ar-
rangement of perception, actuation and processing units. Material properties
are here very important, very often soft materials are used (thus a new term
was coined – softrobotics) [1]. In reconfigurable, and/or soft robots the typical
model-based approaches are insufficient. Morphological computations focus on
the role of deformation of soft bodies and use reaction forces to obtain the needed
behaviors. By this the control complexity is reduced, but the control philosophy
is very different than before. The action is obtained not only by producing the
actuating signals but by passive and active compliance and changes of the body
shape. The analogies to soft bodied animals and plants are often used as refer-
ence in such research [3]. Biological CPG (Central Patten Generator) generating
motion rhythms based on mechanical synergies is referred as an example (and
inspiration) for creating the motion patterns and control methods. Looking at
robot perception and reasoning, neuromorphic computations methods are seen
as a promising approach.
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Fig. 1. Fruit picking robot (left). Jumping robot, for motion over undulating terrain
(right)

8 EMARO+ and robotics of the future

In comparison to other robotics masters programs available in Europe, EMARO+
recognisees the importance of mechanical design fundamentals. The program
is biased towards developing creativity that should result in invention of new
robot constructions. The Biorobotics and Biomechanics courses offered within
EMARO+ in Warsaw University of Technology deliver the knowledge needed to
follow recent robotics trends. Biorobotics course enables the students to learn: –
classification of land animals from the point of view of locomotion, – basic fea-
tures of locomotion including soft bodied animals [7], – biological fundamentals
of motion control, – biologically inspired walking machines and their design so-
lutions focusing on leg structures. The students learn how the animals adapted
to the living conditions by modifying their body structures and motion abil-
ities. The CPG based motion generation method for bipeds [6] is explained.
Different structures of control systems, including hardware and software, are
presented. Postural stabilization methods in animals and walking machines, re-
action forces in biology and force control methods applied in walking machines
are discussed [7, 8, 10–12]. Summary of biologically inspired robots is delivered.
Possessing the knowledge about motion principles, sensing and motion synthesis
in biology, students are requested to propose the concept of biologically inspired
robot dedicated to some useful task [9]. Fig.1, left, shows a fruit picking robot
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Fig. 2. Robot for rubble exploration (left). Cave climber (right).

– its inspiration was a giraffe. The robot has four supporting legs, a fruit con-
tainer being its trunk, and a telescopic pipe forming its neck (a prismatic arm)
delivering the picked fruits to the container. The robot illustrated in Fig.1, left,
was inspired by a grasshopper and kangaroo rat. It was proposed as a small,
lightweight robot for exploration. Up-down rotation (3) of the upper ring is used
for controlling the height and range of jump, revolution to the side (2) influences
the jump direction. Heavier base (1) creates the landing support. The motion is
obtained by quickly releasing the pistons (6) mounted in the cylinders (5). For
those two mentioned projects students used the knowledge gained during classes,
about structure of vertebrate bodies and their locomotion principles. A robot
inspired by a scorpion (Fig.2 left) was proposed for the purpose of searching an
area affected by a natural disaster. The robot should be able to dig in the rubble
and explore underground passages. Its trunk can bend, what provides better
mobility. This mimics the motions of invertebrates. Interesting worm-like robot
was proposed for exploration of rocks and caves (cave climber). The robot con-
sists of several expandable segments connected by revolute joints. Both ends of
the robots are equipped with heads containing batteries and control equipment.
Four cameras are used for environment recognition (Fig.2, right). The adapta-
tion to the surface is obtained due to the revolute connection of the segments.
The grasp (surface attachment) is realized by spikes (or hooks) located at both
ends of the body. The spikes are released by ejection springs and subsequently
withdrawn by a reverse motion caused by an electromagnet. Robot applies peri-
staltic motion expanding and contracting its segments as the earthworm does
(Fig.3). Besides expansion and contraction of the body segments an earthworms
uses semi-legs to support the displacement. The proposed robot does not have
such limbs, but uses its spikes as grippers when climbing.

Another idea is associated with a crawling robot – Fig.4, left, which moves
like an inchworm or leech. Both ends of the body have suckers. Robot sucks itself
to the ground by one body end and propels its body forward, then attaches to
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the ground by the “front” sucker, releases the “hind” sucker and drags the body
towards the attached part. The robot uses under-pressure to attach itself to
the surface, while mechanically released and contracted springs push the body.
The material out of which the body is made and the spring mechanism were
not specified – unfortunately the students are not offered a courses on materials
sciences.

Fig. 3. Cave climber segments and illustration of spikes release system (left). Climbing
method of the robot and peristaltic movement of the earthworm (right).

The last three projects are based on the studied by students principles of
locomotion of: aceolmates (animals without body cavity and without skeletons,
which move by reshaping the body), pseudocoelomates (animals with elemen-
tary traces of body cavity, which also move by reshaping the body) and simple
invertebrates which are coelomates (animals with external skeletons and body
cavity). A robot which moves on a cobweb made of wires is inspired by a spider.
It was proposed for silent security monitoring tasks – Fig.4. Wires are stretched
above the monitored area. The robot is attached to them by its legs. Motion of
the robot was obtained by an adequate backward-forward leg motions. However
the mechanism attaching the legs to the wires was not specified. Given bellow is a
selection of diploma topics completed within EMARO+/EMARO and Robotics
program. It presents a sample of students’ research interest:

– Analysis of Postural Equilibrium Criteria: ZMP and CoP. Alejandro Gonza-
lez de Alba. Warsaw 2011.

– Robust Control of 3DOF Helicopter. Marcin Odelga. Nantes 2011.
– High Level Distributed Control for a Mobile Robots Wwarm. Abdul Salam

El Khotob. Warsaw 2011.
– Machine Learning for Humanoid Robot Walking: Development of a Walking

Strategy. Marcelo Gaudenzi de Faria. Warsaw 2012.
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– Motion Planning and Simulation for a 6-DOF Earthquake Simulator. Victor-
Cristian Rosenzveig. Warsaw 2012.

– Control Development for a Bicycle Robot Taking Into Account Slip Phe-
nomenon. Nadezda Rukavishnikova. Warsaw 2012.

– 3D optical Flow Processing for Bio-inspired Robot Motion Control. Yannis
Rousseau. Warsaw 2012.

– Recursive Formulation for Efficient Forward Dynamics Simulation of Articul-

– Whole-body Online Human Motion Imitation by a Humanoid Robot Using
Task Specification. Louise P.Poubel. Nantes 2013.

– Online Imitation with Balance Constraint Using Optimization (dynamic ap-
proach). Anand Vazhapillu Sureshbabu. Nantes 2013.

– Visual Servoing of the Monash Epicyclic-parallel Manipulator. Alessia Vig-
nolo. Warsaw 2014.

– Use of Artificial Vibrissae (whiskers) for Obstacles Avoiding. Fabio Verna-
monte. Warsaw 2014.

– Minimalistic Tendon-Driven Hopping Using Bio-Inspired Actuator. Marie
Charbonneau. Warsaw 2014.

– Control of Underwater Robotic Swarm with Electric Sense. Denajda Aliaj.
Warsaw 2014

– Robot Motion Synthesis Using Human Ground Reaction Forces. Ramamoor-
thy Luxman. Warsaw 2015.

– Simulation and Design of Control System of Dual Arm Robot Actuated by
Human Gesture Recognition. Kuldeeb Jashan. Warsaw 2016.

Fig. 4. Crawling robot (left). Spider robot (right).
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9 Conclusions

According to popular opinion in the research community, the nearest future
belongs to soft, reconfigurable robots. To follow such a trend the future roboticist
must posses not only the typical engineering knowledge, but also the knowledge
of biomechanics and biology. The expertise in new materials is also an advantage.
Another developmental trend in robotics concerns the intensive use of Internet
resources and efficient information sharing – for that good programming skills
for serving modern methods of data mining and processing are needed. The
attractiveness of an international teaching program in robotics depends on two
major factors: the overall quality of the program, as it was described in section 5,
and the attractiveness of the program contents, taking into account the current
developmental trends. EMARO/EMARO+ aims to fulfill the above: by adequate
management, by involving in the teaching process experts in robotics, and by
cooperating with recognized universities and laboratories.

EMARO/ EMARO+ graduates often enrol in doctoral studies, choosing re-
search subjects related to biorobotics (e.g. hypnoidal hand design, bio-prosthesis,
human gait analysis, development of novel robots).
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Abstract. Software projects have become an integral part of under-
graduate and graduate engineering programs at technical universities.
This trend in engineering education is driven by the increasingly usage
of computer technology in almost every aspect of daily life. Based on
the teaching experience in the last few years, it has been found out, that
a surprising number of software related projects conducted by students
at technical universities had been delivered late. Such situations usu-
ally stand for lower rating for the project, retest, or even prevent being
promoted to the next study level. The result of the analysis has shown
that lack of effort estimation or inaccurate estimation can be considered
as the main reasons preventing successful and on-time project comple-
tion. In the paper, a course is proposed that covers required topics for
understanding effort estimation concept. The majority of the course is
based on the case studies of software engineering practices. The course
is completed by a teacher guide to manage student software projects.

Keywords: estimation, effort, software project, student project

1 Introduction

Project work at technical universities is an integral part of the undergraduate and
graduate student experience and it is also a useful supplement to the lectures.
The project work shall expose students to the practical problems as they can
become crucial in industry engineering programs the graduate students will work
on. Although the students are ultimately responsible for their success or failure
but teachers supervising student projects have a special responsibility to create
an environment that shall maximise the opportunities for success.

The extensive use of electronics and software within the last decades has rev-
olutionised the implementation and scope of many educational programs at tech-
nical universities. Existing undergraduate and graduate science and engineering
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Fig. 1. Time delay (in days) in delivering the outcomes of 91 software related projects
conducted by students of AGH University of Science and Technology. The results in-
clude 15 projects realised during the master thesis process, 12 projects as part of Bach-
elor program curriculum, and 60 projects conducted as part of other courses. Negative
time delay means that the project had been finished before the due date.

programs need to incorporate more material on software engineering [14]. This
is especially true for programs that rely heavily on computation, information,
communications and software.

The initial motivation of the paper comes from the observation that a sur-
prising number of software related projects conducted by students at technical
universities is finished and delivered to the teacher late. The observation has
been supported by the analysis of 91 software projects realised by the students
of the Faculty of Electrical Engineering, Automatics, Computer Science and
Electronics at the AGH University of Science and Technology, Krakow, Poland
in the years 2007− 2011. The results of the analysis are presented on Fig. 1 and
they include 15 projects realised during the master thesis process, 12 projects
as part of Bachelor program curriculum, and 60 projects conducted as part of
other courses. Fig. 1 shows that only 36% of projects were finished on time or
before the due date and the rest 64% were delivered late where: 9% had the
delay between 2 and 5 days, 12% had the delay between 5 and 10 days, the same
number of projects had the delay between 10 and 20 days, and almost 31% had
been delivered with more that 20 days of delay.

The main motivation of the paper is to determine which factors have influence
on timely completion of student projects in order to implement corrective actions
to enhance their success rate. The industry data combined with the experience
gained by Authors in the international software company allow formulating the
following hypotheses: (1) implementation of effort estimation practices helps
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defining the scope of work, supports better planning and controlling the project
realised by the students; (2) accurate estimates and historical data are essential
for successful execution of the project.

The problem of effort estimation has been the topic of hundreds of publica-
tions, numerous monographs, and several comprehensive textbooks, such as [1,
2, 4, 9, 15]. A systematic review that identifies 304 papers in 76 journals on the
topic of software estimation can be found in [10]. These books and papers contain
numerous techniques, models and approaches that have been developed within
the past four decades to support accurate software estimates. The research being
done in the area of software estimation is intended to help developers, testers
and managers to make good decisions how to control the project to hit its target.
Despite well-known phenomenon named as student syndrome there has not been
a lot of attention to student education that would minimise the impact of this
bad habit before a graduate student starts working on a real project. Student
syndrome [7] occurs when the person with the task waits until the last possible
moment to start. It happens very often that students spend their entire academic
career waiting until the night before a project is due and then starting it. How-
ever, some authors [8], [12] have postulated that software engineering education
can be enhanced through university-industry collaboration and implementation
of many industry best practices. The idea can be applied to development meth-
ods, such as peer reviews [6], project management [3], [16], processes and tools
[17]. This paper shows that implementation of effort estimation practices can
also become a rewarding experience for students with significant improvement
in their future employability.

The rest of the paper is organized as follows. Section 2 illustrates a typical
flow of management activities for student projects and provides an overview of
project parameters that have the biggest influence on required effort. In the fol-
lowing section, a course sequence incorporating estimation theory and practice is
described. Section 4 contains implementation results including assessment data,
a teacher guide to manage student software projects and an illustrative example.
Conclusions complete the paper.

2 Student Software Project

To gain an understanding of a software project conducted by students in a
university setting it is important to examine its characteristic that makes it
different from other software projects developed by engineers in an industry
environment. The student projects are analysed on the basis of numerous factors
that have the biggest influence on the effort estimation.

2.1 Project Management

Fig. 2 illustrates a typical process management flow diagram for student projects.
The process areas are documented pictorially as activities. Each activity block
has identified responsibility roles that are denoted at the top of the block.
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Fig. 2. A typical flow of management activities for student projects

In the first step, project requirements are specified. Once the project is ap-
proved by the local authorities, it is communicated to students. A teacher (super-
visor) either accepts his first student who indicates his willingness to undertake
a project or chooses one from a group of students. Next, the teacher sets up a
meeting where the project scope and vision are discussed and the project work
is committed by the student. It shall be noticed, that required effort needed
to finalize the project is usually done by the teacher in the form of individual
expert judgment. Formal analysis as well as the involvement of the student who
will actually do the work usually does not take place. The student starts the
work and reports the project status on regular or semi-regular meetings. After
completing all tasks the project is evaluated by the teacher.

2.2 Project Characteristics

This part of the section describes some parameters of the Cocomo II estimating
model [2] that have the biggest influence on overall effort needed to achieve the
project targets. Understanding how project size, its complexity, kind of software
being developed, and programming language influence the effort estimation helps
improving its accuracy.

(1) Project size. The size of the software being built is considered as the
most significant determinant of required effort [15]. A student software project
can be characterised as a relatively small project that does not require extensive
communication and extended documentation. Such project consists of approxi-
mately 1 to 5 students and lasts 1 to 6 months. The project size is usually below
100 000 lines of code therefore the effect of diseconomy of scale can be in most
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cases neglected. Barry Boehm [1] defines diseconomy of scale as a decrease in
productivity based on the increasing size of a project and an increasing number
of project team members (programmers). Student projects are also not affected
by so called cone of uncertainty [15] that defines statistically predictable levels
of project estimate uncertainty at each stage of the project. However, this state-
ment remains true under the assumption that the project requirements are well
specified at the beginning of the project and remain stable during the develop-
ment.

(2) Complexity. Time constraints imposed by the semester and limitation of
number of students force the teacher to deal with not complex projects. It means
that the software being developed does not need to follow industry standards,
it is not safety critical, and it is not developed with the goal of later reuse.
Moreover, budget and platform constraints usually do not play the key role in
choosing software tools, architecture design, programming language, etc.

(3) Kind of software being developed. Kind of software being developed has
significant influence on software productivity measure which is defined as the
number of lines of code delivered per staff month that results in an acceptable
and usable system [5]. This factor shall be definitely taken into account when
assessing the overall effort as the student projects comprise a wide range of ap-
plications. Steve McConnell in his book [15] provides software productivity rates
for common project types. These data show for example that a team developing
software for internet or intranet applications might generate code 10 to 20 times
faster than a team working for embedded system applications.

(4) Programming language. Students usually have the choice about the pro-
gramming language they will use. Therefore this factor might become relevant
in effort estimation. Some programming languages generate more functionality
per line of code than others [15]. The project team’s experience with the specific
language and tools has about 40% impact on the overall productivity rate of the
project [15]. The choice of programming language might determine the choice of
tool set and environment what in the worst case can increase the total project
effort by about 50% [2].

3 Improvement Course

This section describes the organisation of the course sequence in which the prob-
lem of effort estimation has been presented. The issues related to project effort
estimation have not been discussed in a separate and independent unit but they
have been incorporated into the lecture sequence describing the entire project
life cycle. The course sequence under the common title ”Computer Science and
Electronics in Automotive” has been organised as elective lectures in coopera-
tion with professional engineers of Delphi Technical Centre, Krakow, in Poland.
The presented topics have strongly relied on real problems, real projects, and
real applications taken from the automotive sector. The course has been of-
fered to students of Automatics and Robotics specialisation area in the years
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2007− 2010 and Electronics and Telecommunications specialisation area in the
years 2007− 2009 as a part of the graduate studies.

The primary goal of the course is to provide students with the opportunity
to confront and apply what they have learned in previous courses to the defini-
tion, design, construction, verification and validation of a significant real-world
software system. The course topics focus on embedded systems that are widely
used in automotive design and development from concept to production so they
are to a large extent representative for the software engineering industry sector.
Successful completion of this course will enable participants to understand the
importance of having defined processes within an engineering organization and
the rational for process improvement.

The secondary goal of the course is to expose students to effort estimation
problems as they play the crucial role in successful and on-time project comple-
tion.

The program of the elective lectures under the common title ”Computer Sci-
ence and Electronics in Automotive” is briefly outlined below. The first lectures
are intended as a broad introduction into the subject of automotive electronic
systems. Some of the typical processes, methods, techniques, and tools that
are commonly used in the automotive industry for software development, hard-
ware design, verification and validation are part of the following lectures. As the
typical vehicle software system architecture is a distributed system, one of the
lectures is devoted to the vehicle communication networks. The last part of the
course highlights aspects related to the effort estimation as they play the key role
in successful project execution. In order to achieve the course objectives, it is
crucial, that the estimation theory is verified using real and practical examples.

The course is composed of lectures and class exercises with ample opportu-
nity for participant questions and discussion. It comprises of 50% theory and
50% practice. The practical part includes demonstration of embedded electronics
by representatives from the industry. In addition, students are required to form
themselves into groups, which may vary in size from one to five students, and un-
dertake one project. In the project work students are required to independently
work out problem formulation of their own choice. At the end of the period of
the project work, students are asked to prepare a project report. With the help
of the e-learning platform (available via the link http://moodle.cel.agh.edu.pl)
students have also the opportunity to further discuss their issues with lecturers,
students, and practitioners.

4 Results

The course has been organised as a elective lecture so the students have decided
which course they would like to choose. There was on average 15 different courses
available and the students had to choose only one course. Fig. 3 presents the evo-
lution of the number of enrolled students per academic year. The first edition
was on the winter semester of the academic year 2008/2009. In this edition the
course had 39 students enrolled from Automatics and Robotics (A&R) special-
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Fig. 3. Evolution of the number of enrolled students on the course per academic year

isation area and 47 students enrolled from Electronics and Telecommunications
(E&T) specialisation area. In the following academic year 2009/2010 the course
had, respectively, 59 and 61 enrolled students. In the last edition, that took place
on the winter semester of the academic year 2010/2011 there was 52 students
enrolled from A&R specialisation area. These numbers indicate that on average
50% of the total number of students have chosen this course.

At the end of the course, students were asked to complete the questionnaire
concerning effectiveness of the course. The students were asked to assess and
rate the course in the following categories: Content, Lecturer, Student, General.
The Content category contains the questions concerning the organisation of the
lectures, the effectiveness of visual aids and handouts, and the quality of the
presented material and provided exercises. The results are presented in Table 1.
In the next category, the students are asked to evaluate the way how the key
concepts have been presented and illustrated by the lecturer. The results are
included in Table 2. The Student category is devoted to assess and rate student’s
success in the course. Table 3 provides quantitative results of this assessment.
Table 4 gives an overview about the overall course rate.

Based on the results obtained from the assessments, the course can be ranked
as being above average and it can enable the students to use provided information
in the future.

5 A Teacher Guide to Manage Student Projects

The use of effort estimation practices can substantially enhance the success of
student projects. The teacher should take the advantage of that by following the
improved process management flow diagram as illustrated on Fig. 4. The main
changes in comparison to ’a typical flow’ are indicated on the figure as gray rect-
angles. The improved methodology distinguishes effort estimation made by the
teacher and the students as independent activities. Despite well-known evidence
that estimates prepared by those who will do the work are better that estimates
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Table 1. Evaluation of the course effectiveness: Content

The material was well organized

Strongly Agree Agree Disagree Strongly Disagree
38% 61% 1% 0%

Total: 120 answers

Effectiveness of visual aids/handouts was sufficient

Strongly Agree Agree Disagree Strongly Disagree
32% 66% 2% 0%

Total: 121 answers

Key concepts were reinforced by adequate exercises

Strongly Agree Agree Disagree Strongly Disagree
31% 64% 5% 0%

Total: 116 answers

Lecture organisation (time, place) was convenient

Strongly Agree Agree Disagree Strongly Disagree
24% 56% 15% 5%

Total: 117 answers

Table 2. Evaluation of the course effectiveness: Lecturer

The lecturer’s delivery was clear

Strongly Agree Agree Disagree Strongly Disagree
49% 47% 4% 0%

Total: 118 answers

Questions were answered by the lecturer in a consistent
and clear way

Strongly Agree Agree Disagree Strongly Disagree
31% 62% 7% 0%

Total: 99 answers

prepared by anyone else [13], estimates derived collaboratively by the students
and their supervisor can eliminate misunderstanding of the project scope and
the teacher’s expectations. Indeed, if the variations in teacher’ and students’
estimates are not acceptable, then either the project scope shall be modified or
the assumptions made by the teacher and the students are significantly different.
The next important step is to reestimate the remaining effort a few times during
the project as it is normal that reality usually differs from the plans. Reestima-
tion can improve the accuracy of the effort needed for the remaining part of the
project by using the actual productivity rate. If these differences do not affect
the scheduled project completion time, there is no reason to worry about them,
but it is important to be alerted early enough if the differences from initial plans
constitute a danger for the project to be completed on time.
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Table 3. Evaluation of the course effectiveness: Student

The presented information was useful for me

Strongly Agree Agree Disagree Strongly Disagree
24% 64% 9% 3%

Total: 119 answers

I think that the lecture I have received will enable me
to use these information or method

Strongly Agree Agree Disagree Strongly Disagree
19% 65% 13% 3%

Total: 119 answers

Table 4. Evaluation of the course effectiveness: General

Overall course rating

Excellent Good Sufficient Unsatisfactory
17% 79% 3% 1%

Total: 118 answers

6 Illustrative Example

This section provides a simple example that illustrates the way how the estima-
tion can be done in practice.

It is considered a project that has been approved by the local authorities
and communicated to students. A teacher has selected a student and set up a
meeting to discuss the project scope. At the meeting, the student has been asked
to create initial estimates.

The student has decided to separate large tasks into smaller tasks and es-
timate them separately. This estimation approach is known as decomposition
by feature or tasks [15] and it is the practice of separating an estimate into
multiple pieces, estimating each piece individually, and then recombining the
individual estimates into an aggregate estimate. In the considered example, the
project activities have been categorised as follows: Requirement Analysis, De-
sign, Graphical User Interface, Creating Database, Coding, Testing, Bug Fixing,
Documentation (see Table 5). To improve the accuracy of estimates, it is im-
portant to decompose estimates into tasks that will require no more than few
days of effort. This level of granularity shall expose most of the relevant project
activities.

The student has come back to the teacher with the estimation data that are
presented in Table 5 in column Most Likely Case. Using his experience he has
noticed that some tasks in the project can be done faster and other tasks, because
of some unexpected events, can take longer than expected. Therefore he has
created best case and worst case estimates that shall covered these situations (the
columns Base Case and Worst Case in Table 5). Creating best case and worst
case estimates stimulates thinking about the full range of possible outcomes.
Single-point estimates can be then taken in the middle of the range from best
case to worst case or the technique called the Program Evaluation and Review
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Fig. 4. Improved flow of management activities for student projects. Additional activ-
ities in comparison to ’a typical flow’ are indicated as gray rectangles.

Technique (PERT) [11] can be used to compute so called expected case (the
column Expected Case in Table 5):

EC =
BC + (4×MLC) +WC

6
. (1)

Once the project has been started the student has kept the list of his es-
timates and filled in the actual results (the column Actual Effort in Table 5).
Here it should be noticed that actual data can refined the personal estimation
abilities in reestimation sessions. Historical data obtained from the past projects
as well as the data from the current projects are essential to improve estimation
accuracy. The historical data account for organisational (academy) influences,
avoids subjectivity and unfounded optimism, and provide the information about
real student productivity.

7 Conclusions

Project effort estimation is not a new phenomenon. It is the evolution of the
best practices which have been refined over the past forty years. Since the effort
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Table 5. Example of spreadsheet for project effort estimation. The effort is given in
man-days.

Feature or Task Estimated Effort Actual
Effort

Best Most Worst Expected
Case Likely Case Case

Case
(BC) (MLC) (WC) (EC)

Requirement 1.0 2.0 3.0 2.0 2.5
Analysis

Design 1.0 1.5 3.0 1.7 1.5

Graphical User 2.0 3.0 5.0 3.2 3.0
Interface

Creating Database 0.5 1.0 2.0 1.1 1.0

Coding 5.0 7.0 10.0 7.2 8.0

Testing 2.0 3.0 4.0 3.0 2.5

Bug Fixing 1.0 2.0 5.0 2.3 2.5

Documentation 2.0 4.0 7.0 4.2 4.0

Total 14.5 23.5 39.0 24.6 21.0

estimation activities are standard practices in the industry it would be natural to
emphasize this problem in the university environment. In the paper, a course se-
quence has been proposed that expose students to exciting and important issues
that impact software engineer’s life on a daily basis. The information presented
in the lectures, with particular emphasis on effort estimation practices, can be
useful for both students and teachers since all of them make the contribution to
the project success. It shall be also added, that several students received jobs in
big international software companies after completing this course.
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