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Preface

This book brings together a wide-ranging set of contributed articles that address
emerging practices and future trends in cognitive engineering and neuroergonomics
—both aim to harmoniously integrate human operator and computational system,
the former through a tighter cognitive fit and the latter a more effective neural fit
with the system. The chapters in this book uncover novel discoveries and com-
municate new understanding and the most recent advances in the areas of workload
and stress, activity theory, human error and risk, and neuroergonomic measures,
cognitive computing as well as associated applications.

This book is organized into seven main sections:

Section 1: Human-Autonomy Teaming
Section 2: Audition and Workload
Section 3: Spatial Perception
Section 4: Vision and Memory
Section 5: Neuroergonomics Theory and Design
Section 6: General and Systemic Structural Activity Theory
Section 7: Cognitive Computing and Internet of Things: Techniques and

Applications

Collectively, the chapters in this book have an overall goal of developing a
deeper understanding of the couplings between external behavioral and internal
mental actions, which can be used to design harmonious work and play environ-
ments that seamlessly integrate human, technical, and social systems.

Each chapter of this book was either reviewed or contributed by members of the
Cognitive & Neuroergonomics Board. For this, our sincere thanks and appreciation
go to the Board members listed below:

Thomas Alexander, Germany
O. Bouhali, Qatar
Henry Broodney, Israel
N. Jochems, Germany
Stefan Pickl, Germany

vii



S. Ramakrishnan, USA
Duncan Speight, UK
Martin Stenkilde, Sweden
Ari Visa, Finland
H. Adeli, USA
Gregory Bedny, USA
Winston “Wink” Bennett, USA
Alexander Burov, Ukraine
P. Choe, Qatar
M. Cummings, USA
Madga Fafrowicz, Poland
Cali Fidopiastis, USA
Chris Forsythe, USA
X. Fang, USA
Qin Gao, China
Y. Guo, USA
Peter Hancock, USA
David Kaber, USA
Kentaro Kotani, Japan
Ben Lawson, USA
S.-Y. Lee, Korea
Harry Liao, USA
Y. Liu, USA
Tadeusz Marek, Poland
John Murray, USA
Denise Nicholson, USA
A. Ozok, USA
O. Parlangeli, Italy
Robert Proctor, USA
David Rodrick, USA
A. Savoy, USA
Dylan Schmorrow, USA
Kay Stanney, USA
Neville Stanton, UK
K. Vu, USA
Thomas Waldmann, Ireland
Brent Winslow, USA
G. Zacharias, USA
L. Zeng, USA

It is our hope that professionals, researchers, and students alike find this book to
be an informative and valuable resource; one that helps them to better understand
important concepts, theories, and applications in the areas of cognitive engineering
and neuroergonomics. Beyond basic understanding, the contributions are meant to
inspire critical insights and thought-provoking lines of follow on research that

viii Preface



further establish the fledgling field of neuroergonomics and sharpen the more
seasoned practice of cognitive engineering. While we don’t know where the con-
fluence of these two fields will lead, they are certain to transform the very nature of
human–systems interaction, resulting in yet to be envisioned designs that improve
form, function, efficiency, and the overall user experience for all.

July 2017 Carryl Baldwin
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Why Human-Autonomy Teaming?

R. Jay Shively1, Joel Lachter1(&), Summer L. Brandt2,
Michael Matessa3, Vernol Battiste2, and Walter W. Johnson1

1 NASA Ames Research Center, Moffett Field, CA 94035, USA
{Robert.J.Shively,Joel.Lachter}@nasa.gov,

Walter.W.Johnson@gmail.com
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{Summer.L.Brandt,Vernol.Battiste}@nasa.gov

3 Rockwell Collins, 350 Collins Rd NE, Cedar Rapids, IA 52498, USA
Michael.Matessa@rockwellcollins.com

Abstract. Automation has entered nearly every aspect of our lives, but it often
remains hard to understand. Why is this? Automation is often brittle, requiring
constant human oversight to assure it operates as intended. This oversight has
become harder as automation has become more complicated. To resolve this
problem, Human-Autonomy Teaming (HAT) has been proposed. HAT is based
on advances in providing automation transparency, a method for giving insight
into the reasoning behind automated recommendations and actions, along with
advances in human automation communications (e.g., voice). These, in turn,
permit more trust in the automation when appropriate, and less when not,
allowing amore targeted supervision of automated functions. This paper proposes
a framework for HAT, incorporating three key tenets: transparency, bi-directional
communication, and operator directed authority. These tenets, along with more
capable automation, represent a shift in human-automation relations.

Keywords: Human-Autonomy Teaming � Automation � Human factors

1 Introduction

Where is my flying car? For years, we have been told that automation will change our
lives dramatically with both positive and negative consequences. On the positive side,
we would have flying cars, self-driving cars, personal robots and much more. On the
negative side, some jobs might be lost to automation, and visionaries such as Bill
Gates, Elon Musk and Stephen Hawking [1] caution us as we approach singularity1.

However, for better or worse, the promise of automation has not been realized.
Great strides have been made in some areas. Self-driving cars are not just on the
horizon, but on our streets (with mixed results) [2]; however, most of the promises
remain the domain of science fiction. The Roomba leaves a great deal to be desired
when compared to Rosie, the Jetson’s robotic maid. Why is this the case? Technology

1 Singularity is the concept that artificial intelligence will eventually think beyond human capacity,
which according to some could negatively affect civilization.
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C. Baldwin (ed.), Advances in Neuroergonomics and Cognitive Engineering,
Advances in Intelligent Systems and Computing 586, DOI 10.1007/978-3-319-60642-2_1



development has proceeded at a rapid pace and our desire for increasingly automated
systems remains robust. One thing looms large among the many things probably
responsible for our dissatisfaction and slow acceptance of automation - that is how
automation interacts with humans. In a word, badly. Why is this? Hints and outright
answers are there in the literature.

First and foremost, there is the notion that automation replaces and/or relieves the
human, making their role less critical. This is not the case. For example, Lee [3] in his
review of Parasuraman’s and Riley’s [4] seminal paper on human-automation inter-
action, pointed out that the amount of training needed by the humans goes up, not
down, when automation is introduced, and the design of the automation interfaces
becomes more challenging and important. Also, and maybe more critically, automation
usually does not replace the human; rather, it changes the nature of the human’s work
[5]. For example, with increasing automation on the flight deck, commercial pilots have
moved away from their traditional role directly managing the aircraft to a more
supervisory role managing the automation.

Of course there are other factors as well. Parasuraman and Riley [4] identified a
number of these. Prominent among them were trust and reliance. People need to know
when and how they can rely on automation, and often they do not. The result, initial
over-reliance on the automation until the inevitable failure, followed by under-reliance
on automation are well documented. Not to mention, misunderstanding of the
automation leads to abuse/misuse, with potentially disastrous consequences.

So despite the fact that human-automation interaction has been recognized as a
critical part of automation design for some time, and has seen development of guidelines
for specific domains (e.g., Aerospace [6], Robots and Unmanned Systems [7]), many
issues that have plagued this area have remained.Why? Perhaps first and foremost among
the unresolved problems is that, in order for us to realize the promise of automation, it
must be able work with us, not just for us. It must be a teammate, able to do things that do
not require us to supervise it all the time and in all contexts. It needs a greater degree of
autonomy. Along with this it must have our trust - earned and appropriate trust.

The concepts behind a relatively new area, called Human-Autonomy Teaming
(HAT), are increasingly being seen as one important way in which to realize the
capabilities of new powerful automation while gaining its acceptance. This role for
HAT is due to many factors such as the recent increases in the speed and quality of
automation technology (e.g., Watson [8]), the advances in voice interaction including
increasingly natural language understanding (e.g. Siri, Alexa, Google Home), and the
ability of automation to work in more collaborative manners (e.g. advanced recom-
mender systems). These have all contributed to automation being thought of and used
as a team member. Understanding and effectively designing for HAT may be the key to
finally realizing the promise of automation.

2 Human-Autonomy Teaming: Critical Factors

As automation increases to the point of being able to exhibit greater autonomy and
team with humans, so does the promise of automation. But, there are still many hurdles
to overcome. Full system autonomy continues to be quite difficult (some may claim

4 R.J. Shively et al.



impossible) to achieve, so, for at least the foreseeable future, most systems will exist in
a semi-autonomous state. Given this projection, humans and semi-autonomous systems
will continue to need to interact in teams, and the development of autonomous systems
that can support this teaming should be based on a foundation of research on human–
automation interaction. Here we discuss several commonly cited issues with current
automation.

2.1 Brittle Automation

Most automation to date suffers from brittleness, operating well for the range of sit-
uations it is designed for but needing human intervention to manage situations outside
of those environments [9], a situation that will continue to exist in degrees in the future.
Automation is designed for a certain environment. True, that environment might be
fairly general. An automated car, for instance, might be designed for a wide variety of
driving environments. However, there are boundaries. When placed in an environment
which the designers did not anticipate, maybe a white panel truck the same color as the
sky behind it, the results can be catastrophic [2]. Similarly, software bugs may appear
in unusual (and thus poorly tested) situations.

2.2 Lack of Transparency

Many semi-autonomous systems badly lack understandability and predictability. This
is referred to as a problem with transparency. This lack of transparency often makes it
unclear why the automation is taking the actions that it is taking or not taking an
expected action. Maybe the classic example of this was given by the purported per-
plexity of pilots when faced with the behavior of the flight management system, “What
is it doing now, why is it doing that, and what will it do next?” [10]. This opaqueness
often makes it impossible for the operator to analyze whether the actions taken by the
automation are appropriate.

2.3 Lack of Shared Awareness

Related to the lack of transparency is a lack of shared awareness: operators often do not
know what information the automation is using to perform the task. What are the
consequences of an operator not knowing the accuracy or reliability of information
used by any automated tool (e.g., weather information)? Errors, over- and under-trust
and reduced usage are all possible consequences. What are the consequences of the
automation not knowing the accuracy or reliability of information used by the operator
(e.g., the weather seen out the window)? Poor or confusing recommendations at the
very least. Onken [11] suggests a number of factors which will be required for shared
situation awareness. He suggests that the key specifications for developing the next
generation of cockpit automation should include comprehensive machine knowledge of
the actual flight situation and efficient communication between crew and machine. In
his model of the “Knowledge Required for Situation Assessment” he identified factors

Why Human-Autonomy Teaming? 5



related to the aircraft (e.g., performance data, system status, etc.), crew (resources,
standard behavior, individual behavior, etc.), mission (goals and constraints), air traffic
control (clearances, instructions, etc.) and environmental factors (navigation data,
weather, and traffic). He suggested that the machine cannot assist in an efficient way
without a clear understanding of the situation.

2.4 Miscalibrated Trust

One important implication of poor transparency and a lack of shared awareness is
miscalibrated trust. Lyons and colleagues [12, 13] demonstrated the importance of
transparency in a recent study that assessed different levels of transparency while
interacting with an automated route planner. Their study showed that as transparency
increased, user ability to understand and appropriately trust automation also increased.
Here trust was defined using the definition of Lee and See [14, p. 54] as “the attitude
that an agent will help achieve an individual’s goals in a situation characterized by
uncertainty and vulnerability.” Inappropriate trust can lead to both underuse of
automation due to mistrust, or overuse due to over-trust. To truly and effectively team
with automation, humans must be able to trust those systems, or else they cannot rely
on them. However, that trust cannot be blind or operators will use the automation under
conditions it was not designed for. Miscalibrated trust is the enemy here. If the
operators do not understand why automation is taking the actions it is taking, they may
not be able to determine when they can rely on the automation. They have no basis
upon which to calibrate their trust. If operators do not trust the automation when it is
supplying correct information, they may not use it, undermining the reason for having
the automation. Conversely, if operators trust the automation even under conditions
where the automation lacks information necessary to perform adequately, severe
problems may result. Lees and Lee [15] suggested that there are at least three
dimensions of trust (utility, predictability, and intent) that need to be considered when
designing autonomous systems. Their research suggests that operators reliance on
automation was more appropriate when transparent information was present. Addi-
tionally, research suggests that with semi-autonomous systems, the degree to which
people monitor automation decreases with increased trust in the automation [16],
making the importance of appropriately calibrated trust paramount. Lee and See [14]
suggested that to improve reliance, the automation should not only present options but
possible solutions. Calibrated trust, an integral part of HAT, is fundamental to making
semi-autonomous systems robust and acceptable.

2.5 The Challenge of Monitoring

Brittleness, lack of transparency and miscalibrated trust are not independent issues of
course, and as Endsley [17] points out, they combine in ways that are particularly dan-
gerous. Because systems are brittle, they appear to be operating well, until suddenly
things go wrong. It often falls to the human operator to monitor for such failures. But
monitoring a system that appears to be operating correctly is a job humans are particularly
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poor at. Unless the operator can see potential problems on the horizon (which they cannot
because of poor transparency), there is a strong pull to over-trust the automation. When
the system does fail, the operator is in a state Endsley refers to as “reduced situation
awareness after being out-of-the-loop.” The automation has been performing the task, so
they are unaware of the system state. The system has poor transparency, so they cannot
discover the system state quickly, an issue exacerbated by the fact that, if the situation
were simple, the automation would probably have been able to handle it.

3 A Conceptual Model for HAT

In our work at the Human-Autonomy Teaming Laboratory at NASA Ames Research
Center, we have been developing a conceptual model for HAT. There are three major
tenets of the HAT model as presented here: Bi-directional Communication, Trans-
parency, and Operator Directed Interface.

3.1 Bi-directional Communication

Teammates often discuss options, brainstorm on solutions and openly discuss courses
of action. For automation to be on a team, this bi-directional communication needs to
exist. We see bi-directional communication as key to solving a number of the issues
typically found in highly automated systems. Bi-directional communication can make
systems less brittle. History has shown that humans, generally, are better able to adapt
to unfamiliar situations, poorly structured problems, or situations with incomplete
information. With HAT, the human can provide the missing information and context,
apply judgment from experience in similar situations that would not be recognized as
relevant by the automation (Christofferson and Woods [18] have shown how
automation does not generalize well from one domain to another) and if necessary,
override the decisions made by automation in these situations.

Bi-directional communication can also help to build shared awareness. Alberts and
colleagues [19] define shared awareness as a cognitive capability that builds on shared
information. Shared awareness of an event can be developed through four mechanisms:
(1) directly, (2) though independent sensors, (3) through information that is passed
from one agent to another, and (4) through information that is shared and the fused
results presented to two (or more) agents. The last two, sharing and fusing of infor-
mation require a communication channel through which information can pass in either
direction. And, while the same information could be gathered independently (mecha-
nisms 1 and 2), to assure shared awareness, this information needs to be cross-validated
or eventually the information will be out of sync.

Bi-directional communication requires some ability to have a common cognitive
understanding and for both the human and automation to communicate their intentions
[20]. To have true bi-directional communication, a shared language will be required.
A shared communication channel allowing both implicit and explicit communication
between the human and agent, is required. Understanding will be facilitated by explicit
discussion of goals (as opposed to intent inferencing), as well as confidence, and
rationale.
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3.2 Transparency

Lyons [21] argues that the system and its operators should be able to recognize what
the human/automated teammate is doing and why. He defines automation transparency
as the enabler of such recognition. Transparency is more than simply making the
information available to the human operator. Often the calculations done by automation
do not correspond directly to those a human would do when performing the same task.
To be transparent, the automation must bridge this gap by presenting information in
ways that fit the operator’s mental model.

Transparency is important because it enables the operator to determine whether the
automation is likely to have the correct answer in a particular situation (trust calibra-
tion). Without this information operators are likely to trust (and thus rely on) the
automation under conditions where it is likely to fail (over-trust) or ignore the
automation in conditions where it could be helpful (under-trust).

3.3 Operator Directed Interface

Previous work has focused on task allocation between the humans and automation.
However, this static relationship can lead to non-optimal performance. At the same
time, if the automation reallocates tasks, the operator can become disoriented. A well
planned and understood allocation strategy coupled with an operator directed dynamic
allocation of tasks based on workload, time pressure and other important factors allows
a much more agile, flexible system. One potential enabler of such a dynamic system of
task allocation is the concept of a play [22]. A play encapsulates goals, tasks, and a task
allocation strategy appropriate for a particular situation. Operators can call a play to
quickly adapt to a new situation.

3.4 A HAT Agent

One approach to creating systems that instantiate these HAT tenets, is to develop a
HAT agent that intercedes between the automation and the human operator. Figure 1
provides a conceptual illustration for such an agent. The interface between the HAT
agent and the operator instantiates a bi-directional communication channel. Through it
the operator can input requests and queries that set the goals for the system. The agent
tracks these goals and formulates requests to the automation to meet them. These
requests might take the form of status checks to make sure that the system is on track to
meet the goals (at least as far as the automation knows), or, if it is not, requests for
options to meet the goals. The automation returns possible courses of action, along with
their predicted results, and information about the rationale for their selection, and
confidence in their success. These results are filtered based on the current context to
avoid having too much information overwhelm the contextually relevant results.

An example may illustrate these concepts. The example steps through a pilot
teaming with aircraft automation including a recommender system advising which
airport to divert to, if needed. In this example an automated alerting system detects an
anomaly, such as a wheel well fire. This information is then communicated to the agent,
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which forwards it to the pilot while the automation simultaneously initiates a search for
candidate airports. Depending on context, the agent determines which candidates are
presented on the dynamic interface, taking into consideration such things as time
pressure. If the pilot is under extreme time pressure, it is not appropriate to present
multiple options with a great deal of transparency detail on how the automation arrived
at its recommendation. This dynamic interface would allow flexible, agile allocation of
tasks to humans and pilots, rather than the planned static allocation. In our example, if
the pilot does have adequate time, the agent would present multiple options generated
by the automation with ratings as to the adequacy of the alternative. This provides
transparency to the pilot. This is very important in building the pilot’s trust in the
system. But, what if the pilot has questions or additional information that the
automation does not know about? This highlights a key tenet; bi-directional commu-
nication. The pilot needs to be able to ask questions of the automation or provide
additional information. S/he should be able to ask: How confident are you in the
recommendations? How did you determine the scores? And where appropriate provide
additional information: There is a trauma center close to airport X (for a medical
emergency). In addition, the pilot should be able to propose solutions and have the
automation critique and evaluate them, with the same question asking, perhaps from
automation as well as from the pilot. HAT enabled collaborative problem solving is a
back-and-forth process. This kind of bi-directional communication transforms
automation from a tool to a teammate and has potential to help automation achieve its
promise.

Fig. 1. HAT agent architecture.
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4 Conclusion

HAT holds great potential to help automation truly become a partner and for us to
realize the promise of automation. Many researchers are hard at work exploring and
investigating HAT principles and techniques. We hope that the initial design principles
and model for HAT outlined in this brief paper can help add to a foundation on which
to base research. Other papers in this session will look at empirically evaluating these
concepts and generalizing the results to other domains.
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Operations Project, which funded this research.
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Abstract. Human involvement with increasingly autonomous systems must
adjust to allow for a more dynamic relationship involving cooperation and
teamwork. As part of an ongoing project to develop a framework for human-
autonomy teaming (HAT) in aviation, a study was conducted to evaluate pro-
posed tenets of HAT. Participants performed a flight-following task at a ground
station both with and without HAT features enabled. Overall, participants pre-
ferred the ground station with HAT features enabled over the station without the
HAT features. Participants reported that the HAT displays and automation were
preferred for keeping up with operationally important issues. Additionally,
participants reported that the HAT displays and automation provided enough
situation awareness to complete the task, reduced the necessary workload and
were efficient. Overall, there was general agreement that HAT features sup-
ported teaming with the automation. These results will be used to refine and
expand our proposed framework for human-autonomy teaming.

Keywords: Human-autonomy teaming � Ground station � Recommender
system � ACFP

1 Introduction

Managing aircraft is becoming more complex with increasingly sophisticated
automation responsible for more flight tasks. With this increased complexity, it is
becoming more difficult for operators to understand what the automation is doing and
why. Human involvement with increasingly autonomous systems must adjust to allow
for a more dynamic relationship involving cooperation and teamwork.

As part of an ongoing project to develop a framework for human-autonomy
teaming (HAT) in aviation [1], a part-task study was conducted to demonstrate,
evaluate and refine proposed tenets of HAT. The HAT features were derived from three
tenets and were built into an automated recommender system on a ground station.
These HAT tenets include:
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• Bi-directional Communication: For automation to act as a teammate, there needs to
be bi-directional communication about mission goals and rationale. This requires a
clear communication channel with a shared, understandable language [2].

• Transparency: Automated systems often do not facilitate understanding or tracking
of a system [3]. Providing the automation’s rationale for selecting particular actions
helps the human understand what the automation is doing and why. Again, to be
truly transparent, communication should use a shared language that matches the
operators’ mental model.

• Operator Directed Interface: While increased automation can help with manual
performance and workload, recovering from automation failure is often worse [4,
5]. A dynamic allocation of tasks based on operator direction and context allows a
much more agile, flexible system and a greater opportunity to keep the operator in
the loop.

This study focused primarily on interactions with one piece of automation, the
Autonomous Constrained Flight Planner (ACFP). The ACFP is an automated recom-
mender system designed to support rapid diversion decisions for commercial pilots in
off-nominal situations [6]. The ACFP was designed to generate a list of diversion
options in a ranked order. It compiles information from several sources such as ATIS
broadcasts, METAR weather reports, GPS location and terrain, aircraft condition, and
airport/runway characteristics. Evaluations are made for various factors (e.g., risk
associated with the enroute, approach, and landing phases of flight, fuel usage, weather,
terrain, distance, facilities). These evaluations are then aggregated to produce an overall
score. The initial implementation of the ACFP provided little transparency regarding
the evaluation and weighting of these factors [7]. Much effort has gone into enhancing
this tool not only in capability but also in transparency [8–10]. For the purpose of this
study, participants used the ACFP at a ground station to reroute aircraft in situations
such as inclement weather, system failures and medical emergencies. Participants
performed this task both with HAT features enabled and without and provided
feedback.

2 Method

2.1 Participants

Four dispatchers (median dispatch experience was 11 years) and two pilots (both active
duty with over 10,000 h flown as a line pilot) participated in this simulation.

2.2 Simulation Environment

Our simulation ground station has been developed through a series of human-in-
the-loop simulations to examine issues associated with collaboration between an
onboard pilot and ground support from a dispatcher or ground pilot [11–13]. Each
successive simulation advanced the ground station and evaluated a more fully evolved
operational concept. Our current framework envisions a role for ground support in
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monitoring and assisting aircraft in an advanced flight following mode, which requires
increasingly sophisticated automation and an opportunity to enhance collaboration
between the operator and the automation.

The following sections describe the components of the ground station for
multi-aircraft monitoring and support. The HAT features included for this simulation
are called out separately.

Aircraft Control List. The center of the station hosts an Aircraft Control List (ACL),
the primary tool for managing multiple aircraft and switching the focus between aircraft
(see Fig. 1A). The ACL provides information crucial for situation awareness such as
callsigns, departure and destination city pairs, estimated time of arrivals, flight plans,
souls on aboard, and pilot details.

This version of the ground station was designed to monitor, with the help of
automation, a large number of aircraft (up to 30). Automated alerts are provided in
three priority levels and two burdening levels. Priority refers to whether the situation
must be addressed immediately (high shown in red), can wait before being addressed
(medium shown in amber), or is merely advisory (low shown in green), corresponding
respectively to flight deck warning, caution, and advisory alerts. Burdening refers to
whether the operator is expected to take an action or if another agent or onboard pilot is
responsible. In the current simulation, alerts were issued for failure to adhere to a

Fig. 1. Simulation ground station. A: Aircraft Control List (ACL), augmented with timeline,
alerting information and HAT features. B: Traffic Situation Display (TSD). C: Flight controls and
displays for the selected aircraft in read-only mode. D: CONUS map and charts.

14 S.L. Brandt et al.



clearance, failure to stay on path, environmental threats (weather on flight path or at the
destination, and airport closures), system issues, and failure of the pilot to acknowledge
a flight deck alert.

Creating an Operator Directed Interface with Plays. We have adopted the playbook
approach to set system goals and manage roles and responsibilities between the
operator and the automation [14]. Our first implementation provides 13 different plays
the operator could call to address various scripted events. When the operator selects a
play, the ACFP is triggered with preset weights and the corresponding checklist
appears on the display identifying operator tasks in white and automation tasks in blue
(see Fig. 2).

Building in Transparency. The ACFP takes into account more than just risk; it looks at
fuel, distance, services available, etc. It also has the capability of weighting these factors
differently based on the situation. We increased transparency by explicitly showing the
factors and weights of the recommended divert airports when the ACFP is enabled (see
Fig. 3). Additionally, we translated the scores for the ACFP factors to more meaningful
numbers and descriptors for the operator (e.g., presenting nautical miles (nm) instead of
a score). In the example above, a Medical Emergency play was called which resulted in
the distance to medical facilities (Medical row) and time to destination (ETA row) given
more weight than other factors. As a result, Cheyenne (KCYS) was the top recom-
mendation showing a trauma care facility 3 nm from the airport. Although Denver
(KDEN) was closer, the trauma care facility is further from the airport.

Building in Bi-directional Communication. We preset weights for each play and
presented the weight settings (top of Fig. 3). The operator is able to negotiate with the
system by changing these weights to better fit the situation. The operator can adjust the
weights and see how the divert recommendation is affected. Again, using the example

Fig. 2. Operators could call plays for various events and in the HAT condition were provided a
checklist of roles and responsibilities. This is an example of a Medical Emergency play.
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in Fig. 3, if the operator decided that distance to the airport or estimated time of arrival
were a higher priority than available medical facilities, the operator could adjust the
ACFP weights and re-run the query.

Traffic Situation Display. The Traffic Situation Display (TSD) is a 3D map display of
company aircraft (see Fig. 1B). Information such as flight plans, trajectories and data
tags are selectable. Color-coding from the ACL is maintained allowing the operator to,
at a glance, identify the priority level of each aircraft. NextRad weather and turbulence
boxes are graphically displayed.

Building in Transparency. The ACFP was augmented to display ATIS at the desti-
nation airport as well as indicate which of a number of risk factors are present in any
potential divert location (see Fig. 4) [9, 10]. Operators could also request such ratings
for airports that are not recommended by the tool. The recommended route to a given
airport is displayed in grey on the TSD.

Fig. 3. In the HAT condition, operators were provided ACFP factors (on bottom) and weights
(on top) to increase transparency and bi-directional communication. This is an example of a
Medical Emergency play.

Fig. 4. When using the ACFP, regardless of condition, a transparency window appeared on the
TSD for the recommended airport. An ATIS report, runway information, path rating and
reasoning statements were also included.
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Additional Displays. The left-side display contains aircraft flight controls and
instrumentation for the selected aircraft (see Fig. 1C). A graphical display of the Flight
Management System (FMS) through a GUI Control Display Unit (CDU) was carried
over from previous builds of the ground station in part because dispatchers previously
reported that seeing the flight controls improved their situation awareness. The controls
are view-only and do not allow for any manipulation of the aircraft. Instrumentation
and information displays include a Primary Flight Display (PFD) and some Engine
Indication and Crew Alerting System (EICAS) functionality. The right-side display
contains a CONUS map with an overlay of company aircraft and weather (see
Fig. 1D). Airport charts are provided below the map.

Voice Interaction. Operators are able to perform some functions by voice, such as
selecting specific aircraft and invoking the ACFP. Alerts and certain system changes
(e.g., aircraft landing) are also announced vocally. All stations (simulated ground
station and flight decks) are equipped with push-to-talk communication.

Airspace. Participants managed the ground station while confederates supported the
simulation by piloting and initiating various off-nominal situations. Aircraft approxi-
mated 737–800s and were located in the western half of the U.S. The Multi Aircraft
Control Systems [15] was used to simulate the airspace and aircraft.

2.3 Experimental Design

The experimental design consisted of a single fixed factor, HAT, and a random factor,
Subject. There were two levels of HAT: HAT (ground station with HAT features
enabled) and No HAT (ground station without HAT features). Participants performed
the flight-following task once in each condition with the order of trials counterbalanced
across participants. We collected behavioral and subjective data. Subjective data results
are presented below; behavioral data are reported separately [16].

One participant was tested per day. Each participant received approximately 3.5 h
of training before running two 50-minute experimental scenarios. Questionnaires were
administered post-scenario and post-simulation. A debrief session was conducted
post-simulation to gather additional feedback.

Participants were provided with a concept of operation where automation and
ground personnel provide “another set of eyes” monitoring aircraft. The role of ground
in this flight following task was to support aircraft in high workload and off-nominal
situations. Our primary interest was in participant feedback of the HAT features.

Scenarios were developed to test HAT features in making diversion decisions under
different weather conditions and emergency landing situations. Each scenario required
participant ground operators to make approximately six diversions using the
ACFP. Confederates supported the simulation by piloting and initiating various scripted
off-nominal situations for the ground station operator. Example reasons for diversions
include deteriorating weather conditions at the destination airport, a mechanical emer-
gency such as an aft cargo door open, or a critically ill passenger needing immediate
medical care.
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At the start of a scenario, the operators had up to 30 aircraft to flight-follow after
takeoff until landing. Shortly into the scenario, the ground station began alerting the
operator to various situations. An event started either with an alert on the ground
station, elevating the aircraft priority and queuing the operator to contact the pilot, or
with a radio call from the pilot. In either case, if it was determined that the aircraft
needed to divert to a new destination, the operator would invoke the ACFP by selecting
the appropriate play. In the HAT condition, once the play was selected, a checklist of
procedures appeared with the automation responsible for a certain set of identified
tasks. In the No HAT condition, operators had a paper checklist available for procedure
items. In both conditions, the ACFP provided multiple recommendations in rank order
and the transparency window was displayed on the TSD for the selected airport (see
Fig. 4). The ACFP would select the highest rated airport based on the event and related
factors, though the operator could explore additional airports and view both the sug-
gested route and transparency window. In the HAT condition, the ACFP factors and
weights were displayed on the ACL providing additional transparency and allowing for
manipulation of factor weights. When there was consensus on the new airport, the
operator would datalink the route to the pilot who would, according to the concept of
operations, contact air traffic control for approval. Operators could then determine to
what extent they needed to follow that aircraft and either leave the aircraft priority
elevated (amber or red) or reduce the aircraft priority (green).

3 Results

3.1 Post-scenario Comparisons

After each scenario, participants completed a post-scenario questionnaire rating
agreement with (1 = strongly disagree, 5 = neither agree nor disagree, 9 = strongly
agree) and confidence in (1 = no confidence, 5 = confident, 9 = extremely confident)
several aspects of the ACFP. Paired-samples t-tests were run between the HAT and
No HAT conditions. Given the small sample size and range of responses, few sig-
nificant differences were found.

Little differences were found in participant ratings of reliance on the ACFP. In both
the HAT (M = 5.67, SD = 1.37) and No HAT (M = 5.17, SD = 2.40) conditions,
pilots neither agreed nor disagreed that they would rely on the ACFP recommendation
without hesitation, p = .41. However, if faced with a very hard and time constrained
task in the future, participants agreed they would rely on the ACFP in both the HAT
(M = 8.00, SD = 1.55) and No HAT (M = 7.33, SD = 1.63) conditions, p = .24.

Although mean scores were not significantly different, four of the six participants
agreed (ratings 7–9) that overall, the diversion decisions recommended by the ACFP
were acceptable in the HAT condition (M = 6.67, SD = 2.16), compared to two of the
six participants (ratings 8–9) in the No HAT condition (M = 5.33, SD = 2.58), p = .12.
There was a significant difference in confidence where participants reported greater
confidence that the diversions they chose were appropriate in the HAT condition
(M = 7.83, SD = 1.47, all participants rating 6 and above) compared to the No HAT
condition (M = 6.33, SD = 2.07, four participants rating 6 and above), t(5) = 4.39,
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p = .01. Five of the six participants reported confidence that the diversions recom-
mended by the ACFP were appropriate in the HAT condition (M = 6.67, SD = 2.25)
compared to three of the six participants in the No HAT condition (M = 5.33, SD =
2.42; p = .17).

3.2 Simulation Ratings

In addition to the post-scenario questionnaires, a final, post-simulation, questionnaire
was administered after both trials were completed.

Display Preference. Participants were asked to rate their preferred displays and
automation on a 1 = No HAT to 9 = HAT scale. Participants unanimously preferred
the HAT displays. Specifically, HAT displays were preferred with regard to:

• keeping up with operationally important issues (M = 8.67, SD = 0.52);
• ensuring the necessary situation awareness for the task (M = 8.67, SD = 0.52);
• integrating information from a variety of sources (M = 8.67, SD = 0.52);
• reducing workload necessary for the task (M = 8.33, SD = 0.82); and
• efficiency (M = 8.33, SD = 0.82).

Participants were in agreement that overall they preferred interacting with the
automation in the HAT condition (M = 8.50, SD = 0.55).

ACFP Recommendations. In additional to ratings of agreement, participants rated
several items in terms of usefulness (1 = not useful, 5 = somewhat useful, 9 = very
useful). Post-simulation, the ACFP was rated a useful tool (M = 7.33, SD = 1.37). Four
of the six participants agreed that the recommendations were generally consistent with
what s/he would have recommended (M = 5.83, SD = 2.56). The ACFP seems to be
particularly helpful during emergency situations, as explained by one participant,
“Everything is easy and accessible in emergency situations. No need to consult many
other programs to get various info.”

HAT Features. Items specific to the HAT tenets were rated both post-scenario and
post-simulation.

Supporting Bi-directional Communication. Participants agreed that the ACFP weights
improved the automation’s ability to handle unusual situations (M = 7.83, SD = 1.60)
and were useful in making divert decisions (M = 8.33, SD = 0.82). Participants liked
having the weights (M = 8.33, SD = 1.21) and one participant commented that, “[the
display] gave me the ability to see why, gave me control to change weights in
variable(s).”

Building in Transparency. Participants agreed that the ACFP table was helpful in
making divert decisions (M = 7.67, SD = 1.51) and they liked having the table
(M = 8.33, SD = 1.03). One participant commented that, “This [table] is
wonderful… You would not find a dispatcher who would just be comfortable with
making a decision without knowing why.”
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Creating an Operator Directed Interface with Plays. Participants liked having the
electronic checklist for each play (M = 8.67, SD = 0.52) and did not prefer the paper to
the electronic checklist (M = 2.67, SD = 1.97). One participant claimed that, “The
electronic list was easier because it was right there on the screen and it eliminated a
couple of the steps.” Another participant was hesitant to rely solely on the electronic
checklist and explained that s/he, “found it necessary to have both on hand.”

Overall. Participants all agreed that they would like to have a tool like the ACFP with
HAT features to use with real flights (M = 8.00, SD = 0.89).

Additional Displays. Participants reported consulting ATIS information while making
a diversion decision in both the No HAT and HAT conditions, and half of the par-
ticipants consulted airport charts while making a diversion decision (the other half did
not consult the charts because they were already familiar with the diversion airport).

Voice Input. Participants did not prefer using voice input over mouse input
(M = 4.17, SD = 3.13), with one participant commenting that the preference for mouse
was “due to reliability.” Participants slightly agreed that voice input would be more
useful if it worked better (M = 6.33, SD = 2.07).

Voice Annunciations. Participants found the voice annunciations for alerts useful
(M = 7.17, SD = 2.56) with one participant commenting that it, “gave another
dimension to alerting.” However, another participant cautioned that, “the voice
annunciations became somewhat mundane when announcing the new routes when
planning for a diversion.” Participants found the voice annunciations for arrivals
somewhat useful (M = 5.50, SD = 2.66), with one participant commenting that they,
“helped with flight following.” Overall, participants rated voice annunciations for
aircraft for the ACFP as useful (M = 7.00, SD = 1.67).

4 Discussion and Conclusion

HAT is a promising solution for increasingly complex systems. Guidelines for
improving HAT are growing, e.g., [4], and this project is our early effort at designing
for human-autonomy teaming in an actual system. Our approach emphasizes three
tenets: bi-directional communication between the human and automation, transparency
for automation, and an operator directed interface.

We acknowledge this was an initial study with a small sample size, as our primary
purpose was to demonstrate HAT features and gather feedback for further refinement.
Overall, participant feedback was positive, supporting our implementation of HAT
features. Participants liked having a recommender system with factors and weights and
expressed interest in having similar automation for real flights. They valued the inte-
gration of the displays, commenting that this level of integration is not currently
available. Participants found the electronic checklist useful as were a number of the
alerts.

Suggestions for improvement were also provided, which we are working toward. In
regards to the ACFP, participants expressed reluctance to allow the ACFP to make
diversion decisions for them at this point. As one person put it, it still “needs some TLC
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to be trusted.” We are continuing our work on how transparency affects trust [9, 10]
and planning to incorporate the results into the ACFP. Furthermore, in our current
implementation, plays included simple checklists. We are working towards making
these more flexible with varying levels of automation and branch points. While the
concept of voice input and annunciations was received well, our implementation is in
its infancy. Voice input was unreliable, working well for some participants but not all,
and voice annunciations lacked etiquette, speaking over the operator and pilot.
Improvements are being made to increase the vocabulary and grammar and better
manage the output to not interfere with operator tasks.

As a next step, we have ported some of these ground station tools to a tablet for use
on a simulated flight deck and will again evaluate the tools with and without HAT
features. Our goal is to develop a framework for HAT, consisting of tenets and
guidelines for implementing them. We eventually hope to create software libraries that
make this implementation easier.
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Abstract. We examined two metrics for assessing Human-Autonomy-Teaming
(HAT) performance, subjective workload and eye-gaze durations, in a simula-
tion of dispatcher flight following while interacting with the HAT features of an
Autonomous Constrained Flight Planner. Operator workload was lower in the
HAT condition and decreased with time in the scenario. However, participants
took more time to uplink flight plan changes in this condition.

Keywords: Human-Autonomy-Teaming � Autonomous Constrained Flight
Planner

1 Introduction

According to a recent report from the National Research Council’s (NRC) Committee
on Autonomy Research for Civil Aviation Aeronautics [1], increasingly autonomous
aircraft systems are being developed at an accelerating pace, with the expectation that
these systems will significantly benefit air travel in terms of safety, reliability, effi-
ciency and affordability. These autonomous systems are expected to perform more
complex, mission-related tasks with substantially less human intervention for longer
durations and at remote distances.

These increasingly autonomous aircraft systems are made possible by recent
advances in automation capabilities in sensing, decision making and planning. They
have transformed thinking about the role of automation from the view of automation as
replacing or assisting human operators to new concepts of human-autonomy interaction
—the view that an autonomous system can be a valuable team member and have a
well-defined role on a team. This new concept is called Human Autonomy Teaming
(HAT).

HAT is currently recognized as a promising solution to the problems of human
operators managing increasingly complex work systems. A human-autonomy team can
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be defined as the interdependent coupling between one or more human operators and
one or more autonomous systems requiring collaboration and coordination to accom-
plish system and task goals [2]. As such, it is being developed and pursued in many
operational areas such as robotics [3], commercial aviation [4], and UAS operations
[5]. Additional information on the tenets of HAT can be found in other papers in this
volume (see e.g., [6, 7]).

The development of effective HAT agents and optimal interfaces for HAT inter-
actions will be necessary to overcome some of the barriers to the success of increas-
ingly autonomous systems [1]. The design and development of these agents is in its
infancy stages; nevertheless, effective agents must consider the factors known to
influence HAT effectiveness.

1.1 Factors Determining HAT Effectiveness

In aviation, many factors will determine the extent to which HAT will achieve the
desired level of effectiveness when employed in the National Airspace System (NAS).
These factors are based on previous research on human-automation interaction,
human-machine interface design, and human-human team performance.

Automation Transparency. The operator must understand the automation agent’s
intent and reasoning, and be able to elicit additional factors on which the agent has
based a recommendation for a course of action. Operators must be able to see what the
agent is doing and, ideally, predict what the agent will do next. Transparency requires
operator knowledge of the general logic of how the agent works and accurate mental
models of its functioning [8]. At the same time, the autonomous agent must understand
(to some extent) the current preferences, attitudes and states of human operators on the
team. Detecting and understanding the status of human team members may be one of
the more challenging aspects of autonomous-agent design in HAT.

Bi-directional Communications. Communications between humans and autonomous
agents are necessary for establishing and maintaining a shared knowledge of task goals,
exchanging information, reporting errors (human- or autonomy-based) and reporting
status. Natural-language processing capabilities that match human capabilities would
appear to be important for effective human-autonomy collaborations in pursuit of a
common goal. In aviation, a logical starting point for human-autonomy communication
and collaboration is current Crew Resource Management (CRM) principles, as these
principles regulate communications between human team members [9]. Good CRM
between humans requires team members to understand what the others are doing and
why. Effective communication also means that the human operator can easily and
accurately direct the automation, and override autonomous-system decisions, if nec-
essary. The method of communication will also affect an operator’s trust in automation,
situation awareness and workload [10].

Trust in the Autonomous Agent. Trust in automation is a complex psychological
state that involves beliefs, attitudes and expectations about the reliability and other
characteristics of an automation tool to produce a favorable outcome. Trust in
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automation involves the willingness to place oneself in a position of uncertainty and
vulnerability in the expectation that the agent will do what it is supposed to do, or
communicate to the human why it is unable to do so. Human trust must be appro-
priately calibrated: over trust and under trust can lead to issues of complacency and
increased workload [11].

Operator Workload. If poorly designed, human interactions with autonomous agents
can produce excessive operator workload because of difficulty understanding the
autonomous agent’s current thinking or current tasks goals, awkward communication
methods, and lack of trust in the autonomous agent [12, 13].

Situation Awareness of Humans and Autonomous Agent. Human operators must
have awareness of the tasks, systems and environments, as well as adequate awareness
of the status of the autonomous agent. Similarly, the agent must have adequate
awareness of the system state, environment, and status of human team members [3, 14].

Individual Differences. Differences between human operators with regard to skills in
multitasking, attentional control, and spatial processing, communication styles, per-
sonalities and trust in automation will affect HAT effectiveness. It is therefore
important to design HAT taking into account these individual differences [3].

1.2 Measuring HAT Effectiveness

The desired incremental gains in safety and efficiency produced by HAT could be less
than expected unless they are designed properly, taking into account the factors noted
above, as well as, design principles for promoting effective HAT interactions [14].
A poorly designed HAT might even create new risks and hazards that threaten the
safety and efficiency of the NAS; therefore, it is important to measure the impact of
HAT on operator and system outcomes. Evaluations of HAT designs necessitate
methods and metrics for assessing effectiveness and efficiency, yet such metrics are
currently lacking. The effectiveness of HAT must be measured across several dimen-
sions, for example, mission effectiveness, automation behavior, human operator per-
formance and human-autonomy collaboration. Proposed methods for measuring HAT
outcomes can be classified in terms of system outcomes, automation behavior effi-
ciency, human behavior precursors, and collaborations [15, 16].

At the highest level, the HAT agent must be evaluated for its effect on NAS
operations. NAS performance is typically assessed with measures of safety (e.g., LOS,
average separation between aircraft) and efficiency (e.g., system complexity, traffic
count). Aircraft system performance is measured with individual aircraft parameters
(e.g., flight plan deviations, fuel consumption). Methods and metrics for evaluating the
impact of HAT agents on NAS performance must be developed and tested with sim-
ulations involving all major NAS operators (e.g., pilots, dispatchers, air traffic con-
trollers) and these simulations must be sensitive to changes brought about by the
introduction of HAT.

Focusing on system outcomes, however, fails to provide insights into the processes
that lead to these outcomes. NAS safety and efficiency are affected by operator and
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crew performance, meaning that demonstrations of the HAT agent’s effectiveness will
require measures of performance at these levels. Traditional metrics for operator and
crew performance include operational errors and adherence to CRM principles.
Moreover, human behavior precursors such as workload and situation awareness,
known to affect operator performance also must be assessed. Although many methods
for assessing workload [17] and situation awareness [18] have been validated, these
must be reassessed for their sensitivity in eliciting changes brought about by HAT.

Finally, collaborative metrics for evaluating the quality of the human-autonomy
interactions must be determined. These should be related to the unique coordination
efforts between human and autonomous agents, and the extent to which they assess the
desired characteristics noted above. There are subjective methods for assessing human
trust in automation [19] and subjective methods for measuring human-human team
collaborations [20] but measures based on operator behavior and performance are
lacking. These measures are complicated because they involve designing scenarios and
tasks that are sensitive to differences in behaviors and performance, as well as gener-
alizing to the operational context. For example, Higham et al. [21] measured air traffic
controllers’ trust in an advanced conflict detection and resolution tool by developing
scenarios that contained near-miss events in which aircraft pairs approached but never
lost separation. Trust in the automation tool was shown when the controllers took no
action. Additional metrics for assessing the effectiveness of human-autonomy interac-
tions include attention allocation, timesharing efficiency and decision-making, as well as
measures of communication and collaboration between humans and HAT agents [15].

Behavioral and performance measures of HAT efficiency have been suggested but
not tested. Hancock et al. [22], for example, proposed “neglect tolerance,” the degree to
which the autonomous agent is ignored, as a measure of trust in automation. Muir and
Moray [23] suggest that operators engage in “defensive monitoring,” which is the
operator’s rate of sampling of the autonomous agent: operators can employ sampling
rates that are in either excess of, well below, or optimal with respect to the agent’s
characteristics.

This paper reports on a preliminary investigation of possible metrics for assessing
HAT effectiveness as part of a demonstration of a HAT agent used by ground station
operators in a Reduced Crew Operations project that was conducted by NASA Ames’
Human Autonomy Teaming Laboratory. In this paper, we examined two metrics for
assessing HAT effectiveness and subjective workload to determine if HAT interactions
changed operator workload, and eye-gaze durations while interacting with the HAT
features of an Autonomous Constrained Flight Planner (ACFP). For additional details
on the purpose, methods, and results of this demonstration, see [6, 7].

2 Method

2.1 Participants

Six participants were tested. Four were experienced dispatchers and two were air
transport pilots. None had previous experience with the advanced ground station used
in the project.
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2.2 Ground Station Configuration

The baseline autonomous agent was developed for an advanced dispatch station in
which the dispatcher follows flights, as is done today, but can also provide first-officer
assistance to simulated aircraft flown by single pilots or reduced crews. As such, the
ground station has some capabilities currently used by dispatchers. The dispatch
operator, with automation-agent assistance, is responsible for additional duties (e.g.,
flight planning, system diagnoses, and communications) that are traditionally performed
by the flight crew. The advanced ground station was a component of a simulation
environment comprising external systems that provide traffic simulation, communica-
tions, air traffic control, and multi-pilot interactions.

Figure 1 (left) shows an example of the layout of the ground station. Displays on
the right (CONUS Map and Jepson Charts) are current-day dispatcher displays. The
Traffic Situation Display (TSD) provides an untethered view of all of the traffic and
weather within a range defined by the operator. The Aircraft Control List (ACL) con-
tains a list of callsigns, city pairs and alert information for each aircraft being followed.
The list is dynamically updated as aircraft enter and exit the dispatcher’s responsibility.
Autonomous Constrained Flight Planner (ACFP) is a flight-planning recommender
system for assisting operators in generating and evaluating flight routes. The Aircraft
Monitoring and Management System (AMMS; not shown) monitors all aircraft cur-
rently assigned to the dispatch station for clearances and path adherence, EICAS
messages and route quality. The flight controls display shows the cockpit instrumen-
tation of the aircraft currently selected by the dispatcher.

Fig. 1. Left. Advanced ground station used in the simulation showing Aircraft Control List
(ACL), and ACFP (bottom center), Traffic Situation Display (TSD); (top center), flight controls
and displays (left), CONUS map (top right) and charts (bottom right). Cameras were mounted on
the center, left and right displays to record participant gaze while responding to an event. Right.
ACFP display in HAT condition showing the recommended flight plans, criteria used in
generating the recommendations and the sliders for adjusting the weights associated with each
factor.
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2.3 Procedure

Participants assumed the role of an ‘advanced dispatcher.” They performed a flight
following task and supported aircraft that were assumed to have only one onboard pilot
operating in high workload and off-nominal situations. Aircraft in the scenarios flew
across the western United States, and in each scenario, produced events that might
require dispatcher assistance (see Table 1). Each participant completed two scenarios,
containing approximately 40 aircraft, and 6 off-nominal events. When an event
occurred, the participant would select a “play” for the event, which brought up a
checklist showing dispatcher, autonomous agent and pilot responsibilities. The par-
ticipant determined if a flight deviation was needed, and when necessary, used the
ACFP to generate recommended flight plan deviations that could be uplinked to the
aircraft. Two conditions were tested based on whether the ACFP was equipped with
HAT interaction features. In both conditions, the ACFP provided up to four flight plan
recommendations in ranked order, and showed partial reasoning for the suggestions
consisting of the risk associated with each recommendation and the factors (Fuel, ETA,
Services, Distance, Medical Services) used to arrive at the recommendation (see Fig. 1,
right). In the HAT condition, the ACFP also provided the dispatcher with the ability to
modify the weighting of these factors by showing sliders that indicated graphically the
current weight for each factor (Fig. 1, right). The participant could adjust the weights
used in generating a recommendation by moving the sliders and requesting updated
recommendations.

2.4 HAT Metrics

This preliminary demonstration of a HAT agent provided limited opportunities for
assessing its effectiveness. Nevertheless, we assessed subjective workload at regular

Table 1. Scenario events requiring dispatcher assistance

Aircraft event Description

Fire in lavatory Fire ignited in the lavatory; immediate landing is likely
Airport weather Weather at destination airport is near or below minimums. If below, pilot

must divert to a suitable nearby airport
Wheel well fire Fire detected in the main wheel well shortly after takeoff
Medical
emergency

Passenger onboard an aircraft requires medical attention and possibly
immediate landing based on severity of condition

Anti-skid
inoperative

Locked wheel protection is unavailable. Antiskid prevents wheels from
skidding during braking by minimizing speed difference between wheel
speed and aircraft speed

Windshield
overheat

Windshield heating system has malfunctioned and may cause damage to the
windshield

Aft cargo door
open

One or more cargo doors are not closed and secure; detrimental if aircraft is
above 8,000 ft

Weather radar
fail

Failure prevents cockpit crew from viewing weather near the aircraft
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intervals during the scenario and analyzed the participant’s eye gaze to determine
whether the duration eye gazes between the HAT and No HAT conditions differed.
Subjective workload ratings were measured every 8 min beginning at 6 min in the
scenario.

Eye gaze data was obtained from four cameras mounted on advanced ground
station monitors. Data was collected and analyzed in both conditions only for events
resulting in a flight plan change based on the ACFP. The duration of the event was the
time between activation of a play and uplink of a flight plan. This event time was
subsequently broken down by the amount of time spent gazing at each of the five
displays (Flight Controls, TSD, AMMS+ACFP, CONUS, and Jepson Charts) during
the event, by examining the position of the participant’ sclera relative to each camera.

3 Results

HAT effectiveness was measured by workload ratings obtained at regular intervals in
the scenario. For the HAT condition, we counted the number of times the participant
adjusted the weight factors prior to uploading a flight plan. Finally we examined the
amount of time spent gazing at various displays while resolving an event.

Overall, workload ratings were low. One subject did not respond to workload
queries throughout the simulation; therefore, a repeated measures ANOVA was per-
formed on workload ratings for the remaining five participants with the factors HAT
condition (HAT vs. No HAT) and time in scenario. As shown in Fig. 2, workload
ratings in the HAT condition (M = 1.65, SEM = 0.93) were lower overall than ratings
in the No- HAT condition (M = 2.33, SEM = 1.24), although this difference only
approached significance (p = .13). The interaction between HAT condition and time
interval was significant, however, F(5,11) = 3.42; p = 0.04 (see Fig. 2). For the HAT
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Fig. 2. Workload ratings for HAT and No HAT conditions at regular intervals in the scenarios.
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condition, workload ratings were generally lower, and decreased slightly with time in
the scenario. Workload ratings for the No-Hat condition were more variable but were
on average unchanged.

Table 2 summarizes differences between conditions in terms of event and eye-gaze
durations. From this table, it can be seen that participants did not always uplink a flight
plan change for each event. On average only three flight-plan changes were made per
scenario under each condition. However, in the HAT condition, the amount of time to
select and uplink a flight change was significantly longer by 40 s in the HAT condition,
compared with the No HAT condition. The increase in event times was due to par-
ticipants gazing significantly longer at the ACFP (where the recommendations and
weights were displayed) and the TSD (see Table 2) in the HAT condition. Some of the
increased time must have been caused by slider movement; however, when restricting
gaze times to events in which no slider movement occurred the difference between the
mean gaze time for HAT was still higher (and marginally significant) compared with
the No HAT condition. Very little time was spend gazing at the remaining displays in
both conditions (Table 2).

Finally, we examined the HAT collaborations by counting the number of times
each participant adjusted the weights in the HAT condition. As shown in Table 3, these
weights were rarely adjusted, and these adjustments were restricted mostly to one
off-nominal event. Five (of 6) participants adjusted weights for the “Fire in Lavatory”
event. Two participants adjusted weights for “Airport Weather” and one participant for
“Wheel Well Fire” and “Medical Emergency.” Table 3 also shows that in the majority
of cases, participants increased the weight of the Distance factor. One participant
increased the weight for ETA, and two participants increased both Distance and ETA
for “Medical Emergency” and “Airport Weather.” For the remaining events in the HAT
condition, participants simply accepted and uplinked the initial recommendation of the
ACFP. Note also in Table 3 that one participant adjusted the weights for all events
listed, and one participant never used the weights in the HAT condition.

Table 2. Summary of flight plan changes in response to off-nominal events and time spend on
ground station displays for HAT and No HAT conditions

Summary statistic HAT No HAT p*

Mean (SEM) number flight plan changes 3.3 (0.8) 3.0 (0.6) .78
Mean (SEM) time per flight plan change (s) 101.2 (19.4) 63.7 (14.9) .026
Mean (SEM) gaze time on ACFP (s) 53.6 (9.5) 27.5 (3.5) .009
Mean (SEM) gaze time on ACFP - sliders not moved
in HAT condition (s)

41.9 (8.7) 27.5 (3.5) .08

Mean (SEM) gaze time on TSD (s) 38 (14.0) 20.7 (11.0) .10
Mean (SEM) gaze time on other displays (s) 11.9 (13.0) 9.05 (12.3) .28

*probability of obtained difference based on repeated measures t test (df = 5)
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4 Discussion

We examined subjective and behavioral indicators of HAT collaborations using a
preliminary proof-of-concept demonstration of HAT principles for Reduced Crew
Operations [6, 7]. This demonstration simulation was not designed specifically for
experimental comparisons of HAT vs. No HAT conditions. Nevertheless, we obtained
preliminary data that suggest potential advantages and disadvantages of HAT. More
important, we identified recommendations for future simulations in which HAT can be
experimentally evaluated.

First, we showed that operator workload was lower in the HAT condition and
decreased with time in the scenario. Seeing that participants completed only one sce-
nario with the HAT agent, this may point to the need for additional training. In the
No-HAT condition, workload was higher and roughly constant throughout. These
results on workload obtained during a scenario agree with workload data obtained at
the end of the scenario [6].

Second, although based on a limited sample, we showed that participants took more
time to uplink flight-plan changes in the HAT condition, even when no weighting
adjustments were made. On the surface, this contradicts our findings regarding
workload; longer task times typically indicate higher workload. However, given that
workload overall was very low, and that very few flight plan changes were made in
each scenario, it is possible that the increases in event times were insufficient to change
subjective workload. If this is the case, we speculate that in the HAT condition,
providing an opportunity to alter the recommendations of the HAT agent led partici-
pants to consider the initial recommendations more carefully before either accepting or
adjusting them. In the No-HAT condition, if participants rejected recommendations of
the ACFP, he or she would have to create a flight deviation with no automation
assistance, and this may have led participants to accept recommendations with less
prior evaluation. Of course, these speculations must be verified with further research.

Our findings point out the difficulty in establishing behavioral and performance
metrics for evaluating the effectiveness of HAT collaborations. On the one hand, longer
event times might indicate higher workload and less efficient operations. Alternatively,
longer event times might indicate more thorough processing, indicating that the HAT
agent is improving operator and system performance. To understand the effect of HAT
agents on operator performance and the quality of HAT collaboration, requires methods
and measures be carefully developed and tested. We offer the following recommen-
dations in this regard:

Table 3. Number of participants who adjusted factor weights by event in the HAT Condition.

Event N participants Factor(s) adjusted

Fire in lavatory 5 Distance
Airport weather 2 Distance or ETA
Wheel well Fire 1 ETA
Medical emergency 1 Distance and ETA
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Evaluations of HAT must be performed at all levels of the system, and use a battery
of assessment techniques. Evaluations must include system, autonomous-agent, and
operator performance as well as behavioral precursors to operator performance [12].
The latter measures include workload, situation awareness and trust in automation.
HAT evaluations should also utilize subjective, behavioral and performance measures
of effectiveness. Subjective measures are simplest; they can be administered at different
times during a scenario and capture the operator’s perspective on the construct of
interest. Note that, in our preliminary evaluation of the HAT agent for RCO, weight
adjustments were made by only one of our six participants. Possibly, this participant
trusted HAT recommendations more than the remaining participants. On the other
hand, it is possible that the HAT recommendations were consistent with what most
participants would recommend. Subjective measures of HAT effectiveness are cur-
rently unavailable; however, validated subjective measures of human-human collabo-
rations do exist [20], and they represent a reasonable starting point in this regard.

Behavior outcomes of HAT effectiveness will require a priori knowledge of how
experts currently perform tasks because, as found in the current investigation, one must
determine the effect of behaviors on overall performance outcomes. This will require
task analysis, verbal protocols, and other methods to determine behaviors showing trust
in automation, communication, and collaboration. Finally, performance measures of
HAT effectiveness will necessitate carefully designed tasks and scenarios that are
sensitive to differences brought about by a HAT agent.
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Abstract. Elsewhere we have discussed a number of problems typical of highly
automated systems and proposed tenets for addressing these problems based on
Human-Autonomy Teaming (HAT) [1]. We have examined these principles in
the context of aviation [2, 3]. Here we discuss the generality of these tenets by
examining how they might be applied to photography and automotive naviga-
tion. While these domains are very different, we find application of our HAT
tenets provides a number of opportunities for improving interaction between
human operators and automation. We then illustrate how the generalities found
across aviation, photography and navigation can be captured in a design pattern.

Keywords: Human-Autonomy Teaming � Automation � Human factors

1 Introduction

1.1 Problems with Highly Automated Systems

Elsewhere we have discussed a number of problems typical of highly automated
systems [1]. Such systems are brittle, working properly within some bounded space for
which they have been programmed, then failing when parameters fall outside that
space. They are opaque, lacking transparency; human operators often do not know
what the automation is doing or why. Operators often do not know when to trust
automation, relying on it to handle conditions it cannot, or not taking advantage of it to
handle conditions it can. As automation does more of the work, operators become less
practiced. When the automation performs a task, the operator is often less aware of the
system state.

While each of these issues is troubling by itself, they often manifest together. An
operator, over-trusting the system, does not realize that some parameter has gone out of
bounds. Because it is out of bounds, the automation either quits or is no longer reliable.
The out of practice operator must then try to regain situation awareness using opaquely
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presented information. This situation has been responsible for a number of accidents
(e.g., Air France 477, Korean Air 801). Similar concerns have been identified by others
[4–6].

1.2 HAT Solutions

A number of authors have suggested that these concerns are ameliorated by developing
interfaces and procedures analogous to guidelines for improving teamwork among
humans [5, 7]. This area of research has been termed “Human-Autonomy Teaming” or
“HAT.” Our current approach to HAT emphasizes the following tenets:

Bi-directional Communication: Following the common aviation crew resource
management (CRM) practices that encourage input from all relevant parties into
decisions, communication should be bi-directional concerning all levels of planning
and execution. At the highest level (the mission), this means that operators should be
explicitly informing the automation of mission goals, and automation should be able to
recognize when those goals are not being met and inform the operator (preferably with
an alternate course of action). At the lowest level (implementation), the operator should
be able to “see” what the automation is doing and understand why, propose adjust-
ments and have the automation report the predicted consequences of those adjustments
before execution. Similar bi-directional communication should occur at intermediate
levels. To facilitate this dialog, automation should be able to present a rationale for
recommendations and warnings, for example, indicating why a route is rated as
unacceptable or what event triggered a warning light. In addition, under conditions of
uncertainty, automation should indicate its confidence in the data or analysis being
presented. This allows operators to better integrate information that may be significant
but unreliable (e.g., when I need to leave for work might be significantly different if I
want an 80% chance of being on time versus a 99% chance).

Transparency: Providing rationale and confidence levels also fall under a more
general tenet, that automation should be transparent. Lyons [8] defines automation
transparency as a shared awareness and shared intent between the system and its human
operator(s). That is, the system and its operators should be able to recognize what the
human/automated teammate is doing and why. To be truly transparent, communication
should use a shared language: Automation should present information in ways that fit
the operator’s mental model.

Operator Directed Interface: Interfaces should allow for dynamic task allocation
directed by the operator. In particular, intent inferencing about the operator’s state or
goals should be minimized.

1.3 The Value of a Generalizable Solution

Elsewhere we discuss our efforts to demonstrate and test these principles implemented
in an airline dispatcher ground station designed for flight following [2, 3]. But to what
degree can the success of that implementation be attributed to the HAT principles as

Beyond Point Design: General Pattern to Specific Implementations 35



opposed to other design considerations? One way to think about this problem is “How
easy would it be to apply the HAT system we developed for our ground station to a
novel situation?” This is the “turnaround test” discussed by Woods [9]. We are
attempting to address this generalizability issue by first developing use cases that
specify what HAT would look like in a broad variety of domains, and second extracting
patterns from those use cases that capture generalities about HAT. In the following
sections, we examine two such use cases and one such pattern.

2 HAT in Other Domains

2.1 Photography

Photography provides a very different set of use cases for automation and HAT from
those associated with aviation. In photography the operator has much more latitude in
setting goals and in many cases may have to change these goals quickly to capture
fleeting images. Automation can help. It can focus and adjust exposure (the brightness
of the picture), much more quickly and accurately than any human operator. However,
first it must know the goal. Automation can also detect and react to items and events of
interest such as faces, blinks, and camera shake. Thus the automation is capable of
doing much of the work to realize the operator’s goal for a shot, if that goal can be
accurately conveyed. In this section we briefly discuss some of the choices facing a
photographer and then discuss how these choices might be more quickly and accurately
conveyed to the automation.

Perhaps the most obvious choice the photographer makes is what to focus on.
Ignoring the issue of pointing the camera, there are typically many objects within the
field of view that the operator could choose to be in focus. Objects closer or further than
the chosen object will appear increasingly blurry in the final image. The issue here is
that, while it is usually obvious to the operator what the picture is of, the autofocus
system does not know. On many cameras, the autofocus system can be told to look for
the closest object or faces, but those abilities are quite brittle, braking when there are
multiple faces or the subject is not the closest object in the scene. Cameras come with
these priorities because portraits and subjects in the foreground are common goals. But
where does that leave someone taking pictures of flowers or waterfalls? It would be
nice to have a more generalized solution.

Choosing what to focus on is, of course, not the only choice that must be made
when taking a photograph. How bright (or dark) should the photograph be? How do we
control the brightness? Without turning this paper into a Photography 101 textbook, let
us just say that these are complex questions. Controlling the brightness of a photograph
has side effects for how sharp the image appears; side effects that may be desirable, or
not, depending on the goals of the photographer. While automation can determine the
appropriate level of brightness quickly, different settings affect how it controls the
brightness with major effects on the appearance of the final product.

We would like to mention one last type of automation that is creeping into some
cameras. Cameras can read information off of the sensor and process it far more quickly
than a human operator. As a result, it is possible to have the camera trigger (or briefly
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suppress triggering) based on certain events. Cameras can take a picture when light-
ening flashes, or, under flickering lights, at the brightest point of cycle. Cameras can
momentarily delay firing when the subject blinks or when your hand is moving. This
raises the possibility of having a camera fire at specific moments that the operator wants
to capture, say, when a bat hits a ball.

Now imagine taking a hike with your son. You want different settings when you
take a picture of your son, a flower, a waterfall, a fox that crosses your path. How can
you easily move from one to another?

One solution would be to specify your goal, the kind of picture you want to take, at
a high, “mission” level. Dialing in a Portrait, or Waterfall play would choose the
appropriate settings. We envision the ability to create packages of settings offline that
can then be loaded onto the camera. Following a similar proposal by Miller and
Parasuraman [10], we refer to these packages as “plays.” Plays could be “called”
quickly by voice or using a scroll wheel. In some ways, plays may seem similar to the
“scene modes” appropriate for many types of photography (sports, portrait, night,
fireworks, etc.) offered on many cameras. However scene modes generally lack
transparency, customizability (strategic, offline), and flexibility (tactical, real time). By
allowing operators to create plays offline, it is possible to imagine building in crazy
levels of specificity. Imagine a baseball play where you could specify the field location.
If you then tell it you are taking pictures of the pitcher, and it senses your location
(GPS) it can determine the approximate distance greatly improving autofocus speed
and accuracy. You can specify the uniform color so it can select the appropriate people
out of a scene. The operator could say “play at second” and the autofocus would focus
at the appropriate distance and on the appropriate player, making it faster and less
likely to focus on the wrong subject entirely. (Yes, one of us spends way too much time
taking pictures at Little League games.)

Plays do more than simply allow the operator to change many more specific set-
tings at once, because plays can contain information about the desired end product; the
goal for the shot. This enables, the automation to perform intent based actions based on
real-time information about the goal and environment where the shot is taken. For
example, the automation could be set to take the picture when the ball hits the bat, or
the bee lifts off the flower. These events happen too quickly to be reliably captured
manually, but can be captured by automation if it “knows” what to look for.

Once the automation knows the goal, it can also determine whether the goal is
being met. For example, if there is not enough light, the shutter speeds necessary to
stop motion may result in underexposure. Similarly, it may not be possible to expose a
scene in a way that captures both shadow and highlight detail. In these cases the camera
might warn the operator, suggesting the use of a flash or asking whether it should
sacrifice the shadows or the highlights.

2.2 Navigating by Car

Today nearly everyone drives with a navigation system that would have been
unimaginable just ten years ago. Enter your destination, and these systems plot a route
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for you that, to the degree possible, avoids traffic delays. They then provide you with
turn-by-turn directions and offer to reroute you as the traffic situation changes.

These systems already provide some HAT-like features. They allow some speci-
fication of high-level goals (e.g., mode of transportation, fastest time, shortest route,
avoid tolls, avoid highways) and the navigation system will generate route options with
estimated driving times. On a computer, you can even create a route manually, and
Google Maps, will give you an estimate of how long it will take to drive it. However, in
current systems, the list of options is relatively limited. To some extent, this maybe
unavoidable. Today’s automation may not have a good sense of what makes a road
scenic or fun to drive. Thus, if finding a scenic route is a goal, greater input from the
operator may be required. However, in choosing a scenic route, the operator pre-
sumably would appreciate feedback from the automation about things it does know, for
example, time to destination and road closures.

Current navigation systems also fail to give operators crucial information related to
what is often the primary question on their minds: Am I going to make it there on time?
They do give you an estimate of your arrival time based on current driving conditions,
and often a fairly useless reason for any delay (e.g., “Traffic is heavy”). However,
driving in traffic is generally not so simple. Apple, Google, and Waze have access to
large databases from which they could generate statistical profiles that would allow
them to answer questions like: How early do I have to leave in order to have a 95%
chance of being on time? What is the probability that I hit traffic on the Bayshore
Freeway if I leave at 3:00? What alternatives do I have if traffic gets worse?

The answers to these questions would allow a user to develop a plan for a trip that
goes beyond the routing currently provided, to develop alternatives in case problems
develop in transit. Current navigation systems offer to reroute you if traffic patterns
change and another route becomes faster. Unfortunately, while you are driving is not
the time for “bi-directional communication” with your navigation system; carefully
vetting the proffered route is difficult (and possibly illegal) while driving. On the other
hand, simply accepting this offer, can be a bit of a crapshoot. You might end up zipping
along a highway, but you might find yourself in a warren of little streets in a ques-
tionable neighborhood. A solution to this problem might be to move the bi-directional
communication to before departure. If you live in a large city with traffic problems, you
probably find yourself periodically discussing your commute with co-workers. You
probably discuss your strategies for getting home. Leave by 4:00, take one freeway
unless it is unusually slow, in which case switch to surface streets. Maybe a co-worker
has suggested a new better route. We suggest that navigation systems could become
like very knowledgeable co-workers (at least knowledgeable when it comes to traffic)
sitting in the right seat looking at the bigger picture. Using the navigation system, you
could develop a strategy for your commute. This strategy does not have to be static.
Maybe you have a preferred route and are only willing to change if you can save ten
minutes. Once en route, maybe you are willing to be rerouted from one freeway to
another to save five minutes, but only want to switch to surface streets if it will save ten
minutes. Maybe you only want to switch if there is a 90% chance that the new route
will actually end up being faster. Maybe you want the automation to ask before
switching you to surface streets but simply to reroute you when it finds a faster
highway. These strategies look a lot like the plays discussed above. They can be very
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complicated. However, because they can be formulated offline, they allow you to direct
how to adapt to changing driving conditions without requiring you to negotiate with the
navigation system while you are driving. Further, because these plays can be reused
every time you drive to and from work, investing some time in developing a good one
can save significant amounts of time down the road.

3 HAT Design Patterns

Across aviation, photography, and automobile navigation, we see very capable
automation that does not achieve its full potential because it is not aware of the goals
and expertise of its human operators. In each case, default parameters are set by
designers and engineers that assume a set of generic goals on the part of the user. These
defaults are difficult or impossible for the operators to modify. It is often unclear what
they even are. While the human could, in many cases, ignore the automation, this
would sacrifice important abilities the automation has that could improve outcomes. In
each case we propose an interface that allows the operator better access to modify these
parameters by specifying goals in a more nuanced way, by providing transparency into
how the automation will meet those goals, and by allowing for negotiation with the
automation when those goals cannot be met. Here we attempt to capture what gener-
alizes across these domains.

3.1 Plays

One solution that appears to be useful across all the domains we have looked at is
plays. Plays encapsulate goals, procedures, and division of responsibility into a
package that can be specified offline and instantiated quickly in real-time situations.
Plays help to realize our tenet that the operator is in control by allowing the operator to
explicitly request a course of action quickly, reducing the need for automation to guess
at the operator’s intent. Plays do this by shifting much of the communication about
context and authority (see Structure in Sect. 3.5 below), offline. We see this in the
development of the play for photographing baseball where team colors and field
position are entered before the game, and in the navigation example where various
route options and their priority are entered before departure. Plays can also help with
transparency, for instance, in the automobile navigation case, the plays make the
priorities used by the automation explicit.

3.2 Timing

One interesting generalization between these examples is the effect of timing. In both
the photography and the navigation example, there is a planning phase, where speci-
fication of the set of relevant plays occurs, and an execution phase. The execution
phase itself consists of discrete action events (taking of pictures; path changes), with
pauses between them. Changes to the play can occur between these actions, but would
be disruptive during execution.
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3.3 Bi-directional Communication

Another solution that seems to generalize across domains is bi-directional communi-
cation. Much work has gone into the proper allocation of functions between automation
and human operators (e.g., [4, 7]). However, in human-human teams, team-members
often perform similar if not identical functions; just imagine a brainstorming session.
More formally, with traditional “Pilot Flying/Pilot Monitoring” procedures in aviation,
a second person is used to generate ideas and catch errors more than to add new
functionality. Interestingly, there is a similar style of programming, called pair pro-
gramming, where two programmers sit together at one monitor, one typing code and
the other monitoring for errors. We see something similar in both the photography and
navigation discussions above. Both the automation and the human operator may have a
role in performing a particular function, potentially the same role. For example, in
photography, the operator can focus at roughly the correct distance and let the
automation fine tune, but sometimes the automation may focus and the operator may
need to fine tune. Similarly in navigation, the operator and automation may go back
and forth fine tuning a cross country trip to go along scenic routes and visit particular
locations while also meeting a timetable and reaching a camp ground each evening.
While the human sets the mission level goals, even at that level automation may have
input as to whether the goals are achievable. We see this sort of back and forth,
bi-directional communication, as a critical part of making human-computer interaction
into teaming. Thus, we believe the development of interfaces that support bi-directional
communication is crucial for HAT.

3.4 What Is a Design Pattern?

We have been discussing two HAT-inspired solutions to common problems with
automation: plays and bi-directional communication. In other fields, such generalized
solutions to common problems are often captured as “design patterns.” Design patterns
were introduced in architecture by Alexander, et al. in the influential book A Pattern
Language: Towns, Buildings, Construction [11]. For example, the pattern Raised Walk,
is offered as a solution to the problem “Where fast moving cars and pedestrians meet in
cities, the cars overwhelm the pedestrians. The car is king, and people are made to feel
small.”Design patterns have been particularly influential in computer programming. The
book Design Patterns: Elements of Reusable Object-Oriented Software [12], introduces
23 patterns, following a more elaborate format than A Pattern Language. Each pattern is
broken down into sections specifying (among other things) the intent, motivation, when
to use it, consequences, related patterns, and advice on implementation.

In conjunction with the NATO working group on Human Autonomy Teaming
(HFM-247), we have been working to develop similar design patterns for HAT. These
patterns are evolving as members of the working group attempt to define them in ways
that will be useful to their current projects, support generalization to new projects, and
interact well with each other. Below we give a preliminary sketch of a bi-directional
communication pattern, based on the observations above. This sketch follows an
abbreviated version of the format used by Gamma et al. [12].
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3.5 A Bi-directional Communication Pattern

Intent. First, our pattern lays out a brief description of what the pattern attempts to do.
Our bi-directional communication pattern supports generation of input from all relevant
parties and its integration into decisions.

Motivation. Next comes a description of the problem and how the pattern solves it.
From the above examples, it is apparent that for many problems humans and
automation bring differing strengths and weaknesses to a problem. Looking at the task
of focusing the camera from the photography example, automation is generally faster
and more accurate than human operators. But automation can focus on the wrong
object or fail to find an object to focus on entirely. The operator can supply information
that improves the autofocus’s performance and add information when the autofocus
none-the-less gets it wrong. The result is a system that is less error prone than either
operator or automation by itself. The situation with navigation is very different, yet, in
many ways, very similar. Again the automation has important strengths. It can pull
together great stores of information and make them available to the user. However,
because navigation systems work in a domain filled with uncertainties (often behaving
in a complex and non-linear way), they cannot provide certain answers. Above we
imagine a future system that provides a more detailed statistical description of the
various options available to the operator. Still, it falls on the user to decide what types
of risk to take.

Further, the examples given here show the advantages of making communication
bi-directional with information going back and forth between the parties (as opposed to
a simpler system in which, for example, the automation simply alerts the operator to
some information).

Applicability. The examples cited above show the potential utility of implementing
the bi-directional communication pattern in cameras and navigation systems. Our
studies in aviation have shown that a back and forth between humans and automation
results in solutions that are more acceptable to the human operators [2, 13].
Bi-directional communication facilitates sharing of information regarding problem
definition, potential solutions and authority to act, information that has been shown to
be critical in a wide variety of situations [5, 8, 14–16]. Conversely, it is important that
automation be designed to take advantage of human knowledge and expertise.
Automation can only react appropriately within the range of situations it was developed
for. Outside this range, it may lack access to relevant information or the ability to
generate appropriate plans, making it brittle. Allowing human operators to input
information improves the system’s flexibility. Thus, we believe this pattern is broadly
applicable to complex automation.

There are some exceptions, however. Bi-directional communication may not work
with all types of automation such as genetic algorithms and neural networks, because
these systems lack the structure necessary to provide a rationale for their ratings and
recommendations. Also, there are situations where it may be necessary to limit com-
munications. This is particularly true in urgent situations where time is not available for
comprehensive communications.
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Structure. Next we describe, abstractly, what the solution looks like. For our
bi-directional communication pattern, we are concerned primarily with what types of
information need to be shared between automation and the human operator. We have
divided the information that needs to be shared between automation and the human
operator into three: Authority (what level of automation should the automation be
working at?), Context (what problem/what goals are the human and automation
attempting to work on?), and Options (how could we achieve our goal or solve our
problem?)

Authority. One crucial piece of information that needs to be communicated between
automation and the human operator regards authority. This could be as simple as
whether the operator or automation is performing certain tasks. At a slightly more
complex level, we can imagine assigning the automation intermediary levels of
automation (LOA) [17]. For example, the automation might propose a course of action
(e.g., the navigation system proposing a re-route) which must be accepted by the
operator. As automation gets more complex, however, we envision a more complex
authority structure. For instance, automation may be assigned more complex “working
agreements” like contingent LOAs (e.g., reroute me to surface streets if such a reroute
is predicted to save more than 10 min). Using such automation, human operators will
need access to the current working agreement and will need the ability to dynamically
change task allocations and levels of automation.

Context. Before developing a plan, automation and human operators must communi-
cate about the context in which the plan is being created:

• What is the goal? Ordinarily we would expect the operator to set the goal (Where do
I want to go?), but even here the automation may play a role (e.g., if a system failure
is detected on an aircraft, the automation might propose diverting [2]).

• What are the constraints? A given situation typically comes with some constraints
that rule out certain solutions (or, at least, make them categorically worse than
others). For example, an aircraft cannot divert to an airport that is outside its fuel
range, and a car cannot drive the wrong way down a one-way street. Both the
operator and the automation may be aware of constraints on how the goal might be
achieved and need to be able to convey this information to the other party. There
may also be temporal constraints, time limits by which actions must be taken.

• What are the priorities? In addition to constraints, other factors can be more nat-
urally traded-off against one another. If a passenger has a heart attack, you want to
transport him to a good medical facility as quickly as possible. That is great if the
closest airport also has the best medical facilities, but if it does not, how much time
are you willing to give up in order to get better facilities? Weights allow you to
define a function across the different factors that go into your decision, commu-
nicating to the automation how much the operator cares about these different
factors.

Options. Of course the reason you have the automation is to calculate options. This
could be at a very low implementation level (e.g., auto-throttles of an aircraft adding
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thrust to maintain airspeed), or at a mission level (e.g., a route planning tool suggesting
where to divert to). The automation may be authorized to implement options without
operator input (aside from the initial authorization). However, the operator should have
access to these options, the rationale for selecting them, the projected consequences of
their implementation, and the automation’s confidence in these outcomes. The operator
should also be able to generate options and have the automation evaluate those as well.

Implementation. What guidelines are available for implementing this pattern?
Bi-directional communication takes time. If one had to negotiate with the autofocus
system before capturing an action shot, or a route-planning tool while driving in traffic,
it would not happen. The examples given above suggest, however, that some or all of
the communication can be done offline. Plays offer a means of encapsulating and
abbreviating this communication allowing the operators to specify when and how
decisions are to be made before the urgency of real-time operations sets in. Even when
the play is in progress, there are points of greater and lesser urgency. Interaction should
be scheduled between shots in the photography example or turns in the case of navi-
gation. In implementing this pattern for other domains, designers should be conscious
of similar rhythms.

4 Next Steps: Toward a Framework

HAT has been a goal since the dawn of the computer age [4]. However, today, with
self-driving cars on our streets and self-flying aircraft in our skies, we have a much
clearer picture of where automation is heading. While things that were only dreams a
short while ago have quickly become indispensible, our interactions with the
automation are often frustrating. Human factors engineers, unfortunately, are playing
catch-up in trying to shape a more satisfying relationship with these automated sys-
tems. In this paper we present a snapshot of our strategy for developing a framework
for HAT. Our strategy begins with tenets derived from CRM. CRM aims to maintain
clear lines of command and authority while fostering free and open exchange of
relevant information. We started from a position that the human operator should remain
in control, and that goals, plans, and information relevant to accomplishing those goals
and plans should be freely shared. We then asked, what does the operator remaining in
control and sharing this information look like in practice? Our goal is to iterate this
process, updating our tenets based on our exploration of their implications for the
design of real systems. In doing so, our goal is to develop a framework for HAT,
consisting of our tenets, guidelines for implementing the tenets, and software libraries
that make this implementation easier. To achieve these goals we must be able to find
generalizations in how human operators effectively use automation. We see the
development of HAT interfaces as being parallel to the development of graphical user
interfaces in the 1980s or touch interfaces earlier this century. In both cases there was
an early period of experimentation, which eventually settled into a familiar set of
design elements (e.g., desktop, windows, and menus). Software frameworks developed
that mirrored these design elements allowing for easy reuse, and accelerating adoption.
The kind of intelligent automation for which HAT would be useful is still in its infancy.
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We expect fluidity in HAT interface design, until the underlying automation matures.
However, we expect the kind of interaction discussed here to become increasingly
prevalent in the years to come.
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Abstract. Recent developments in technology have permitted an increased use
of autonomy. To work best with humans, autonomy should have the qualities of a
good team member. But how can these qualities be measured? One way is to use
similar measures to those used to measure good teams with human members. For
example, the Non-Technical Skills (NOTECHS) framework measures Crew
Resource Management (CRM) skills that allow pilots to work together as a team.
The framework consists of skill categories, elements of those categories, and
behavioral markers that demonstrate good or poor performance in the elements.
This paper introduces CMSD (Cooperation/Management/Situation Awareness/
Decision Making), a measurement system based on NOTECHS and other
widely-used skill level systems, which provides quantitative measures of
Human-Autonomy Teaming (HAT).

Keywords: Human-Autonomy Teaming � Crew Resource Management �
Measures

1 Introduction

Based on progress in Artificial Intelligence and Human Performance Modeling,
Human-Autonomy Teamwork systems are being developed and tested in which
humans and increasingly autonomous systems dynamically adjust and cooperate to
accomplish a joint objective. In these systems, team members’ responsibilities and
commitments are managed such that the human and automation jointly enhance per-
formance and manage contingencies. This paper introduces CMSD (Cooperation/
Management/Situation Awareness/Decision Making), a measurement system which
provides quantitative measures of Human-Autonomy Teaming (HAT). In the following
sections, HAT systems are designed using concepts of operation, design patterns, and
use cases. CMSD is used to assist the design and evaluation of these systems.

2 Concept of Operation for Reduced Crew Operations

One concept that takes advantage of increasingly autonomous systems is reduced crew
operations (RCO) for transport category aircraft. RCO envisions having one pilot on
board domestic flights, and two pilots on board long-haul operations, where one of the
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two pilots is often off of the flight deck resting in the bunk. An important element of
RCO research seeks to develop a concept of operation (ConOp) that covers the roles
and responsibly of the principal human operators, the automation tools used by them,
and the operating procedures for human-human and human-automation. The
human-automation function allocation, in particular, has been an ongoing NASA focus,
drawing upon insights gathered from subject matter experts in industry, academia and
government during technical interchange meetings and from empirical human-in-the-
loop research [1–3].

The proposed NASA RCO ConOp [4] includes three basic human roles: the pilot
on board (POB), the dispatcher, and when necessary, a ground pilot. The POB (unless
incapacitated) would serve as the captain and pilot-in-command. As such, s/he would
determine when to call on automation and ground support. The POB’s main tasks
would be to manage risk and resources (both human and automation).

Onboard automation would assist the POB with many tasks currently performed by
the pilot monitoring, such as flight management system (FMS) input, assisting with
checklists and validating inputs.

Ground-based automation would assist the dispatcher in a variety of tasks. Dispatch
tasks would be similar to current operations (e.g., preflight planning, monitoring air-
craft positions, and enroute reroutes), but for those tasks currently performed jointly
with the pilot, the dispatchers (aided by automation) would absorb some of the POB’s
workload (e.g., creating new flight plans, vetting them with air traffic control
(ATC) and uplinking them to the aircraft). In this ConOp, automation would assist the
dispatcher with creation of pre-flight briefings, flight path monitoring, selection of
divert airports, and optimizing reroutes. Automation would also be responsible for
monitoring many flights and alerting the dispatcher to aircraft needing assistance. In
addition, the POB could call the dispatcher for consultation on important decisions
where s/he might previously have consulted the first officer (e.g., diagnosing an aircraft
system caution light or determining the fuel consequences of a holding instruction).

Commonly occurring HAT situations in the RCO ConOps can be characterized
with design patterns.

3 Building a Design Pattern

To put this in context, it is helpful to see how these patterns have been constructed.
To that end, I have excerpted this section from our previous work [5]. Schulte [6],
in conjunction with Neerincx and Lange [7], proposed using a set of primitives to
build HAT patterns. They proposed three types of agents: (1) human operators,
(2) intelligent/cognitive agents, and (3) automated tools. The agents, which can either
be co-located or distributed, can be connected by a cooperative, supervisory, or
communications link.

As described by Schulte [6], an important preliminary task in the construction of
HAT patterns is the identification of the Work Objective. The Work Objective iden-
tifies the aspects that initiate and characterize the mission or purpose of the work. The
Work Objective provides a black box description of the Work Process, which includes
informational inputs (e.g., ATC clearance), environmental inputs (e.g., airspace) and
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supply inputs (e.g., fuel). The Work Process, utilizing all of these inputs and the Work
Objective, produces a Work Process Output (e.g., reducing target speed) on the Work
Object (e.g., speed of aircraft) that distributes meaningful physical and conceptual
actions to human-automation team members within the overall Work Environment.

Using these primitives, a pattern was built that describes HAT in an RCO context.
An initial use case was identified, and by walking through each step, the agents and
links required to depict one such pattern were identified [5]. Figure 1 provides a legend
for the elements that were used in the design pattern.

3.1 Use Case: Designing Thunderstorm Alerting

Initial Conditions. FLYSKY12 is en route from SFO to ORD. There is one POB and
a dispatcher flight following. The Work Objective is to avoid a thunderstorm. TheWork
Process is the set of steps necessary to resolve the situation with the output to divert to
an alternate airport.

Step 1. Detection and Alerting of Thunderstorm. Dispatch automation informs
dispatcher of convective cell growing on flight path of FLYSKY12. This requires a
communication link between dispatch automation and the dispatcher (covered by
supervisory link in the pattern).
Step 2. Dispatcher Informs POB of Cell. This requires a link between the dis-
patcher and the POB. This link is as a cooperative link (as in the pattern) because,
by regulation, the dispatcher and POB share responsibility for safe operation of the
flight (including detecting and responding to thunderstorms).
Step 3. Modification of Flight Plan. Seeing a need to re-route, the dispatcher
requests modified flight plan from dispatch automation. Dispatch automation
returns modified flight plan. The delegation of flight path planning to the
automation requires a supervisory link. This planning requires consideration of
multiple strategies making this automation an agent.
Step 4. Dispatch Uplinks Modified Flight Plan. Uses the link between dispatch
and POB from Step 2.
Step 5. POB requests clearance for flight plan from ATC. POB and ATC are both
responsible for safety of flight and thus this is a cooperative link.

Agents Links

Human Operator Communication Only

Intelligent/Cognitive Agent Cooperative

Automated Tools Supervisory

Fig. 1. Legend for design pattern elements; cooperative and supervisory links imply
communication.

48 M. Matessa



Step 6. ATC Rejects Clearance. ATC tells POB that aircraft must take additional
six-minute delay for new arrival slot coming into ORD. Uses cooperative link from
Step 5.
Step 7. Planning for Delay. POB asks automation for alternatives to take
six-minute delay. Automation provides two alternatives: (a) Slow down, saves fuel
but risks further movement/growth of cell (b) Hold past cell, more fuel burn but
lower risk of further deviations. POB is delegating this task to the automation,
requiring a supervisory link. The automation is developing multiple strategies for
taking the delay, making it an agent.
Step 8. POB requests clearance from ATC, modified with holding after passing cell;
ATC approves request. Uses the same cooperative link from Steps 2 and 5.
Step 9. POB tells Agent to implement the new clearance. Agent sets autopilot in
accord with clearance. The POB delegates tasks to the agent, and the agent uses
tools to perform the task.

The elements of this use case are captured in the pattern shown in Fig. 2. The POB
and the assigned dispatcher are jointly responsible for the flight, assisting each other in
a cooperative relationship. Similarly, the POB and the ATC have complementary roles
in assuring safety of flight, and thus must also cooperate. Further, the ConOp specifies
that both dispatch and the POB acquire significantly enhanced automation. Thus, in
most situations the operators, tools, agents, and their underlying relationships are fixed
by the ConOp. Further, at a high level, the Work Objective remains constant for RCO:
getting the aircraft to the best airport possible for the airline (usually its destination and
ideally on time) while maintaining safety of flight. The relevant informational, envi-
ronmental, and supply inputs also remain constant (although possibly with different
weightings) across operations.

Fig. 2. Use case design pattern

Using a CRM Framework to Develop HAT Measures 49



4 The CMSD Measurement System

The development of the HAT design pattern required several subjective decisions. For
example, considerable time was spent determining which piece of automation was a
cognitive agent versus a tool and the type of connection between the various agents. To
aid in making these decisions, the CMSD measurement system was developed based
on a framework that Line Check Airmen use to evaluate Crew Resource Management
performance by human pilots. The Non-Technical Skills framework (NOTECHS) has
four Categories: Cooperation, Management and Leadership Skills, Situation Aware-
ness, and Decision Making. Each are subdivided into Elements and behavioral markers
(Fig. 3).

The categories are used by CMSD to determine individual and relationship skills in
the design pattern. For individual skills, the degree to which agents exhibit situation
awareness is indexed by the levels of situation awareness described by Endsley [8], the
management capabilities of agents is indexed by Sheridan’s levels of automation [9],
and decision-making ability is assessed using the Non-Technical Skills framework
(NOTECHS) categories [10]. See Fig. 4 for details. In the following, CMSD is used to
give a more quantitative assessment of the automation in the use case. Each step is
re-examined, giving the reasoning behind these assessments.

Fig. 3. NOTECHS CRM measurement framework
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4.1 Use Case 1: Designing Thunderstorm Alerting

Step 1. Detection and Alerting of Thunderstorm. Dispatch automation informs
dispatcher of convective cell growing on flight path of FLYSKY12. No CRM skill
indicated.
Step 2. Dispatcher Informs POB of Cell. Requires a cooperative relationship
between POB and dispatcher with Collaboration ability (awareness of needs of
other) and SA ability (monitoring other) labeled C/S.
Step 3. Modification of Flight Plan. Seeing a need to re-route, the dispatcher
requests modified flight plan from dispatch automation. Dispatch automation
returns modified flight plan. Requires management ability in a supervisory rela-
tionship between dispatcher and agent (labeled M), with the agent having a
Decision Making ability to select an option (NOTECHS level three, labeled D3).
Step 4. Dispatch Uplinks Modified Flight Plan. Requires a cooperative rela-
tionship between POB and dispatcher with Collaboration ability (awareness of
needs of other), Decision Making ability (eliciting divert options from dispatcher),
and Management ability (delegating divert location task to the dispatcher), labeled
C/D/M.
Step 5. POB requests clearance for flight plan from ATC. Requires a cooperative
relationship between POB and ATC with Collaboration ability (awareness of needs
of other), Management ability (maintaining standard of requesting clearance from
ATC), SA ability (monitoring of other), and Decision Making ability (eliciting divert
options from POB), labeled C/M/S/D.
Step 6. ATC Rejects Clearance. ATC tells POB that aircraft must take additional
six-minute delay for new arrival slot coming into ORD. Uses cooperative rela-
tionship from Step 5.
Step 7. Planning for Delay. POB asks automation for alternatives to take
six-minute delay. Automation provides two alternatives: (a) Slow down, saves fuel
but risks further movement/growth of cell (b) Hold past cell, more fuel burn but

Fig. 4. Quantitative HAT measures for SA, decision making, and management
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lower risk of further deviations. Requires management ability in a supervisory
relationship between POB and agent (labeled M), with the agent having a Situation
Awareness ability to project consequences of actions (Endsley level 3, labeled S3)
and a Decision Making ability to generate options (NOTECHS level two, labeled
D2).
Step 8. POB requests clearance from ATC, modified with holding after passing cell;
ATC approves request. Uses the same cooperative relationship from Step 5.
Step 9. POB tells Agent to implement the new clearance. Agent sets autopilot in
accord with clearance. Uses supervisory relationship between POB and agent from
Step 7. Requires Management ability in a supervisory relationship between agent
and aircraft (labeled M).

Figure 5 shows how the RCO pattern is labeled using the CMSD system. Note that
the final labeling shows the maximum capabilities of relationships and agents. The
measure labels permit the reader to quickly determine the capabilities required of the
agents and the relationships.

4.2 Use Case 2: Designing Traffic Avoidance

To further exercise the CMSD measurement system, a use case was developed that
included an agent with the ability to monitor traffic, predict Loss of Separation, and
take evasive action. The following examines each step of the use case and specifies the
HAT measure reasoning.

Step 1. Engaged. On board agent with Traffic Collision Avoidance capability is
engaged. No CRM skill indicated.

Fig. 5. RCO design pattern with additional CMSD measures
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Step 2. Detection. Agent predicts future LOS with traffic, provides avoidance
option, and waits for evaluation of option from POB. Requires a supervisory
relationship between agent and traffic where the agent has Situation Awareness
ability to monitor traffic (labeled S). Requires a cooperative relationship between
POB and agent with Collaboration ability (offering assistance) and Decision
Making ability (eliciting options), labeled C/D. The agent needs a Situation
Awareness ability to project a future Loss of Separation (Endsley level 3, labeled
S3), a Decision Making ability to select an avoidance maneuver option (NOTECHS
level 3, labeled D3), and a Management ability to suggest that option (Sheridan
level 4, labeled M4).
Step 3. Lack of Response. POB does not react in time. Lack of Cooperation by
POB for not considering the condition of the agent.
Step 4. Execution. Agent executes maneuver option to avoid traffic. The agent has
a Management relationship with the POB (labeled M) with an ability that allows
the human a restricted time to veto before automatic execution (Sheridan level 6,
labeled M6).

Figure 6 shows the RCO pattern updated using the CMSD system for an agent with
TCAS capabilities. A comparison with Fig. 5 shows a need for an onboard agent with
increased Decision Making and Management abilities and increased cooperative Col-
laborative and Decision Making abilities.

4.3 Use Case 3: Evaluating Traffic Avoidance

In addition to design, the CMSD system was developed to assist in the evaluation of
existing systems. NASA Ames Research Center is developing the J-HATT ground

Fig. 6. RCO pattern and CMSD measures for an agent with TCAS capabilities

Using a CRM Framework to Develop HAT Measures 53



control station to investigate human factors issues involved with the control of
Unmanned Aerial Vehicles. Figure 7 shows a screenshot of the J-HATT and highlights
Detect And Avoid (DAA) features. When Loss Of Separation is predicted, a colored
arc is presented showing evasive turning options that are safe (green), questionable
(yellow), and dangerous (red).

Figure 8 shows an evaluation of the system using the CMSD system. The ability of
the agent to monitor traffic demonstrates a supervisory relationship between agent and
traffic where the agent has a monitoring Situation Awareness skill (labeled S). The
agent demonstrates a Situation Awareness ability to project a future Loss of Separation
(Endsley level 3, labeled S3), a Decision Making ability to generate avoidance
maneuver options (NOTECHS level 2, labeled D2), and a Management ability to
narrow the selection of options down to a few (Sheridan level 3, labeled M3).

Fig. 7. J-HATT UAV ground control station

Fig. 8. Pattern and measures of system with J-HATT UAV ground control station
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The CMSD system can be used to suggest improvements to J-HATT. For indi-
vidual agent skills, decision making ability could be improved to select one of the
generated options (raising the level to D3) and management ability could be improved
to automatically execute the option after giving the operator time to veto (raising the
level to M6). For the last option to be seen as cooperative by the operator, the agent
would need to indicate that it was able to offer assistance and execute the option, and
that it was waiting for the operator to accept or reject the option (C and D labels on a
cooperation relationship).

As a summary of how the labels of the CMSD system are related to NOTECHS
skills, Fig. 9 shows the NOTECHS framework with relationship and individual skill
levels.

5 Discussion

This paper suggests that defining design patterns and measures can help prescribe and
describe human-autonomy relationships and abilities. Based on the same framework
that is used to evaluate human teams, the CMSD system can help to design and
evaluate human-autonomy teams. Widely-used skill level systems [8–10] incorporated
into CMSD allows it to give quantitative descriptions of Situation Awareness, Decision
Making, and Management abilities.

How does CMSD relate to other methodologies that use quantitative measures of
autonomous systems? One such methodology is being used by the National Highway

Fig. 9. NOTECHS framework with additional labels for relationship and individual skills
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Traffic Safety Administration (NHTSA) to define levels of automation for autonomous
vehicles [11]. The NHTSA adopts the SAE International (SAE) definitions for levels of
automation:

• At SAE Level 0, the human driver does everything;
• At SAE Level 1, an automated system on the vehicle can sometimes assist the

human driver conduct some parts of the driving task;
• At SAE Level 2, an automated system on the vehicle can actually conduct some

parts of the driving task, while the human continues to monitor the driving envi-
ronment and performs the rest of the driving task;

• At SAE Level 3, an automated system can both actually conduct some parts of the
driving task and monitor the driving environment in some instances, but the human
driver must be ready to take back control when the automated system requests;

• At SAE Level 4, an automated system can conduct the driving task and monitor the
driving environment, and the human need not take back control, but the automated
system can operate only in certain environments and under certain conditions; and

• At SAE Level 5, the automated system can perform all driving tasks, under all
conditions that a human driver could perform them.

Using the SAE levels, a distinction is drawn between Levels 0–2 and 3–5 based on
whether the human operator or the automated system is primarily responsible for
monitoring the driving environment. For purposes of State traffic laws that apply to
drivers of vehicles (e.g., speed limits, traffic signs), the NHTSA suggests that States
may wish to deem a Level 3–5 system that conducts the driving task and monitors the
driving environment to be the “driver” of the vehicle.

Comparing SAE levels and CMSD, both contain elements of monitoring and
control. SAE levels uniquely mention parts of an overall task but do not go into detail
on what those parts might be. CMSD explicitly mentions the ability of state projection
for situation awareness and option selection for decision making, both of which may be
useful in further defining task parts in driving.

Further improvements in CMSD would need to balance the generalizability of more
abstract representation of skills with the diagnostic ability of specific representations of
skills and tasks. For example, it may be sufficient to say that for all RCO use cases a
design would need advanced onboard autonomy to assist the pilot. But to evaluate if a
driver is monitoring the automated system and environment sufficiently in order to be
able to override the decision of the system, details of subtasks and timing would need
to be added to the CMSD system.
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Abstract. Battlefields are dynamic environments that require robust cognitive
skills and rapid responses. Temporal (timing and rhythm) training may improve
coordination and cognition. This study examined Soldiers’ reaction times and
working memory following neurocognitive temporal training. Forty-two soldier
volunteers were assigned to either a temporal training intervention (TTI) group
(n = 19) or a control (n = 23) group. Outcome measures were simple reaction
time (SRT) and running memory continuous performance (RMCP). No signif-
icant difference were found in group, time, or group x time (p < .05). While not
reaching statistical significance, the following were considered of practical
relevance for soldiers in combat. Those receiving TTI reduced their mean cor-
rect SRT, while the control groups’ reaction time increased. For RMCP, the
number of correct responses per unit of time increased for the TTI group and
decreased for controls. A trend was shown for temporal training improving
service members’ reaction times and running memory.

Keywords: Timing � Rhythm � Working memory

1 Introduction

Approximately 1.5 million U.S. servicemen and women have deployed to hazardous
regions of the world [1, 2]. Physical, cognitive, and emotional fitness are essential for
service members to perform executive functions such as formulating strategy and
executing operational plans, prior to and during deployment [3]. Recognizing the
overall fitness needs of soldiers, the military has increased efforts to boost soldier’s
cognitive skills and abilities [4]. There is ample evidence suggesting such goals are
achievable as the brain exhibits plasticity [5] and strengthening neuro-pathways pro-
motes optimal brain performance [6]. Executive functions are associated with the
prefrontal cortex of the brain [7–9]. The prefrontal cortex is also involved in the innate
sense of timing, rhythm, attention, and working memory [10–12]. Therefore, training
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that activates prefrontal brain regions could enhance soldiers performance in stressful
battlefield conditions [13].

The Interactive Metronome® (IM) is a computer-based software program that trains
a person’s timing and rhythm by having them tap a trigger in time with a reference
tone, by using their hands and feet [14]. Organizing and sequencing are dependent on
an internal sense of timing and rhythm [15] which involves the prefrontal cortex, and
pre- and post-central gyrus [16]. Thus, it is possible that increasing one behavior
(timing) may yield increases in the other (organizing and sequencing). Also, ‘exer-
cising’ brain regions appears to strengthen synaptic connections and information flow
[17]. These findings suggest that the use of repetitive task training may influence one’s
internal sense of timing, rhythm, and cognitive functions.

The published literature on the IM has shown it to be useful for enhancing
attention/concentration in children [23, 24], auditory processing [24, 35], academic
achievement [23, 24, 36], processing speed and motor planning [35], motor timing, and
perceptual motor performance [23, 28, 35, 36]. The IM has also been utilized by
professional athletes to improve and enhance performance in golf, football, and hockey
on both the amateur and professional levels [26–28]. The performance tasks in pro-
fessional sports are akin to those performed on a battlefield. Battlefield cognitive
processes require object identification, object discrimination, situational awareness, and
quick reaction [37].

Although the IM is widely used as an intervention for clinical disorders, no pub-
lished articles have examined the use of the IM to enhance cognitive performance of
healthy, active duty military service members. Enhancing soldiers’ cognitive ability
would be of great interest to the military in many facets of operations. The purpose of
this study was to examine the impact of IM training on reaction time and working
memory of active duty personnel.

2 Methods

2.1 Participants

A total of 104 active duty volunteers were recruited. 42 (34 men and 8 women)
completing post-testing. Volunteers were recruited from the Fort Sam Houston, Texas
area. All volunteers completed an informed consent form prior to participation. Vol-
unteers did not receive compensation for their participation. The protocol received IRB
approval before subject recruitment began.

2.2 Procedure

Once volunteers completed the informed consent process, they were randomly assigned
to either a temporal training intervention group (TTI) (n = 19) or a control group
(n = 23). Both groups completed baseline testing using the Automated Neuropsy-
chological Assessment Metric (ANAM) and an initial assessment with the IM. The
independent variable was the temporal training intervention and the dependent mea-
sures were the ANAM simple reaction time (SRT) and running memory continuous
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performance (RMCP) tests, described below. Post-training testing was conducted after
the completion of the TTI training or after a comparable period of time for the control
group.

2.3 Instrumentation

Automated Neuropsychological Assessment Metric (ANAM). The ANAM software
tool hosts customizable batteries of neuropsychological tests to assess cognitive per-
formance among service members before and after deployment [25]. Dependent
measures were Simple Reaction Time (SRT) and Running Memory Continuous Per-
formance (RMCP). SRT measures attention (reaction time & vigilance) and
visuo-motor response time. RMCP measures attention, concentration and working
memory [30]. The SRT has have a reliability of 0.38 [32] and the RMCP has a
reliability of 0.64 [33]. The specific outputs from the two assessments were mean
reaction time of the items with correct responses and the number of correct responses
per unit of available response time referred to as “throughput”.

After viewing the instructions, users proceed to a practice test. After the practice
test, the assessment begins. For SRT, a series of asterisks (Fig. 1) are presented on the
display at random intervals of time. The user is instructed to respond as quickly as
possible by pressing a button each time the stimulus appears. For the RMCP Test,
single characters are presented on the display in rapid sequence (Fig. 2). The user
presses designated buttons to indicate if the displayed character matches or does not
match the preceding character.

Fig. 1. An example of the stimuli from the simple reaction time test on the ANAM

3 1 1
Initial Stimulus Same as preceding?

Response No- 1 is not 
the same as 3 

Same as preceding?
Response Yes- 1 is 

the same as 1 

Fig. 2. An example of the stimuli from the ANAM RMCP.
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Temporal Training Intervention Using the Interactive Metronome. The Interactive
Metronome is a temporal training software which makes use of peripheral hardware
known as ‘triggers’ for the hands and feet to record responses to the software training
prompts. Volunteers attempt to match a reference tone by performing a prescribed
exercise such as clapping in a circular motion or toe tapping. Visual references known
as ‘guides’ were shown as colored circles indicate how close or far away in timing an
individual’s response is from the reference tone. Volunteers also received auditory
guides of performance (beeps and buzzes) to indicate their proximity to the reference
tone on select exercises.

Prior to training, both volunteer groups participated in a baseline IM training and
assessment. Volunteers were taught the tasks by watching an instructional video, seeing
a demonstration by research staff, and then by performing the task themselves. While
this assessment was administered again post training, those data are not presented in
this paper. The pre and post IM assessments consisted of 14 hand and foot exercises
that lasted for approximately 30 min. These assessments were completed as part of a
larger study.

The TTI consisted of 12 IM training sessions of approximately 45 to 60 min each,
with each session occurring at least 24 h subsequent to the preceding session. During
training, the volunteer wore a headset and heard a rhythm-based reference sound which
they attempted to match as closely as possible by tapping a trigger with their hands,
feet, or a combination of both. After each iteration of hearing and responding to the
reference sound, the volunteer received biofeedback as a guide tone and a visual
representation informing them of whether their response occurred before or after the
reference tone. The visual representation showed several levels of feedback so vol-
unteers would know if they were close to the reference tone or far from the tone in
terms of milliseconds (ms). Volunteers would also hear a different tone and see a visual
representation that let them know if they were ‘right on’ the reference tone (within
±15 ms of the beat). Training sessions are scored and volunteers were aware of their
scores on the 12 training sessions. Training time increases over the 12 sessions, first
lasting a few minutes per task and increasing over subsequent sessions to approxi-
mately 45 min for a single task.

2.4 Data Analysis

Repeated Measure Analyses of variance (ANOVAs) were conducted using IBM SPSS
Statistics for Windows version 22. The study used a mixed 2 � 2 factorial design
comparing outcomes of the training groups (temporal training vs no training) over time
(pre- and post-training). A significance level of 0.05 was set for all statistical analyses
and were performed.

Prior to analysis, all data were inspected for outliers utilizing standardized scores
(z-scores) set at +3 standard deviations from the mean and Tukey’s boxplots. Identified
extreme scores were further scrutinized to determine if they were, in fact, a valid score
or some other factor affected the outcome such as testing interruption (e.g., participant
falling asleep) or a participants’ misunderstanding the test directions. The scores that
were not a true capture of participant performance were removed from the analysis.
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3 Results

3.1 Demographics

Demographics can be seen in Table 1.

3.2 Simple Reaction Time (SRT)

Reaction time for correct responses did not differ by time (F(1,40) < 0.001, p = 0.995)
or group (F(1,40) = 0.085, p = 0.772). An interaction between group and time was
observed but was not statistically significant (F(1,40) = 2.67, p = 0.110) (Fig. 3a). The
training group displayed a decrease in mean RT, while the control showed an increase
from pre- to post-training.

Throughput scores did not differ for time (F(1,40) = 0.165, p = 0.686) or group (F
(1,40) = 0.001, p = 0.979). An interaction between group and time was observed but
was not statistically significant (F(1,40) = 1.024, p = 0.318) (Fig. 3b).

Table 1. Demographics of study population.

Group Men (n) Women (n) Mean age (Range)

TTI 16 3 18–44
Control 18 5 18–42
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Fig. 3. ANAM scores for (a) mean RT for the correct answers and (b) throughput.
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3.3 Running Memory Continuous Performance Test (RMCP)

RMCP mean reaction time for correct responses did not differ by time (F
(1,33) = 0.064, p = 0.801) or group (F(1,33) = 0.771, p = 0.386) (Fig. 4a). The
temporal training group showed a slight, non-significant (p > .05) decrease in reaction
time compared to the control group.

RMCP throughput scores did not differ by time (F(1,33) = 0.212, p = 0.648) or
group, (F(1,33) = 0.590, p = 0.448). The temporal training group displayed an
increase in throughput, compared to the control group, but the difference was not
statistically significant (Fig. 4b).

4 Discussion

Although this study failed to find any statistically significant difference between the
groups over time on the selected ANAM measures, the non-significant differences
observed for both the SRT and the RMCP tasks followed the same trend of those
receiving temporal training decreasing their reaction times for correct responses, while
the control group times increased or remained the same. Likewise, throughput scores
increased (improved) for those receiving temporal training, but decreased (worsened)
for the control groups.

Mean RT for correct responses on the SRT for the temporal training group were
faster relative to the control group. The findings suggest the training had an effect on
simple reaction time performance by decreasing the TTI groups’ latency in response to
the target. A similar result was found for the SRT throughput scores as well. The same
pattern was seen for the RMCP scores, the reaction times for correct responses were
faster for the intervention group, while the control group scores remained the same.
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Fig. 4. Mean reaction time of correct responses (a) and throughput (b) display differences, yet
not statistically significant, between groups from pre- to post-training.
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Similarly, the RMCP throughput measure improved for those receiving training, while
the control group worsened.

As noted previously, simple reaction time is a measure of attention (visuo-motor
reaction time & vigilance) and small improvements were seen in SRT among those
receiving training in timing and rhythm. In addition, RMCP measures attention, con-
centration and working memory. Barrouillet et al. [39] showed that attention plays an
important part in the working memory retrieval process by attenuating the cognitive
load. Kane and Engle [40] postulated that working memory oversees attentional control
and the ability to ignore distractors was just as important as active maintenance of
recalled items. Tang and Posner [41] showed that attention training in adults improved
visual information processing and fluid intelligence (i.e., reasoning and
problem-solving). Thus, attention and working memory are intrinsically linked to one
another.

Stated another way, a training task that requires consistent auditory and visual
attention, along with visuo-motor performance, for long periods of time, may be
beneficial to the refinement of cognitive processes, due to the sharing of neural net-
works [42]. More traditional cognitive training for working memory has had limited
success and computerized attention training results have been mixed [43].

The trends in this study suggest there may be benefits to incorporating temporal
training (within cognitive or weapon firing training) for military service members,
however further research with greater number of subjects is needed. Individuals with
poor coordination or low attention spans may derive more benefit from temporal
training than those with high levels of coordination and focused attention. It is sug-
gested that future research focus on these questions.

The research results from this study demonstrate consistent trends supporting
improvements in of reaction time and working memory following IM training. While
our findings did not reach significance, improvements in sustained attention and
reaction time, although small, could mean the difference between life and death on a
battle field.

5 Limitations

The primary limitations of this study were the small sample size, the conditions sur-
rounding the sample, and the sample population itself. A larger sample size is more
representative of the population and limits the influence of outliers or extreme obser-
vations. Second, the sample population were military trainees involved in demanding
training schedules. Several participants displayed impairments in performance attrib-
uted largely to lack of sleep (they fell asleep during testing). Finally, this research was
conducted with active duty military personnel and may not be generalizable to the
overall public. Future research to control these factors is suggested.

Acknowledgements. The views expressed in this article are those of the author(s) and do not
reflect the official policy or position of the Department of the Army, Department of Defense, U.S.
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Abstract. Soldiers’ must adjust their rifle so fired rounds travel on the correct
trajectory to strike an intended target. This process, known as shot grouping and
zeroing, is essential to weapon firing accuracy. The purpose of this study was to
determine whether neurocognitive temporal training (NTT) would improve
grouping and zeroing precision. Research volunteers were mostly male (93%)
and between the ages of 18 and 44 (mean and SD = 28.16 ± 8.1). No differ-
ences in shot group size, height and width shot patterns, or the number of rounds
expended among those receiving NTT (n = 19), compared with a control group
(n = 24) (p > .05). These findings are contrary to other findings demonstrating
improved eye-hand coordination following NTT. A greater impact of NTT may
be seen in tasks that are novel, complex, or performed under duress, as opposed
to the more familiar tasks selected for this research.

Keywords: Interactive Metronome � Marksmanship � Shooting � Accuracy

1 Introduction

U.S. military soldiers are required to train and demonstrate proficiency in marksman-
ship [1]. Soldiers receive training with the M16A4 rifle and must meet qualification
standards using the M16A4 throughout their military career [2–4], including adjusting
their rifle prior to firing using techniques known as grouping and zeroing (G&Z).
Service members shooting the M16A4 for the first time, or those that have not fired the
rifle for prolonged periods may have difficulty completing grouping and zeroing tasks.
This is problematic due to their incurring additional training time (time on the shooting
range and time for instructor involvement), along with increased financial costs for
ammunition on live firing ranges. Shooting an M16A4 rifle is associated with multi-
functional human performance tasks and sequential timing efforts [3, 5, 6], including
establishing visual alignment between rifle sights and targets, coordinating breathing
with trigger pull, depth perception, eye and hand coordination, body-movement cor-
rectness, target interpretation, and an even trigger pull [8, 9, 13, 22, 24, 32].

These behaviors require an innate sense of timing and rhythm, suggesting
neuro-cognitive temporal training may improve shooting standards or increase
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marksmanship accuracy. The focus of this research is to investigate M16A4 grouping
and zeroing performance among military service members in a simulated shooting
environment. It was expected there would be no difference in marksmanship outcome
measures between volunteers completing twelve neurocognitive temporal training
sessions in addition to routine military marksmanship training, and a control group
receiving routine military marksmanship training only.

2 Literature Review

2.1 Interactive Metronome

The Interactive Metronome® (IM) is a computer-based neurocognitive training device
designed to help improve timing, rhythm, motor coordination, and focused attention [8]
The IM is based on the premise that all humans operate with an internal clock, while
sleeping or awake [10]. During training, individuals attempt to match a reference tone
as closely as possible by tapping a trigger using their hands, feet, or a combination of
both hands and feet. Reaction times are measured in milliseconds, and score com-
posites are created after each task is completed. The IM has been shown to be an
effective augment intervention for attention deficit and hyperactivity disorder and gait
rehabilitation [8, 9, 13, 22, 24, 32].

Possible explanations of why IM training influences complex motor performance
rely on the following theories. First, complex human performance processes are
dependent on an internal sense of timing and rhythm [10, 11]. An internal sense of
timing and rhythm influences motor control (planning, sequencing, coordination) and
attention (focus, ability to pay attention, concentration) [8, 15–17, 32]. Thus, it would
be expected that a developed sense of timing and rhythm would positively influence
marksmanship performance. For example, marksmanship deficits during grouping and
zeroing may be due to a lack of procedural coordination, such as omnidirectional sight
movement for acquiring a target. A second theory is that repeated neural sequences can
develop new pathways or strengthen existing pathways, and these improvements might
generalize to other tasks [11, 12, 18]. The areas of the brain activated during IM use
include the prefrontal region, the cingulate gyrus, basal ganglia, and the medial
brainstem [11]. The prefrontal area is responsible for planning, sequencing, analysis,
decision-making, high-order motor control and working memory [10, 14]. The cin-
gulate gyrus allows shifting of attention [18], the basal ganglia integrates thought and
movement, and the medial brainstem is involved in neuro-motor control [12]. Theo-
retically, it would follow that IM training could lead to improvements in these areas of
functioning, which are important for complex tasks such as firing the M16A4 rifle.

Recent literature suggests that the IM has the potential for “improving life satis-
faction and reducing a loss of attention” among service members [19]. Although most
studies investigating the use of the IM with military populations argue its utility in
health care [19, 20], athletes have benefited from IM training [21, 23]. Research has
shown improvements in golfing (golf ball placement accuracy) and soccer performance
following IM training [21, 23]. The military task of weapon firing requires accurate,
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fast psychomotor performance, similar to that of professional athletes. Therefore,
training that improves athletic performance may also improve marksmanship
performance.

2.2 Military Marksmanship

Shot grouping and zeroing (G&Z) are used to assess the initial mechanical functionality
of the M16A4 and the shooter’s ability to strike a target in cluster patterns in the
proximity of center mass [1, 25]. Although grouping and zeroing are independent of
each other, together they comprise the sight alignments and individual adjustments
needed for accurate shot placement [2, 25]. Literature from 1986 to 2012 suggests
grouping and zeroing M16 class rifles (to include the A4 model) are essential for
shooting accuracy, and that grouping and zeroing tasks should be completed before
assessing accuracy measures [2, 3, 25–27, 29]. Grouping and zeroing ensure the point
of aim is accurately aligned with the target. The standards for grouping and zeroing
procedures are identical across three branches of the armed services [2–4].

Prior shooting experience is linked to improved shooting performance [30, 31].
Stated another way, cognitive aptitude regarding marksmanship develops with expe-
rience and correlates with shooting performance [6, 7]. Therefore, it is a reasonable
expectation that service members shoot at different competency levels, and their time to
complete each associated G&Z task will vary, along with the number of rounds they
expend. That is, less experienced shooters may require more time to complete these
tasks [2, 25, 26].

2.3 Simulated Shooting Shelter

The use of simulated firing ranges are prevalent in the military [28, 29]. While com-
paratively, concepts and procedures for M16A4 G&Z are similar for both a simulated
environment and live fire range shooting [3, 28, 29]; there are differences for
mechanically adjusting the rifle using the Engagement Skills Trainer (EST) 2000
(weapon-firing simulator shelter) and environmental conditions differ. During
non-simulation G&Z, it is incumbent upon the shooter to manipulate the external
components of the M16A4 rifle, for example, manually adjusting front and rear sights
[2, 3]. Conversely, G&Z within the EST 2000 simulator does not require the shooter to
make mechanical adjustments to the rifle. Shooters are only required to make changes
to muzzle support elements when shooting in the supported prone position, e.g.,
sandbag(s). As such, the automated computer system identifies target bullet placement
and automatically makes sighting adjustments after firing each shot group. Environ-
mental conditions such as wind speed and direction are also preset using the same
automated internal control mechanism. The procedure section further describes G&Z,
and provides targeting illustrations. As part of this research study, the G&Z process
was mandatory and satisfactorily completed before participants proceeded with pre-
cision and accuracy testing.
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3 Methods

3.1 Participants

Participant recruitment of U.S. service members commenced under the authority,
review and approval of the Institutional Review Board at the San Antonio Military
Medical Center, Fort Sam Houston, Texas. Recruitment occurred within the Joint Base
San Antonio area. After receiving full disclosure of the study requirements, including
associated risks and use of the Engagement Skills Trainer 2000. Each participant
rendered written volunteer consent to participate in the study and was randomized into
either the neurocognitive temporal training (NTT) group or the control group. Both
groups had received their annual routine marksmanship training, also both groups
completed pre-testing requirements. The NTT group attended twelve IM training
sessions. Post-testing was completed after the twelve NTT training sessions or after a
comparable amount of time for the control group. Participants received no compen-
sation (monetary or otherwise) for their involvement in the study, and could withdraw
from the study at any point in time, without recourse. All participant documents and
folders were giving specialized codes to prevent identity disclosure and secured in a
double locked facility accessible only to researchers identified in the IRB protocol.

3.2 Questionnaires

The demographic questionnaire contained background information, i.e., age, gender,
military status, rank, time-in-service (both active and reserve, if applicable). Partici-
pants in this study had completed basic training and basic rifle marksmanship training,
therefore, their previous marksmanship qualification level of expertise, e.g., Marksman,
Sharpshooter, Expert, was recorded.

3.3 Engagement Skills Trainer (EST) 2000 Outcome Measures

EST shooting performance outcome data was collected directly from the shelter’s
enhanced computer system consisting of: (1) Shot group size (a measure of distance
between each shot (smaller shot group size is indicative of better marksmanship per-
formance), (2) Bullet placement Height and Width (H&W) (Shots in proximity to
target’s center of mass), (3) The number of bullets (rounds) fired to obtain an
acceptable grouping pattern, and (4) The number of bullets fired to obtain an acceptable
zeroing pattern.

3.4 Procedures

Grouping (Description and Test Procedures). All participants performed grouping
tasks in a prone supported position using the M16A4 rifle. Targeting distance consisted
of 25-meters from the firing line to simulated target screen. Figure 1 shows the M16A4
rifle used by participants.
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Although the EST 2000 firing line was capable of facilitating ten shooters at any
given time, a maximum of six shooters were assessed (fired the rifle) at once. The
rationale was to allow researchers (1 researcher per 2 shooters) sufficient time to
manually record height and width data and the cumulative number of rounds fired.
Environmental controls were implemented for improved shooting, that is, the simulated
environment was lit with ambient lighting, and the shot sound emitted from the M16A4
was controlled at a moderate decibel level (* < 60 dB). The EST 2000 operator
provided firing commands and operational instructions per their standardized proce-
dure. For example, instructing participants to “assume a good prone support position”;
“place the safety selector switch from safe to semi”; “watch your lane”; “your shot
pattern is reflective of your breathing, so you should pause (in breathing) when
squeezing the trigger.” This portion of the grouping process was critical, as the feed-
back imparted by the instructor operator during weapon firing can influence perfor-
mance outcomes [1, 5, 7, 30]. The EST 2000 operator also ensured the rifles functioned
properly, periodically assessing the overall firing condition of the simulated rifles.
When detecting rifle defects or malfunctions that could potentially hinder shooting
performance, the EST operator either made on-the-spot repairs, or removed and
replaced the participant’s rifle with a fully functional rifle.

As defined by Army Field Manual 3-22.9, 2008 to successfully group rounds
(bullets), the shooter must cluster six of six consecutive rounds at less than 4 cm. To
achieve the grouping standard, a series of three rounds were fired in one set, with
multiple iterations until a 4 cm cluster was formed. Figure 2 illustrates a cluster shot
pattern after three rounds have been fired. Traditional live fire grouping methods would
allow the shooter to triangulate and number their pattern on the target after each three
round sequence [2, 3], however, this process was not necessary for simulated shooting.
Figure 3 illustrates a grouping cluster after nine rounds (three consecutive sets). During
the grouping phase, bullets may strike anywhere on the zeroing target to achieve an
efficient cluster pattern. The <4 cm cluster pattern provides the shooter with sufficient

Fig. 1. M16A4, reprint from Global Security Organization, 2004. Rifle used by research
participants

Fig. 2. Three Round Shot Group. Reprinted from Rifle Marksmanship M16-/M4 Series Weapon
(pp. 5–4), by Headquarters Department of the Army, 2008, Washington, DC.
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information concerning sight alignment, shot group tightness, and physical factors
associated with shooting the M16A4, such as firing patterns related to breathing
inconsistencies during trigger squeeze. The grouping process is repeated until the
participant meets the grouping standard or exceeds a maximum of 40 rounds to
complete the task.

Zeroing (Description and Test Procedures). After achieving the grouping standard,
participants zeroed the M16A4 rifle. While there are several zeroing processes for the
M16A4 (each having a particular function), for the purpose of this study, only two
zeroing procedures were applied: 1. Mechanical (MZ) and 2. Battle Sight (BSZ), each
focused on aligning the rifle sights to the target. Firing line procedures and conditions
were identical to those described in the grouping section. The following provides an
explanation of the zeroing procedure standards for non-simulated shooting.

The purpose of MZ is to put the rifle in a neutral conformity [2–4], so Battlesight
Zeroing can begin. Battlesight Zeroing requires the shooter to fire rounds at a zeroing
target at a specified distance (25 m). Participants fired rounds in increments of three
(equaling one set). Between each set, the EST computer system made adjustments to
the front and rear sights based on where the rounds land on the zeroing target.
Researchers collected height and width (H&W) data and the cumulative number of
rounds fired between each set of zeroing shots. This process was repeated until five of
six consecutive shots fell within 4 cm of the center mass. Figure 4 illustrates the final
grouping and zeroing results after sight corrections. Notice six rounds are within the
4 cm circle, showing the Battlesight Zero criteria has been met. Both grouping and
zeroing can be lengthy processes, the speed in which these tasks are completed depend
on the shooter’s ability to apply basic shooting fundamentals [27].

Statistics. Statistical analyses using IBM Statistical Package for the Social Sciences
software produced the quantitative results with a significance level of 0.05. Specifi-
cally, the Mann-Whitney U test was used to examine between-group effects during
pre-testing and post testing. The Mann-Whitney U was also used to examine within
group pre/post scores for each outcome. Gain score analyses using a single factor
ANOVA determined if the scores were significantly different between groups.

Fig. 3. Acceptable shot grouping performance. Reprinted from Rifle Marksmanship M16-/M4
Series Weapon (pp. 5–8), by Headquarters Department of the Army, 2008, Washington, DC.
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4 Results

4.1 Demographics

Forty-three active duty service members (19 treatment and 24 control) participated. The
volunteer population was comprised of 93% men and 7% women. No differences were
found in age for treatment group (mean age and standard deviation, 30 ± 8.8) and the
control group (26 ± 7.2) (p > .05). Self-reported level of shooting expertise according
to Army standards ranked as Expert, Sharpshooter, and Marksman. Over half of the
participants reported themselves as Sharpshooter or Expert, with no difference between
the treatment group (63%) and the control group (62%) (p > .05).

4.2 Pre- and Post-tests

There were no differences between groups during pre-testing and post-testing (see
Tables 1, 2, 3, 4).

Fig. 4. Acceptable shot grouping and zeroing. Reprinted from Rifle Marksmanship M16-/M4
Series Weapon (pp. 5–8), by Headquarters Department of the Army, 2008, Washington, DC.

Table 1. Participants’ average shot group size (Mann-Whitney U test).

Pre-test Post test
IM shooters
n = 24

Control
n = 24

IM shooters
n = 19

Control
n = 24

Avg. rank 25.37 19.33 25.13 19.52
z = −1.56, p > .05 z = −1.45, p > .05

Table 2. Participants’ average height and width shot pattern (Mann-Whitney U test).

Pre-test Post test
IM shooters
n = 24

Control
n = 24

IM shooters
n = 19

Control
n = 24

Avg. rank 24.16 20.29 24.42 20.08
z = −1.00, p > .05 z = −1.25, p > .05
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4.3 Change Score Analysis of Variance for All Outcome Measures

There were no differences in weapon firing performance among those receiving NTT
and the control group using gain scores, for the four outcome measures (p > .05) (see
Tables 5, 6, 7, 8). Therefore, the hull hypothesis was accepted. Figures 5 and 6 show
the average number of rounds expended during grouping and zeroing.

Table 3. Participants’ shot grouping success by rounds expended (Mann-Whitney U test).

Pre-test Post test
IM shooters
n = 24

Control
n = 24

IM shooters
n = 19

Control
n = 24

Avg. rank 24.11 20.33 22.39 21.69
z = −1.32, p > .05 z = −2.70, p > .05

Table 4. Participants’ shot zeroing success by rounds expended (Mann-Whitney U test).

Pre-test Post test
IM shooters
n = 24

Control
n = 24

IM shooters
n = 19

Control
n = 24

Avg. rank 22.29 20.98 24.53 20.00
z = −.646, p > .05 z = −1.33, p > .05

Table 5. Single factor analysis of variance of group size

Source SS df MS F p

Between groups 0.025 1 0.02 0.03 0.84
Within groups 26.90 41 0.65
Total 26.93 42

Table 6. Single factor analysis of variance of height and width

Source SS df MS F p

Between groups 0.047 1 0.04 0.03 0.82
Within groups 39.89 41 0.97
Total 39.94 42

Table 7. Single factor analysis of variance of shot grouping success by rounds expended

Source SS df MS F p

Between groups 62.49 1 62.4 2.14 0.15
Within groups 1194.5 41 29.1
Total 1257 42
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5 Discussion

The purpose of this study was to evaluate the effects of neurocognitive temporal
training on grouping and zeroing marksmanship performance among military service
members. The effectiveness of the Interactive Metronome with grouping and zeroing
shooting tasks among military participants after completing twelve training sessions did
not improve shooting performance when compared to the control group. The results of
this study diverged from other IM research involving eye-hand coordination and
rhythmic timing [21, 23]. One plausible explanation for the results is that over half of
the participants had scored either expert or sharpshooter and therefore, they were

Table 8. Single factor analysis of variance of shot zeroing success by rounds expended

Source SS df MS F p

Between groups 10.32 1 10.32 0.26 0.61
Within groups 1620.1 41 39.51
Total 1630 42
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Fig. 6. Average number of bullets used by participants to obtain a zeroing pattern
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already proficient at grouping and zeroing the weapon. That is, grouping and zeroing in
this scenario may not have presented a challenge for participants. As noted in the
literature review, the more you shoot, the better you get [30, 31]. Although a significant
difference was not found between groups, a practical significance was seen in the
reduction of two rounds expended during grouping by the NTT group, compared with
the control group. Hypothetically, firing two fewer rounds per person during annual
weapon firing training would reduce both manpower and financial costs.

5.1 Limitations

The limitations of this study are the sample size and the military specific population.
Care should be taken in generalizing the results to other populations.

6 Conclusion

The results of this research suggest neurocognitive temporal training has little benefit
on grouping and zeroing marksmanship performance among soldiers already experi-
enced in weapon firing. Future studies on temporal training might target more complex
or novel weapon firing tasks, alternate weapons, different firing positions, with a larger
number of participants.
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Abstract. Learning of complex skills can be enhanced if the training can adapt
to the learner. Earlier studies utilized behavioral performance based adaptation;
however, behavioral performance assessment is limited and does not take into
account the mental effort and the brain plasticity changes during the acquisition
of complex skills. In this study, we utilized objective brain based measures for
the assessment and adaptation of a four-day training program with three piloting
tasks on four participants using a low fidelity flight simulator. Functional
near-infrared spectroscopy (fNIRS) from prefrontal cortex was measured to
adapt the difficulty levels of the training trials of the tasks with the aim of
optimizing the cognitive workload. Participants also performed reference prac-
tice trials that had the same difficulty across sessions. Preliminary results
identified specific brain areas within prefrontal cortex for each reference tasks
that corroborates earlier task practice studies. Furthermore, the same brain areas
were responsive to the adaptive training trials as well. The results overall sug-
gest task specific brain areas are coupled with the behavioral performance. This
study outlines a new neurofeedback based training paradigm using the wearable
and portable fNIRS. Future uses of such personalized training could help pre-
vent unnecessary over-training or insufficient under-training.

Keywords: fNIRS � Prefrontal cortex � Adaptive training � Cognitive workload

1 Introduction

Human mental workload is critical for understanding and augmenting complex
human-machine teaming. Mental workload that indicates how hard the brain is working
to meet task demands can be dissociated from performance output [1]. Accurate
assessment of mental workload could help in preventing operator error and allow for
pertinent intervention by predicting performance decline that can arise from either work
overload or understimulation [1–3]. The augmentation of complex human-machine
team performance and its transfer to improved functioning at work or in everyday
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settings via alteration of the operator’s underlying neurocognitive processes is a prime
goal of neuroergonomics [4, 5]. Practice-based repetitive exposure of operator to cog-
nitive task is common and one potential method for enhancement of such neurocog-
nitive capacity. A growing body of neuroergonomics studies suggest that mental
workload and skill acquisition for complex real-world tasks such as airplane piloting and
medical surgery operations can be monitored for assessment and enhancement [6–8].

Traditionally, the metrics for decision of how and when a learner graduates or
progresses to the next level depends on either experience (i.e. mostly measured by time
on task) or behavioral performance as measured by theoretical knowledge exams and
practical skill application tests. However, these measures do not take into account the
neurocognitive processes, rendering them inefficient. This results in learners being
undertrained when level advancement is too fast, or over-trained when advancement is
too slow [9, 10].

To overcome these shortcomings, personalization of the training paradigm using
neurocognitive information, also known as neurofeedback, is needed [11, 12]. Per-
sonalization in this context may also be called dynamic difficulty adjustment based on
individual behavioral metrics in which the level of each assigned task is modified based
on constant or regular (e.g. hourly, daily) performance. Neuroimaging studies have
shown that this type of adaptive training leads to improved outcomes and less cognitive
workload than otherwise [11, 13]. Past research includes an air traffic control task
modulated by number of aircraft, a driving/dual task protocol, and neuroadaptive piano
lessons [13–15].

Neurofeedback creates a closed-loop system with the operator’s brain using cog-
nitive workload as the dependent variable [16]. The neural efficiency hypothesis states
that individuals, based on neural capacity, discriminately respond to situational chal-
lenges and economically use mental resources, which is a measurable metric using
neuroimaging techniques [17, 18]. Furthermore, an inverted U-shape relationship is
manifested for performance vs level of engagement relationship that also describes
higher and lower levels of workload for a task [19]. The peak of this curve at center is
where optimal performance is found. As engagement decreases with lower workload,
gradual disengagement causes the participant to have lower performance. Likewise, as
workload increases, limited processing capacity causes performance to drop. This can
also be interpreted through the concept of flow, defined as “effortless attention, reduced
self-awareness, and enjoyment that typically occurs during optimal task performance.”
[20] flow occurs when the challenge of a task and skill level are perfectly matched, and
is equivalent to peak efficiency. By adapting the level of training for each learner
informed by their skill and workload, performance, and thus learning, can be optimized
within an experimental design.

Measurement of brain activation with practical and reliable sensors as well as
accessing the acquired data online (during a task) for processing and information
extraction are essential components of neurofeedback application. Functional near-
infrared spectroscopy (fNIRS) is an emerging neuroimaging technique that utilizes
wearable sensors and portable hardware to monitor cortical oxygenation changes
[21, 22]. The sensors can be built battery operated and even wireless, which allows
participants to be untethered and mobile [10, 23, 24]. fNIRS has been successfully
utilized to monitor cognitive workload in a variety of cognitive task settings related to

84 J. Mark et al.



working memory, attention, and decision making, as well as complex realistic tasks
such as air traffic control and driving [10, 19, 20, 25–29].

In this study, we have integrated fNIRS-based neurofeedback with personalized
adaptive difficulty adjustment in realistic piloting tasks. Our aim is to investigate if
fNIRS can capture neural adaptation-related prefrontal cortex activation changes
throughout the training. We also describe a new neurofeedback-based training
approach using wearable and portable fNIRS and utilizing integrated behavioral and
neuroimaging (i.e. neurobehavioral) data to adapt the training. Future uses of such
personalized training could help prevent unnecessary over-training or insufficient
under-training.

2 Methods: Multi-session Flight Simulator Adaptive Training

2.1 Participants

Four participants between the ages of 21 and 28 (2 females, mean age = 25 years)
volunteered for the study. All subjects confirmed that they met the eligibility
requirements of being right-handed with vision correctable to 20/20, did not have a
history of brain injury or psychological disorder, and were not on medication affecting
brain activity. Prior to the study all participants signed consent forms approved by the
Institutional Review Board of Drexel University.

2.2 Experimental Procedure

The experiment was performed over four one-hour sessions spaced over two weeks.
Sessions were held in a room isolated from outside distractions. Subjects sat at a table
three feet away from a twenty-five-inch monitor, with Thrustmaster HOTAS Joystick
and Throttle controls within reach of each hand. The flight simulator program used was
Lockheed Martin’s Prepar3D (®). Three tasks, as described below, were presented in
randomized block order. Each task block contained one reference trial which remained
at the same difficulty between sessions (level 1) and four training trials (dynamically
adapted difficulty based on performance and neurofeedback, Fig. 5). The final session
contained one less training trial as well as two additional max level transfer trials for
each task (Fig. 1). Each trial took about 120 s to complete, and each task block of five
to six trials averaged fifteen minutes total.

Situation Awareness Task. Subjects sit passively and view a ninety second prere-
corded flight simulation based on a previous study [30]. Subjects must devote attention
to the values of several gauges (from three to eight depending on level) indicating
airspeed, vertical angle, and so on. After the recording, subjects are shown a buffer
screen and asked to perform mental subtraction, and then are asked multiple choice
questions about the values of each gauge. Performance is calculated based on the
percentage of correct answers (Fig. 2).

Landing Task. Subjects control a plane with both the joystick and throttle in a pro-
cedure based on a previous study [30]. The plane begins in the air and must land on a
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runway in front of and slightly offset to the starting position, and attempt to turn as few
times as possible during approach. Early difficulties include autopilot for pitch
(up/down angle) control. As level increases, control is given to the subject, the plane
must land below a maximum vertical speed and/or airspeed, vision is obscured by fog
or rain, and high winds cause turbulence. Performance is calculated based on ratio of
successful landings, plane roll (left/right tilt) control, and pitch control (Fig. 3).

Ring Task. Subjects control a plane using only the joystick. Subjects must attempt to
fly through the center of a series of seven rings floating in midair approximately twenty
flight seconds apart from one another. As level increases, rings move back and forth
laterally at incrementally increasing speeds. Performance is calculated based on ratio of
successful ring hits, and a measure of plane control consisting of ring centroid accu-
racy, roll, and pitch at moment of ring hit (Fig. 4).

Fig. 1. Training protocol block diagram showing tasks in pseudo-randomized order and number
of trials in parentheses.

Fig. 2. Situation awareness score calculated using only answers to memory probes.

Fig. 3. Landing task score based primarily on success, and partially on steadiness of flight.
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2.3 Metrics

The level for each training task over sessions two through four of the experiment were
calculated based on a combination of behavioral performance and fNIRS neuroimaging
measures.

Performance Analysis. A single score per trial was calculated based on the following
flowcharts, and training trial scores were combined to determine overall performance
within a session.

Performance data was statistically analyzed using repeated measures linear mixed
models using Bonferroni correction with an alpha of 0.05. The Akaike information
criterion was used to select the most parsimonious model of fixed effects.

fNIRS Acquisition and Analysis. Prefrontal cortex hemodynamics were measured
using a continuous wave fNIRS system (fNIR Devices LLC, fnirdevices.com) that was
described previously [25]. Light intensity at two near-infrared wavelengths of 730 and
850 nm was recorded at 2 Hz using COBI Studio software [31]. The headband system
contains four LEDs and ten photodetectors for a total of sixteen optodes. Data was
passed through a finite impulse response low pass filter of order 20 and cutoff fre-
quency 0.1 Hz. Time synchronized blocks for each trial were processed with the
Modified Beer-Lambert Law to calculate oxygenation for each optode. For optode
numbers and corresponding locations please see Fig. 1 in [25]

Each block was subjected to simple linear regression to extract the overall slope and
oxygenation change for each trial. The slopes of the four training trials within each
session were then again processed using simple linear regression, and the final value
was classified as either high workload, indicated by a positive slope, low workload,
indicated by a negative slope, or neutral [32]. The statistical analysis was done using
repeated measures linear mixed models with Bonferroni correction. The Akaike
information criterion was used to select the most parsimonious model of fixed effects.

Adaptation Decision Tree. For each task training block during a session, subjects are
first classified into one of four groups based on their performance score (green bub-
bles). Neutral classification then follows the black arrow, low workload follows the

Fig. 4. Ring task score based primarily on success, and partially on ring navigation skill.
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blue arrow, and high workload follows the red arrow. The training level for the fol-
lowing session is decided by the blue boxes at the bottom of the flowchart.

3 Results

Each participant performed static reference trial (level 1) for each task during each of
the four sessions, for a total of four trials per task overall. The average performance
scores and dorsolateral prefrontal cortex oxygenation listed below for each task.

The ring task reference levels that had the same difficulty level throughout all four
sessions’ results are summarized in Fig. 6. The average behavioral performance had an
almost significant effect with sessions (F3,101.1 = 2.489, p < 0.065) and showed an
increasing trend over sessions. fNIRS based oxygenated-hemoglobin changes only
from optode 8 resulted in a significant effect with session (F3,104 = 2.908, p < 0.039)
and as expected showed a decreasing trend over sessions.

Fig. 5. Flowchart describing training progression between successive sessions.
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Fig. 6. Ring task behavioral performance (left) and prefrontal cortex oxygenation changes
(right) (n = 4) indicate an increase in performance and decrease in task-related oxygenation
changes. The whiskers are standard error of the mean (SEM).
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The landing task reference levels at the same difficulty level throughout all four
sessions produced similar results to the trends of ring task and are summarized in
Fig. 7. The average behavioral performance did not have a significant effect with
sessions although showed an increasing trend throughout the sessions There was a
decrease in variability in performance for session 4 indicating enhancement of per-
formance and is due to all subjects making successful landings. fNIRS based
oxygenated-hemoglobin changes only from optode 5 resulted in a significant effect
with session (F3,10 = 4.242, p < 0.036).

The situation awareness task reference level results are summarized in Fig. 8. The
average behavioral performance had no significant effect with sessions and indicated no
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Fig. 7. Landing task behavioral performance (left) and oxygenation changes (right) indicate an
overall increasing trend in performance and decreasing trend in task-related oxygenation
changes. The whiskers are SEM.
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Fig. 8. Situation awareness task behavioral performance (left) and oxygenation changes (right)
indicate no overall difference in performance across sessions and an increasing trend in
task-related oxygenation changes. The whiskers are SEM.

Neurofeedback for Personalized Adaptive Training 89



change across sessions. This is partly due to the relatively easy nature of the task
causing a ceiling effect for participants reaching a 100% score. However, fNIRS based
oxygenated-hemoglobin changes still indicated a significant effect with session but
only from optode 1 (F3,10 = 5.194, p < 0.021).

Finally, the adapted difficulty levels of landing task were analyzed (Fig. 9). For
behavioral performance, there was a main effect of levels only (F1,26.7 = 7.996,
p < 0.01). For fNIRS based oxygenated-hemoglobin changes at optode 5 (the same
area identified with the static reference levels of the same landing task), there was a
main effect of session (F3,24.8 = 4.844, p < 0.01) and level (F1,23.1 = 7.823, p < 0.011).

4 Discussion

In this study, we have investigated a new neurofeedback-based personalized adaptive
training protocol. Participants performed piloting tasks in a low fidelity flight simulator
while their anterior prefrontal cortex was monitored with fNIRS. There were three
different tasks: situational awareness, landing, and ring tasks over four sessions (days).
For each task, there were static (same difficulty) levels that were repeated at each
session as well as dynamic (difficulty adapted) training levels.

Preliminary results of static reference levels across sessions indicated that the
behavioral performance increased and anterior prefrontal cortex hemodynamic
response decreased for landing and ring tasks. This result is consistent with previous
literature of multi-session repetitive practice of motor and cognitive tasks [6, 11, 33]
and also with similar ring and landing tasks in our previous studies [8, 25, 34, 35]. On
the other hand, the situational awareness task did not yield any performance changes
across sessions. This can be explained by the relatively simplistic nature of the task
(multiple choice questions) and the ceiling effect that participants reached. Further-
more, in contrast to landing and ring tasks, there was no fine motor or continuous

Fig. 9. Dynamic difficulty adapted landing task performance scores (left) and oxygenation
changes (right) for each session with breakdown of level indicate an overall increased
oxygenation with increasing task difficulty. The whiskers are SEM.
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control requirements. The situational awareness task only requires sustained attention
and engages working memory as during the task participants passively monitor aircraft
parameters and report when asked.

Another outcome of the reference task fNIRS results is that the different brain areas
(optodes) that were responsive for each task (ring, landing and situation awareness)
across sessions is consistent with the different underlying neurocognitive demands of
each. The situational awareness left lateral prefrontal cortex activation is consistent
with earlier working memory findings. Moreover, the medial prefrontal cortex was
active for ring and landing tasks as demonstrated earlier for reference tasks.

Due to the exploratory nature of the study, we used neurofeedback only from a
predefined area for the subjects. Participants received adaptive training with fNIRS
oxygenation measures in the left dorsolateral prefrontal cortex area, which is correlated
with the development of task expertise. It is possible that there may be more optimal
areas or additional factors that contribute to a change in workload which may recruit
areas of the brain that were not being monitored in the current study. More information
could be gained by monitoring parietal areas in addition to the frontal cortex, or by
combining fNIRS with EEG. Moreover, signal processing algorithms for fNIRS may
be further optimized to increase the sensitivity of dependent variables. It is possible that
the hemodynamic response itself may not be sufficiently sensitive to pick up subtle trial
by trial changes in workload. This is an area for future research.

In conclusion, this study demonstrated a neurofeedback-based closed loop adaptive
training protocol and identified specific brain areas responsive to practice and difficulty
levels. The study described here provides important albeit preliminary information
about fNIRS measures of the PFC hemodynamic response and its relationship to
mental workload, task training, and performance in a complex multitasking environ-
ment. Level of expertise does appear to influence the hemodynamic response in the
dorsolateral/ventrolateral prefrontal cortices, at least for some complex tasks. Since
fNIRS technology allows the development of miniaturized and wearable sensors, it has
the potential to be utilized for continuous monitoring of trainees in future learning and
training environments to personalize the training and/or to assess the mental effort of
human operators in critical multitasking environments.

Acknowledgments. This investigation was in part funded by Lockheed Martin. The views,
opinions, and/or findings contained in this article are those of the authors and should not be
interpreted as representing the official views or policies, either expressed or implied, of the
funding agency.
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Abstract. Acknowledging the SHELL human factors model, authors examine
interfaces among components and assess problems created when the model is
aligned with modern digitized flight deck systems. Complacency and over-
reliance on automated systems are evaluated, and cognitive load and potential
for degraded situational awareness are examined. Authors present a SHELL
overlay demonstrating where particular digitized functions and operations pre-
sent challenges to operators and markedly influence effective SHELL interac-
tions in highly complex flight deck systems. Human factors contributing to the
Asiana Flight 214 accident are examined and correlates identified with the
SHELL analysis. Implications for advanced crew resource management are
presented, and human centered system training applications are proposed for
addressing the workload challenges. Implications for working and prospective
memory functions are examined, along with accompanying biases. Potential for
adaptive automation technology concludes the SHELL overlay analysis with
potential for reducing cognitive overload in the digitized flight deck
environment.

Keywords: SHELL � Digitized flight deck � Human factors � Working
memory � Crew resource management

1 Introduction

The technological world we live in is currently issuing the next generation of computer
power and the aviation industry has been taking full advantage of both computer
automation and information in the cockpit in the new millennia. With all these mar-
velous technologies working together, the industry has improved greatly in terms of
safety and efficiency. Pilots can do more in the cockpit with less man power and
companies can save money in terms of man power and training. However, as the
industry has made giant strides with computer technology, one accident like the 2013
Asiana Airlines Flight 214 crash in San Francisco can be a sobering reminder that even
with the best equipment and computers at hand (a Boeing 777), human error can still
win the day. Accidents that are investigated by the National Transportation Safety
Board (NTSB) like the Asiana Flight 214 crash are thoroughly processed using a
meticulous scientific method of elimination to determine safety causation. The vast
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majority of the time the NTSB has no problem narrowing down the culprit to a
Probable Cause and then supports that Probable Cause with many human factors
causations that contributed to that accident. In the case of the Asiana Flight 214 crash,
the NTSB could not come up with one Probable Cause, but instead drew on several
different opinions for Probable Causes from a slew of human factors computer
automation errors that all contributed to the accident. Why the NTSB had such a
difficult time in addressing the Probable Cause of this accident can be analyzed through
an older tool of human factors analysis called the SHELL. The SHELL model was
developed into a building block structure by Hawkens in 1984 [1] and has been in use
since the 1980’s to analyze human factors and human error in aviation. By using an
updated model of the SHELL in 2017, new light can be shed into the effects of the
many editions of the computer on human factors in the cockpit and the many cognitive
issues caused by them.

2 The SHELL Model Revisited

The SHELL model of human factors analysis that Hawkins presented had the simple
block layout of centering the human as represented by the Liveware (L) in the center
and surrounding it by four other human factors interfaces: Software (S), Hardware (H),
Environment (E) and Liveware (L) as in Fig. 1.

There was a time when aircraft had very few, if any, computers in the cockpit for
automation and information usage to the pilots represented at the center of the SHELL,
but over the last 30 years computers related to automation and information have slowly
started to crowd the SHELL model’s interfaces as indicated by the red surrounding the
center Liveware (L) in Fig. 1. Surprisingly, it is not just the Hardware (H)-Liveware
(L) interface where computers have invaded in the form of flight controls to disrupt that
direct flow in the ergonomic design of the man-machine interface. In 2017, the com-
puter is now involved in all Liveware interfaces. Multiple computers are now used in
all the SHELL interfaces to include the new era of the Electronic Flight Bag
(EFB) which has been introduced to aviation cockpits in the last decade. A closer
examination of each interface will demonstrate how prolific the computer has become
in the cockpit.

Fig. 1. SHELL model updated for 2017 with Liveware/Plus highlighted [1]
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2.1 The SHELL Model 2017 and the (L)-(H) Interface

The Liveware (L)-Hardware (H) interface shown in Fig. 1. represents all the physical
elements of the aircraft and the system including such things as: the wing of the
aircraft, the control surfaces along with the entire hydraulic systems, the flight controls
in the cockpit. Every part of an aircraft physically falls into this category, but none is a
more direct connection than the ergonomic man – machine interface found in the
cockpit. It is there where the crew not only utilizes the flight controls, but also con-
tinually assesses data in the form of displays to manipulate those controls. The com-
puter has been integrated in the form of automation in the flight controls and the fuel
systems to tightly manage the aircrafts control inputs and flight envelope. At the same
time the pilots observe the digitalized computer flight information to insure the com-
puter is maintaining the appropriate parameters. This automation and information has
formed a well-managed barrier in the Liveware (L)-Hardware (H) interface that is
depicted in Fig. 2.

This computer barrier insists that the human work through it to manage the aircraft
flight controls indirectly. By doing so the computer is now doing most of the flying
thus eliminating a large amount of the direct human interaction. The ergonomic idea
behind this is to limit the human’s direct control of the aircraft as much as possible to
prevent human error and inefficiency. The computer maintains the safe flight envelope
and flies the best profile to conserve the most fuel. Here is where the flight management
system and auto-throttle join the basic flight computer configuration in the increasing of
the controllability of the aircraft. The use of fly by wire controls also has the potential to
eliminate the pilot’s direct feel for what the aircraft controls are doing and forces the
pilot to manage the flight controls by visual reference only. Doing so can make the new

Fig. 2. The SHELL model 2017 with computer automation and information displayed by Miller
in 2016 [2]
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Liveware (L)-Hardware(H) flight control interface optical only. This is flight in the new
ergonomically designed human-computer interaction loop by using the optical channel
and calls for the pilot to manage the computer to fly the aircraft. The computer is now
dominating this interface and it certainly has the potential of flying the aircraft by itself
as demonstrated by the many Unmanned Aerial Vehicles (UAV) flying today.

2.2 The (L)-(E) Interface

The second interface to be dominated by the computer historically is that of the
Liveware (L)-Environment (E) as depicted in Fig. 1. This interface is all about man’s
relationship to the different types of environment of the flight. This environment
includes both inside the aircraft and outside the aircraft and is multifaceted by including
such things as: the temperature, cabin pressure, day time, night time, and the weather.
The huge growth of the commercial industry internationally after World War II was
greatly aided by advent of the Jet age which boasted the safer, efficient and more
reliable jet engine, but shifted the causation of most accidents to be human error
related. Many of these human errors have been found to be related to the Liveware (L)-
Environment (E) interface in four forms: flying the aircraft into terrain, flying the
aircraft into another aircraft, flying the aircraft in bad weather and loss of control. To
counteract the high numbers of accidents and fatalities, the industry became committed
to reducing them by enhancing the Liveware (L)-Environment (E) interface with safety
computer technologies in the cockpit in a campaign to reduce human error. This started
with the Ground Proximity Warning System (GPWS) to prevent aircraft from Con-
trolled Flight into Terrain (CFIT). With the skies becoming more crowded, the next
safety device added was designed to prevent other aircraft from flying into one another
and was called Traffic Collision Avoidance System (TCAS). With the all-weather flight
capabilities in aircraft and the demand to fly in all types of weather, the industry
eventually adopted Airborne Weather Radar to increase safety from the common
hazards in the aviation weather environment. Stick shakers were added for Stall
Warning. GPWS, TCAS, Airborne Weather Radar and Stall Warning are all tremen-
dous safety devices and they have greatly enhanced aviation safety globally over the
last 30 years. At the same time, they are all taking up room in the Liveware (L)-
Environment (E) interface as computer generated emergency information to avoid
hazards. Adding these with other important computers like the Inertial Navigation
System that allow aircraft to navigate from point A to point B in the environment with
enhanced computer navigation equipment and the Liveware (L)-Environment (E) in-
terface becomes even more crowded as depicted in Fig. 2. Future Air Traffic Control
Systems computers will soon be added to the cockpit in the form of Automatic
Dependent Surveillance – Broadcast (ADS-B).

2.3 The (L)-(S) Interface

With the Liveware (L)-Hardware (H) interface and the Liveware (L)-Environment
(E) interface filled with computers it would seem to be difficult to add more computer
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power to the Liveware (L)-Software (S) interface. When looking at the original
Liveware (L)-Software (S) interface as depicted in Fig. 1, its main purpose was to
cover everything that is non-physical used in the aviation system. This is a wide range
of materials which includes such things as: procedures, maps, publications, documents,
checklists and approach plates. These materials called for a hefty storage space in
pilots’ flight bags that they would carry with them in the cockpit. The invention of the
I-pad would quickly change that allowing everything in those weighty bags to be
carried on board electronically by the pilot in what is now called the Electronic Flight
Bag (EFB). The Liveware (L)-Software (S) interface was no stranger to computer
information, as most modern commercial cockpits produce plenty of computerized
information that is digitized in nice LCD screens. However, in the new age of the EFB,
all other important flight information that pilots had to carry with them in paper form is
now adding more computer information to the Liveware (L)-Software (S) interface as
depicted in Fig. 2. This is not only affecting the commercial industry as the EFB is a
tremendous step forward for General Aviation (GA) pilots as they are loading every-
thing they can with Jeppesen software into their own EFB’s. The advent of pad and
smart phone computer technologies taking the form of the EFB have also coincided
with the rise of another technology that will offer up what may be the biggest change to
come in the SHELL 2017 interfaces related to computers. Surprisingly, this one will be
played out in the Liveware (L)–Liveware(L) interface.

2.4 The (L)-(L) Interface

The Liveware (L)-Liveware(L) interface accounts for the human interactions that occur
in the flight. This can be between the cockpit crew and air traffic control or the cockpit
crew and the flight attendants, but most often it focuses in on the heart of flying the
aircraft and how the actual flying crew is interacting with one another. The industry has
made giant strides in moving from a cockpit paradigm where the Captain was con-
sidered god in the cockpit (used up until the 1980s) to a paradigm that focuses on
teamwork that is now called Advanced Crew Resource Management (ACRM). The
new model focuses on tenants that include: communication, assertiveness, manage-
ment, task delegation, teamwork, leadership/followership and decision making [3].
Although the computer related safety and efficiency enhancements have had a profound
impact on human factors in the cockpit over the last 37 years; it is the non-computer
human factors safety program of ACRM that has also had a strong impact to safety and
efficiency through the Liveware (L)-Liveware(L) interface. Through this method of
teamwork in the cockpit, many of the potential human errors in the Liveware (L)-
Liveware(L) interface are being dealt with. However, the strong potential usage of
EFB’s and ADS-B digitized communication through the computer brings with it a
whole new realm of communicating in the cockpit. Instead of communicating with
radio, the computer technologies that are now in the cockpit offer a substitute from the
radio called digitalized messaging. In terms of NextGen Air Traffic Control tech-
nologies this is called “Datalink”. This is essentially the same as texting, but is now
accomplished from the cockpit. Aircrew are now able to communicate to others outside
the cockpit through digital messaging on the computer. Although the industry is at the
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beginning of implementing this new form of communication, it will be only a matter of
time before this new way of communicating through the computer impacts the industry
and ACRM. Certainly texting has changed the way people communicate on the ground
profoundly. At the same time, it also surprised society by how dangerous it can be if
done while driving. How big this computerized communication will become in aviation
is something that only time will tell, however its existence and legitimacy as planned in
NextGen make it very real. With digitalized communications affecting the Liveware
(L)-Liveware (L) interface and the EFB transforming the Liveware (L)-Software
(S) interface, the SHELL model has been completely transformed in all interfaces in
2017.

3 The SHELL Model 2017 and Asiana Flight 214

The repercussions of this new SHELL model to aviation human factors and human
error have been well documented in aviation incidents and accidents over the last two
decades and the San Francisco Asiana Flight 214 crash is a great example. The new
2017 SHELL Model in Fig. 2 depicts computer automation and information in all four
interfaces of the SHELL and these computer innovations have been responsible for
making aviation extremely safe and efficient in the last 20 years. The downside to these
technological enhancements are those rare cases where computer/human factors cau-
sations line up causing human error from those SHELL interfaces and cause an incident
or a rare accident. Some of the most common causes of computer-Liveware (L) error
seen the most by the industry are: (1) Complacency in relying on computers, (2) Not
understanding the computers, (3) Overly Focused on a computer and distracted from
flying, and (4) Optical inside only with little outward scanning. In the Asiana Flight
214 crash, the pilots became complacent in the Liveware (L)-Hardware (H) and relied
on their computer system to do the landings instead of being proficient at manual
landings while using the computer and auto-throttles to help improve the manual
landings [4]. They fell short in the Liveware (L)-Liveware (L) interface where they
needed to be able to cross check normal landing checkpoints of altitude and airspeed to
correct sooner when too low on glideslope and communicate this through good ACRM.
In the Liveware (L) – Environment (E) interface they ignored the GPWS too long as
they needed to be able to manually do a missed approach sooner in the landing. In the
Liveware (L)-Hardware (H) interface the pilots also had a difficult time understanding
the idiosyncrasies of the auto throttle system. By using proper ACRM training tech-
niques like task Management and assertiveness, other members of the crew could have
participated and even challenged the wrong auto throttle setting and possibly prevented
the accident. In the Liveware (L)-Hardware (H) interface, when the computer tech-
nology is not working, the crew must be able to confirm the malfunction and asser-
tively take the proper course of action. Lastly, from the Liveware (L)-Software
(S) interface, the Asiana crew had become so reliant on the computer systems to land
the aircraft safely that they focused more on their computers inside the cockpit then on
basic landing parameters; the most important being the runway glide slope monitor
telling them to execute a missed approach sooner. To avoid these errors with com-
puters, pilots still need to aviate, navigate and communicate while scanning outside to
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use the runway and inside while still flying with the computer automation and infor-
mation. They need to task delegate with the computers by being more human centered
and managing the computer systems to fly the aircraft instead of being computer
centered and letting the computer fly them.

4 The SHELL 2017 and the Potential Human Factors
Cognition Issue

The NTSB recognized many different factors as the Probable cause in this Asiana
Flight 214 accident. Usually one or two Probable Causes covers the main cause of
NTSB Aviation Accident investigative reports, but the case of Asiana Flight 214 was
different. The probable cause of the Asiana Flight 214 accident was determined by the
NTSB to be the flight crew’s mismanagement of the airplane’s descent during the
visual approach, the flying pilot’s unintended deactivation of automatic airspeed
control, the flight crew’s inadequate monitoring of the airspeed, and the flight crew’s
delayed execution of a go-around after they became aware that the airplane was below
acceptable glide path and airspeed tolerances [4]. These NTSB Probable Causes are all
valid, but when looking at them from the SHELL model in 2017 the underlying cause
of human factors cognition also needs to be addressed.

4.1 Cognitive Processing

The added interactions among SHELL 2017 components are largely cognitive. This
involves considerably more continuous information processing, which suggests the
potential for overload at some point. As stated earlier, Liveware activity in the SHELL
framework is changing to readouts and text. With this evolution, and the emphasis on
optical tasks, it is imperative to keep the pilot scan of the displays and instruments in
continual engagement. As shown in Fig. 2, what may have been embedded and
non-visualized software now requires more focused pilot attention, optical processing,
and cognitive processing to understand the plethora of dynamic information presented.
When pilots must look up and through the windscreen, the optical flow changes to
actual external cues and associated cognitive processing to comprehend what is hap-
pening and the relevance to flight parameters. To some degree, use of head-up display
symbology is similar to the screens used, and is consistent with the cognitive pro-
cessing underway. However, real-world visual cues, particularly in non-standard events
quickly overloads the pilot. Synthetic vision can introduce real world and virtual
representations in the same display, which will consume far more neural resources in
combination. The cognition difficulties inherent in the SHELL 2017 interfaces are both
combinatorial and concatenated. These might best be illustrated with Gestalt perception
principles [5]. For example, the combinatorial effects are seen with proximity (SHELL
clouds approach overlapping), closure (premature conclusions), and primacy (initial
optical indication). Concatenation effects are evident in the principle of continuation
(current trajectory will continue). Cognitive processing clouds represented in the
SHELL 2017 illustrations show these principles and their role in cognitive loading and
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potential for cognitive error. The SHELL process is essentially linear, and the original
model did not initially contemplate simultaneous, multi-dimensional interfaces and
interactions among the SHELL components. Consequently, as the optical and cognitive
loads have increased with digitization, a concatenation effect can occur where infor-
mation from one SHELL domain attaches to a second domain, and continues to build
until the pilot either becomes confused or may reach a faulty conclusion or determine
incorrectly a need for action. This can lead to one of the three forms of cognitive error
[6]: faulty synthesis involving flawed processing of available information (with pre-
mature closure the most common element), faulty knowledge, and faulty data gath-
ering. To assess the significant involvement of cognitive processing represented in the
SHELL 2017 architecture, neural functions are key to understanding the safety
implications. Prefrontal cortex connects in some fashion with every level of activity in
the brain. In this regard, long-term memories distributed throughout inter-connected
neural pathways are subject to disruption or rerouting as a result of excess beta wave
activity. If a pilot becomes anxious when overcome with information from the cog-
nitive clouds seen in SHELL 2017, this type of disruption occurs. An associated
transmitter, acetylcholine, is highly involved in attentional processes, alpha wave
production, and is influential in neural processing flow. When alpha wave activity is
deficient, the brain lacks sufficient mental speed to connect perceptions and thoughts
[7]. Thus, situations that require escalating optical activities, as SHELL 2017 has
illustrated, add to the load placed on the prefrontal areas.

4.2 Cognitive Flow

When considering the varying functions and intentions of each SHELL component, the
combined effects require synchronous neural processing. To achieve this process,
information and associated neural actions must flow freely. This flow, however, is
easily disrupted and affects intra-neural communication creating an imbalance in the
brain’s systems [8]. Flow relies on sustained attention to processing demands and a
mental sequencing, or map, of what is required to complete actions with rapid updating
of working memory [9]. Bowers et al. [10] demonstrated a strikingly different pattern
associated with moving between tasks that would indicate post-workload transition
effects might manifest with onset of a high level of workload. This is at the heart of the
SHELL process. This is precisely the situation when the pilots must integrate the
cognitive content and synthesize flow among the various SHELL components.
A workload transition, such as shifting within the SHELL 2017 domains, constitutes a
shift in cognitive task difficulty and could likely result in an increase in missed events
or significant flight dimensions as described by the hysteresis effect which has been
attributed to cognitive resource depletion [11]. Among perceptual tasks with SHELL
2017 is constructing a cognitive map of the operating environment and interacting
influences. Recent findings [12] verified that neurons in the brain related to
space-mapping react to virtual environments differently from the real world. The
hippocampus is recruited when a person develops a cognitive map of the environment,
including calculation of distances and space, and is further mediated through the post
rhinal and entorhinal cortex. In virtual environments, results showed that as much as
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half the hippocampal neurons usually involved were actually shut down and the
cognitive map was nonexistent. The implications for pilots are profound. This suggests
a different region of the brain is involved in the spatial learning tasks and processes,
compared with reduced digitalization, and is complicated when perceptual variances
become intertwined (one using virtual cues and the other real-world cues). The
implications for SHELL 2017 are that the cognitive areas encroaching the component
boundaries are increasingly subject to perceptual disparities that consume evermore
resources and deplete neural energy rapidly [13]. Combinations of virtual and real
world perceptual input among the SHELL 2017 components acts directly upon this
hippocampal processing with attendant reductions in comprehension by pilots. Taken
together, the optical processing demands, coupled with cognitive processing functions,
place a notable load upon the pilot. When combined perceptions and multidimensional
interfaces are added, there is a likely potential for cognitive disruption. What becomes
sacrificed, then, are cognitive maps and continuity of processing. These introduce the
phenomenon of cognitive loading, which is examined next.

4.3 Cognitive Loading

The concept of cognitive loading was introduced in 1988 and developed further by
Chandler and Sweller [14]. As the term came into use for attention and memory
applications, references to information processing became prominent with particular
emphasis on perception, memory, and reasoning. The amygdalae are constantly
scanning incoming information to determine potentials for safety risks. Increased
scanning activity, as with the SHELL 2017 cognitive tasks, has the potential to elevate
conscious awareness of perceived threats. As is well known, the amygdalae can
dominate the neocortex and obstruct clear thinking when most needed [15]. Related
neural function is contained in the concept of continuous partial attention which is a
compromised state of focus due to attending many information streams at the same
time. This is directly indicated in the growing cognitive task clouds of SHELL 2017,
and can lead to infoglut from continuously increasing information contexts. The
concept of working memory developed by Baddeley [16] has proven robust and is
widely accepted as a useful model for understanding how brief memory operates. As he
described it, working memory is the cognitive process that allows moment-to-moment
perceptions across time to be integrated, rehearsed, and combined with simultaneous
access to stored information about previous experience, actions, or knowledge. As for
the encoding aspect of the arriving and cycling information, proteins in the prefrontal
cortex are essential to keeping optical tasks and neural processing active. As additional
messages are added, the replenishment of synthesized protein is inhibited or dimin-
ished, thereby causing loss of some of the cycling elements active in working memory
[17], which happens when strings of working memory connected with the SHELL
2017 tasks are compromised and no longer intact. Drawing upon the model developed
by Baddeley for working memory, and including recent findings for bandwidth issues
and protein cycling limits, it is apparent that pilots operating in the realm of SHELL
2017 cognitive loading can reach saturation of working memory buffering. Pilots in a
digitized cockpit often are working with multiple screens and monitors. As would be
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expected, the visual component of perception is subject to saturation from stimuli and
data. Accompanying visual input is the need to interpret the significance or urgency of
the information. Perceiving what is critical, what is evolving, and sequences for actions
becomes paramount. An element associated with reducing stress is the ability to resolve
conflicts as they arise. A resulting uncertainty with regard to conflict resolution can
occur between two states such as GPWS alert (L-E interface) and EFB map (L-S
interface). While cognitive memory is generally mediated in the anterior hippocampi,
affective memory is processed via the amygdalae. Often, amygdala-driven memories
can take precedence in neural sequencing. For some pilots, amygdala-level situational
appraisal may invite distorted pattern recognition and proneness to false alarms [18].
When considering automation influences between open-loop and closed-loop interac-
tions, issues related to SHELL 2017 cognitive loading become evident. Evidence
reported in a study [19] of nearly 2,000 pilots flying aircraft with advanced automation
systems showed pilots described differences in “flying through the computer, which
required more self-discipline, lags in anticipating aircraft behavior, and increased
monitoring of mode annunciations. Each of these conditions increases the vigilance
pilots direct to the cognitive tasks in the expanded SHELL 2017 environment. In our
examination of SHELL 2017 effects, information being encoded from multiple related
sources in an interactive interface can present a delta gap effect which delays correctly
understanding the implications of the information received. As the cycling working
memory elements from several SHELL domains are attempting to cross-communicate
among various neural processing centers, the lag in neural responding and accurate
information integration can be profound [20]. Consequently, when cross-neuralization
is challenged (as in combined SHELL 2017 cognitive activities) – a delta gap may
apply, with signal lag among brain components responding to inquiries from other
brain sending locations. Potential for confusion, slowed comprehension, and related
cognitive functions increases accordingly. With cognitive shifts from closed loop to
open loop processing into the SHELL 2017 architecture, the pilot is likely to be cycling
two or more scenarios in working memory, with rehearsal and encoding challenges
continually involved to comprehend flight maneuvers and anticipated next steps.
Where level of automation is not a significant factor, what has become evident is that
although mental resources are not always completely expended for primary tasks, the
presence of competing demands from secondary task components can strain the pri-
mary functions to the point of saturation [10]. It has been demonstrated that working
memory deficits involving increased dopamine levels caused by stress can occur [9].
The obvious implications for SHELL 2017 are that, should pilots become confused or
anxious, working memory deficits could manifest. Likewise, calcium sensitive kinases,
calcineurin, and dephosphorylation have been shown as detrimental to working
memory and are in evidence during high visual task loadings [21]. When neural pro-
cessing capacities are exceeded, with particular reference to the digitized cockpit
environment, degraded situational awareness and various cognitive errors may ensue.
Further, this disrupts the prospective memory and remaining ahead of related incoming
information from other components of the SHELL interactive process.

104 M. Miller and S. Holley



4.4 Situational Awareness

Research on mental workload, and especially overload, has focused on situational
awareness, information processing, and decision making where they are simultaneously
present. When too high or too low, cognitive load increases risk of error, more notably
when abrupt bursts of a large amount of information must be processed quickly [22].
This would likely occur, for instance, during unanticipated events and rapidly changing
information flow in the digitized cockpit environment. Correspondingly, the outcome
manifests as a cognitive loading challenge. The researchers found that the nature of a
non-linear task environment, like that with SHELL 2017, stimulated operator concerns
about future states of the system. The SHELL 2017 domain has advanced the optical
interactions significantly. Accompanying the optical loading, interaction effects can be
expected. Endsley [23] describes situational awareness (SA) as a working memory
bottleneck for pilots in novel situations. For more experienced pilots with skilled per-
formance capabilities, increased recruitment of long term memory augments the SA
process and results in fewer gaps or performance decrement. Consequently, the volume
of mental processing to sustain high levels of SA require pilot access to embedded
mental constructs in long term memory. Such increased and sustained activity would
clearly result in a more rapid consumption rate of available brain glucose necessary for
effective functioning. Protein that is fueling working and prospective memory is
depleted rapidly [21]. A study of pilot decision making [24] affirmed that in low tempo
operations extra cognitive resources are available, however, when uncommon or
emergency events occur pilot time for reflection is substantially reduced. Consequences
result in the need for understanding that the changed situation has compromised the
system status. The researchers identified several cognitive breakdowns that occurred:
delay in comprehending an event was occurring, fragmented scan of information
sources, narrowed assessment, inability to commit to a course of action, and failure to
re-check new courses of action to assure implementation as intended. As digital cockpit
pilots become loaded near maximum working memory capacity, during especially
challenging flight maneuvers or unanticipated procedures, deferring critical actions
could be catastrophic. As the SHELL 2017 model illustrates, multiple, simultaneous
optical processing tasks must be attended to and integrated with current flight parameters
and aircraft systems. When exceeded, neural capacities become strained and, along with
incipient cognitive error, mode confusion can result. This has a history, as highlighted in
the Australian study of pilots [25] which also confirmed that workarounds highjacked
cognitive resources. As optical processing demands have increased, many pilots view
the flight management computer as more competent than themselves.

5 Conclusions

In summary, the SHELL 2017 representation reflects the combined influences of
optical processing demands on pilots, and the related cognitive loading challenges
associated with the proliferation of similar cognitive tasks within each SHELL domain.
Efforts to contain or reduce cognitive error suggest better training for pilots so they are
aware of potential environments that contribute to error. Other efforts are more within
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the adaptive automation spectrum to recognize potential error and adjust flight com-
putations accordingly. Further assessment of the similarities and differences of cog-
nitive demands within each SHELL domain is indicated to more thoroughly understand
how to gain efficiencies and to reduce potential for unintended errors based on cog-
nitive misperceptions.

References

1. Hawkins, F.H.: Human Factors in Flight, 2nd edn. Ashgate, Aldershot (1987)
2. Miller, M.D.: Aviation human factors: the SHELL model 2017 and computer/ human factors

analysis. In: Presentation to FAA Aviation Safety Conference, Honolulu (2016)
3. Seamster, T., Boehm-Davis, D., Holt, R., Shulz, K.: Developing advanced crew resource

management (ACRM) raining: a training manual. Federal Aviation Administration Office of
Chief Scientific and Technical Advisor for Human Factors, AAR-100 (1998)

4. National Transportation Safety Board.: Descent Below Visual Glide Path and Impact with
Seawall Asiana Flight 214 NTSB/AAR-14/01 (2013)

5. Wagemans, J., Elder, J.H., Kubovy, M., Plamer, S.E.: A century of gestalt psychology in
visual perception. Psy. Bull. 138(6), 1172–1217 (2012)

6. Dunbar, M., Helms, S.E., Brodell, R.T.: Reducing cognitive errors in dermatology: can
anything be done? J Am. Acad. Dermatol. 69(5), 810 (2013)

7. Blokland, A.: Acetylcholine: a neurotransmitter for learning and memory? Brain Res. Rev.
21, 285–300 (1996)

8. Lind-Kyle, P.: Heal Your Mind: Rewire Your Brain. Energy Psychology Press, Santa Rosa
(2010)

9. Gevins, A., Smith, M.E., Leong, H., McEvoy, L., Whitfield, S., Du, R., Rush, G.:
Monitoring working memory load during computer-based tasks with EEG pattern
recognition methods. Hum. Factors 40(1), 79–91 (1998)

10. Bowers, M.A., Christensen, J.C., Eggemeier, F.T.: The effects of workload transitions in a
multitasking environment. In: Proceedings of the Human Factors and Ergonomics Society
58th Annual Meeting, pp. 220–224 (2014)

11. Johns, M., Inzlicht, M., Schmader, T.: Stereotype threat and executive resource depletion.
J. Exp. Psychol.: Gen. 137(4), 691–705 (2008)

12. Aghajan Z., Acharya, L., Moore, J., Cushman, J., Vuong, C., and Mehta, M.: Impaired
spatial selectivity and intact phase precession in two-dimensional virtual reality. Nat.
Neurosci. (2014)

13. Ungar, M.: The social ecology of resilience: addressing contextual and cultural ambiguity of
a nascent construct. Am. J. Orthopsychiatry 81(1), 1–17 (2011)

14. Chandler, P., Sweller, J.: Cognitive load theory and the format of instruction. Cogn. Instr. 8
(4), 293–332 (1991)

15. Woods, D.D., Patterson, E.S., Roth, E.M.: Can we ever escape from data overload? A
cognitive systems diagnosis. Cogn. Technol. Work 4(1), 22–36 (2001)

16. Baddeley, A.D.: Working Memory, Thought and Action. Oxford Univ. Press, Oxford (2007)
17. Cottrell, J., Levenson, J., Kim, S., Gibson, H., Richardson, K., Sivula, M., Li, B.,

Ashford, C., Heindl, K., Babcock, R., Rose, D., Hempel, C., Wiig, K., Laeng, P., Levin, M.,
Ryan, T., Gerber, D.: Working memory impairment in calcineurin knock-out mice is
associated with alterations in synaptic vesicle cycling and disruption of high-frequency
synaptic and network activity in prefrontal cortex. Science 33(27), 10938–10949 (2013)

106 M. Miller and S. Holley



18. Arden, J.: Rewire Your Brain. Wiley, Hoboken (2010)
19. Rudisill, M.: Line Pilots’ attitudes about and experience with flight deck automation. In:

Proceedings of 8th International Symposium on Aviation Psychology. Ohio State University
Press, Columbus (1995)

20. Clough, B.: Unmanned aerial vehicles: autonomous control challenges, a researcher’s
perspective. J Aerosp. Comput. Inf. Commun. 2, 327–347 (2005)

21. Dash, P.K., Moore, A.N., Kobori, N., Runyan, J.D.: Molecular activity underlying working
memory. Learn. Mem. 14, 554–563 (2007)

22. Huttunen, K., Keranen, H., Vayrynen, E., Paakkonen, R., Leino, T.: Effect of cognitive load
on speech prosody in aviation. Appl. Ergon. 42(2), 348–357 (2011)

23. Endsley, M.: Situation awareness misconceptions and misunderstandings. J Cogn. Eng.
Decis. Making 9(1), 4–32 (2015)

24. Pruchnicki, S.A.: Increasing general aviation safety through data analysis. In: Conference on
Proceedings of the Aviation, Aeronautics, Aerospace International Research Conference
(2016)

25. Hutchins, E., Holder, B., Hayward, M.: Pilot attitudes toward automation. Collected Papers,
Department of Cognitive Science, University of California, San Diego (1999)

SHELL Revisited: Cognitive Loading and Effects 107



Workload Assessment and Human Error
Identification During the Task of Taking

a Plain Abdominal Radiograph: A Case Study

Cesar Alferez-Padron1, Aide Aracely Maldonado-Macías1(&),
Jorge García-Alcaraz1, Liliana Avelar-Sosa1,

and Arturo Realyvasquez-Vargas2

1 Autonomous University Ciudad Juárez,
Del Charro Avenue 450 Partido Romero, 32310 Juarez City, Mexico

al150682@alumnos.uacj.mx, {amaldona,jorge.garcia,

liliana.avelar}@uacj.mx
2 Technological Institute of Tijuana,

Calzada Tecnológico, S.N., 22414 Tijuana, Mexico
arturo.realyvazquez@tectijuana.edu.mx

Abstract. The following research, presents a case study of cognitive analyses
of the tasks made by radiology technicians in a Mexican hospital. These pro-
fessionals attend patients with different health conditions; likewise, they need to
prepare the x-ray machine and position the patient correctly. For this reason, this
study will determine the mental workload assessment and identify human errors
of the procedure of taking a plain abdominal radiography. As results, a hier-
archical task analysis diagram is presented, NASA TLX method found highest
scores on physical and temporary demands. Recurrent human errors were the
incorrect voltage and amperage adjustment and the incorrect identification of the
patient using TAFEI method. Action for human error prevention is recom-
mended. In addition, some digital support may be required to input patient’s data
and provide additional training sessions on those tasks with the greater mental
workload and human error probability.

Keywords: Radiology technician � Hierarchical task analysis � Mental
workload assessment � NASA task load index � Human error identification �
Task Analysis for Error Identification

1 Introduction

Task analysis is a tool that allow engineers to describe the worker’s activities more
precisely [1]. Moreover, the task analysis provide knowledge to the engineer to teach
workers what they will do [2]. This study was focused on the task analysis of radiology
technician. This professionals need to be skilled to use a variety of machines and
equipment for medical purposes like capture images of internal organs, bones and
tissues to detect an illness, injury, and other medical conditions [3, 4]. In addition, it is
necessary that the radiology technicians understands general anatomy principles [3].
Thus, revolutionary technological innovations have affected the ways in which
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radiologists work, and have contributed to the changing pattern of this activity [5]. This
case study was conducted in a Mexican private second level hospital located in Juarez
City in northern Mexico. The hospital is one of the main local hospitals and one of the
hoariest in Juarez City. There is an emergency, laboratory, blood bank, intensive care,
surgery and x-ray department. The X-ray department operates 24 h and 7 days a week.
A basic procedure performed by radiology technician is to take a plain abdominal
radiography. This study focused on this procedure.

1.1 Problem Statement

The radiology technicians attend several patients with different health conditions. It is
important that technicians have expertise in advanced anatomy, be aware of the dif-
ferent types of machines, maintain aseptic and sterile techniques, and know how to
position the patient during the task of taking a plain abdominal radiograph. The
technicians should give assistance to patient when is needed. Likewise, they should
evaluate the amount of amperage and voltage of the equipment for obtaining a clear
imaging; also, they must count with theoretical knowledge of radiology security.

Because of the complexity activities done by the radiology technicians, it is pos-
sible that they could be suffering of work stress symptoms and mental workload. For
this reason, this study will analyze the mental workload of the procedure for taking
plain abdominal radiograph.

1.2 Objectives

This study is analyzing the cognitive tasks in order to estimate the mental workload and
human error that may be generated on the procedure for taking plain abdominal
radiography.

The specific objectives are:

1. Develop the Hierarchical Task Analysis (HTA), to deploy all task’s goals and sub
goals.

2. Perform a mental workload assessment of tasks having in the procedure for taking
plain abdominal radiography using the global index of NASA TLX method.

3. Identify potential errors according to the Task Analysis for Error Identification
(TAFEI) method.

4. Make some recommendations in order to improve the procedure of taking a plain
abdominal radiograph.

1.3 Justification

Human error identification and the assessment of mental workload will help propose
recovery strategies and determine consequences associated with them. In addition, the
study describes potential errors, displays potential consequences and recovery actions.
It can determine the probability and criticality of errors, and offers associated remedies
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to improve workplace design and find strategies to reduce mental workload. It pro-
motes the more efficient use of time during work, the enhancement of infrastructure and
material resources usage; another associated benefit is to minimize the replication of
radiographs to prevent the unnecessary exposure of patients to x-ray beam.

1.4 Delimitation

This study was held in a private second level Mexican hospital located in the Juarez
City, Chihuahua. Results of this research were focused on taking a plain abdominal
radiography, since it is the most frequent activity performed by the radiology techni-
cians according to hospital records.

2 Literature Review

2.1 Hierarchical Task Analysis

One of the most important Human Factors (HF) methods is the Hierarchical Task
analysis (HTA). Originally developed in response to the need for greater understanding
of cognitive tasks [6]. HTA involves describing the activity under analysis in terms of a
hierarchy of goals, sub-goals, operations and plans. The majority of HF analysis
methods require an initial HTA, to explain information of the task, it is a good way
define the most important thing of the task [6].

The HTA refers to a family of techniques used to describe and analyze operator
performance within a human-machine system in manufacturing technologies, workload
assessment and evaluation of the interface human- machine [7, 8]. For example, key
skills now include perceptual skills for monitoring equipment, diagnostic skills for
interpreting computerized information, and communication skills required for problem
solving and co-ordination in distributed decision environments [9]. The literature
highlights at least twelve additional applications to which HTA has been utilized,
including interface design and evaluation, training, allocation of functions, job
description, work organization, manual design, job aid design, error prediction and
analysis, team task analysis, workload assessment and procedure design [6].

HTA is a framework for the analysis of tasks and make it clear that the method-
ology is based upon a theory of human performance, therefore can be used to describe
both teamwork as the tasks that man made in the system [10]. HTA methods involved
significant cognitive components (such as monitoring, anticipating, predicting, and
decision making), a method of analyzing and representing this form of work was
required [10].

2.2 Mental Workload

Mental workload is one of the most widely invoked concepts in ergonomics research
and practice [11]. Mental workload as an “a measurable quantity of information pro-
cessing demands placed on an individual by a task” [12]. In addition, other definition of
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mental workload is “that portion of the operator’s limited capacity actually required to
perform a particular task.” All mental processing requires some resources [13]. Several
authors have shown several definitions of mental workload; however, until now there is
no clear definition of the construct and its measurement unit.

An advantage of using mental workload assessment techniques is to determine how
much mental load is too much or hazardous for individuals; also determination of sub
workload is important to define if individuals are sufficiently challenged to sustain
useful levels of output [11]. The mental workload can be broadly comprised of two
components: task demands and stress [8]. Mental workload becomes a product of the
resources available to meet those task demands [14].

NASA TLX. NASA-TLX is a subjective mental workload assessment tool.
NASA-TLX or National Aeronautics and Space Administration Task Load Index allow
users to perform subjective workload assessments on operator(s) working with various
human-machine systems. NASA-TLX is a multi-dimensional rating procedure that
derives an overall workload score based on a weighted average of ratings on six
subscales [15]. These subscales are Mental Demand, Physical Demand, Temporal
Demand, Performance, Effort, and Frustration Level; each dimension is rated on a
visual analogue scale, with five-point steps between 0 and 100 [6]. The participants
evaluate each subscale during the experimental task. The analyst asks participants to
determine workload in a scale divided into 20 intervals, ranging from low to high. The
participants should perform an evaluation of the most effect of mental workload during
the task under analysis through comparisons of pair of potential sources [15].

2.3 Human Error

Human error is defined as “a generic term to encompass all those occasions in which a
planned sequence of mental or physical activities fails to achieve its intended outcome,
and when these failures cannot be attributed to the intervention of some chance agency”
[16]. Human errors occur during the lifetime of a product or system; or from design to
the end of its useful life. Human beings are fallible to mistakes, either by omission in
action, lack of training, lack of experience, among others [16, 17].

Human error occurs when human behavior and its influence on the system exceeds
the limit, that is, when you do wrong actions [17]. The purpose of human error
identification (HEI) techniques is the definition of points in the interaction between
humans and artifacts, or systems [18]. The HEI objectives are [18]:

• Representing the full range of operations that people can perform using the artifact
or system;

• Determining the types of error that are likely to occur;
• Assessing the consequence of errors for system performance;
• Generating strategies to prevent, or reduce the impact of errors.

Task Analysis for Error Identification (TAFEI). TAFEI has been used of to predict
user performance [19]. It is a method to predict errors in the use of a device to model
the interaction between the user and the device [6]. It is assumed that people use the
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device for a purpose such that the interaction is developed as a cooperative effort with
this procedure problems arise [18]. The method assumes that the product restricts every
action and provides information to the user about its functionality.

Thus, the interaction progresses while the user selects the action that is more rele-
vant to reach your goal. The principal metrics of user performance are time and error,
but TAFEI offer a means of predicting performance time in terms of possible errors [6].
In the initial model, it is assumed that erroneous actions can be corrected in one move
(by returning to the start state, e.g., by pressing a Cancel button) [19]. However, it is a
simple matter to develop the model to allow people to move to the previous state, e.g.,
by pressing an Undo button.

3 Methodology

According with the specific objectives, the methodology focuses on three stages with
several steps that will be explained in the following paragraphs.

• Stage 1 Development of the hierarchical task analysis.
• Stage 2 Mental workload assessment.
• Stage 3 Human error identification.

3.1 Stage 1 Development of the Hierarchical Task Analysis

HTA is the principal technique using in the human factors. The procedure to create are
[6]: 1. Identify user’s primary goals, 2. Describe in detail the steps that the users must
perform to accomplish their goals and 3. Optimize these procedures.

3.2 Stage 2 Mental Work Assessment

The next line describe the methodology according for NASA TLX [6].

1. Define the task under analysis.
This is a very important part, because the analyst selects the task to will be ana-
lyzing. This part depends of the analyst focus.

2. Create an HTA for the task.
Section of the analyst shows that the elements of the task.

3. Select participants.
The subject will be randomly.

4. Inform participants about the mental workload method.
This step refers to describe and inform participants about the purpose of the study
and the NASA TLX method.

5. Perform the task under analysis.
At this point, it is advisable that the analyst perform the NASA TLX when the
participant has finished the task.
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6. Give a weight procedure.
The participant gave a weight to 15 pairwise comparisons of six sub scales. It is to
identifying the scale with greater weight.

7. NASA TLX rating procedure.
The participant gives a score of the scale between 1 (low) and 20 (high)

8. Score calculation.
This score was calculated by multiplying each rating by the corresponding weight
given by the participant. Then, Eq. 1 obtains the aggregation procedure of weighted
ratings for each task. Finally, the workload will have a score between 0 and 100.

IC ¼ 1
5

X6

i¼1

PiXið Þ ð1Þ

IC: load index
Pi: weight obtained for each dimension (first phase)
Xi: score for the dimension (second phase)

3.3 Stage 3 Human Error Identification

The TAFEI method shows transition states between human and machine that leads to
human error identification. This technique was adopted to identify human errors in this
study.

It comprises of three steps introduced below [6]:

1. Hierarchical task analysis (HTA) development
HTA is the first step in TAFEI technique, if the HTA is accurate, the better result we
can get from TAFEI technique. HTA refers to aims, operations and plans. Having
completed this step, we turn to SSDs.

2. Deployment of State Space diagrams (SSDs)
SSD is the list of states that it may happen in a machine and the interaction with
human operator or another machine. The SSD consist of a representation of states
that machine passes through task, from starting state to the finish the task. The state
has a set of possible exits from the other states.

3. Determination of the transition matrix
Transition matrix is an important step in TAFEI technique. All the possible states
are established into this matrix. Transitions states of SSDs are included into the cells
of the table.

4 Results

4.1 Stage 1 Development of the HTA

Two radiology technicians participated during the morning journey. Average age of all
participants is 33 years old. The equipment used to take the x-ray radiograph is a
Multix Pro® machine by Siemens® (Machine 1, M1), for analyzing the digital plate is
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used a desktop computer with the Agility® software provided by Agfa® (Machine 2,
M2) and for printing the plate is used Axys® machine by Agfa® (Machine 3, M3).
Using HTA the procedure of taking a plain abdominal radiograph is as following:

0. Procedure for taking plain abdominal radiography (Do: 1, 2, 3 and 4).
1. Patient Income (Do: 1.1, 1.2, 1.3, 1.4 and 1.5).
1:1 Patient presents a medical request for plain abdominal radiograph.
1:2 Receptionist asks to the patient if have a pacemaker or is pregnant.
1:3 Receptionist gives a request to the radiology technician.
1:4 Technician reads the request to identify the patient and study will perform.
1:5 The technician transports the patient to a dressing room (the patient may be in a

wheelchair or not) as well as the patient may be accompanied or not.
1:5:1 The technician asks protocol questions.
1:5:2 The technician provides a gown.
1:5:3 The technician requests the patient to put on a gown.
1:5:4 The technician applies for the patient to remove the metallic objects and

that must place those in the dressing room.
2. Taking digital plate (Do: 2.1, 2.2, 2.3 and 2.4).
2:1 The patient guided to the x-ray room by the technician.
2:2 The technician checks that the patient has removed the metal objects.

2:2:1 If the task not complete (Do task 1.5.4).
2:3 The patient is lying on the x-ray table face up by the technician.

2:3:1 If the patient is man, the technician provides a lead shield placed over the
testes to protect against the radiation.

2:4 The technician closes the door.
2:5 The radiology technician prepares the x-ray machine (Do: 2.5.1, 2.5.2, 2.5.3,

2.5.4, 2.5.5, 2.5.6, 2.5.7, 2.5.8, 2.5.9, 2.5.10, 2.5.11 and 2.5.12).
2:5:1 Position the x-ray tube near the abdominal area.
2:5:2 Place the digital plate under the x-ray Table
2:5:3 Re-position the patient, if it is necessary.
2:5:4 Prepare the set-up for amperage and voltage.
2:5:5 Turn off the lights.
2:5:6 Stand behind a protective wall x-ray.
2:5:7 Ask the patient to remain and hold your breath.
2:5:8 Press the x-ray emission button.
2:5:9 Remove the finger from the button.

2:5:10 Request the patient to breathe.
2:5:11 Turn on the lights.
2:5:12 Ask to the patient if he/she feels well.

3. The technician prints the radiography (Do: 3.1, 3.2, 3.3, 3.4, 3.5, 3.6, 3.7, 3.8, 3.9,
3.10 and 3.11).
3:1 Remove the digital plate under the Table
3:2 Take the digital plate to the analysis station.
3:3 Analyze the digital plate with a computer program.
3:4 Capture patient data.
3:5 Capture data from the request.
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3:6 Check digital radiography.
3:7 Review the brightness and contrast of radiography using the computer soft-

ware menu.
3:8 Adjust the brightness and contrast if it is necessary.

3:8:1 Is radiography clear? (Yes, Do 3.9) (No, Do task 2).
3:9 Store the information in the computer.

3:10 Print the radiograph.
3:11 Take the patient to the waiting room.

4. Delivery of patient studies (Do: 4.1, 4.2 and 4.3).
4:1 Technician packs radiography.
4:2 Technician delivers radiograph to the receptionist.
4:3 Receptionist asks the patient’s name and type of study.
4:4 Receptionist delivers the radiograph to the patient.

4.2 Stage 2 Mental Work Assessment

Results of mental workload are shown in the Table 1. Format of NASA TLX method
was used. The assessment was made when technicians completed the task of taking the
plain abdominal radiograph. Results of workload index by participant were obtained
for each workload dimension to identify those tasks with more mental workload. The
average weighted NASA TLX index for mental workload was of 66.83, and the
dimensions with highest scores were the physical and temporary demands.

These results indicate that this task is laborious and demanding and it must be done
in short periods.

4.3 Stage 3 Human Error Identification

According with face-to-face interviews with the radiology technicians, the state space
TAFEI diagrams appear in Fig. 1. Additionally, the transition matrix by TAFEI is
shown in the Table 2 and error descriptions appear in Table 3. The results of the
TAFEI method identifies that the main human error during the task is the one con-
cerning to the “incorrect voltage and amperage adjustment”, the one concerning to the
“incorrect identification of the patient” and the “kind of medical study to be done”.
Human errors can be identified by the letter E and by number.

Table 1. Results of NASA TLX.

Dimension Mental
demand

Physical
demand

Temporal
demand

Performance Effort Frustration NASA
score

Participant 1 120 270 210 160 110 65 62.33
Participant 2 150 300 210 130 140 140 71.33
Mean 135 285 210 145 125 102.5 66.83
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Fig. 1. State-space TAFEI diagram

Table 2. Transition matrix TAFEI

State A B C D E F

A I E(1–4) L E(5) – – – –

B – – L (M1) E(6–12, 17) I E(6,8–11, 17) – –

C – – I E(13–14) L (M2) E(6, 8, 10–11) – –

D – – – – L M3 E(15) –

E – – – – I E(17) L
F – – – – – –

L = legal; desirable and appropriate; I = illegal; undesirable and inappropriate;
– = Impossible; cannot happen; M = Machine, E = Error
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Table 3. Error descriptions and design solutions

Error Transition Error description Design solution

1 A to A Incorrect patient Check with the patient for his name
Check the name with the patient’s family

2 A to A Incorrect procedure Check with the patient for his request
Check the name with the patient’s family

3 A to A Forget to read protocol Give training
4 A to A Forget to provide a gown Give a checklist

Give a procedure manual
Give training

5 A to B The patient carries a
jewelry or metal things

Check if the patient carries a jewelry or metal
things

6 B to D The patient is not
positioned correctly

Give a procedure manual

7 B to C Forget to provide a lead
shield for man.

Give a checklist
Put a procedure sign on the wall to remind the
technician and the patient

8 B to D Incorrect part of the
patient’s body

Place the x-ray tube is place near the
abdominal area
Give a procedure manual

9 B to C Forget to place the digital
plate

Put a station of digital plate near
Put a procedure sign on the wall to remind the
technician and the patient

10 B to D Patient moved. Tell the patient not to move, because of the
risk of give more radiation
Ask for help for placing the patient

11 B to D Amperage and voltage
adjustments are incorrect.

Check the manual of technician and put
correct amount of voltage and amperage

12 B to C Forget to turn off the lights Give a procedure manual
13 C to C The technician remained

pushed x-ray button
Only push the necessary x-ray beam

14 C to C Forget ask for the patient’s
state

Check patient’s state

15 D to E Incorrect adjust of
brightness and contrast

Give a procedure manual
Ask for help

16 D to E The radiography is not
clear

Check the brightness and contrast
Ask for help to adjust the brightness and
contrast
Take radiograph again
Check the maintenance service
Make a quality manual

17 E to E Incorrect patient’s
radiograph

Ask the patient’s name and request
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5 Conclusions

Methods used in this study were adequate to describe the tasks, analyze those ones with
the highest workload demand and identify potential human errors. Some conclusions
can be made from their application. The HTA, shows that only one person performs
multiple tasks, concerning input of data, management of patient and set up adjustments.
As example, the task 2.5 involves twelve subgoals. The Table 1 shows that the
dimensions with the highest workload are physical and temporal demands. According
to participants, the physical demand shows an average value of 285, which may be
related with those tasks that requires a significant amount of physical activity i.e. when
technical helps the patient to lay on the X-ray table (task 2.3). In addition, temporal
demand was the second highest score with an average value 210; this means that the
technician feels some pressure of time to do the procedure and requires multiple
subgoals to be completed. Based on the analysis of human error on TAFEI method,
there are 17 possible human errors, shown in Table 3. Critical errors in the procedure
are those that might damage the patient. The main error is the incorrect amperage and
voltage adjustment. This is a critical error because in some cases it would be necessary
to repeat almost the complete procedure from subtask 2. Another error is the incorrect
identification of patient, when the radiology technician omits to ask the patient’s name
and the kind of requested study. Other important errors are when patient moves or is
not correctly positioned, when the x-ray button remains pushed and when the adjust-
ment of brightness and contrast is omitted or incorrect. Finally, when the procedure is
repeated because the radiograph is not clear, there is a higher risk for the patient.

5.1 Recommendations

Some recommendations can be given for this task. Redistribution of tasks may be
considered to involve a technical assistant. Additionally, some guides can be provided
about body mass, height and weight to determine correct amperage and voltage
adjustments. In addition, improvements must consider increase the focused attention on
the activity, ask for the patient’s name and give information about the risk of the
procedure, provide a checklist of activities and duties. The design of a procedure flow
diagram is highly recommended. Offer some training of radiology security; implement
a training course dedicated on those tasks with greater mental workload and high
potential of errors, and design a visual display for the procedure will help diminish the
probability of human errors during this task.
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Abstract. Exploring our environment in everyday life, multiple sensors are
frequently applied in the learning processes. Previous design research mainly
considered users’ visual perception in terms of how they perceive an object
visually and how they feel about the appearance of a product. Little research was
focused on the investigation of the relationship between sound and shape
characteristics. This study attempts to focus on the exploration of the cognitive
relationship between object shape and sound effects. 54 participants (male 25,
female 29; ages 18–25 years) were invited to participatory the experiment. Two
variables experiment (i.e., shapes x sounds) were conducted in this study. Six
types of stimuli including human, cars, animals (i.e., natural objects), cones,
cubes, and spheres (i.e., artifacts) were adopted in the experiment. Each type of
stimulus was displayed in pairs (e.g., large volume and small volume) on the
screen. Audio stimulus was played after visual stimulus to help participants
match the audio and visual stimuli. The results showed that there are significant
congruent relationships between shape and sound. Participants were able to
perceive and identify the larger volume of objects and to associate them with
bigger sounds; in contrast, the smaller volume of objects to associate with the
smaller sounds. Moreover, a small volume of objects is congruent with high
pitch and low volume of sound. In visual identification, the shape with sharp
angles is in accordance with large volume and high pitch of sound, while the
curved shape appears to be congruent with small volume and low pitch of
sounds. However, participants are likely to have difficulty in matching circle and
square shapes with the sounds assigned. The results of this study should benefit
designers in the development of interfaces enhancing shape and sound and
attempting to have consistent sensations to users’ mental model.

Keywords: Visual-audio � Cross-modal � Perception � Congruent

1 Introduction

Cross-modal correspondence plays a substantial role in product design. Some
researchers have paid attention to multi-sensories design. In studying a variety of
experience sensories, the research result showed that people could receive more
information and elicit positive emotional response [1]. Moreover, an object or event
which conveyed information emphasizing both visual and hearing sensations has a
great potential to catch users’ attentions consistently [2] and further possibly elicit their
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positive emotions [3]. Conversely, if the product delivers incongruent sensory infor-
mation, the users may have an incongruent cognition processes which leads to a
confused reaction and further elicited negative emotion.

Cross-modal correspondence is a phenomenon concerning of one sensory experi-
ence to be connected to the other sensory experience [4]. For instance, without seeing,
people could estimate the size, shape [5, 6], speed [7] and texture [8, 9] of the objects
by judging the sounds. Some sensory connections can learn and build the semantic
correlation through repeated experiences, such as dogs and barking, cats and meowing;
this is called a principle of the up-button reaction [10]. However, some connections
between different sensories can’t be explained clearly. For instance, brighter color balls
connect to the higher pitch [3], the smaller size connects to the brighter color, the
bigger size connects to the darker color [11], and the lower number locate in the left of
mind space [12]. Previous design researches were mainly focused on visual perception
only. Few studies focused on user perception of the integration between visual and
audio sensations. Specifically, the present cognitive study attempts to focus on users’
perception to the relationship between visual (i.e., size & shape) and sound (i.e.,
sound-volume and pitch).

2 Methods

The aim of this study is to investigate the cognitive relationship between shape and
sound of objects. In this cognitive and congruent study, two types of sensitive objects
including natural basic geometry shape were investigated during the experiment. Their
shapes and sizes were controlled by using six shapes with different sizes such as large
and small.

2.1 Participants

57 participants were randomly selected from three different departments in Chang
Gung University. Three participants were eliminated due to their invalid question-
naires. Total 54 participants (i.e., 25 males and 29 females) including 18 medical
students, 19 engineering students and 17 business management students (age ranging
between 18–25 years old) participatory in this study.

2.2 Stimuli

In this experiment, we investigate two types of arrangements among stimuli: size and
sound, shape and sound (see Table 1). For size and sound arrangement, three categories
of objects (i.e., human, appliance and animal) were adopted as stimuli. Selecting
stimuli (i.e., shape and sound), we adopted the objects which represent a variety of
shapes and (along with appropriated) sounds, and are familiar to users in daily life.
According to expert opinions, we selected monster to represent human, jeep to rep-
resent appliances, and chicken to represent animals because their shapes and sounds are
familiar and easy to recognize by people. In addition, we selected three basic shapes
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including cone, cube and sphere to represent the abstract artifact shapes. For shape and
sound arrangement, there are three comparisons lay out: cube_cone, sphere_cube, and
cone_sphere.

Three basic geometry shapes were created into 3D model formats by using 3D
modelling software and we printed them out by using a 3D printer. To avoid bias, all
visual stimuli was captured and edited by using Adobe Photoshop in order to have the
same background on each image. At the end, the images were controlled as grayscale
tone concisely (See Table 1).

The audio stimuli were classified into four types of sounds in order to match with
visual stimuli; they were roar for monster, engine sound for the jeep, cluck for chicken
and beep for the basic geometry shapes. Each type of sound matched with two
sound-volumes (i.e., loud and low) and two pitches (i.e., high and low). Those sounds

Table 1. The pictures of visual stimuli

Size vs. Sound

Code Pic Code Pic Code Pic Code Pic

Ex1 Ex2 Monster Car

Chicken Cone Cube Sphere

Shape vs. Sound

Code Pic Code Pic

Ex3 Cu_Co

Sp_Cu Co_Sp
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were adopted from Audio Database website [13]. Audacity was utilized to edit four
different characters of sounds which covered high pitch, low pitch, high volume and
low volume. Each sound was adjusted to avoid distortion, and to match with the quality
in real environment and to avoid hearing impairment. (See Table 2).

2.3 Questionnaire

12 pairs of stimuli (see Table 1) were included in the questionnaire. For the size and
sound study, each pair (big size vs. small size) of stimulus appeared on the top of each
page and had three check (options) boxes □ which appeared underneath of each
stimulus image. Each check (options) box □ was indicated with “big”, “uncertain”, and
“small” texts. In the test, participants are asked to check on one of the boxes after
hearing the sound. For shape and sound study, each pair (i.e., two different geometrical
shapes) of stimulus appeared on the top of each page and had three check (options)
boxes □ appeared underneath of each stimulus image. Participants had to check a box
to indicate which image is associated with sound attributions after the action.

2.4 Experimental Process

Researchers started with the explanation of research purpose, definition of terminolo-
gies and experimental instructions. Then, participants started to work on the first part of
the questionnaire, the basic information. The experiment started with two examples for
participants’ practicing before six formal displayed stimuli. Next, participants were
asked to judge the in/congruence between the object size and sound, and also between
shape and sound after observing each image and listening to the sound. After finishing
the experiment, each participant received 100 NTD as a reward.

3 Results

To investigate the relationship between size and sound, the data was run through
Goodness of Fit test to confirm the significant match between size and sound. To do so,
two steps were adopted to identify if there was significant difference. Firstly, the data of
three options on matching test were run through Goodness of Fit test. At first step, if
there are significant difference on three options; secondly, out of three, two options
were further examined if there have significant difference (see Table 3). However, three
pairs of stimuli (i.e., monster-volume, chicken-volume and sphere-volume) were not

Table 2. Audio stimuli settings

Object Audio Length High pitch low pitch Loud volume Low volume

Monster Roar 3.8 s 4800 Hz 600 Hz 75 dB 55 dB
Jeep Engine 3.4 s 3310 Hz 413 Hz 75 dB 60 dB
Chicken Cluck 1.1 s 1911 Hz 735 Hz 75 dB 58 dB
Basic geo. shapes Beep 2 s 3130 Hz 521 Hz 75 dB 55 dB
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included in first step due to the zero option indicated. In Table 3, the statistic results
showed that there are significant differences among each pair of size and sound. The
results indicated that participants were able to identify most of size and sound sig-
nificantly. In other words, participants perceived and showed congruent relationship
between sizes (big and small) and sounds (loud volume and low volume, high pitch and
low pitch) consistently. The details results are shown in Table 3.

To investigate the relationship between shape and sound, similarly, the Goodness
of Fit test was utilized to confirm the significant match between shape and sound. By
using the Chi-square test, the result shows that there are significant different on three
pairs: cube-cone and the volume (p = 0.006), cube-cone and the pitch (p < 0.001),
cone-sphere and the volume (p < 0.001). However, sphere-cube and the volume
(p = 0.607) and sphere-cube and the pitch (p = 0.066) were not significantly different
(See Table 4).

Follows up the last step, two options out of three indicated significant differences
were run through the Chi-square test repeatedly. The result showed that four pairs of
stimuli indicated significant difference, which were cube-cone and the sound volume
(p = 0.022), cube-cone and the pitch (p < 0.001), cone-sphere and the pitch

Table 3. t-Test on stimuli with size and sound match

Chi-square test F p

Monster_Volume 32.667 1 .000
Monster_Pitch 24.923 1 .000
Car_Volume 48.077 1 .000
Car_Pitch 18.000 1 .000
Chicken_Volume 38.208 1 .000
Chicken_Pitch 26.741 1 .000
Cone_Volume 8.647 1 .000
Cone_Pitch 25.920 1 .000
Cube_Volume 19.692 1 .003
Cube_Pitch 30.083 1 .000
Sphere_Volume 7.407 1 .006
Sphere_Pitch 24.020 1 .000

Table 4. t-Test on stimuli with shape and sound match (pitch and sound volume)

Chi-square test F P

Cu_Co_V 10.333 2 .006
Cu_Co_P 62.111 2 .000
Sp_Cu_V 1.000 2 .607
Sp_Cu_P 5.444 2 .066
Co_Sp_V 24.111 2 .000

Notes: Cu = Cube, Co = Cone,
Sp = Sphere, V = Volume, P = Pitch
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(p < 0.001) and cube-cone and the volume (p < 0.001). The results indicated that
participants are able to identify shape and sound consistently. However, two pairs
showed no significant differences, which including sphere-cube and the volume
(p = 0.317) and sphere-cube and the pitch (p = 0.763) (See Table 5).

4 Discussion

The present study has examined the perception of audio-video congruent and incon-
gruent and elucidated the multisensory integration effect. Table 6 summarized the
results of Tables 3 and 5, which showed that participants enable to identify the most of
positive relationship between visual and audio consistently. For instance, participants
identify a big size of object as big when perceived higher sound volume and lower
sound pitch, which reflects our cognition processes of understanding physical size and
sound volume congruently. Conversely, participants perceived a smaller size of object
as small, when perceived lower sound volume and higher sound pitch. Prior results can
be applied to natural (i.e., monster and chicken), artifact (i.e., car), and geometry (i.e.,
cube, cone and sphere) objects. For instance, participants are able to identify the huge
monster to loud sound, while small jeep to low sound volume. More details are shown
at Table 6.

Table 5. t-Test on stimuli with shape and sound match (pitch and sound volume)

Chi-square test F p

Cu_Co_V 5.233 1 .022
Cu_Co_P 25.830 1 .000
Sp_Cu_V 1.000 1 .317
Sp_Cu_P 0.091 1 .763
Co_Sp_V 15.364 1 .000
Co_Sp_P 35.852 1 .000

Notes: Cu = Cube, Co = Cone,
Sp = Sphere, V = Volume, P = Pitch

Table 6. Summary of significant congruent relationships between visual (size, shape) and audio
(volume, pitch)

Sound

Volume Pitch
Loud Low High Low

Visual Size Monster Big Small Small Big
Jeep Big Small Small Big
Chicken Big Small Small Big
Cone Big Small Small Big
Cube Big Small Small Big
Sphere Big Small Small Big

Shape Cube-cone Cone Cube Cone Cube
Cone-sphere Cone Sphere Cone Sphere
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Moreover, when visually perceiving an object with a sharper shape (e.g., cone),
participants were able to associate the shape with higher volume and pitch congruently.
When perceiving an object with a rounded shape (e.g., cube and sphere), they were able
to associate with lower volume and pitch congruently (See Table 6). However, the
results showed that participants have difficulty in distinguishing between cube and
sphere, and sound. Prior results are inconsistent with Walker’s et al. [14] results, which
indicated that 2D sharp-angle graphic was congruent with high pitch, while round angle
was congruent with low pitch. We suspect that, in this experiment participants perhaps
pay more attention to the whole 3D volume and less attention on individual angle
features, compared with 2D graphic object. Prior results might explained by the Gestalt
theory. However, it is suggested to have further studies on these details in the future.

5 Suggestions

This study has tested the congruency between visual and audio. The results may
suggest that designers follow a rule when making decisions to the product shape, size
and their sound consistently. The study allows designers to create an object that’s fit
into users’ cognitive process, and will provide users with a better useful affordance in
product design in terms of ease to understand and to operate the design interface, when
followed the results of this study. We understand that there are strong interrelations
between product emotions and the cognitive processes [15]. It means that users’
emotional responses are influenced by the understanding of the object affordance (i.e.,
perceiving the way to use objects subconsciously). Thus, we believe that if an
audio-visual object is designed congruent then it should be able to elicit users’ positive
emotions immediately. On the other hand, the object with audio and visual incon-
gruence may elicit negative emotions due to the confusion of operating the objects.
Currently, some research had applied event-related potential (ERP) to investigate the
relationship of Cross-modal and emotion. Thus, for the future research, we may use
ERPs to explore brainwaves when observing the shape and sound in/congruency, and
perhaps also the emotional response when observing audio-video interface objects.
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Abstract. This paper mainly analyzes the influence of the spatial cognitive
ability from the factors such as shape (strip shape, block shape, irregular shape),
inherent thought, and gender. Through the study of human spatial perception
ability processing mechanism, and combine the results of a large number of
experimental data to explore the influence of these factors on the spatial cog-
nitive ability. The results show: The block shape reaction time is the shortest and
the irregular shape’s is the longest; When the order of shape appearance accord
with people’s inherent way of thinking what has the shortest reaction time; the
effect of gender difference is not obvious, which is different from the existing
research results, which need to be further studied.

Keywords: Spatial perception � Shape � Inherent way of thinking � Gender

1 Introduction

Spatial perception is a perception which can reflect objet shape, size, distance and etc.,
because of that human obtain perceptual knowledge through spatial perception pro-
cedure, and then attain the essential rules of natural things by thinking process.
Therefore, spatial perception is important in human cognition activity.

Spatial perception ability means the thinking ability of human by using
3-dimension pattern, means complicated perception what is integrated of vision,
audition, sensation and kinanesthesia, the perception conclude shape perception,size
perception, distance perception, depth perception and position perception. Spatial
perception is acquired by study, not innate, and the study is carried on during early
years, might not be aware of and might not be remember.

Spatial recognition ability is a main dimension in intelligence structure, and is
closely related with profession performance of some certain group. In recent years,
research on vision perception ability and recognition on vision perception became more
deep-going and improved, and is also applied in some other field, this 2 example below
state how to apply partial perception in daily lives.

(1) Apply of Montage in cinematics: Montage method is a method what combines
two or more elements into a new content. Montage thinking is a creative thinking
which based on vision and audition. Relationship between segmentation and
combination of camera lens in Montage film, is a relationship between separation
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and combination of different elements, through perception effect of analysis and
compositive, and must rely on psychology affections of association at last.
Association could cause memory of the past and imagination of the future, this
important psychology phenomenon is just a bridge between the front camera lens
and the back camera lens in Montage structure for picture communication. This
psychology phenomenon cause memory and enlighten imagination, during a film
process, induce audience produce artistic thinking about Montage structure from
analysis to synthetic, from part to integral. Therefore, Montage method mainly
comprehensive utilize human sense, and explained space through combination
progress of different senses, make human spatial perception Pluralistic and
stereoscopic. This method erects a bridge between human experience and spatial,
makes the distance between human and spatial closer, enhance human ability for
experience spatial.

(2) Apply of spatial perception in drawing field: drawing establish human spatial
perception mainly by vision space imitating, and left human imagine space for
imagination. Vision is the most important sense impression, the most direct way
for human come into contact with the spatial. Just about vision what maximize the
communication between human and space, makes human experienced space, and
makes space accept us.

We conducted experiments with space perception experiment instrument, and the
analysis results are based on the collection data of 50 undergraduate students’ exper-
iments, and we used SPSS software to analyze 106 experimental number [1]. This
paper mainly discusses and analyzes the influencing factors of spatial cognition ability
from four aspects:

(1) The influence of shape on spatial cognitive ability;
(2) The influence of inherent thinking on spatial cognitive ability;
(3) The influence of gender on spatial cognitive ability;
(4) The correlation between the number of errors and the reaction time in the

experimental process of spatial cognitive ability.

2 Experimental Description

(1) The shape of stimulation signal: 4 � 4 box formed stimulus display, there are 4
stimulus squares appear one time, which are composed three patterns of bar,
box-shaped, irregular shape, and it would be 2 stimulus display of one pattern (a
total of 6 categories), as shown in Fig. 1.

(2) Set the number of experiments to 20 times for each category (a total of 6
categories);

(3) After selecting a stimulus category, press the “Start” button to experiment. The
corresponding way is random between the stimulus position appeared on the
screen with the keyboard number, such as 3-A, 4-B, 2-C, 1-D, or 1-A, 3-B, 4-C,
2-D or other corresponding way.
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(4) Once the stimulate signal appeared on the instrument screen, the subjects should
press the test keyboard of a number key as soon as possible. If the reaction is
consistent with correct way, then the stimulate signal will disappear. On the other
hand, the subjects should immediately press the other keys until the response is
correct.

(5) The experiment ends automatically when the number of experiments reaches the
set number of times, and the experimental test results will be turn on the screen,
including the average reaction time, keyboard mode, the number of errors, etc.

3 Analysis and Processing of Experimental Data

We use excel and SPSS software to analyze the experimental data, part of the exper-
imental data collation results as shown in Tables 1, 2, 3, 4, 5 and 6 below:

Fig. 1. Stimulate shape classification

Table 1. The experimental data collation of bar I

The experimental data collation of bar I

Correct reaction numbers (N) 27 26 12 22 24 26 ……

Average correct reaction times (s) 1.152 1.121 1.523 0.824 s 1.624 1.043 ……

Wrong reaction numbers (N) 3 4 18 8 6 3 ……

Average wrong reaction times (s) 2.679 2.28 3.243 1.925 s 1.632 2.196 ……

Total reaction numbers (N) 30 30 30 30 30 29 ……

Average reaction times (s) 1.305 1.276 2.555 1.117 1.626 1.162 ……

The last number of wrong reaction (N) 25 23 29 16 24 25 ……

The last number of continuous correct
reaction (N)

5 7 18 14 6 4 ……

Average reaction times of the last
continuous correct reaction numbers (s)

1.225 1.647 1.623 0.862 s 1.004 0.844 ……
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Table 2. The experimental data collation of bar II

The experimental data collation of bar II

Correct reaction numbers (N) 24 29 20 27 22 26 ……

Average correct reaction times (s) 0.97 0.678 1.212 1.153 s 0.925 0.768 ……

Wrong reaction numbers (N) 6 1 10 3 8 3 ……

Average wrong reaction times (s) 2.028 2.276 1.231 2.188 s 1.241 1.348 ……

Total reaction numbers (N) 30 30 30 30 30 29 ……

Average reaction times (s) 1.182 0.731 1.218 1.257 1.009 0.828 ……

The last number of wrong reaction (N) 30 2 27 19 23 14 ……

The last number of continuous correct
reaction (N)

0 28 3 11 7 15 ……

Average reaction times of the last
continuous correct reaction numbers (s)

1.231 0.664 1.225 1.141 s 1.235 0.705 ……

Table 3. The experimental data collation of block I

The experimental data collation of block I

Correct reaction numbers (N) 24 27 25 28 25 27 ……

Average correct reaction times (s) 0.684 0.86 1.23 0.588 s 1.564 0.761 ……

Wrong reaction numbers (N) 6 3 5 2 5 3 ……

Average wrong reaction times (s) 1.868 2.171 1.33 1.752 s 1.679 1.826 ……

Total reaction numbers (N) 30 30 30 30 30 30 ……

Average reaction times (s) 0.921 0.991 1.247 0.665 1.583 0.867 ……

The last number of wrong reaction (N) 28 25 27 3 24 22 ……

The last number of continuous correct
reaction (N)

2 5 3 27 6 8 ……

Average reaction times of the last
continuous correct reaction numbers (s)

1.025 0.629 1.236 0.588 s 1.124 0.892 ……

Table 4. The experimental data collation of block II

The experimental data collation of block II

Correct reaction numbers (N) 20 27 28 23 26 29 ……

Average correct reaction times (s) 1.1 0.799 1.33 0.753 s 2.615 0.917 ……

Wrong reaction numbers (N) 10 3 2 7 4 1 ……

Average wrong reaction times (s) 2.695 2.059 1.2 1.721 s 2.451 4.484 ……

Total reaction numbers (N) 30 30 30 30 30 30 ……

Average reaction times (s) 1.632 0.925 1.32 0.979 s 2.593 1.036 ……

The last number of wrong reaction (N) 28 11 29 5 28 1 ……

The last number of continuous correct
reaction (N)

2 19 27 25 2 29 ……

Average reaction times of the last
continuous correct reaction numbers (s)

1.623 0.787 1.31 0.568 s 2.419 0.917 ……
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Tables 1, 2, 3, 4, 5 and 6 above represent the results of the experiment under
different shapes of stimuli, which lays the foundation for the analysis of the influence of
different shapes on the spatial perception ability.

3.1 The Effect of Shape on Spatial Perception

On the basis of the above data and analysis of the experimental data, the average
response time under different shapes is compared and analyzed, as shown in Fig. 2.

As can be seen from the diagram: the average response time of the block is the
shortest, 0.9943 s, the average response of irregular graphics is 1.2562 s, the average
response of the strip is centered, 1.1028 s. The analysis of the results is as follows:

(1) Strip and block shape are simple graphics, exist in the person’s memory who is in
test, the person do not need to pay attention to the shape of the special memory,
just need remember the location. Bar graphics test at first, and block graphics test

Table 5. The experimental data collation of irregular I

The experimental data collation of irregular I

Correct reaction numbers (N) 22 23 28 26 45 22 ……

Average correct reaction times (s) 1.104 1.142 1.32 0.916 s 2.431 0.758 ……

Wrong reaction numbers(N) 8 7 2 5 5 8 ……

Average wrong reaction times(s) 1.685 2.898 1.25 2.342 s 2.498 2.463 ……

Total reaction numbers (N) 30 30 30 31 50 30 ……

Average reaction times (s) 1.258 1.551 1.31 1.146 2.438 1.213 ……

The last number of wrong reaction (N) 22 30 27 29 47 19 ……

The last number of continuous correct
reaction (N)

8 0 3 2 3 11 ……

Average reaction times of the last
continuous correct reaction numbers (s)

1.089 1.346 1.3 1.041 s 2.601 0.777 ……

Table 6. The experimental data collation of irregular II

The experimental data collation of irregular II

Correct reaction numbers (N) 20 24 30 26 44 26 ……

Average correct reaction times (s) 1.755 1.103 1.35 0.795 s 2.364 1.073 ……

Wrong reaction numbers (N) 10 6 0 4 6 4 ……

Average wrong reaction times (s) 2.742 3.011 0 1.699 s 2.785 1.761 ……

Total reaction numbers (N) 30 30 30 30 50 30 ……

Average reaction times (s) 2.084 1.485 1.35 0.916 2.414 1.165 ……

The last number of wrong reaction 25 29 0 11 46 11 ……

The last number of continuous correct
reaction (N)

5 1 30 19 4 19 ……

Average reaction times of the last
continuous correct reaction numbers (s)

1.466 1.357 1.35 0.834 s 2.019 1.095 ……
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second. The person in test is not familiar with the rules of the experiment at the
beginning, he will take some time to get familiar with the rules. When the person
gets familiar with the rules, the guy will focus their attention on the experiment
itself, so the response time costs of the block is shorter than that of the strip;

(2) The sensory organs received external stimuli through brain processing, analyzing
and processing, to form the overall understanding of the stimulus, which is per-
ception. Perception is based on feeling, it is the result of the interaction between
the newly accepted stimulus and the stored experience and knowledge in the brain
[2]. But perception is not the sum of all the senses simply. Except sense of
perception, there also includes memory, thinking and speech activities, etc. in
perception, perception is higher period than the perception of perceptual knowl-
edge stage. When the person in test observed the graphics on the screen, graphics
shape, spatial location is mapped to the brain, the person tries to guess the rep-
resentative figures, and format the relationship memory between correct number
and its representative range in brain. When the figure appears on the screen again,
the process of the recognition for the graphics is generally divided into three
stages: analysis, comparison and decision making. The first stage of the recog-
nition process is to analyze the information extracted from the sensory storage and
break it down into components. The second stage is the comparison of the
information to be extracted and the memory stored in the mind. After comparison,
which one can give the best match of the code, the person need to make a
decision. This is the task what the decision-making stage need to do, and finally
determine the output of the identification system, that is, to recognize the object.

(3) For simple graphics, such as bar and block shape, with our previous experience,
these two graphics already exists in memory, we only need to remember their
position and by encoding, which is relatively simpler. But for irregular graphics,
the person in test first saw the subjects and try to remember them, scan them with
eyes, and format a scan route, establish memory traces in mind, the trace record
perception and action activities. In the first stage of recognition, the person will
change the irregular graphics into two familiar graphics (slash and box) to
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remember. When the person sees the same graphics again, I will match the
memory with it to make a decision. For complex graphics, it takes more time for
the brain to encode and distinguish, so he need longer encoding time and pro-
cessing time.

3.2 Influence of Intrinsic Thinking on Spatial Perception

The inherent thinking or thinking refers to [3]: In psychological view, with the premise
that without the effect what is strong enough to change the current view of the evi-
dence, many times to strengthen the same consciousness can make human thinking to
maintain the original direction of thinking, which produced the inertia of thinking.
Similarly, people in practice in the application of the law is the same, the solution to the
practical problems permeated the same measures that encountered formerly. This is the
direct cause of inertial thinking. As to the root cause of its evolution, it is related to
biological evolution. The generation of habitual thinking is the result of the interaction
of internal and external factors, external factors are objective things, and internal
factors are the special functions of human brain. Therefore, the inertial thinking is still
essentially consciousness, is a unique product of the human brain, it is rooted in the
evolution of the advanced biology.

In addition to the ability of human beings to reflect the condition of the animals, the
brain also has the ability to produce consciousness, which is the result of evolution, but
also conforms to the law of the development of things from low to high-grade. The
human brain can not only feel the outside stimulation, but also can select valuable
factors from the stimulation, and format theory by thinking and, this is the process from
perceptual knowledge to rational knowledge. The correct theory Among them has
become the truth through practice, and it will naturally become the guiding ideology or
basic principle of dealing with one or more events in a long time. As a result, repeated
use of one certain truth, is actually repeated apply of a certain law, Is equal to stimulate
the human brain repeatedly, it will create a strong conditioned reflex, so people in the
future practice in similar situations will instinctively give priority to the original
solution. Although the human deal with new information according to the different
actual situation, discard the dross and select the essential, discard the false and retain
the true, but completely get rid of the influence of conditioned reflex is impossible,
because people are not machines, cannot abandon the inherent function as biology.

Space perception test process in this paper, at the beginning, person in test was
easily affected by inertia thinking to response: he habitually thinks digital key sequence
and graphics on the keyboard should be relative, that is in accordance with the “1-A
2-B 3-C 4-D” mode. But the actual experimental set is random, generally it’s not
presented in accordance with the “1-A 2-B 3-C 4-D” mode, therefore, at the beginning
of the experiment, the reaction cost more time than later, and more errors occured, only
when the graphics sequence that appeared in the screen was of the order and the
corresponding graphics appeared on the screen is in consist with the corresponding
number in keyboard for knock on (i.e. when the keyboard is “1-A 2-B 3-C 4-D”) the
time cost of reaction is the shortest and the number of error is the least.
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In this paper, we study the influence of keyboard mode on the spatial perception
ability by using the data of graphics in group II stimulate (presentation pattern was
shown in Fig. 3). The results of the average response time of the different keyboard
mode in the course of strip II experiment were calculated as shown in Table 7:

As shown in Table 7, the average response time is significantly less than the other
way when the keyboard is “1-A 2-B 3-C 4-D”, as a result of our habitual thinking
(group stereotype). Normally the brain’s way of thinking and the sequence of visual
observation is from top to bottom, our inertia thinking will let us feel that the number
from top to bottom is 1, 2, 3, 4, therefore, when the keyboard mode is “1-A 2-B 3-C
4-D”, the response time is the shortest.

3.3 The Effect of Gender on Spatial Perception

6 groups of boys and 6 groups of girls (52persons/group) for statistical analysis, get the
average reaction time difference is shown in Table 8:

Fig. 3. Bar II graphics stimulus presentation pattern

Table 7. Average response time table under different keyboard mode

Keyboard mode 1-A 1-A 2-A 2-A 2-A 3-A 3-A 3-A 3-A
2-B 4-B 1-B 3-B 4-B 2-B 1-B 2-B 4-B
3-C 3-C 4-C 4-C 3-C 4-C 4-C 1-C 3-C
4-D 2-D 3-D 1-D 1-D 1-D 2-D 4-D 2-D

Total mean reaction time/s 0.497 0.829 1.096 0.701 0.784 1.559 1.012 1.087 0.967

Table 8. Average reaction time of different groups

Reaction time of girls Reaction time of boys

Group 1 0.9992 1.0027
2 0.9474 0.9752
3 0.9219 0.8351
4 0.9337 0.9213
5 1.1424 1.0925
6 1.1510 1.1328
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Assuming a significant level of 0.005, using statistical software SPSS for 6 groups
boys and 6 groups girls (52persons/group) for statistical analysis, the results is shown
in Tables 9 and 10 below:

Table 9 and 10 shows: the significant coefficient of the 2 variables (gender and
reaction time) is 0.364 > 0.05, so the correlation of spatial perception reaction time and
gender is not significant; the boys average response time is 0.9933 what is less than
girls 1.0159. The experimental results showed that there was no significant correlation
between gender and the ability of space perception, it’s different with the existing
research results (many literatures shows that there is a certain relationship between the
two), this may be because the experimental data might be fake or experimental samples
is not wide enough, pacific analysis of the causes are as follows:

Physiological Causes. The gender differences in spatial cognitive ability are affected
by physiological factors at first. Modern physiology, genetics and psychology studies
show that the different chromosome characteristics of male and female, the asymmetry
development of the two hemispheres of the brain function and sex hormones are
relevant with the cognitive style differences about different gender.

The developmental speed and level of functional asymmetry in the two hemispheres
of the brain are different. Women left hemisphere functional is more specialized, so
they are good at calculation, classification and speech activities associated with intel-
ligence activities, they are good at decompose a task into multiple details, and then
processing meticulous; and men right hemisphere function specialization is better than
women, so they are better at dealing with nonverbal aspects including spatial related
information, and good at dealing with problems in a comprehensive way.

Different Cognitive Characteristics of Men and Women. The visual perception of
the male is higher than that of the female, and the hearing, smell, pain, touch of female
is more sensitive than that of the male. Therefore, the female has better auditory and
speech perception, while the male has better visual and spatial perception than the
female.

Table 9. Cross table of gender and reaction time

Count Reaction time
.8351 .9213 .9219 .9337 .9474 .9752 .9992

Gender Male 1 1 0 0 0 1 0
Female 0 0 1 1 1 0 1

Total 1 1 1 1 1 1 1

Table 10. Symmetric measures

Value Approx. sig.

Nominal by nominal Contingency coefficient .707 .364
N of valid cases 12
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4 Analysis of the Correlation Between the Number of Errors
and the Reaction Time in the Process of Spatial Perception

This paper makes a further analysis of the correlation between the number of errors and
the reaction time in the process of spatial perception ability test. The results of cor-
relation analysis using the statistical software SPSS are shown in Table 11 and Fig. 4
below:

The above analysis shows that the tail probability of P is 0.000 < 0.05, which
shows that there is a significant correlation between the number of errors and the
average response time. Pearson correlation coefficient r = 0.348, indicating that they
are moderately correlated. In other words, the more the number of errors, the longer the
average reaction time costs, but the change is not particularly obvious. Specific analysis
of the reasons are as follows:

Table 11. Correlation between the number of errors and reaction time

Error response times
(N)

Total mean reaction time
(s)

Error response times (N) Pearson
correlation

1 .348**

Sig. (2-tailed) .000
N 624 624

Total mean reaction
time(s)

Pearson
correlation

.348** 1

Sig. (2-tailed) .000
N 624 624

**Correlation is significant at the 0.01 level (2-tailed).

Fig. 4. Standardized residuals of normal regression
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(1) The beginning of the experiment there will be a learning process, the subjects
initially did not know what the corresponding figure in different buttons, so need
random attempt at first, there may be many times to special circumstances, so
costs in the process of learning error number is more, reaction time is long. On the
contrary, if fortunate, the first attempt could find out the corresponding graphics
button, then the number of errors and reaction time will be reduced. This may be
one of the reasons for the two variables.

(2) At the same time, the more the number of errors, the person in test will be
relatively cautious in the subsequent experiments, the time cost of the reaction
will increase. If the previous experiments carried out smoothly, then the person in
test will be more confident, the reaction time will be shortened accordingly.

5 Conclusion and Discussion

Through the analysis of a large number of experimental data, we can draw the fol-
lowing conclusions:

(1) Different shapes of the stimulus has a certain impact on the spatial perception
ability, standardized rules and pattern stimuli required shorter reaction time,
irregular graphics stimulus response time is relatively long, this is because the
human brain information processing is generally going through analysis, com-
parison and decision three stages, for complex graphics, because of the brain
encoding memory and longtime costs for the identification processing, so person
in test needs a longer reaction time;

(2) The inherent thinking will have a certain impact on the spatial cognitive ability,
when the mode appeared during the experience with stimulus presentation of the
inertia of thinking, people can be faster and more accurate to complete the
experimental task by inertia of thinking, Conversely, the reaction time and error
times should increase;

(3) Based on the analysis of the experimental data, the conclusion is that there is no
correlation between gender and spatial perception, which is different from pre-
vious studies;

(4) The results of this study shows that the number of error response and the total
average reaction was significantly correlated between the correlation coefficient,
Pearson Correlation Coefficient shows that they were moderately related, overall
the more the number of error response is, the total average reaction time is longer,
but the change is not very obvious.
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Abstract. A cognitive control model for space assembly/maintenance task is
proposed based on a double-arm robot in this paper. The two arms are designed
to implement fixing assemble component and to execute assembling operations
respectively. There is one hand and connecting rods articulated by three knots
for each arm. The connecting knot retains the rod rotating in one plane. The arm
is installed on fixed device which allow arm move with a 2 degree of freedom.
By analyzing specific task, the procedural knowledge for cognitive modeling
is constructed. Based on ACT-R architecture, a cognitive model for space
assembly/maintenance task is constructed, and cognitive control simulation for
space assembly is implemented. As an example, to replace solar panel main-
tenance task is chosen to investigate model’s validation and cognitive proce-
dure’s rationality. The result shows that both the model’s simulating cognitive
process and model’s running result satisfy human’s cognitive characteristic.

Keywords: Space assembly/maintenance task � Cognitive modeling �
Cognitive architecture � Cognitive robot � Space exploration

1 Introduction

The pace of human space exploration has been sped up since announcement of several
plans for space in the 2000s. In recent past, more nations such as China and India have
joined the efforts in exploring space. China even has announced plans to have a 60-ton
multi-module space station in orbit by 2020.
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Ambitions to explore and develop space call for the assembly and servicing of
diverse in-space facilities. Experience shows that past and current space assembly and
maintenance operations have used the approach of extensive preflight mission planning
and training to prepare the flight crews for the entire mission [1]. For astronauts
boarding on space station, they are exposed to numerous stressors during spaceflights
that may impair their cognitive capabilities, and even sometimes are very dangerous.
Telerobotics is one of the most successful and versatile space technologies for space
maintenance. Space telerobot may perform some sort of telemanipulation for space-
craft, orbital object or planet surface with more or less degree of autonomy. However, it
is very hard to guarantee that a complex control task can be successful implemented
due to it needs to cope with (a) large time delays, which furthermore are (b) variable,
producing therefore (c) communication jitter and (d) data losses. Therefore, robots in
space are expected to be capable of understanding its environment, generalizing ideas,
predicating faults and working like human being to achieve task’s accomplishment.

Recently, cognitive robots have been prompted by researchers to realize robotic
intelligent control [2–8]. Cognitive robots are intelligent machines that are capable of
performing tasks by themselves without explicit human control. They have capability
of perception, information processing, decision-making and operation execution like
human being. They also have sensors for perceiving various environmental factors such
as relative position, posture and status. Based on its situation cognitive robot can
perform some special purpose manipulations having been learned. Cognitive Robotics
Systems need to reach a level of cognition that will allow them to understand and
effectively operate in corresponding environments, interact with humans, and adapt
their actions to an ever-growing range of situations.

The field of cognitive robotics has made significant progress in equipping robots
and software agents with high-level cognitive functions. Preda et al. [2] address a
complete automation of surgical robot by combining advanced sensing, cognition and
control capabilities. Kelley et al. (2011) depict theoretical underpinnings of develop-
mental change by using a cognitive architecture that implemented on a robotic system
and how the theories of knowledge representation relate to critical periods of infant
development. D’Mello and Franklin [8] describe computational modeling required for
cognitive robotics and illustrate possible experiments. Morse et al. suggest that con-
siderations of embodiment, situation awareness, and autonomy, intrinsic to cognitive
robotics, provide an appropriate basis for the integration and theoretic accumulation.
Morse et al. (2011) conclude that cognitive robotics provides a natural progression
from cognitive modelling where issues of integration and autonomy lacking from
cognitive modelling. Perico et al. (2016) present RoboFEI-HT Simulator developed for
the RoboCup Humanoid Soccer domain, which allows cognitive algorithms to be
implemented, simulated and transferred to real humanoid robots.

In addition, cognitive architecture and hybrid architecture have been becoming one
of the hottest topics in cognitive modeling domain [9]. Cognitive architecture can refer
to theories about the structure of the human mind. Its main goal is to summarize the
various results of cognitive psychology in a comprehensive computer model. By
applying cognitive architecture as a basic specification, it can provide a ready-made
tool and theoretical basis for cognitive modeling, make the cognitive modeling
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normalizing, and achieve better results for cognitive modeling [10]. A hybrid frame-
work developed based on different architectures can take advantage of all the relative
strengths of the integrated components.

This study explores mechanical design for space assembly/maintenance robot. By
analyzing task’s scenario, construct cognitive model based on ACT-R cognitive
architecture for a maintenance task of replacing solar panel, and implement model’s
simulation and verification.

2 A Cognitive Assembly/Maintenance Robot Design

Cognitive robotics is concerned with endowing a robot with intelligent behavior by
providing it with a processing architecture that will allow it to learn and reason about
how to behave in response to complex goals in a complex world.

In order to build a cognitive robot, the most important is to decide what it is that
you want the robot to do. Is it going to be mobile or will it being able to do its tasks
from one place? Depending on its functions, one will need to determine what kind of
sensors it will need, what it will look like and how it will perform control task. The
more complex tasks the robot will implement, the more powerful the processor have to
be. To get all the parts needed to build the robot, a cognitive robot need sensors, motors
and a central processor. A cognitive robot for space assembly/maintenance has its
visual perception part, mechanical execution unit and motion control mechanism.

2.1 Vision Perception Design for Cognitive Robot

The vision system ensures that the robot can find the working target in the working
area, locate object accurately, discover operation faults and feedback them to the
decision center. Thus, vision is essential source of information while robot interacts
with environment [11]. As for the studying cognitive robot, the vision sensor is two
cameras installed in the head of robot, it is the eye of the cognitive robot, it aims to
detect operating objects, and the behaviors’ constrain of external environment.

As the robot vision sensor working, the camera captures the image from its sce-
nario. Then the process unit transforms the image signal to symbolic signal by image
process and pattern recognition algorithms so as to the system can make response to the
outside vision’s stimuli. In this study, the vision information will be the basic basis for
cognitive model making decision through sending them to cognitive model.

As a complex process, human vision involves image acquisition with the eye,
interpretations and decision making in different regions in the brain. Vision perception
for a cognition model is to implement the functions of human vision system. Thus, the
main function for a cognitive model is to capture the scenario information and make it
the requirement of decision-making.

ACT-R designs the vision module to provide model with information about what
seen in current vision device and provides the model with a visual attention system.
There are two subsystems which comprise ACT-R’s vision module with “where” and
“what” knowledge. The two subsystems work together, but each retains its own buffer
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and accepts specific requests. The important thing is what the vision module does not
model eye’s movements in reality. It is only a representation of visual attention
abstracted away from what is occurring with the eye sensor. Providentially, the robot’s
eye provides what is occurring in the visual attention, and ACT-R then makes an
abstraction of robot’s visual attention as the vision perception for cognitive model.

2.2 Mechanical Design

6R (six-revolute) robot is a flexible high-tech industrial robot with multi-joint, multi-
degree of freedom and characterized by a wide range of applications, changeable action
pattern, and easy control. The robot designed for space assembly/maintenance is
equipped with two arms, and there are two connecting rods articulated by knot for each
arm. One end of the arm links to robot’s body and the other end concatenates robot’s
hand both by knots. The connecting knot retains the rod rotating in two planes within
360-degree limitation. The function of the left hand is to hold assembly/maintenance part
and the right hand is designed to implement operations. The operations of the right hand
are designed now to tighten and to remove bolt with screwdriver in the case studying
example task of replacing solar panel for spaceflight. Figure 1 shows the basic mech-
anism and mechanical structure of a 6R robot for the space assembly/maintenance task.

Fig. 1. The basic mechanism and mechanical structure of a 6R robot for the space
assembly/maintenance task.
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2.3 Motion Control Algorithm

The inverse kinematics problem (IKP) of the 6R robot manipulators has been discussed
widely [12]. The IKP for 6R robot manipulator is to determine the joint values given the
position and orientation of the end-effector relative to the base and the values of all link
parameters. Problem solving of the inverse kinematics is complicated than forward
kinematics, and there may be uncertain solutions or no solution, however it is more
common by comparing to forward kinematics problem in the real engineering. There-
fore, the IKP has been recognized as a more important problem for robot workspace
analysis, trajectory planning, motion control and off-line programming. Figure 2 shows
the basic mechanism and mechanical structure of space assembly/maintenance robot.

During the movement of the robot arm, it is necessary to constantly change the
rotation angle of each knots so that the robotic hand reaches the corresponding position.
If let the coordinates of a point in a three-dimensional space be (x, y, z), then
manipulator rotating angle corresponding to the six joints are (h1, h2, h3, h4, h5, h6)
respectively, thus the relationship between (x, y, z) and (h1, h2, h3, h4, h5, h6) are
manipulator movement model. If the manipulator’s initial rotating angle and posture
are known, then the manipulator’s corresponding position and posture can be obtained
by matrix transformation.

As considering the constraints of the knots with mechanism structure, one can get
the moving range corresponding to each knot rotating in angle. In order to simplify
operation and for convenience of robot removal/mounting parts, the study let h5 of the
left arm be 0° and h5 of the right arm be 90°, to let the replacement part be parallel and
the screwdriver be vertical to the xoy plane. By joining this constraint, it can ensure the
IKP obtain a unique solution. Solution about IKP of a general 6R manipulator has been
reported in many literatures and it is unnecessary to go into details here.

z

x

y

Fig. 2. The basic mechanism and mechanical structure of space assembly/maintenance robot.
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2.4 Cognitive Architecture of Assembly/Maintenance Robot

There is a debate in cognitive science between architectures that are called symbolic
and those that are called connectionist. Many researchers of the larger cognitive science
community tend to regard ACT-R as an instance of symbolic architecture. However,
like all theories, both symbolic and connectionist architecture has advantage and dis-
advantage. For Addition, most researchers nowadays think that the facts of human
cognition are neither completely symbolic nor fully connectionist. It is argued that
some circumstance it may be symbolic and sometimes it may be connectionist, even
most cases are both or hybrid and more. A concept of hybrid cognitive architecture was
introduced to practical applications recently, For example, Christian Lebiere et al.
proposed a hybrid cognitive architecture SAL (Synthesis of ACT-R and Leabra) which
is a integration of two theories of cognitive functioning, ACT-R a predominantly
symbolic production-rule based architecture and Leabra a neural modeling architecture.

For the mainly related technics for the visual attention of the robot are image
processing and pattern recognition, and studies on artificial neural networks being used
in image recognition and classification have been for a long time. It demonstrates that
neural networks are a powerful technology for classification of visual inputs. Recently,
research on convolutional neural network (CNN) has become a new hottest topic in
artificial intelligent, and it achieved great success in classification of high-resolution
images with [13]. Hence, this study uses CNN to be the vision recognition algorithm
and ACT-R to be the production system for robot’s cognition processing. Figure 3
shows a combined architecture of ACT-R and CNN for assembly/maintenance robot.

CNN is a kind of deep learning algorithm that specifically designed for image
recognition and classification based on multi-layer neural network. The neurons with
learnable weights and biases form a CNN. Each neuron receives some inputs, performs
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Fig. 3. A combined hybrid cognitive architecture for space assembly/maintenance robot.
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a dot product and optionally follows it with a non-linearity. In addition, the whole
network still have a loss function on the last layer and all the tips/tricks we developed
for learning regular Neural Networks still apply. CNN architectures make the explicit
assumption that the inputs are images, which allows algorithm to encode certain
properties into the architecture. These then make the forward function more efficient to
implement and vastly reduce the amount of parameters in the network.

By using a structure distinct from artificial neural network (ANN) for image
recognition, it can achieve a higher speed for CNN training. These make it easy for
adopting multi-layer neural network, while which is benefit to accuracy of classification
for multi-layer structure. Through making the output of CNN as its input, ACT-R
makes response to the vision perception and conducts its vision module’s work. The
combination of the two architectures allows for rich dynamics that take advantage of
neural and symbolic aspects of cognition and provides mutual constraints that promote
convergence towards models that are both neurophysiologically and psychologically
valid.

3 Cognitive Model for Assembly/Maintenance Robot

In ACT-R, there are two different categories of long-term memory: declarative and
procedural. Declarative memory consists of facts and procedural memory consists of
our knowledge of how to do things. ACT-R represents declarative knowledge using
chunks and represents procedural knowledge by adopting productions that are col-
lections of production rules. ACT-R defines syntax to represent chunks and produc-
tions. An ACT-R model is a computer file written in the LISP programming language,
and can be executed on ACT-R platform.

3.1 Procedural Knowledge

Taking the task of replacing solar panel an example, the procedural knowledge is as
follows.

• Start an assembly/maintenance task
– Task 1: Disassemble the old solar panel

• Right hand takes screwdriver
• Left hand holds the old solar panel
• Vision scan to find the screw position
• Right hand places the screwdriver in screw
• Right hand removes screw and brings back screw
• Make sure all screws removed
• Left hand takes back the old solar panel

– Task 2: Locate the new one solar panel
• The left hand grasps the new solar panel
• The left hand puts back the new solar panel to the old one’s place
• The left hand aligns the new solar panel
• The robotic vision check is at its right position for installation
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– Task 3: Assemble the new solar panel
• The right hand takes a screw
• The vision scans the right position for screw installation
• The left hand locates the right place for screw installation
• Right hand places the screw in screw hole
• Right hand takes screwdriver
• Right hand tighten the screw
• Check all the screws being installed

• Finish assembly/maintenance task

3.2 Cognitive Model

An ACT-R model is a text file written in Lisp [14]. A typical model file will have the
following structure:

The ACT-R commands appeared in ACT-R model and the model components can
reference to ACT-R reference manual.

3.3 Cognitive Control for Space Assembly/Maintenance Task

This study implements robotic assembly/maintenance simulation over the V-REP
platform and the robotic cognitive model runs on ACT-R cognitive architecture. The
camera installed in robot captures the image of its view scope, and by image recog-
nition (CNN), the image is converted to robotic vision information. The visual infor-
mation is sent to the cognitive model as vision perception for cognitive model, and
finally the model is responsible for making decisions. During the model’s run, the
ACT-R software details the cognitive procedural vividly, such as visual location,
conflict resolution, production fire, and motor execution etc. The motor part of the
model running results are transferred to the simulation platform and the simulation side
performs controls of the motor behaviors from the cognitive model side.
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4 Model Verification and Control Simulation

The model’s validation is at two stages. The one is model implement simulation space
assembly/maintenance task driven by cognitive model and the other is to investigate the
cognitive details, which those of the model are coincidence with the true control.

4.1 Task Accomplishment Verification and Simulation

The robot simulator V-REP, with integrated development environment, is based on a
distributed control architecture: each object/model can be individually controlled via an
embedded script, a plugin, a ROS (robot operating system) node, a remote API client,
or a custom solution. This makes V-REP very versatile and ideal for multi-robot
applications. V-REP is used for fast algorithm development, factory automation sim-
ulations, fast prototyping and verification, robotics related education, remote moni-
toring, safety double-checking, etc. Controllers can be written in C/C++, Python, Java,
Lua, Matlab or Octave. Therefore, a robot and related components for space assembly/
maintenance task are implemented over the V-REP platform.

For ACT-R has been used successfully to modeling a variety of behavioral phe-
nomena and has proven particularly successful at modeling tasks, this study employ
ACT-R cognitive architecture as modeling tool for cognitive model.

The simulation of robot assembly/maintenance task and cognitive model are both
run on the computer at the same time, and the simulation detects the motor command
from cognitive architecture and model check the vision perception from robot simu-
lation side. By communicating among robot simulation and running cognitive model,
the cognitive-model-based assemble/maintenance control task is accomplished.

4.2 Cognitive Details Cognitive Processes Verification

As the model run on ACT-R, the cognitive processes can be displayed in every 50 ms
cognitive periods. This study contrasts the processes to human control behavior. The
comparison for a fragment shows in Table 1.

This table only shows fragment of cognitive process, however the entire compar-
isons indicates that the model process is consistent with that of human behavior.

Table 1. The processes comparison of model running and human behaviors.

Time Model Time Human control behavior

0.000 SET-BUFFER-CHUNK GOAL 0.00 Vision focus on screw hole
0.000 VISUAL-LOCATION REQUESTED /
0.050 PRODUCTION-FIRED FIND… /
… … … …

0.735 PRODUCTION-FIRED RESPOND… 0.74 Take screwdriver
… … … …
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5 Conclusions

This paper bring cognitive model to robotic control to realize the robot’s automation
control for telemanipulation of spacecraft. A hybrid cognitive architecture mixed
symbolic system and neural network is proposed, a 6R robotic arms for space
assemble/maintenance is applied, the motion algorithm is discussed. Through analyz-
ing specific task, the procedural knowledge it is necessary for cognitive model are built.
Based on ACT-R cognitive architecture the assembly/maintenance cognitive model is
constructed. By using simulation, a robot for replacing solar panel task is designed.
Depending on vision perception from robot and model’s goal, the cognitive model
makes decision according to designed cognitive behavior. In the same time, by
obtaining the output of the model decision the robot performs the corresponding
operations–motor behavior. From two stages which one by accomplishing task and
another by details cognitive processes the model’s validation is verified.

The simulation result shows that by applying cognitive model to create a cognitive
robot is feasible and cognitive robot can perform some human intelligent control
especially under the circumstance of time delay exists of remote control. The model’s
verification at the stage of cognitive details indicates that cognitive model based
ACT-R cognitive architecture reflects the human cognition.
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Abstract. Experiment was conducted on the memory in the impression of
video. I used a TV commercial (TVCM) to use it as an video. Based on the
author’s previous research, we conducted experiments using NIRS this time.
Focusing on the impression of TVCM, the presence or absence of memory
fixation in impression was measured by using a task of removing visual/audio
infor-mation other than impression factors. As a result, impression and sug-
gestion of brain region related to memory was obtained.

Keywords: Video � Impression � Memory � fNIRS

1 Introduction

Commercials on television is one of the most famous forms of advertisements. It is
used to promote products, services, corporation, and brand. It is taken purchasing
behavior to audience. Memory of the contents of advertisements triggers purchasing
behavior. It is the most important element of an advertisement.

In addition, TVCM is an advertisement including many elements. For example,
various factors such as music, performers, length of broadcasting time, etc. can be
considered. In this experiment, we focus on the impression of TVCM that comprehends
them, and clarify what impression of TVCM remains in memory.

Many of the conventional memory research is based on questionnaires. However,
there are many subjective factors in the questionnaire, and it is difficult to judge
whether you actually remember it. Therefore, in this experiment, change in cerebral
blood flow is used as an objective index.

In this study, we watch subjects to watch TVCM and find relationships between
good and bad impressions and memory from the viewpoint of brain science.

2 Previous Research

Yoshida’s research on TVCM’s visual method and memory relationship has been
studied. Yoshida has been studying expressive techniques to raise recall of TVCM
from the viewpoint of producers [1]. Yoshida hypothesized that expression method has
an influence on the memory of the consumer. He revealed that basic expressions such
as “Fade in”, “Fix”, etc. increase the recall under certain conditions.
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However, the TVCM used in Yoshida’s experiment was not actually broadcasted
but was made by himself. The memory test was done just after viewing, and it was not
mentioned during the period when memory was established.

Also, as a previous research, the authors focused on “Repeated calling”, “Number
of cuts”, and “Frequent appearances” of TVCM as a whole, which are elements of
TVCM, and experimented as to which TVCM containing many elements remained in
memory.

In this experiment, it was expected that forgetting will proceed by leaving a period
after watching TVCM. To find a TVCM that remains in memory even while forgetting
goes on, a three-step model of memory proposed by Hayashi [2]. As a three-step model
of memory, “Recognition”, “cued recall”, “free recall” existed in order of weakness of
fixation, and the degree of fixation of memory in three stages was measured. At that
time, analysis was performed using the index of information transmission efficiency,
and a graph of the result is shown in Fig. 1.

As shown in Fig. 1, as an effective element in short-term memory, frequent
appearance times of the product is large, and the degree of recognition of memory after
one day was stronger than the other. Effective elements in long-term memory, it is
understood that those with a “number of calling” have a long-term memory of con-
solidation in terms of the fact that the value of information transmission efficiency has
not changed. In addition to using information transmission efficiency, in addition to
describing what was left in memory by questionnaire. As a result, there were many

Fig. 1. Information transmission efficiency of “Repeated calling”, “Number of cuts” and
“Frequent appearances”. Blue: 1 day span. Orange: 7 days span.
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descriptions of TVCM’s music with a large “Repeated calling”. Therefore, it was
thought that music, music made for TVCM among them, impacted the audience and
was easy to set in memory.

In this research, we study what kind of factors of TVCM affect memory. TVCM
used in the experiment is actually broadcasted, and in the previous experiment indexes
such as information transmission efficiency are for. A questionnaire was used as the
main means of the experiment. The questionnaire will be answered after thinking in
once, so there is a fear that you will unintentionally answer differently from your true
thought. Therefore, we think that it is difficult to judge viewer’s latent memory only by
the questionnaire. In order to solve this problem, in this experiment, using the gaze and
brain activity without depending on the questionnaire. We will analyze recollection of
memories concerning TVCM by finding elements that are established in TVCM
memory. Throughout the experiment, and will support it in the future TVCM
production.

3 Measuring Equipment

We used the ETG-4000 optical topography system (HITACHI Medical Corporation,
Japan) to measure brain activity in the frontal cortex. The ETG-4000 system allows for
neuroimaging based on near infrared spectroscopy; it measures the change in the
oxygen levels in cerebral tissue [3]. Light of two different wavelengths—695 nm and
830 nm—is incident on the scalp through optical fibers and detected every 0.1 s.

4 Preliminary Experiment

4.1 TVCM Used in Experiment

Because this experiment is about memory, we do not use TVCM which I have seen in
the past. TVCM to be used was broadcasted before subjects were born, and those that
have never been viewed have been selected. Also, the length of TVCM was unified in
30 s [4].

4.2 Impression Evaluation

In order to select the TVCM used in this experiment, we had TVCM impression
assessment as a preliminary experiment. The subjects were 15 college students in
twenties (12 men, 3 females, average age 22.93 years old). I asked the TVCM
(Table 1) prepared for viewing and evaluated likes/dislikes in 7 stages of −3 to 3. The
experimental flow is shown in Fig. 2 below.
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Z-score was calculated from the calculated score, and clustering by the k-means
method was performed. After processing, three groups with “Excellent”, “Normal”,
“Poor”, TVCM were selected for each group from the value of Z-score, and TVCM
group by impression used for this experiment was created. The result of clustering
Z-score by the k-means method is shown in Fig. 3 below, and the TVCM group by
impression used in this experiment is shown in Table 2 below.

Table 1. TVCM list used in preliminary experiment.

TVCM number Corporation

1 Panasonic Corporation
2 Tokio Marine & Nichido
3 Fuji Film
4 Sony Corporation
5 Sony Corporation
6 Lotte
7 Ajinomoto
8 Panasonic Corporarion
9 Panasonic Corporation
10 Shiseido Company
11 Shiseido Company
12 Ryukakusan Co., Ltd.
13 Nissin Food Products Co,. Ltd.
14 Lion Corporation
15 Nikka Whisky
16 Renown Incorporated
17 Mftlji
18 Nissin Food Products Co.. Ltd
19 ROHTO Pharmaceutical Co., Ltd.
20 Sony Corporation
21 Panasonic Corporation
22 Yamaha Corporation

Fig. 2. Flow of preliminary experiment.
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5 Method of Experiment

5.1 Subjects

Subjects were 11 healthy 20-year college students (8 males, 3 females, average age
23.8 years old). All subjects were right-handed.

5.2 Flow of Experiment

We showed TVCM have selected in 4.2 to all subjects. Ask them to wear NIRS during
viewing and make sure the brain activates at which impression from the change in the
cerebral blood flow at that time. After viewing, we set up a period of seven days and
conducted playback tests as to whether we remember the TVCM actually watched. In

Fig. 3. Z-score(mean) of all subjects and glaph by method of k-means. I selected TVCM used
experiment. “Excellent”, “Normal”, “Poor” groups.

Table 2. TVCM group by impression. TVCM number of 17 is as a outliers.

VCM Njmsor Corporation Z-scoro

Excellent 2 Tokio Marine & Nichido 0.394G0G
15 Nikka Whisky 0.445012
20 Sony Corporation 0.432881

IMcriral 7 Ajinomato −0.0593b
9 Panasonic Corporation 0.C53378
22 Yamaha Corporation −0.1/9

Poor 5 Sony Corporation −0.60075
8 Panasonic Corporation −0.86174
18 Miss n Food Products Co., Ltd. −0.67747
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the playback test, I showed all TVCM in Table 1 of and confirmed whether I remember
it actually. The overall flow of experiment is shown in Fig. 4 below.

5.3 Presentation Stimulus

In the experiment of this time, the objective is to ascertain the presence or absence of
memory retention from the viewpoint of brain science using NIRS, due to the differ-
ence in impression of TVCM. As mentioned above, TVCM includes visual and audio
information, and it is not known whether the impression has actually affected the
memory at the time of measurement. Therefore, work was done to remove elements
other than impressions.

Elimination of Visual Information. As the elimination of visual information, we
established a rest between TVCM main contents. As a rest, the same mosaic animation
was created for RGB values of TVCM main volume. Cut the main part into 900
images, and create a mosaic image by arranging each pixel randomly for all the images.
After that, we joined 900 mosaic images and made it a 30 s movie. An example of the
created mosaic image is shown in Fig. 5 below.

Elimination of Audio Information. As the elimination of the voice information, the
voice of the reverse reproduction of the main part voice was created. Then, by
matching the mosaic animation created in 4.3.2, it was made to exclude visual and
sound. Let this be the control task (CT) of visual and audio information.

Fig. 4. Overall flow of experiment. At first, subjects watch TVCM. Finally, they take memory
test.

Fig. 5. Created a mosaic image by arranging each pixel randomly for all the images.
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Detail of Experiment. Experiment participants were seated in the chair and the dis-
tance to the display where the stimulus was presented was unified to 600 mm.
Instructions were carried out before the start of measurement, and experiments were
carried out after participants fully understood the contents of the experiment.

We prepared a movie with gaze point around TVCM main story, then asked to
watch CT created in 4.3.1 and 4.3.2. Detailed experimental flow is shown in Fig. 6
below.

Experiments were carried out with the flow as in the above experimental flow. The
gazing point, TVCM, and CT were 30 s each. Since nine movies were watched, the
above experimental flow was repeated nine times (i = 1 to 9).

After viewing, after establishing a period of seven days, have TVCM of Table 1 all
watched and listen to what subjects remember and remember what I do not remember.
We measure the retention of memory from the response rate at that time.

6 Result of Experiment

6.1 Brain Activity of Each Impression

For the data used for analysis this time series data of TVCM section and CT section
including 25 s of gazing point moving image before stimulus presentation and after 5 s
is used (Fig. 7). The difference between the TVCM section and the CT section was
taken and the t test was conducted using the difference between the stimulation section
and the average value in the rest section.

Fig. 6. Subjects watch fixation, TVCM, fixation, CT videos in turn.

Fig. 7. The data used for analysis
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In this time, t test was conducted from each data of impression (Excellent, Normal,
Poor). As a result, when watching TVCM with impressions, significant differences
were found in brains 37 and 48 ch (p < 0.05 *).

Next, at the time of Nomal, there is a significant difference in 12 ch, and the site
here is a site called a broca field. It is said that Broca is involved in understanding
language processing and spoken language.

Finally, at the time of Poor there were no significant difference channels (Table 3).

6.2 Memory Test

Whether you remember TVCM as seen at the time of the experiment, we made a period
of 7 days after the experiment and conducted a regeneration test. As a result, the correct
answer rate of TVCM in Excellent group and Poor group was 100% in all subjects.
However, the correct answer rate of the Normal group TVCM was about 90%.

7 Consideration

The brain activity of the Excellent group with high impression evaluation of TVCM
showed a significant difference in t test at 37 ch and 48 ch. It was found that the part
here is very close to the part considered to be related to recollection of impression [5].
From this experiment it seemed that 37 ch, 48 ch may be involved in impression recall.
In the Normal group, only significant difference was found in 12 ch. As described
above, 12 ch is a site called broker field. If the impression of TVCM is Normal, it
seems that the contents of the TVCM are processed linguistically. That is, I thought
that I was trying to understand the contents of TVCM. In the Poor group there was no
significant difference channel. From this, it is thought that people are not interested in
TVCM with bad impression.

From the result of the regeneration test, the correct answer rate was not 100% for
only the Normal group TVCM. As mentioned above, there is a possibility that the
Normal group’s TVCM may be processing with language, so there is a possibility that
it was canceled by the linguistic activity in the daily life in 7 days with the period.

8 Summary

In the experiment of this time, when watching TVCM by impression, it was found that
the part with good impression responded to the part related to impression recall, and the
one with ordinary impression was broker field responding. In the regeneration test, it

Table 3. Channels with significant difference by impression

Impression p < 0.05

Excellent 37 ch, 48 ch
Normal 12 ch
Poor
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was found that the TVCM group in which the impression is normal is not remembered
in comparison with other impression groups.

In the analysis conducted this time, t test could be performed only in each
impression group. In the future, each factor is analyzed by performing multiple com-
parison of three factors. And by using NIRS also during storage test, we clarify which
part is related to memory.
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Abstract. Visual search tasks are mainly test methods of user performances for
smartphone displays, which are usually used to assess the subjective quality of
the visual display terminal. This study investigated the effect of different
smartphone displays on visual search performance. A within-subject factorial
design was used in this experiment. The visual search contents were Landolt
Ring visual search performance, the search target of which was a ring with a gap
in one of the four directions (up, down, right, left). The experiment was carried
out in three smartphone displays. The search time and accuracy of each par-
ticipant were recorded. The difference in search performance and subjective
experiences among different smartphone displays was significant. Post hoc
comparisons found that the search performance and the subjective experiences
under the OLED was significantly better than the other smartphone displays, the
low blue light LCD was second and he general LCD was the worst. These
results revealed that visual search performance and the subjective experience
were sensitive to different smartphones. The obtained results could be a refer-
ence to decide the visual search efficiency on different smartphone displays.

Keywords: Visual fatigue � Comfort � Visual research � Low blue light LCD �
OLED display

1 Introduction

With the rapid development of science and technology, electronic products have spread
to every aspect of our lives and human society has begun to enter the “screen time”.
The time people facing screen in daily work and life becames longer and the depen-
dence on it becomes higher. But using these electronic products for a long time can
lead to eye fatigue and physical discomfort, which includes dry eyes, blurred vision,
sense of tension and tear of eyes, head, neck and back pain and other symptoms.
Asthenopia becomes a big threat to people’s health. Therefore, improving the comfort
of the display has become an important problem that many manufacturers focus on.
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The damage and influence to the eyes caused by the high-energy visible light in display
particularly attracts manufacturers and researchers’ attention among them. The wave-
length of this kind high energy visible light is 400–500 nm and its light frequency is
slightly lower than ultraviolet ray. The energy of it is in the highest part of the visible
light and its color is blue and purple, which is known as “blue light”. Many manu-
facturers directly increased the intensity of the blue light to improve the display
brightness, which caused the problem of “blue-ray excess”, as the increase of blue light
could improve the brightness of LCD/LED white light.

Berson et al. from Brown University found that the third type of photoreceptor cells
(ipRGC) of eye retina could transmit signal to the brain’s biological clock regulator -
the suprachiasmatic nucleus (SCN), thus helping the human regulate circadian rhythms
and other biological effects, including the change of human vital signs (blood pressure,
pulse, blood oxygen, temperature, etc.), hormone secretion and the degree of alertness
and excitement of the body [1]. YasuKouchi et al. studied that ipRGC accepted light
signal and sent it to the brain’s hypothalamus suprachiasmatic nucleus (SCN), which
controls the pineal gland of the hypothalamus that secretes certain hormones, realizing
the regulation of circadian rhythms and hormone control [2]. Hormones biologically
regulated and affected by the light are mainly melatonin and cortisol. Melatonin is a
hormone of sleep. The increase of its content in the blood makes people tired and
drowsy and the decrease makes people mental excited. Cortisol was stress hormone,
which could provide people with energy, make people focused and enhance immunity.
People would be tired and less efficient when cortisol was at a high level for a long
time. It was generally recognized that the wavelength range of light which had a
significant impact on the human body rhythms was between 420–420 nm [1]. Cajochen
et al. from the University of Basel, Switzerland, showed that the high-energy visible
light with wavelength of 400–500 nm from the display was the main light source that
harmed the human eye [3]. The light of 460 nm increases body temperature and
speeded up heart rate. In 2012, Yan-dan Lin et al. from Fudan University found low
chroma LED had an obvious effect on heart rate [4]. A study suggested that blocking
short-wavelength light could reduce eye fatigue, and the higher the blocking effect of
the lens, the lower the reduction in the critical flicker frequency [5].

There were many display products trying to reduce blue light influence, for
example, the “Night Shift Mode” in iPhone, which was one of the most salient
examples tries to reduce blue light exposure before going to sleep. Organic
light-emitting diode (OLED) was another more and more popular display technology
which could self-luminous. Its peak blue light wavelength often falled out the harmful
blue light range. But it had not been studied with low blue light LCD products
simultaneously on the harm to human vision.

In this study, the comparison of visual fatigue and comfort between general LCD,
low blue light LCD and OLED was investigated. We expected that the low blue light
LCD and OLED could make participants more comfortable and reduce visual fatigue
after long time exposing under phone screen.
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2 Method

2.1 Design

This experiment was to test the subjective and objective differences of visual search
task performance using mobile phone displays controlled by different blue light
(general LCD, low blue light LCD and OLED displays) under indoor light uniform
conditions, and to examine the sensitivity of the test index. This experiment was a
two-factor within-subject design. Two factors were different screen samples and time
factors. Samples contain three different conditions: general LCD, low blue light LCD
and OLED displays, respectively. Time factor was before and after watching.
Dependent variables were complete performance, visual fatigue, emotional response
and comfort under different conditions of the task.

2.2 Participants

Twenty ordinary adults from 21 to 26 years old (10 male and 10 female, mean
age = 24, standard deviation of age = 1.2) were recruited and paid to participate in the
experiment. All of them had more than 4.8 normal or corrected-to-normal visual
acuities and healthy physical conditions. They did not have any history of neurological
and mental or ophthalmic diseases.

2.3 Materials

The samples were a Normal Blue display phone, a Low Blue display phone for a
company and a commercially available OLED display phone. The brightness of the
three screens was controlled at 68 nit.

2.4 Apparatus

The research used Standard logarithmic visual acuity chart developed by the eye
hospital of WMU [6]. Tests carried out in accordance with the standard logarithmic far
end requirements, the BD-II-118 type critical fusion frequency meter (test light
intensity was 1, bright black ratio was 3:1, background light was 1:16, background
light was 1:16) independently developed by APTECH, single lead electrode EEG
equipment to record subjects EEG indicators in the experimental task process and
Nuerosky’s chip and relaxation and tension algorithm to reflect the degree of brain
stress and emotional stress. The visual fatigue scale, which was developed by inter-
nationally recognized James E. Sheedy, was used to test the visual fatigue, including
eye fatigue (such as eye burning sensation, eye pain, eye tightness, eye irritation,
tearing eyes, blurred vision, ghosting and eye dryness, etc.), self-rating test, overall
comfort, color comfort and satisfaction of the overall display. The overall situation
score of interviewed questions in the subjective comfort, color comfort, clarity was
recorded as the best 1, and the worst 3.
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2.5 Procedures

Experiments were conducted in a quiet laboratory environment that low light indoor
mobile phone could be used (experimental environment illumination value was 50 lx).
First, participants signed the informed consent and completed a general demographic
information survey. The experimenter introduced the experimental task including the
critical fusion frequency test and visual search task. The experimenter asked the sub-
jects to practice these tasks until they were very skilled to do these tasks. The visual
search task was to search for the open ring in the closed rings, which the opening
direction includes the upper, lower, left and right directions. The task required subjects
to find the opening target as fast as possible and select its opening direction. The critical
fusion frequency test was applied before and after the search task. And the entire search
task need participants to wear EEG to record the EEG changes. The task was done at
the Tobbi Eye Movement Stent. The visual search task lasted for 50 min for each
sample. The test sequence of samples in each subject was balanced by Latin square
method. After completing the test of each sample, the subjects were asked to fill in the
visual fatigue subjective perception scale and the comfort survey scale. The subjective
interviewed on the comfort and other aspects of all the samples were applied in the end
of the whole test. There was 20 to 30 min rest between each two tests to avoid visual
fatigue. After completing the experiment, the subjects would get a certain reward.

2.6 Data Analysis

The changes value of visual search and visual fatigue data were analyzed by IBM SPSS
20 Statistics software (IBM-SPSS Inc. Chicago, IL). The method of repeated-measure
ANOVA analysis and test were applied to the experiment data. The experiment
compared the differences of 3 factors from 3 quantitative indicators, namely: search
time, response accuracy and subjective report data. In the subsequent sections, P was
test significance. When the significance standard was 0.05, P was less than 0.05, the
results were obvious, if not they were not.

3 Results and Analysis

3.1 Comparison of Visual Search Results

The results showed that the performance of the task was the best under the condition of
OLED, and the performance of the task was the worst under the condition of NB.
Visual search behavior data showed that the subjects had the highest number of
completed under the condition of OLED (M = 147.40, SD = 46.39), and the time
required for each search task was the least (M = 19696.93, SD = 6691.91). In the LB
condition, the number of completed (M = 132.90, SD = 38.62) and the time required
for each task was the second (M = 21380.50, SD = 7776.95); the number of completed
was the lowest (M = 130.30, SD = 34.63) under the NB condition, which was the most
time required for each search task (M = 21650.78, SD = 7031.89). The correct rate of
the three samples was all more than 97%. A repeated-measure ANOVA was applied to
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task completion rate of different conditions, a significant main effect of completion
number under different conditions (F = 3.668,P = 0.035 < 0.05) was found. The post
hoc test showed that completion number of search task under the OLED condition was
significantly higher than that under LB condition (P = 0.023 < 0.05). The completion
number of search task under the OLED condition was significantly higher than that
under NB condition (P = 0.034 < 0.05). A repeated-measure ANOVA was applied to
the time required to complete each search task under different conditions and the error
rate of the completed search task, there was no significant difference under different
conditions (Ps > 0.05). The results showed that the completion rate of visual search
task under OLED condition was significantly better than that of LB condition and NB
condition (Tables 1 and 2).

3.2 Comparison of Critical Fusion Frequency Data Results

Critical fusion frequency data showed that the subjects had different degrees of visual
fatigue under different conditions, the critical fusion frequency after the task
(M = 33.39, SD = 4.53) was lower than that before the task (M = 34.24, SD = 4.45).
The two-factor ANOVA results showed that the difference of critical fusion frequency
before and after the task was significant (F = 66.07, P = 0.00 < 0.01). The degree of
visual fatigue was different under different conditions which the OLED conditions
was the lightest. The decrease of critical fusion frequency was the lowest under
OLED condition (M = −0.56, SD = 0.89). Under the condition of LB, the decrease
rate of critical fusion frequency was the second (M = −0.83, SD = 1.03). Under NB
condition, critical fusion frequency decreased the most (M = −1.14, SD = 1.82).
A repeated-measure ANOVA was applied to critical fusion frequency under different
conditions, a significant main effect of critical fusion frequency (F = 3.14, P = 0.047
< 0.05), The post hoc test results showed that the decrease in the critical fusing fre-
quency under the NB condition and the OLED condition was significant (P = 0.029
< 0.05), the difference between the LB condition and the OLED condition was not
significant (P = 0.135) (Tables 3 and 4).

Table 1. The repeated-measure ANOVA result of completion performance under different
conditions

SS df MS F value Sig. (2-tailed) η2

Task completion number of different
conditions

3396.13 2 1698.07 3.668 .035* .162

Task completion time of different
conditions

44833321 2 244.000 1.023 .369 .051

Table 2. The post hoc test results of completion performance under different conditions

Mean difference Std. error Sig.

OLED LB 14.50* 5.876 .023*
NB 17.10* 7.506 .034*
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3.3 Comparison of EEG Data

The results of emotional EEG data showed that the emotional intensity had increased
under three conditions. The emotional index of the subjects after the task (M = 47.08,
SD = 0.972) was higher than the emotional index before the task (M = 45.11,
SD = 1.975). The degree of rise of emotional index was different in different condi-
tions, the emotional index increased the most under the NB condition (M = 3.24,
SD = 10.956), the emotional index increased the second under OLED condition
(M = 1.92, SD = 12.690), the smallest increase in emotional index under LB condition
(M = 0.73, SD = 11.06). A repeated-measure ANOVA was applied to the emotional
index on the same time period under different conditions, the results showed that there
was no significant difference in the emotional index between the subjects in the
beginning of the task (F = 0.241, P = 0.787), indicating that the basic test results of
three samples were consistent. A repeated-measure ANOVA was applied to the
emotional index of different time periods under different conditions. The results
showed that the difference of phone sample was significant (F = 3.253, P = 0.05) and
other factors were not significant. The results of post hoc test showed that the increase
of emotional index under NB condition was significantly higher than that under LB
condition (P = 0.031 < 0.05), which was also higher than that under OLED condition
(P = 0.03 < 0.05). The difference between LB and OLED was not significant. The
results of the general data showed that the degree of emotional stress was increased in
the course of the task, and the increase of emotional stress was the highest under NB
condition, was the lowest under LB condition (Tables 5 and 6).

Table 3. A repeated-measure ANOVA result of critical fusion frequency

SS df MS F vaule Sig. (2-tailed) η2

Phone sample 10.158 2 5.079 3.135 .047 .050

Table 4. The post hoc test results of critical fusion frequency under different conditions

Mean difference Std. error Sig.

NB LB −0.305 0.247 .222
OLED −0.582* 0.260 .029

Table 5. A repeated-measure ANOVA result of emotional index under different conditions

SS df MS F value Sig. (2-tailed) η2

Phone samples 410.773 2 205.387 3.253 .050 .146
Time 115.672 1 115.682 1.618 .219 .146
Phone samples *time 31.409 2 15.705 .241 .787 .146

Table 6. The post hoc test results of emotional index under different conditions

Mean difference Std. error Sig.

NB LB −3.926* 1.683 .031
OLED −3.924* 1.669 .030
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3.4 Subjective Evaluation Results of Phone Screen

The subjective perception evaluation data of visual fatigue showed that eye fatigue
degree (M = 32.3, SD = 21.07) and brain fatigue degree (M = 33.05, SD = 6.047) of
subjects was the highest under the NB condition; the eye fatigue degree (M = 32.68,
SD = 34.93) and brain fatigue degree (M = 27.15, SD = 27.67) of subjects was the
second under OLED condition, and eye fatigue degree (M = 27.43, SD = 23.67) and
brain fatigue degree (M = 26.35, SD = 24.396) of subjects was the lowest under LB
condition. But the repeated-measure ANOVA results showed that the difference
between the samples was not significant.

The results of the subjective perception evaluation scale of the mobile phone screen
showed that in terms of the comfort of the display color, the LB condition was the
most comfortable (M = 72.35, SD = 18.446), the OLED condition was the second
(M = 68.70, SD = 14.261), the NB condition was the most uncomfortable (M = 62.45,
SD = 15.244). A repeated-measure ANOVA was applied to data of subjective per-
ception evaluation scale, there was a marginal significant difference in phone samples
(F = 3.069, P = 0.058), and the results of the post hoc tests showed that the color
comfortable of the LB condition was significantly better than that of the NB condition
(P = 0.027 < 0.05). In terms of overall performance of satisfaction, LB conditions were
the most satisfied (M = 73.50, SD = 13.543); sample OLED followed (M = 70.10,
SD = 18.102); NB conditions were most dissatisfied (M = 60, SD = 19.548). A re-
peated-measure ANOVA was applied to further study, the results found that the dif-
ference between the samples was significant (F = 4.542, P = 0.017 < 0.05), the post hoc
test results show that the satisfaction of LB conditions was significantly better than that
of NB condition (P = 0.06 < 0.05) (Tables 7 and 8).

The subjects were interviewed on the subjective comfort, color comfort, clarity and
general situation of the mobile phone, and the subjects sorted the three samples in the
course of the experiment (the best was 1, the worst was 3). The results showed that the
subjective comfort of the LB condition was the best (M = 2.25, SD = 0.864), OLED

Table 7. A repeated-measure ANOVA result of subjective questionnaire under different mobile
phone screen

SS df MS F value Sig. (2-tailed)

Color comfort 1002.633 2 544.661 3.069 .058
Overall comfort 1972.133 2 986.067 4.542 .017

Table 8. The post hoc test results of color comfort and overall comfort

Mean difference Std. error Sig.

NB LB −9.90 4.117 0.27
OLED −6.25 4.489 0.18

NB LB −13.50 4.362 0.06
OLED −10.10 5.587 0.87
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condition was second (M = 2.05, SD = 0.759), NB condition was worst (M = 1.70,
SD = 0.865). The score of screen color comfort under LB and OLED conditions was
the same (M = 2.05), NB was the most uncomfortable (M = 1.60, SD = 1.005). In
terms of screen clarity, OLED condition was the most clear (M = 2.25, SD = 1.02), LB
condition was second (M = 1.65, SD = 0.81), NB condition was the worst (M = 1.50,
SD = 1.00). Overall, LB condition was the best situation (M = 2.25, SD = 0.79);
OLED followed (M = 2.20, SD = 0.696), NB condition was the worst situation
(M = 1.55, SD = 0.826). A repeated-measure ANOVA was applied to the interviews
of different conditions revealed that the difference between the definition and the
comprehensive satisfaction data was significant, but the other difference was not sig-
nificant. The results showed that the definition between the different samples was
significant (F = 4.03, P = 0.026 < 0.05), and the post hoc test results showed that the
OLED condition was significantly better than the NB and LB conditions (P < 0.05).
The comprehensive satisfaction between different samples was significant (F = 3.419,
P = 0.043 < 0.05), LB and OLED conditions were significantly better than NB
(P < 0.05) (Tables 9 and 10).

4 Conclusions and Discussion

The test results showed that OLED condition and low blue light condition had
advantages in the reduction of visual fatigue, and can enhance the user’s comfort to a
certain extent. Although there were no significant differences in behavioral perfor-
mance between the three conditions, the critical fusion frequency data showed visual
fatigue was induced after the task, and the critical fusion frequency was significantly
different between different samples. In the case of OLED, the decrease rate of critical
fusion frequency was the lowest, and the degree of visual fatigue was the lightest.
Under the condition of LB, the decrease rate of critical fusion frequency was the
second, and the decrease of critical fusion frequency was the largest under NB con-
dition, the degree of visual fatigue was the highest. With the progress of the task, the
mood of the subjects became more and more irritable, especially in the NB condition,
the emotional index increased significantly, while in the LB condition, the emotional

Table 9. A repeated-measure ANOVA result of different mobile phone interview

SS df MS F value Sig. (2-tailed)

Clarity 6.30 2 1.655 4.030 .026
Overall satisfaction 6.10 2 3.05 3.419 .043

Table 10. The post hoc test results of clarify and overall satisfaction

Mean difference Std. error Sig.

OLED NB −.75 .323 .032*
LB −.60 .210 .010**

NB LB .70 .325 .044*
OLED .65 .293 .039*
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index increased the smallest, OLED condition second. Combined with the results of the
interview analysis, the integrated situation of subjects in the LB conditions to complete
the Orchid Ring search task screen was the best, the subjects felt more comfortable, not
easy to cause eye fatigue, and emotional stability; and under NB condition, the sub-
jective scale was the worst, it is easy to make the subjects eye and brain fatigue causing
irritability, so the emotional index was very unstable. Subjective evaluation results
showed that LB and OLED condition comfort was the best, causing the lowest sense of
fatigue; and NB condition comfort was the worst, causing the strongest fatigue. There
was not significantly different between LB condition and OLED condition in overall
subjective feelings. The results showed that the behavioral performance was not sen-
sitive to the distinction between the blue light control and the subjective evaluation
results were not exactly the same, and the critical fusion frequency and the emotional
index result were consistent, which was an objective index to evaluate the visual
fatigue of the screen that blue light controlled.
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Abstract. An eye movement study was conducted to make clear whether dif-
ferent types of 3D TVs would help to relieve visual fatigue after watching films
for a long time. 64 undergraduates and ordinary researchers were measured to
compare the difference of watching different 3D TVs by Eye-tracking. 64 par-
ticipants were divided into four groups after being matched, and the four matched
groups were separately arranged to watch Switched 3D TV, polarized 3D TV,
naked 3D TV and 2D TV. They watched the same video contents which were
scenery video and a film, while eye movement data were recorded. The results
showed that: (1) with the increase of watching time, participants’ fatigue also
increased. The blink frequency, blink counts, blink total duration, saccade angle
and saccade velocity of the four group participants who watched different types
of 3D TVs remarkably increased in the overall trend with time; (2) There was a
remarkable difference between the participants watching polarized 3D TV and
others watching 3D TV and 2D TV in average saccade duration, saccade duration
peak, average saccade angle and saccade total angle, which might indicate that
the principle of polarized 3D TV would affect users’ saccade duration and sac-
cade distance during watching videos. (3) The saccade amplitude of switched 3D
TV was significantly higher than that of other three conditions, which might
indicate a greater influence of saccade amplitude in switched 3D TV.

Keywords: Visual fatigue � Visual comfort � Eye-tracking � 3D TV

1 Introduction

The human brain gets most of the information from the visual system. With the
continuous development of the Internet and the advance of 3D display technology, the
spread of information and the way people access to information are constantly
changing. More and more people obtain information from the Visual Display Terminal
(VDT). With the expansion of 3D display in ordinary families, visual fatigue problem
associated with watching 3D images has aroused the concern of all sectors of society.
Visual fatigue shows a series of visual uncomfortable symptoms in physical, such as
eye fatigue, dryness, tearing, strain and double vision [1].
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At present, the visual fatigue assessment methods are divided into two categories,
subjective evaluation and objective evaluation. Subjective evaluation is mainly a
questionnaire, the use of which is simple. But there is no unified standard of quanti-
tative and it is difficult to quantify the level and degree of fatigue. But the development
of subjective measurement is more mature. SSQ rating scale is more commonly used,
which has 5 point scale, 7 point scale and 13 point scale to choose. There are many
subjective evaluation indexes, which can be filtered according to the experiments.
Parameters of objective measurement are the eye parameters, event related potential
(ERP) and physiological signals, etc. The eye parameters include critical flicker fre-
quency, blinking frequency, the diameter of the pupil and reaction speed, etc. The drop
of critical flicker frequency (CFF) reflects the weakening of retinal function. So the
change of CFF value can reflect the human eye fatigue to some extent. Objective
evaluation usually detects visual fatigue by physiological indexes to determine the level
of fatigue, such as pulse waves, brain waves, heart waves, etc. Zou et al. study the
condition of eye fatigue after viewing random stereoscopic point figure using brain
waves. They found alpha wave is a sensitive index to represent visual fatigue [2].
Although the data from this method is more scientific and accurate, it needs participants
to contact the measuring instrument probe and the test process is complex. Compar-
atively speaking, using non-contact way is easier to evaluate visual fatigue for the
researchers.

In recent years, with the development of computer technology, more and more
people use the technology of image processing and eye movement parameters to
evaluate fatigue of eyes. Eriksson monitored fatigue state through tracking, positioning
and recognizing the state of eyes [3]. Grace developed a system to monitor the
drowsiness of heavy duty truck driver combined the method of percentage of eyelid
closure (PERCLOS) [4]. Guo established a set of fatigue test system through
PERCLOS value of fatigue judgment [5]. At present, the mainstream eye-movement
apparatus uses the high speed infrared camera to record eye movement trajectory.
Represent visual fatigue using the blink of eyes, gaze, pupil size and saccadic indexes
[6–8]. Studies have shown that the blink of eyes, pupil size and other indexes can
reflect the fatigue status of humans. A number of researchers have shown the rela-
tionship between the change of blink frequency and saccadic parameters and the fatigue
of eyes. Zhang, Lee, Sakamoto, Kim all use blinking frequency to reflect the degree of
visual fatigue caused by watching different VDT. Frequency increased with the
extension of time [9–12]. Schleicher and other scholars studied the subjects’ behavior
of blinking eyes with eye movement apparatus in a simulated driving process. The
blink frequency increased with the evolution of the four state of consciousness,
awakening, alert reducing, tired and sleepy [8]. At the same time, with the transition to
the serious drowsiness, duration of blinking eyes extended. Similarly, some researchers
also found the relationship between saccadic parameters and visual fatigue. When Zou
studied visual fatigue of 3D display, he found the ratio of peak velocity and twitch
amplitude is an effective visual fatigue index produced by watching the 3D display
screen. The larger twitch amplitude is and the greater the distance of moving the eyes
is, the more difficult of information processing will be. Changes of twitch amplitude
shows the humans have fatigue [2]. Not only the eye movement parameter can be used
as a visual fatigue index, the parameter of the eye itself can also show the eye fatigue.
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As some researchers put forward the method of judging eye fatigue degree of watching
free stereoscopic display by measuring the pupil diameter, and the pupil diameter
measuring device is developed. The device can record the viewer’s pupil diameter
when continuously playing stereo video. According to the subjective evaluation of the
viewer, the degree of visual fatigue was increased with the increase of viewing time.
The pupil diameter of the viewer also increased with the increase of viewing time.
There was a positive correlation between visual fatigue and pupil diameter, pupil
diameter could be regarded as a simple index of visual fatigue measurement [13, 14].
The study of Zhang et al. found that watching 3D video will make blink frequency
decrease, saccade speed, saccade frequency and amplitude increase. The pupil diameter
in watching 2D and 3D video showed no significant difference [15].

The above studies have shown that the eye tracking method can be used to test the
visual fatigue of the user, but there are inconsistencies between the studies, which need
further verification. The purpose of this study is to evaluate the difference of visual
fatigue caused by three different production principles of 3D TV monitor to the users
by eye tracking method. Compare the effects of different types of 3D TV monitors on
visual fatigue and comfort.

2 Method

2.1 Experimental Design

This study is 4 * 2 mixed design, which the between-group factor was three different
types of 3D and 2D TV. The within-group factor was before and after watching the film.
The evaluation indexes included blink frequency, saccade velocity, saccade amplitude,
average saccade time, and average saccade angles etc. Use the subjective fatigue
assessment scale to assess the fatigue degree. Subjective evaluation was used to evaluate
the comfort, fatigue and satisfaction of the subjects to different types of 3D and 2D TV.

2.2 Subjects

There were 64 college students or researchers participating in the experiment in 18–35
years old. The average age was 24.48 years old, male 33, female 31. All subjects were
normal or corrected visual acuity above 0.8 and physical and mental health, no
stereopsis blindness, no eye disease, neurological or psychological disease. The four
groups were matched for demographic variables such as gender, age, and the time to
use the visual display terminal (VDT). All the subjects had not seen the film recently.

2.3 Experimental Material

The test samples were different brands of 47 or 48 Inch 3D LCD TV. Each sample was
set to the standard state of its own. Switched 3D TV sample was tcll48f3500a-3D;
polarized 3D TV sample was lg47la6200-cn TV; naked 3D TV sample is TCL
self-research as3Dp, 2D TV was mainly based on lg2d (14:16).
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2.4 Experimental Instruments and Environment

The experimental instrument was SMI RED eye tracker. The sampling rate was 60 Hz.
Experimental environment was the normal lighting environment (about 100lx).

2.5 Experimental Procedure

The experiment was carried out in a soundproof laboratory simulated home environ-
ment. Subjects were asked to relax for 10 min or more before the experiment, then read
the informed consent of the experiment and filled in the demographic information. The
object explain the test process considerations and requirements to the subjects. The
subjects were divided into four groups, each group respectively watched switched 3D
TV, polarized 3D TV, naked 3D TV and 2D TV. Before the experiment, adjusted the
height of the table and the position of the display, so that the eyes of the subjects were
flush with the center of the display. The distance of the test was about 250 cm. The
distance between the eye and the eye tracker was about 70 cm, and the range of the
head movement was 40 * 40 cm. The experiment was first calibrated, and then began a
formal experiment. Require the subjects to watch scenery video in their own natural
state for 10 min. Then watch the 90 min movie “the lightning dog” and watch the same
scenery video again for the next 10 min.

2.6 Data Statistical Analysis

The eye movement data of watching the same scenery video before and after seeing the
film and subjective evaluation data with different TVs were analyzed by IBM SPSS 22
Statistics software (IBM-SPSS Inc. Chicago, IL) and other professional software. The
method of repeated-measure ANOVA analysis were applied to the experiment data.

3 Result Analysis

3.1 Results of Subjective Evaluation of Visual Fatigue

Comfort, Fatigue and Satisfaction Evaluation of Watching Different Types of
TV. The results showed that there was no significant difference among users’ comfort
and satisfaction by viewing different TVs (F = 0.01, p = 0.96), but there was a sig-
nificant difference in the subjective fatigue (F = 3.88, p = 0.01). The post hoc test
showed that the fatigue degree of naked 3D was the most serious, followed by
polarized 3D. Switched 3D and 2D had no significant difference. The fatigue feeling of
switched 3D, polarized 3D and 2D was significantly less than naked 3D (ps < 0.05)
(Table 1).

Subjective Fatigue Assessment of Watching Different Types of TV. The subjective
fatigue evaluation results of each subscales were shown in Table 2. The data were
analyzed by repeated measures ANOVA. The statistical results showed that there was
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significant differences among the subscales of subjective fatigue (ps < 0.05). The post
hoc test showed that the burning, strain, tearing, double vision, dryness and other
problems caused by switched 3D were significantly lighter than those of naked 3D
(ps < 0.05). The blur degree of polarized 3D was significantly lighter than that of
naked 3D (ps < 0.05). The headache and dryness degree caused by switched 3D were
significantly lighter than those of polarized 3D (ps < 0.05). The dryness degree caused
by polarized 3D was significantly lighter than that of the naked 3D, but the headache
caused by polarized 3D was greater than that of naked 3D and switched 3D.

3.2 Objective Measurement Result of Visual Fatigue

The Saccade Amplitude Changes of Viewing the Same Scenery Video Before and
After Seeing the Film with Different Types of TV. The saccade amplitude data of
viewing the same scenery video before and after seeing the film with different TVs was
analyzed by the repeated measurement ANOVA. The results showed that the time
effect was not significant (F = 0.329, p > 0.05), the differences among the four types of
TV were significant (F = 3.009, p < 0.05), see Table 3. The post hoc test showed that
the saccade amplitude of switched 3D was significantly greater than that of three other
types of TV (ps < 0.05).

Table 1. Evaluation of comfort, fatigue and satisfaction of different types of TV

2D (SD) Polarized 3D (SD) Naked 3D (SD) Switched 3D (SD)

Comfort 51.73 (4.45) 51.88 (4.67) 49.88 (3.98) 49.31 (4.52)
Fatigue 50.13 (3.91) 55.35 (3.81) 66.94 (3.00) 51.19 (4.64)
Satisfaction 65.13 (2.46) 71.71 (2.22) 68.13 (2.57) 64.88 (4.90)

Table 2. Subjective fatigue perception evaluation results of watching different types of TV

2D Polarized 3D Naked 3D Switched 3D F Sig.

Burning 30.27 (4.81) 22.94 (3.22) 34.00 (4.03) 20.63 (2.57) 2.85 0.04
Strain 36.20 (3.88) 34.71 (3.34) 42.63 (3.87) 25.69 (3.05) 0.62 0.01
Tearing 22.40 (4.50) 19.18 (2.90) 28.06 (3.69) 12.63 (2.28) 3.60 0.02
Double
vision

18.80 (3.38) 19.82 (3.27) 24.06 (4.78) 11.44 (1.72) 2.30 0.08

Dryness 38.73 (3.94) 32.53 (3.02) 45.31 (4.87) 26.31 (3.14) 4.63 0.00
Headache 36.87 (4.45) 43.76 (4.67) 29.00 (3.98) 29.06 (4.52) 2.66 0.05

Table 3. The variance analysis results of saccade amplitude of watching different types of TV

SS df MS F Sig.

TV types 35168189352.29 3 11722729784.10 3.009 0.038
Time 235898954.34 1 235898954.34 0.329 0.568
TV types *time 36867625.94 3 12289208.65 0.017 0.997
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The Average Saccade Time Changes of Viewing the Same Scenery Video Before
and After Seeing the Film with Different Types of TV. The average saccade time
data of viewing the same scenery video before and after seeing the film with different
TVs was analyzed by the repeated measurement ANOVA. The results showed that the
time effect was significant (F = 7.510, p < 0.01), the TV types effect was significant
(F = 4.426, p < 0.01), see Table 5. The results of multiple comparison showed that the
average saccade time of polarized 3D was significantly greater than that of 2D and
switched 3D (ps < 0.01). Afterwards, The post hoc test showed that the average sac-
cade time of viewing the scenery video after the film with polarized 3D was signifi-
cantly greater than that of viewing the scenery video before the film (p < 0.01)
(Table 4).

The Saccade Peak Changes of Viewing the Same Scenery Video Before and After
Seeing the Film with Different Types of TV. The saccade peak data of viewing the
same scenery video before and after seeing the film with different TVs was analyzed by
the repeated measurement ANOVA. Results showed (see Table 5) that the time effect
was significant (F = 4.821, p < 0.05), the difference of saccade peaks among the four
types of TV was significant (F = 3.219, p < 0.05). The multiple comparison results
showed that the saccade peak of polarized 3D was significantly greater than that of 2D
and switched 3D (ps < 0.05). Afterwards, The post hoc test showed that the saccade
peak of viewing the scenery video after watching the movie had great changes. The
saccade peaks of viewing the scenery video after watching the movie with polarized 3D
and naked 3D were significantly greater than that of viewing the scenery video before
watching the movie (ps < 0.05).

The Average Saccade Angle Changes of Viewing the Same Scenery Video Before
and After Seeing the Film with Different Types of TV. The average saccade angle
data of viewing the same scenery video before and after seeing the film with different
TVs was analyzed by the repeated measurement ANOVA. The results showed that the
time effect was significant (F = 17.933, p < 0.05), the difference of saccade average

Table 4. The variance analysis results of average saccade time of watching different types of TV

SS df MS F Sig.

TV types 61130.38 3 20376.79 4.426 0.007
Time 6321.33 1 6321.33 7.510 0.008
TV types *time 2486.85 3 828.95 0.985 0.407

Table 5. The variance analysis results of saccade peak of watching different types of TV

SS df MS F Sig.

TV types 7146106.31 3 2382035.44 3.219 0.029
Time 1547040.62 1 1547040.62 4.821 0.032
TV types *time 1760723.48 3 586907.83 1.829 0.152
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angle among the four TVs (F = 2.676, p = 0.056) was critical significant (see Table 6).
Multiple comparison showed that the average saccade angle of polarized 3D was
significantly greater than that of 2D and switched 3D (ps < 0.01), the average saccade
average of naked 3D was significantly greater than that of 2D (p < 0.05). The post hoc
test showed that the average saccade angles of viewing the same scenery video after
watching the film with polarized 3D and naked 3D was significantly larger than that of
viewing the same scenery video before watching film (ps < 0.05).

The Total Saccade Angle Changes of Viewing the Same Scenery Video Before and
After Seeing the Film with Different Types of TV. The total saccade angle data of
viewing the same scenery video before and after seeing the film with different TVs was
analyzed by the repeated measurement ANOVA. The results showed that the time
effect was significant (F = 15.879, p < 0.001), the total saccade angle differences
between the four TV types were significant (F = 2.783, p < 0.05), see Table 7. The
post hoc test showed that the total saccade angle of polarized 3D was significantly
greater than that of 2D and switched 3D (ps < 0.05). Afterwards, the comparison
showed that total saccade angle of polarized 3D and naked 3D after watching the film
was significantly greater than that of before watching the film (ps < 0.05).

The Blink Counts Changes of Viewing the Same Scenery Video Before and After

Seeing the Film with Different Types of TV. The blink response data of viewing the
same scenery video before and after seeing the film with different TVs was analyzed by
the repeated measurement ANOVA. The results show that the time effect was signif-
icant (F = 22.298, Ps < 0.001), but the difference among the four types of TV was not
significant, see Table 8. The results showed that the blink counts of the four types of
TV during watching the movie has an increasing trend, but there was no significant
difference among the four types of TV.

The Blink Frequency Changes of Viewing the Same Scenery Video Before and
After Seeing the Film with Different Types of TV. The blink frequency data of
viewing the same scenery video before and after seeing the film with different TVs was

Table 6. The variance analysis results of average saccade angle of watching different TVs

SS df MS F Sig.

TV types 1005.93 3 335.31 2.676 0.056
Time 389.17 1 389.17 17.933 0.000
TV types *time 79.16 3 26.39 1.216 0.312

Table 7. The variance analysis results of saccade total angle of watching different types of TV

SS df MS F Sig.

TV types 349839306.50 3 116613102.17 2.783 0.049
Time 100522228.54 1 100522228.54 15.879 0.000
TV types *time 6164822.55 3 2054940.85 0.325 0.808
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analyzed by the repeated measurement ANOVA. The results showed that the time
effect of blink frequency was significant (F = 20.527, P < 0.001), but there was no
significant difference of the blink frequency among the four types of TV, as shown in
Table 9. The results showed that there was an increasing trend of blink frequency in the
four types of TV during watching the movie, but there was no significant difference
among the four types of TV.

The Average Saccade Speed Changes of Viewing the Same Scenery Video Before
and After Seeing the Film with Different Types of TV. The average saccade speed
data of viewing the same scenery video before and after seeing the film with different
TVs was analyzed by the repeated measurement ANOVA. The results showed that the
time effect of saccade average speed among the four types of TV was significant
(F = 32.878, p < 0.001). The post hoc test showed that the saccade speed of viewing
the same scenery video after watching the film with 2D, polarized 3D, the naked 3D
and switched 3D was significantly greater than that of before watching the film
(ps < 0.05), see Table 10.

The Blink Time Changes of Viewing the Same Scenery Video Before and After
Seeing the Film with Different Types of TV. The blink time data of viewing the
same scenery video before and after seeing the film with different TVs was analyzed by
the repeated measurement ANOVA. The results showed that the time effect of total
blink time was significant (F = 25.507, p < 0.001). The results showed that the blink
time of the four types of television during watching the movie was increased, the total

Table 8. The variance analysis results of blink response of watching different types of TV

SS df MS F Sig.

TV types 14344.24 3 4781.41 0.815 0.491
Time 22165.35 1 22165.35 22.298 0.000
TV types *time 77.75 3 25.92 0.026 0.994

Table 9. The variance analysis results of blink frequency of watching different types of TV

SS df MS F Sig.

TV types 0.176 3 0.059 0.830 0.483
Time 0.265 1 0.265 20.527 0.000
TV types *time 0.005 3 0.002 0.120 0.948

Table 10. The variance analysis results of average saccade speed of watching different types of
TV

SS df MS F Sig.

TV types 2993.53 3 997.84 0.735 0.535
Time 5344.95 1 5344.95 32.878 0.000
TV types *time 257.56 3 85.85 0.528 0.665
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blink time of viewing the same scenery video before and after watching 2D TV had
greatly difference (p = 0.057), the degree of fatigue was the most light. See Table 11.

The Saccade Count Changes of Viewing the Same Scenery Video Before and After
Seeing the Film with Different Types of TV. The saccade count data of viewing the
same scenery video before and after seeing the film with different TVs was analyzed by
the repeated measurement ANOVA. The results showed that the saccade count before
and after watching movies with four types of TV was significantly different
(F = 15.262, p < 0.001). The post hoc test showed that in addition to the 2D effect, the
saccade times of viewing the same scenery video after watching movies polarized 3D,
naked 3D and switched 3D were significantly less than those of viewing the same
scenery video before watching the film (ps < 0.05) (Table 12).

The Saccade Frequency Changes of Viewing the Same Scenery Video Before and
After Seeing the Film with Different Types of TV. The saccade frequency data of
viewing the same scenery video before and after seeing the film with different TVs was
analyzed by the repeated measurement ANOVA. The results showed that the time
effect of the saccade frequency was significant (F = 13.206, p < 0.01). Afterwards, the
post hoc test showed that saccade frequency of viewing the same scenery video after
watching the film with 3D polarization and naked 3D was significantly less than that of
before watching the film (p < 0.05), the saccade frequency of viewing the same
scenery video with switched 3D before and after watching the movie had critical
significant difference (p = 0.075) (Table 13).

Table 11. The variance analysis results of total blink time of watching different types of TV

SS df MS F Sig.

TV types 890417248.90 3 296805749.63 0.872 0.461
Time 1489926846.25 1 1489926846.25 25.507 0.000
TV types *time 110786433.96 3 36928811.32 0.632 0.597

Table 12. The variance analysis results of saccade count of watching different types of TV

SS df MS F Sig.

TV types 140177.47 3 46725.82 0.899 0.448
Time 174122.25 1 174122.25 15.262 0.000
TV types *time 7562.29 3 2520.76 0.221 0.881

Table 13. The variance analysis results of saccade frequency of watching different types of TV

SS df MS F Sig.

TV types 1.75 3 0.58 0.956 0.420
Time 1.81 1 1.81 13.207 0.001
TV types *time 0.11 3 0.04 0.268 0.848
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3.3 Discussion

The subjective evaluation results showed that there was no significant difference between
the 4 conditions in terms of comfort and satisfaction. In terms of fatigue, naked 3D was
the most serious, followed by polarized 3D, switched 3D and 2D. The results showed
that the degree of comfort and satisfaction was difficult to be distinguished by subjective
evaluation. But the fatigue could be quantified by subjective evaluation. The fatigue of
different TVs watching movies was mainly manifested in eyes dryness, eyes strain,
tearing, burning, headache and double vision. The difference was not the same pattern.
Naked 3D in dryness, tearing, strain, burning and double vision is significantly greater
than the switched 3D. The dryness and blur of naked 3D was significantly greater than
polarized 3D. The headache and dryness by Polarized 3D was significantly greater than
the switched 3D. The degree of headache caused by polarized 3D was significantly
higher than that of switched 3D. Therefore, naked 3D was more likely to lead to the
user’s tearing, dryness, strain, burning, blur and double vision, polarized 3D was more
likely to cause a headache. Because the other parameters of the sample were not strictly
controlled, these differences were influenced by many factors of the sample itself. In this
study, the technique of naked 3D sample was not mature, the difference between
polarized 3D and switched 3D was not significant in many aspects. Therefore, the
advantages and disadvantages of polarized 3D and switched 3D could not be determined.

Previous studies showed that the extending of blink duration reflects the excitability
of the nervous system decreased, physiological process of nervous system inactivation
or slow down. The faster of saccade frequency may indicate that the information
processing was difficult. The study found that, with the increase of watching time, blink
times, blink frequency and total blink time all showed the overall upward trend, the
data of blink times, blink frequency and total blink time after watching movies was
significantly higher than that of watching movies before, indicating that these indicators
can be characterized as fatigue. Under the four conditions, the blink frequency and
blink times showed a trend of decreasing and then increasing. It is probably because the
video has not been seen before the subject, so that the subjects focused attention by the
impact of the story, leading to blink frequency and the number of blinks first showed a
downward trend. With the extension of time, the increase of information acceptance
caused the increase of visual fatigue, which led to the increase of blink frequency and
blink time and had visual fatigue. This was consistent with the Zhang, stern, Lee,
Sakamoto, kim [8–11], etc., which reflect the visual fatigue caused by watching dif-
ferent VDT by blink frequency and blink time. Blink frequency was associated with the
individual fatigue degree. Blink frequency decreased under the condition of high
concentration. Prolonging blink duration reflects the decreasing excitability of the
nervous system, physiological process of nervous system inactivation or slow down.

Saccade parameters of eye movements revealed the mental and physical fatigue of
subjects. When using the four kinds of TV to watch the movie, the saccade indexes of
subjects increase. Watching 3D showed a higher frequency of saccades, greater saccade
amplitude, shorter saccade time and faster saccadic speed. This might imply that the
subjects were more alert when watching 3D videos because they need to deal with
more visual information. Along with the prolonging of viewing time, saccade
parameters decreased in end-stage of watching 3D videos, which shows the input of

184 Y. Zhang et al.



more information to the brain leads to decrease alertness. Previous studies showed that
longer saccade time, bigger saccade angle and greater distance of the eye movement
could make information processing more difficult and cause more serious visual fati-
gue. The saccade speed reflected the excitability level of the physiological system. The
study found that the saccade average time, saccade peak, average saccade angle, total
saccade angle, average saccade speed, number of saccade and saccade frequency of
viewing the same scenery video were significantly different before and after watching
the films. The number of saccade and saccade frequency decreased significantly and the
other saccade indexes significantly increased. These indicators could be characterized
as fatigue phenomenon.

The study found that the eye movement indexes like the average saccade time,
saccade peak, saccade average angle, total saccade angle and saccade amplitude
between different types of TV had significant differences. The differences between the
four kinds of TV mainly manifested that the average saccade time, saccade peak time,
saccade average angle and total saccade angle of polarized 3D were significantly
greater than that of 2D and switched 3D. The saccade average angle of naked 3D was
significantly greater than that of 2D. The results of this study showed that saccade time
and distance of the users watching video would be affected by the principle of polarized
3D television. Saccade amplitude of switched 3D was significantly greater than that of
the other three kinds of TV. This might indicate that the principle of switched 3D was
more sensitive to the saccade amplitude. Saccade amplitude of 2D TV was larger than
that of the other two types TV, indicating the saccade amplitude could distinguish
viewing effect of various televisions. This was consistent with Zou’s [2] visual fatigue
study. This might indicate that the average saccade time, saccade duration peak,
average saccade angles, total saccade angles and saccade amplitude indicators might be
sensitive to the differences of different types of TV.

4 Conclusion

The study found that, with the increase of viewing time, the degree of fatigue that
subjects feel had increased. The data of the blink times, blink frequency, saccade
average speed, blink time, the average saccade time, saccade peak, saccade average
angle and total saccade angle was significantly higher than that of viewing the secrecy
video before watching movies, which has an upward trend. The data of the saccade
number and saccade frequency was significantly lower than that of before watching
movies, showing a downward trend. It indicates that these eye movement indicators
may reflect the fatigue of eyes, providing more evidence for the study of visual fatigue.

On the visual fatigue evaluation of different types of display TV, in the indexes of
average saccade time, saccade peak, average saccade angle and total saccade angle, that
of polarized 3D was significantly higher than that of other 2D and 3D television
switched TV. It may indicate the principle of 3D polarization television may affect the
users’ saccade time and distance of watching video. The saccade amplitude of switched
3D TV was significantly larger than that of other three conditions, which may indicate
switched 3D TV had a greater impact on the saccade amplitude. From the evaluation
method, eye tracking analysis method can be used as a reliable method of visual fatigue
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evaluation. But for display terminals with different production principles, the sensitive
indicators will be different. As for the subjective evaluation method, it is difficult to
distinguish the comfort and satisfaction of the monitor by subjective evaluation. But the
fatigue could be quantified by subjective evaluation.
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Abstract. The study was conducted to evaluate the changes of visual percep-
tion processing ability after using circularly polarized light LCD and linearly
polarized light LCD for a continuous month by eye-movement tracking method.
47 subjects were randomly divided into circularly polarized light group (ex-
perimental group) and linearly polarized light group (controlled group). A 2
(times of measurement: before and after) * 2 (display equipment: circularly
polarized light LCD and linearly polarized light LCD) experiment was designed.
There was 1 month interval between the two times of measurement. The
dependent variables were corrective eye frequency and tracking gain. The
results showed that there was critically significant difference of eye-movement
tracking gain between the circularly polarized light condition and the linearly
polarized light condition. The post hoc comparison showed that the tracking
gain after 1 month was significantly more than that of before 1 month. There-
fore, the influence of circularly polarized light LCD on visual perception pro-
cessing ability was slighter than that of linearly polarized light LCD for a long
term.

Keywords: Eye-movement tracking � Circularly polarized light � Linearly
polarized light � Visual perception processing ability � Visual tracking gain

1 Introduction

With the popularization of video display terminals (VDT) like computers, television sets
and mobiles, the population of VDT users grow rapidly. All kinds of eye discomfort
caused by reading computer close for a long time or working related to computers
increase, resulting Video display terminal syndrome (VDTS) becomes more and more
common, known as eye fatigue syndrome clinically. About 60% of Americans have
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some symptoms of asthenopia after operating computer more than 3 h according to a
latest report released in the Vision Council [1]. A series of symptoms caused by VDT
have harm to the user’s physical and mental health. Therefore, how to reduce eye fatigue
and improve work efficiency when people use VDT becomes key link of VDT product
design. The influence of different types of displays on visual fatigue also has differences
in addition to the environment and personal factors.

LCD has attracted the interest of general research workers and device engineers
with its peculiar physical and optical properties from the date of discovery. LCD
realizes the display of monitor through the liquid crystal molecules as light control
switch. The brightness of the display, screen flicker and reflective can all cause visual
fatigue. Most of the liquid crystal displays achieve display by the modulation of
polarized light. Polarized light includes circularly polarized light and linearly polarized
light. Polarization is a basic characteristic of light like the color and intensity. Differ-
ence exists between linearly polarized and circularly polarized light during the process
of forming vision. Compared to the linear polarized light, circularly polarized light is
more close to natural light, which is the most comfortable light for human. Shixian
found that blink frequency and fatigue of eyes caused by the linearly polarized light
was higher and easier during the study of polarized light television compared with
circularly polarized light [2]. Yan Xiaolin discovered linearly polarized light was easier
than circularly polarized light to cause visual fatigue through the eye blink frequency
recorded by the electro-oculogram (EOG) during the study of influence of circularly
polarized light liquid crystal TV on eye fatigue [3]. Zhang Yunhong, Zhang Li et al.
also got the same result in the eye tracking study [4, 5]. It is found that circularly
polarized light as light source was less likely to produce visual fatigue by summarizing
predecessors’ study.

Visual fatigue belongs to functional disease which is related to the habits of using
eyes, one’s own physique and social environment. Most research shows that visual
fatigue and mental health influence each other. It belongs to the physical and mental
combined syndrome. There are different evaluative methods to assess visual fatigue
according to different research purposes and different environment, which mainly
include ophthalmic physiological aspects and eye- movement tracking.

Critical flicker frequency (CFF) is the most applied indicator among the physical
measurements of eye fatigue. Iwasaki and Akiya found the decline of CFF reflected the
degree of retinal degeneration caused by visual fatigue and the wanes of retinal nerve or
the optic nerve activity [6]. Many research of VDT operation visual fatigue takes flicker
fusion frequency as evaluation index of eye fatigue [7]. Flicker fusion frequency was
used for evaluating visual fatigue level in many researchers’ experiments, which include
Kumashiro’s VDT visual fatigue experiment in last century [8], Murata’s long-term
VDT operation experiment [9], Hsu’s experiment comparing visual fatigue caused by
different screens [10], experiment comparing mobile screen brightness completed by Li
et al. [11] and visual fatigue evaluation experiment of three-dimensional display system
by Zou et al. [12]. But flicker fusion frequency can only be used for evaluation before
and after the test, which cannot continuously monitor the status of fatigue of subjects.
Besides, its test is influenced by many factors and has high requirement to the control of
the experiment.
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Eye-movement tracking method gets the state of fatigue by monitoring the subjects’
eyes. The percentage of eyelid closure (PERCLOS) determines the level of fatigue with
ratio of your eyes closed time accounts for a specific time. It has three kinds of decision
criteria, which are P70, P80 and EM. The P80 has the best correlation with fatigue [13].
Hence, it was used as a criterion based on eye fatigue. But this method is more difficult
for researchers without the basis of image recognition as it needs identification and
analysis on image data of the eyes. Blinking frequency is also used as the severity
index of visual fatigue, but it is vulnerable to the types of stimulus and different
psychological state of the subjects. The results of different studies are not consistent.
So, it is not stable index evaluating visual fatigue.

The motion tracking of eye tracking indicators can be a quantifiable and stable
evaluation index, which reflects the attentional ability of eye to follow the target
movement. When the individual is tired, visual tracking ability will be markedly
reduced. Obtaining tracking moving target is the basic premise of visual tracking,
which is to focus on track targets on the basis of the background and target mutual
separation. In order to be able to effectively track, the visual system must set up object
characterization of continuity based on processing of target characteristics of
space-time and objective and identity to overcome the change of trajectory and tem-
porary shelter. Visual tracking motion is the results of integration of target movement
information and identity semantic information by vision system. In the process of target
acquisition of visual tracking, visual system will face a lot of objects within the same
time. But people cannot process all the objects into visual system at the same level of
priority. Only the object through selective attention screening can be track target and
got further processed. Effective clue hint can guide the observer to view specific
position, then, search stimulus related to behavioral target [14]. Under the condition of
same clue hint, the selective attention to location will take precedence over objects
[15]. This selective attention based on space position is usually in top-down processing
way promoting target detection. There are two kinds commonly used indexes in visual
tracking, correction saccadic and tracking gain. Prediction strategy of correction sac-
cadic can prevent larger deviation in position and velocity between the eye and target.
When the target movement track changes or moves faster, catch-up saccadic can react
and correct the existing deviation [16]. Tracking gain is the ratio between eye speed
and target speed. When the tracking target’s movement speed accelerates or target
trajectory changes suddenly, eye speed will significantly slower than the target speed.
Then tracking gain reduces and position error accumulates. As the eye movement speed
drops, however, the differences between the eyes and the target becomes greater, which
can the often increase tracking gain and correct the deviation. Therefore, this research
intends to use eye tracking index to track study visual tracking ability of users using
circularly and linearly polarized display for a long time and verify whether using
computer monitor with circularly polarized light for a long time is better than that of
linearly polarized light in reducing visual fatigue.
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2 Method

2.1 Experiment Design

A 2 (times of measurement: before and after) * 2 (display equipment: circularly
polarized light LCD and linearly polarized light LCD) experiment design was used in
the study. There were 2 times of measurement, before and after the experiment treat-
ment, the interval of which was 1 month. The subjects were divided to experimental
group and controlled group after being matched. The experimental group was arranged
to use circularly polarized light computer monitor group and the controlled group was
arranged to use linearly polarized light computer monitor group.

2.2 Subject

The subjects comes from the graduate students and researchers under 35 years old who
used the computer frequently. There are 42 people for the first test. The experimental
group has 21 people (M = 25.24, SD = 25.24), including 11 men and 10 women. The
controlled group has 21 people (M = 25.71, SD = 4.03), including 11 men and 10
women. There are 38 subjects in the second test after 1 month, as partial subjects’ loss
due to job changes. The experimental group has 20 people (M = 24.90, SD = 3.55),
including 10 men and 10 women. The controlled group has 18 people, including 8 men
and 10 women. All the subjects are with uncorrected or corrected visual acuity of 1.0
plus and without any ocular and mental diseases.

2.3 Apparatus

This study uses Germany SMI iView X series Hi-speed eye movement instrument to
record and analyze eye movement data. Experimental program is programmed by
E-Prime. The sampling frequency is 500 Hz. The stimulus presentation host is M6900
of Lenovo apocalypse with faster 2.60 GHz, memory 2.00 G and independent video
card. Data collection host is faster 3.00 GHz, memory 3.00 G and independent video
card. Stimulus presentation display is CRT display of Viewsonic. The display screen
resolution for stimulus presentation and gathering is 1024 � 768. The refresh rate of
stimulus presentation display is 75 Hz.

2.4 Procedure

There is two tests in the experiment. The first test is the former. After the former test,
Paste on the computer screens of the subjects with linearly polarized light membrane
and circularly polarized light membrane after tests. The second test is conducted after
the subjects continuously use computer monitors for a month. The experimental
location and environmental layout of the two experiments are exactly the same. Each
experiment is conducted in quiet environment. Firstly, experimenter introduce exper-
iment content to subjects. Subjects fill out basic information registration form and sign
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the informed consent. Eye movement instrument is placed in front of stimulus pre-
sentation display. Subjects sit in the middle of the stimulus presentation screen. The
distance of eyes and monitor is about 62 cm and eye height is to screen center. When
gathering the eye movement data, use the head fixed bracket to prevent the subjects too
much head movement that can affect the quality of data. Experiment requires the
subjects to continuously follow the beating dot and keep the movement with the dot
synchronization as far as possible. The eye movement data is captured and recorded by
the eye movement instrument. Stimulus presentation uses the E-prime software,
including calibration, practice and formal experiment. At the beginning of each task,
the experimenter let the subject sit up before the eye-movement apparatus, fix his/her
head and start the calibration procedure. After calibration, experimental instruction and
experiment practice was presented. Formal experiment cannot be performed until the
subjects are fully familiar with the whole experimental process and operation. The
experimenter has real-time monitoring eye movement trajectory of subjects through the
display during the experimental process. Each task includes three groups. Each subject
need to complete the visual tracking task 100 times in each test. The experimenter
reminds the subjects to keep body and head rest before each group experiment. Close
their eyes to have a 1 min rest to void fatigue between each group. After the experi-
ment, thank and pay for the subjects.

3 Results and Analysis

3.1 Comparative Analysis of the Correction of Saccadic Frequency
Results of Two Groups

The repeated measures ANOVA analysis was used to analyze visual tracking frequency
of saccadic results of the two groups of subjects in two successive tests. The results
show there was significant difference between test times (p < 0.001), no significant
differences between groups and the interaction is not significant. The post hoc analysis
results show that the correction of saccadic frequency of the second test was signifi-
cantly higher than that of the first test (F(1, 72) = 75.22, p < 0.001) (Table 1).

3.2 Comparative Analysis of Visual Tracking Gain Results of the Two
Groups in Two Successive Tests

The repeated measures ANOVA analysis was applied to visual tracking gain results of
the two groups of subjects in two successive tests. The results show that the interaction

Table 1. The variance analysis of visual tracking saccadic frequency under different test
conditions

SS df MS F Sig

Group 0.005 1 0.005 0.015 0.903
Test 24.257 1 24.257 75.218 0.000
Group*test 0.032 1 0.032 0.098 0.755
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of them is significant (F(1,72) = 5.04, p < 0.05), the main effect of the two successive
tests is significant (F(1,72) = 304.73, p < 0.001), and the main effect of the groups is
critical significant (F(1,72) = 3.92, p = 0.052). Simple effect analysis shows that
tracking gain of the experimental group is significantly higher than that of the con-
trolled group in the second test, (t(33) = 2.16, p < 0.05). And, the track gain of the
second test is significantly higher than that of the first test (p < 0.001) (Table 2).

4 Discussion

Light is a transverse wave, the plane composed of the electric vector vibration direction
and heading direction of light is called the vibration plane. If the vibration of the light
plane is not evenly distributed, it is called polarized light. If the vibration plane of light is
limited to a fixed direction, it is called a linearly polarized light. If the vibration plane of
the light turns around the direction of light and the electric vector direction has a uniform
circular distribution in the cross-section of propagation direction, the polarized light is
called circularly polarized light. The vibration plane of most ambient light in nature
environment (such as the sun light) is evenly distributed in all directions, which is called
natural light. Therefore, from the perspective of the principle of polarized light, linearly
polarized light is more close to natural light in optical properties compared with cir-
cularly polarized light. Circularly polarized light display really has advantage over
linearly polarized light display from the comparative test results before of continuously
using circularly polarized light monitor and linearly polarized light monitor at the same
time [4, 5]. The results further confirm that from a long-term continuously using 1 month
linearly polarized and circularly polarized light displays, visual tracking ability of the
individual changes. The correction saccade of experimental group in the second test is
significantly higher than that of controlled group in the second test. Its visual tracking
gain is also significantly higher than that of controlled group.

When individuals get fatigue, trouble concentrating is the first character and the
visual tracking movement parameters such as saccade and tracking gain will also
change. Obtaining tracking target is the basic premise of visual tracking. That is
focusing on tracking targets on the basis of mutual separation of background and target.
That is to say, it begins to track once the visual system identifies the target object.
Visual tracking takes up plenty of cognitive resources of the subjects. It requires the
subjects to focus on the visual tracking task. But now it is believed the causes of visual
fatigue caused by VDT are the decrease unconsciously blink and bad blink when
concentrating on looking at the screen. It makes the cornea expose to the air longer,
which is unfavorable to the distribution grease in tears. It can lead to inspect table

Table 2. The variance analysis of visual tracking gain under different test conditions

SS df MS F Sig

Group 0.513 1 0.513 3.915 0.052
Test 39.939 1 39.939 304.733 0.000
Group*test 0.660 1 0.660 5.038 0.028
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environment variation and cause asthenopia. That means the visual tracking task is a
better index of testing the fatigue of eye movement.

Polarization is a basic characteristic of light like the color and intensity. Difference
exists between linearly polarized and circularly polarized light during the process of
forming vision. The vibration of the natural light in all directions distributes uniformly.
The stimulation to the human eye’s light-sensing cells is isotropic. The human eye is
used to this kind of natural light. The vibration plane of circularly polarized light spins
fast. The comprehensive effect to the human eye is also isotropic. It is most close to
natural light. The vibration plane of the linearly polarized light is fixed. The stimulation
to the visual system is not balanced. So, compared with the linearly polarized light, the
human eye is easier to adapt to the image presented by circularly polarized light
display. That means it is less likely to produce visual fatigue when using circularly
polarized light as display light source.

5 Conclusions

This research records the changes of eye movement indexes of the subjects finishing
the visual tracking task with the eye movement instrument before and after the
long-term use of circularly polarized light and linearly polarized light computer
monitors. Compare the change difference of the eye movement indexes of subjects in
the visual tracking task before and after 1 month continuously using different types of
displays. It further verifies irrelevant factors of interference in the process of task can be
reduced with long-term use of circularly polarized light computer monitor compared
with the long-term use of linearly polarized computer monitors. Embody in the changes
of indexes like the correction saccade frequency and visual tracking gain. In the visual
tracking gain indicator, the effect of aureole display shows in the second test. Results
confirm that visual function damage caused by the long-term continuous use of cir-
cularly polarized light is lighter than the long-term use of linearly polarized display,
which means using circularly polarized light computer monitors can reduce damage of
visual function. This study also confirms the visual tracking task can be the mea-
surement indicator of visual fatigue of visual display terminal.
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Abstract. Computerized cognitive tests often entail tasks related to visual
stimuli. An efficient complexity measure for these tasks can enhance their
cognitive evaluation accuracy, specifically for elderly and cognitively impaired
subjects. This paper details the design, implementation, and testing of a visual
pattern complexity determination algorithm. The patterns used for the study are
sixteen-bit binary patterns taken from computerized cognitive assessments.
Three complexity levels were defined based on the visual perception of human
subjects: easy, medium, and hard. The algorithm was tested on three hundred
patterns and the results were compared to the parallel complexities perceived by
human judges. Correlations of 72%, 74%, and 61% between human perception
and the algorithm’s predictions were obtained for the easy, medium, and hard
patterns, respectively. The algorithm has potential to become an accurate
measure of visual pattern complexity in computerized assessment, and could
improve the usability of these tests for psychometric and cognitive evaluations.

Keywords: Binary images � Cognitive assessments usability � Human
perceived complexity � Visual pattern complexity

1 Introduction

Neuropsychological tests are used for the detection of cognitive decline, which may
indicate neurodegenerative diseases like Alzheimer’s disease and dementia. Some tests
make use of visual stimuli in the form of four-by-four, black-and-white patterns, which
subjects are asked to recognize and recall [1–3]. Neurocognitive decline can be eval-
uated using the subject responses to these tests [4]. To accurately assess the subjects’
performance in the cognitive tests, as well as to enhance the usability of these tests, the
complexity of the tasks involved should be defined.

The perceived complexity of the image directly influences the difficulty of the task;
thus, it is important to determine the pattern complexity of the visual stimuli. This
could enable discrimination between subjects who pass a test involving more com-
plicated tasks (which might indicate that they are less susceptible to cognitive decline),
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and those who can only pass tests involving simpler tasks [5]. Previous neuropsy-
chological tests have shown that patients perform much better under less stressful
circumstances. If a method for determining the complexity of a task is developed, it
would enhance the usability of computerized cognitive testing by organising tests
according to a patient’s abilities. The testing could begin with an intermediate task; if
the patient gets the answers right, the task difficulty would increase, and if the patient
gets the answers wrong, the difficulty would decrease. This allows a quantitative
measure of the patient’s competency. In addition, if the stimuli are randomly intro-
duced with no adjustment of the complexity to the user capabilities, the process might
be non-effective and frustrating (e.g. introducing high complexity tasks to a cognitively
impaired subject) [6].

Currently, if the visual complexity of the tasks is assessed, it is done primarily by
human judges, thus providing a subjective analysis and precluding the usage of a large
quantity of patterns [2]. In addition, existing mathematical complexity algorithms (e.g.
Shannon Information Theory and Kolmogorov Complexity) do not incorporate the
human factors which define complexity from a human’s perspective.

To ensure an objective assessment of a subject’s task performance, an optimal
visual pattern complexity algorithm is developed, with a close correlation to the human
perceived pattern complexity. This algorithm is developed based on an analysis of
human visual perception, translating the observations into mathematical formulations,
and testing whether the algorithm can produce similar results. The algorithm was
implemented in Java.

The performance of the algorithm is evaluated by measuring the correlation
between its computed complexity rating, and the respective human complexity rating.

Section 2 details the project background, including the underlying rationale of the
algorithm, visual stimuli patterns and tasks, and the testing database. Section 3
describes the algorithm development, and Sect. 4 presents and analyses the test results.

2 Background

2.1 Underlying Rationale of the Algorithm

The algorithm aims to capture the human visual perception of complexity. The concept
is based on Attneave, who describes visual perception as an information-handling
technique, where a considerable amount of the information communicated is likely to
be redundant [7]. Attneave states that humans use redundant visual stimuli to see
patterns and simplify the information that the brain perceives. Any visual invariance
constitutes a source of redundancy because the subject automatically begins to
extrapolate the rest of the image. The techniques that Attneave believes the brain
employs include the concentration of information at certain points, image symmetry,
and adjoining pixels of the same colours, shapes, lines or even angles.

As the redundancy of an image increases, a subject is more likely to approximate
the rest of the image correctly, thus decreasing its perceived complexity. The extent to
which a human can extrapolate this information is still unknown [7]. The information
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distribution of an image according to Attneave’s hypothesis is the trait that allows
humans to identify objects easily [7].

2.2 Visual Stimuli Patterns

The tests in standard neuropsychological assessments of cognitive decline (used for the
early detection of Alzheimer’s and other neurodegenerative diseases) include abstract
patterns from a dataset [2–4]. These patterned images are four-by-four square matrices
where each element is either black or white in colour. Three randomly chosen images
from the dataset are presented in Fig. 1 [2].

2.3 Visual Stimuli Based Tasks

The first task is a recall test: the subject is shown a single pattern for a short time, after
which the pattern disappears. The subject is then presented with three patterns of which
one was previously shown. The subject is required to remember this pattern and point it
out amongst the three displayed. The second task is a recognition test: the subject is
presented with three patterns where two are the same and one is different. The subject is
then required to recognise the different pattern and select it.

In order to distinctively measure a subject’s performance in the cognitive test, the
complexity of the task where two or three different patterns are displayed, must be
assessed. In this study, however, only the perceived complexity of a single pattern is
evaluated, which directly influences the difficulty of the task.

2.4 Database

The preliminary dataset included all 65 536 (216) possible sixteen-bit binary patterns.
These patterns were graphically generated for visual inspection by two human judges.
An image was randomly selected, and each judge independently rated it as either easy,
medium, or hard. If the judges concurred, then the image was assigned the corre-
sponding rating. If the judges differed, then a third judge was asked to cast the deciding
vote. The process was repeated until one hundred images from each of the three
categories were accumulated. The dataset was then constructed with these three hun-
dred images, along with their human perceived complexities, and was stored in a text
file for testing purposes.

Fig. 1. Examples of the patterned images used in standard neuropsychological assessments.
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3 Algorithm Development

3.1 Algorithm Overview

Based on Attneave’s study on human visual perceptions [7], an algorithm was designed
and developed to classify cognitive decline test patterns into three complexity levels:
easy, medium, and hard. The aim of the algorithm is to mirror the human observations,
and to yield similar results to human perceived complexities. This algorithm determines
the number and length of adjacent black paths, adjacent white paths, diagonal black
paths, diagonal white paths, and single black and white blocks. Once the components
within the image have been stored, a weighted addition of the components is calculated
and used to determine the visual pattern complexity of the image. The algorithm then
evaluates an overall accuracy of the results against the complexities measured by the
human judges, and outputs each computed complexity level with detailed percentage
correlations.

Figure 2 illustrates the overview of the optimized visual pattern complexity
algorithm.

Fig. 2. Logical flowchart of the algorithm implemented.
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3.2 Algorithm Design

This algorithm is run on a sixteen-bit binary array. The array is first transformed into a
four-by-four array to simulate the visual representation of the image. This allows for
better navigation of the image from the top left square to the bottom right square when
conducting the appropriate analyses.

Adjacent Path Analysis. The blocks in the two-dimensional array are given position
numbers from one to sixteen starting at the top left corner, and proceeding row by row,
left to right. Each element in this array holds an empty adjacency list that will be
populated based on its adjacent members. The algorithm checks if the current block is
black as well as if it has any other black blocks adjacent to it. The position numbers of
this block as well as any adjacent black blocks are then appended to the original ele-
ment’s adjacency list. Should the block not be black and/or it does not form an adjacent
line, the list will remain empty. The algorithm then goes through the adjacency list array
merging all paths with at least one block in common to create a list of black adjacent
paths. The results are counted to return the number of adjacent paths in a pattern.

The longest path analysis is illustrated using an example of pattern 1011000
101001011 in Fig. 3. In this instance, the algorithm will calculate that there are two
adjacent paths of black blocks. These adjacent paths will then be removed from the
array to avoid conflicting measurements.

Diagonal Path Analysis. A similar procedure is then conducted to detect the diagonal
paths in a pattern; however, the algorithm now checks the diagonal neighbours of each
block. Therefore, if a block itself is black, the list in that element will contain the
position numbers of any corresponding black diagonal neighbours as well. The algo-
rithm then goes through the diagonal list array merging all paths with at least one block
in common to create a list of the black diagonal paths contained in the pattern. This
procedure is shown in the third step in Fig. 3.

Single Block Analysis. After the adjacent and diagonal black paths have been elim-
inated from the pattern, any remaining black blocks are classified as ‘single blocks’.
These have also been identified and incorporated into the complexity measure since
they add an element of complexity to the pattern. This is illustrated in step three of
Fig. 3, where the example now has one single black block.

2 Black Adjacent Paths 1 White Adjacent Path 1 Black Diagonal Path
1 Black Single Block

0 White Diagonal Paths
1 White Single Path

Fig. 3. Step-by-step example of the algorithm on pattern 1011000101001011
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White Component Analysis. Not only does the presence of the black components
affect the pattern complexity, but their positions and shapes alter the measure as well.
The white space in a pattern gives an indication of how the black components are
dispersed. For example, more concentrated white space indicates that there are fewer
black components, and/or the existing black components in the pattern are more
clustered together, which could make a pattern simpler. This principle is illustrated in
Fig. 4 below where both patterns have the same black component measures; however,
one is classified as more complex than the other due to the positions and shapes of the
black paths. Therefore, the fact that there is a single large white adjacent path through a
pattern could make it simpler than another pattern that has smaller, disconnected white
components.

Consequently, the number of white long paths, white diagonals, and white single
blocks are calculated in a similar method for each pattern as illustrated in Fig. 3.

Component Integration. At this point, six different components must be examined to
produce a single pattern complexity measure. Before combining the components, there
are three specific characteristics that are assessed to automatically classify an image
with complexity level 1 (easy):

1. If there are less than three black adjacent paths, no other black components, and
only a single white adjacent path

2. If there is only one black diagonal path, and no other black components
3. If there are less than four single black blocks, and no other black components

If the pattern does not have any of these characteristics, a weighted addition of the
components is calculated.

Weighted Addition. A greedy competitive algorithm is used to combine the different
components in the image and give the image a value. The greater the value, the more
complex the pattern. The weighted addition equation is:

Weighted Addition ¼ a1Badjacent þ a2Wadjacent þ a3Bdiagonal

þ a4Wdiagonal þ a5Bsingle þ a6Wsingle
ð1Þ

The weights of the paths are based on their impact on the overall measure, and are
given as follows:

Fig. 4. Comparison of two patterns with the same measure of black adjacent paths.
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• Black adjacent path (a1) = 1.5
• White adjacent path (a2) = −0.5
• Black diagonal path (a3) = 1
• White diagonal path (a4) = 0.5
• Black single block (a5) = 1
• White single block (a6) = 0.5

All the white components are weighted lower than the black components as it was
established that the black elements are more visually prominent in an image during
human observations. The white adjacent path weighting is negative as the presence of
white adjacent paths makes the image appear simpler to the human eye. Lastly, the
black adjacent path weighting is greater than the black diagonal path weighting as
adjacent paths can be multi-directional, and show less symmetry than diagonal paths.
This makes the image appear more complex.

Complexity Level. Once the weighted additions for all of the images are calculated,
the total range in which they vary is divided into three smaller ranges for a simple,
three-level classification. If an image’s weighted sum falls within the first range with
the smallest values, then the image is deemed easy (complexity level 1). If the sum is
within the middle range, then the image is deemed medium (complexity level 2).
Otherwise, the image is deemed hard (complexity level 3).

4 Results

The algorithm was tested by comparing each pattern’s computationally classified
complexity against its corresponding human perceived complexity. The overall accu-
racy of the algorithm is determined as well as the success rate for each specific
complexity level.

The final optimized visual pattern complexity algorithm yields an accuracy of 69%.
A confusion matrix of the algorithm performance with respect to human perception of
complexity has been drawn for a more thorough performance illustration and is shown
in Table 1. The diagonal should contain the highest percentages given that it represents

Table 1. Confusion matrix of the results yielded by the algorithm against human perceived
complexities.

Human Complexity

1 2 3

C
om

pu
ta

tio
na

l  
C

om
pl

ex
ity

 1 72 % 14 % 4 %

2 25 % 74 % 35 %

3 3 % 12 % 61 %
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the correct answers, and the other values should decrease as they move away from the
diagonal since these represent the errors in the algorithm.

The results in this matrix illustrate that the desired trend has been achieved. The
final algorithm achieves success rates of 72%, 74% and 61%, for easy, medium and
hard patterns, respectively as compared to human complexity perception. The success
rate of hard images is more than 10% points lower than each of the other complexity
levels. The results suggest that a further investigation of hard images is required, and
that the complexity level scale might need to be refined.

The lower success rate could be attributed to the limited factors analysed in this
algorithm. The major focus of the current algorithm has been on the number of
components in an image and its symmetry; however there are several additional factors
that impact a human’s perception of image complexity, specifically with regards to
hard images. Therefore, many factors that could not be included within the scope of
this preliminary work, such as the ratio of black space to white space, will be studied in
further versions of the algorithm. There are also personal triggers and memories that
affect human complexity perception and are individual to each subject. These inde-
terminable factors therefore impede the success rate, and make defining a concrete
division between the three complexity ranges even more challenging.

When examining the images that were incorrectly determined by the algorithm, it
was discovered that 92% of the total misclassifications were “small errors” since they
were incorrectly determined by only one level. Therefore, only 8% of the misclassified
images were considered “large errors” as they were incorrect by two levels. This shows
that the algorithm is heading in the right direction and could be improved by adjusting
certain factors that overlap between complexity levels.

It may also be worthwhile to consider integrating other pattern complexity tech-
niques including Kolmogorov and fractal image compression. Additionally, a data
driven approach using machine learning could be incorporated into the algorithm by
using logistic regression to automatically determine the path weightings. Further
investigations of these weightings could provide substantial insights into human visual
perception. If these future improvements yield closer correlations to the human per-
ceived complexities that need to be mirrored, the number of complexity defining levels
could also be increased as this would allow for a more comprehensive, flexible and
robust scale of measure.

5 Conclusion

This paper detailed the design, implementation, and testing of an optimized visual
pattern complexity determination algorithm. The algorithm obtained 72%, 74%, and
61% correlation to human perception for the easy, medium, and hard complexity levels
in the patterns, respectively. Furthermore, only 2% of the total classifications were
misclassified by two levels. A critical analysis was provided to analyse the algorithm as
well as to suggest future improvements that can be made. The results can still be
improved by fine-tuning the algorithm and incorporating additional factors into the
measurement. This can also be extended into a relative pattern complexity measure in
tasks where relative complexity between two or three patterns displayed. This
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algorithm has the potential to become an objective measure of visual pattern com-
plexity, which matches human perception. This capability, when implemented in
computerized assessment, could improve the usability of these tests for psychometric
and cognitive evaluations, specifically for elderly and cognitively impaired subjects.
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Abstract. The present study measured the visual lobe shape and visual search
performance of 65 participants under different background music conditions. A 2
(tempo: 40% faster vs. 40% lower) � 2 (volume: 85 dB vs. 55 dB) between-
subject factorial design was used in this experiment. Results revealed that the
tempo and volume of background music had significant effects on visual lobe
area, and the size of visual lobe was largest when the music tempo was fast and
the volume was large. As to visual search performance, search time was sig-
nificantly shorter when music tempo was fast. The obtained results indicated that
the tempo, volume as well as subjects’ perceived feeling of background music
had an influence on visual lobe shape and visual search performance. The con-
clusions could provide guidelines for the design of visual tasks with background
music.

Keywords: Visual search � Visual lobe � Background music � Tempo �
Volume

1 Introduction

Background music is everywhere in our daily life. It accompanies us in stores, cars,
online games, and even during our work. In the past decades numerous studies have
been done to explore the effect of background music on advertising, retailing, manu-
facturing, sports and so on [1]. The influence of music on human behavior is non-
negligible. Background music in stores can adjust the atmosphere to affects the
shopping desire [2]. Customers’ perception of time was also influenced by background
music [3]. McElrea and Standing [4] found that the speed of drinking had a relationship
with the tempo of background music. People drank faster with faster music. Chang
et al. [5] revealed that slow music improved sleep quality of the insomnia. Background
music was also found to relief the feeling of pain [6]. Having analyzed nearly one
hundred studies on music’s influence on human behavior, Kämpfe et al. [7] concluded
that the effect of background music was not uniform, i.e., sometimes it was beneficial,
sometimes detrimental, and sometimes no effect on behavior, cognition and emotion.
The impact depended on the style, tempo and volume of music as well as listeners’ age,
personality and music preference [1, 3, 8, 9]. Among those influencing factors, music
tempo and volume are two of the most common studied factors [7]. Davies et al. [10]
investigated the performance of visual vigilance task with background music and they
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found that performance was enhanced by music. Day et al. [1] found that only music
with fast tempo could increase decision making accuracy. In addition, music with fast
tempo had positive influence on the speed and accuracy of reading news on computer
screen [11]. As to cognition performance, the music’s effect was positive for extroverts
and negative for introverts [8]. There were also studies concluding that music had
negative effects on memory and attention [12–17]. For example, the memory of
advertisement pushed by short message was harmed by background music [12]. Brown
[18] found a decrease of driving speed with background music during traffic jams.

Although visual search tasks are often accompanied with background music such as
driving with car music and playing video games with music, little is known about its
influence on visual lobe and visual search performance. Phillips and Madhavan [19]
found that background music had a positive effect on visual tasks. Beh and Hirst [20]
investigated the effect of music on driving-related tracking and vigilance tasks. The
results indicated that the simple tracking task was not affected by music. While the
vigilance task performance for central signals was improved under music conditions.
The response time for peripheral signals was increased with high-intensity background
music. Crust et al. [21] found that background music could facilitate simple visual
search task performance, and performance was better under Lyrical Music conditions
than that under Instrumental Music conditions. Norbert and Katarina [22], however,
found no significant effect on visual search performance.

The present study investigated the effect of background music on visual lobe and
visual search performance using Visual Lobe Measurement System (VILOMS) and
Visual Search Time Measurement System (VSTMS). The fourth movement of Eine
Kleine Nachtmusik from Mozart was selected as the background music. A 2 (music
tempo: 40% faster vs. 40% lower) � 2 (music volume: 85 dB vs. 55 dB) between-
subject factorial design with a control group was used in this experiment. After the
measurement, the participants finished a questionnaire with 11 adjectives to rate the
extent to which each term characterized their feelings of the music on a five-point scale
ranging from “little or no such feeling” to “very strong feeling”. The conclusions could
provide guidelines for the design of visual tasks with background music.

2 Method

2.1 Participants

65 University students aged between 18 and 23 participated in this study. All partic-
ipants had normal or corrected to normal vision. None of them had any previous
experience with such visual search tasks. They were randomly divided into 5 groups
under different background music conditions, as shown in Table 1.

2.2 Apparatus and Stimulus

The measurement was divided into 2 sessions. The first session used Visual Lobe
Measurement System (VILOMS) to measure visual lobe and the second session used
Visual Search Time Measurement System (VSTMS) to measure visual search
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performance. VILOMS could map visual lobe and calculate visual lobe shape indices.
While VSTMS measured the reaction time of visual search tasks [23]. The shape
indices included 17 indices which were divided into 5 categories: roundness, boundary
smoothness, symmetry, elongation, and regularity in addition to visual lobe area and
perimeter (For more details, see Chan and So [24]). The volume of the music was
measured by an AZ Sound Level Meter (AZ8928; AZ Instrument Corporate, Shenzhen,
China). The tempo of the music was controlled by GoldWave (version 5.65, GoldWave
Inc., Newfoundland, Canada). The software was run on a Dell laptop with the reso-
lution set at 1366 � 768 pixels and a refresh frequency of 60 Hz. The participants were
asked to sit on a chair with adjustable height at a distance of 500 mm from the screen.
Their eyes were at the same height as the center of the screen.

For session 1, the stimulus image was rectangular with 419 distractor items
(character X) and 1 target item (character O), the size of which was 2 mm � 2 mm.
The test field was 21° in width and 16° in height. The background was black and the
items were white, as shown in Fig. 1. The target randomly located at 214 possible
positions. For each position, the target appeared twice in total, and if the participant
correctly identified the position at least once, then the position was considered within
the visual lobe. The items were replaced by the masking characters (+) 300 ms after the
appearance of the stimulus to ensure only one fixation during each trial. For session 2,
the stimulus image was composed of 299 distractors and 1 target with the size of 21°
(width) � 16° (height). The distractors and target were the same with experiment 1.
The target randomly appeared at 96 preset locations. The items were replaced by the
mask (+) until the participant found the target and clicked the mouse.

This study did not choose songs as background music to avoid the influence of
lyrics. Another consideration of music selection was the degree of familiarity for
participants. The fourth movement of Eine Kleine Nachtmusik from Mozart was
selected as the background music. It was written in sonata form with a tempo of about
126 bpm. None of the participants was familiar with this piece of music. The tempo of
the music was adjusted for two tempo conditions. For the slow tempo groups, it was
40% slower than the original; for the fast groups, it was 40% faster. The volume for
experiment group 1 and 2 was 85 dB while the volume for experiment group 3 and 4
was 55 dB. After the measurement, the participants finished a questionnaire with 11
adjectives to rate the extent to which each term characterized their feelings of the music
on a five-point scale ranging from “little or no such feeling” to “very strong feeling”.
The selection of the adjectives referred to North et al. [2] and Fried and Berkowitz’s
[25] studies.

Table 1. The experimental settings of the 5 groups.

Group Volume Tempo Participant no.

Control group No music No music 14
Experiment group 1 Large Slow 14
Experiment group 2 Large Fast 12
Experiment group 3 Small Fast 13
Experiment group 4 Small Slow 12
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2.3 Procedure

For session 1, the experimenter first explained the experiment to the participants and
showed how to use the software. Then the participants were provided with a 20-minute
practice. The practice trials were exactly the same as that of actual experimental tasks.
After the practice session was finished, the experiment trial began. For each trial, the
stimulus duration was 300 ms and then it was replaced with the mask image. The
participants right clicked the position where they saw the target character, after which
the next trial began. If the participants did not see the target, then they right clicked any
position of the mask image.

Session 2 began after session 1 finished. In trials of session 2, the stimulus image
was presented until the participants found the target. The participants right clicked any
position once they saw the target and then the stimulus was masked. The participants
clicked the “+” where the target appeared. During the entire experiment, the partici-
pants had a 2-minute rest after 15 min of the experiment. The software used Fovea
Fixation Mechanism (FFM) to ensure the participants gazed at the center of the image
at the beginning of each trial (For more details about FFM, see Chan and So [24], Yu
and Yang [26]).

3 Results and Discussion

The means and standard deviations (SD) of each group’s lobe shape indices are
presented in Table 2.

Fig. 1. An example of stimulus image used in session 1.
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The standard deviations of most shape indices for different groups were less than
0.2. Thus the individual difference of each group was not large. Visual lobe perimeter
of experiment group 3 was the largest while experiment group 1 had the largest visual
lobe area. As to roundness indices, all the five indices had medium to large values, thus
the shapes were relatively round. The boundary smoothness indices indicated a low
level of boundary smoothness. The values of Vertical Vertices Symmetry, Horizontal
Vertices Symmetry, and Left-Right Area Symmetry varied from 0 to 0.13, and Vertical
Symmetry of Convex Hull, Horizontal Symmetry of Convex Hull had values of nearly
1, thus it can be concluded that generally the lobes had high levels of shape symmetry.
The Length-Width Ratio of the five groups was larger than one, revealing that the lobes
were horizontally elongated regardless of background music conditions. The values of
regularity index ranged from 0.885 to 0.930, indicating that visual lobe had high level
of regularity.

ANOVA results revealed that both the tempo (F(2, 63) = 6.41, p = 0.003) and the
volume (F(2, 63) = 3.36, p = 0.041) of background music had significant effects on
visual lobe area at 95% confidence level. The interaction effect of tempo and volume was
not significant. The effects of tempo and volume on visual lobe area were shown in Fig. 2.
As can be seen, visual lobe area was smaller when the tempo was faster. The effect of

Table 2. The experimental settings of the 5 groups.

Lobe shape Index Control group Experimental
group 1

Experimental
group 2

Experimental
group 3

Experimental
group 4

Mean SD Mean SD Mean SD Mean SD Mean SD

Visual lobe perimeter 0.950 0.104 0.965 0.046 0.952 0.086 0.993 0.148 0.970 0.081

Visual lobe area 0.041 0.008 0.049 0.004 0.042 0.007 0.044 0.007 0.048 0.005

Roundness

Form factor 0.599 0.178 0.653 0.115 0.602 0.137 0.603 0.164 0.655 0.126

Perimeter-area ratio 0.763 0.128 0.805 0.072 0.771 0.092 0.767 0.124 0.805 0.086

P-A ratio of convex
Hull

0.908 0.021 0.897 0.028 0.898 0.033 0.886 0.030 0.892 0.020

Area-max. area ratio 0.600 0.102 0.627 0.072 0.621 0.068 0.615 0.074 0.629 0.060

Ratio of radii 0.772 0.069 0.790 0.045 0.786 0.045 0.787 0.052 0.792 0.038

Boundary Smoothness

Global convex
deficiency

0.159 0.097 0.129 0.054 0.145 0.056 0.181 0.130 0.125 0.064

Rugosity 1.169 0.156 1.107 0.070 1.148 0.098 1.167 0.207 1.106 0.094

Spike parameter 0.242 0.052 0.271 0.047 0.243 0.037 0.273 0.042 0.276 0.034

Symmetry

Vertical vertices
symmetry

0.119 0.056 0.094 0.035 0.119 0.073 0.127 0.064 0.089 0.037

Horizontal vertices
symmetry

0.093 0.043 0.124 0.139 0.096 0.038 0.086 0.053 0.079 0.025

Left-right area
symmetry

0.096 0.072 0.073 0.047 0.125 0.195 0.059 0.037 0.054 0.020

Vertical symmetry of
convex hull

0.924 0.064 0.923 0.045 0.898 0.120 0.852 0.239 0.917 0.048

Horizontal symmetry of
convex hull

0.917 0.080 0.922 0.029 0.915 0.078 0.920 0.093 0.901 0.035

Elongation

Length-width ratio 1.153 0.258 1.094 0.137 1.317 0.325 1.189 0.098 1.213 0.099

Regularity

Boycle-clark index 0.917 0.023 0.930 0.015 0.913 0.028 0.885 0.091 0.928 0.020
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volume on visual lobe area depended on the tempo conditions: when the tempo was slow,
visual lobe area had a slight increase when the volume increased; however, the size of
visual lobe decreased as the volume increased when the tempo was fast. The effects of
background music tempo and volume on other visual lobe indices were not significant.

The five-point rating scales measured the participants’ subjective feelings of the
music. The rating 1 to 5 represented no such feeling to very strong feeling of the
corresponding adjectives. The means and standard deviations of the subjective ratings
are presented in Table 3. The highest rating was the feeling “happy”, while means of
feelings “scared”, “violent”, “sad” and “angry” was very low, indicating that the music
of Mozart could induce positive feelings. ANOVA results revealed that the effects of
“happy” ratings on Form Factor (p = 0.024 < 0.05), Perimeter-Area Ratio (p = 0.04 <
0.05), Area-Max. Area Ratio (p = 0.037 < 0.05), Ratio of Radii (p = 0.021 < 0.05),
Spike Parameter (p = 0.018 < 0.05) and Vertical Vertices Symmetry (p = 0.012 <
0.05) were significant, while the other ratings’ effects on visual lobe indices were not
significant. To further analyze the effect of the rating “happy” on the indices, t-test was
performed. The rating results were divided into three groups: group 1, little feeling
(score 1 and 2), group 2, neutral (score 3), group 3, strong feeling (score 4 and 5)
because few participants scored 1 and 5. The t-test results were presented in Table 4.
Visual lobe area of group 1 was significantly smaller than that of group 3. The four
roundness indices, i.e., Form Factor,P-A Ratio of Convex Hull,Area-max. Area Ratio
and Ratio of Radii for group 2 were the largest, and those for group 3 was the smallest.
Thus those who felt happy about the music had lower level of roundness. For Global
Convex Deficiency, group 1 and group 2 had significantly smaller value than group 3.
The Spike Parameter of group 2 was significantly larger than that of group 1 and 3.
Thus group 3 had lower level of boundary smoothness than group 1 and 2. As to
Vertical Vertices Symmetry, group 3 had significantly largest value, indicating that
group 3 had significantly less symmetrical lobe shapes.

For visual search task, the reaction time under different tempo and volume con-
ditions are shown in Table 5. It can be seen that the reaction time was shorter with
background music regardless of music tempo and volume. The reaction time was
shorter with faster tempo. ANOVA results revealed that the tempo had a significant
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Fig. 2. Visual lobe area of experiment groups.
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effect on reaction time (p = 0.035 < 0.05), while the effect of volume on reaction time
was not significant (p = 0.101 > 0.05). The interaction effect of tempo and volume was
significant (p = 0.013 < 0.05). T-test results indicated that the difference between fast
tempo groups and control group was significant, while the difference between fast
tempo groups and slow tempo groups and the difference between slow tempo groups
and control group were not significant. The interaction effect was shown in Figure. It
can be seen that when the tempo was slow, the higher the volume was, the longer it
took to find the target, while when the tempo was fast, the higher the volume was, the
shorter the reaction time was. It was because tempo had a positive effect on reaction
time while volume’s effect was negative. When tempo was slow and the volume was
large, the negative effect of volume was stronger, leading to a longer reaction time.
However, when the tempo was fast and the volume was large, the positive effect of the
tempo was strengthened, thus the reaction time was shorter. ANOVA results revealed
that no subjective feeling ratings had significant effect on reaction time except the
feeling “happy” (p = 0.037 < 0.05). Those who had strong feelings of happy had
shorter reaction time than those who had little feelings of happy (p = 0.021 < 0.05),
indicating that the feeling “happy” had a positive effect on search performance.

Both the tempo and the volume of background music affected visual lobe area.
Lobe area was larger when there was background music. The effect of tempo and
volume on visual lobe shape indices was not significant. However, tempo had a sig-
nificant effect on visual search performance: reaction time was shorter when the tempo
was faster. Beh and Hirst [20] found that for simple visual search task, the volume of
background music did not affect search performance [20]. The task of this study was
simple [27], consequently, reaction time was not affected by volume. Visual lobe area
of fast tempo groups was smaller than that of slow tempo groups, while the reaction
time of fast tempo groups was shorter, implying that larger visual lobe area did not
always result in better search performance. On the other hand, it indicated that the effect
of background music on search performance was not the result of its effect on visual
lobe area. The findings also revealed that background music had an influence on search

Table 3. Means and standard deviations of the subjective ratings.

Subjective feelings Mean SD

Peaceful 2.60 1.88
Noisy 2.68 1.94
Scared 1.50 0.58
Violent 1.56 0.78
Happy 3.58 1.23
Anxious 2.04 1.02
Depressed 1.70 0.62
Sad 1.80 0.69
Angry 1.66 0.56
Surprised 1.92 0.85
Bored 1.84 1.24
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performance, but the influence was small. This is consistent with previous studies [28].
The subjective feeling “happy” had significant effects on visual lobe area, roundness
and symmetry. Those who felt “happy” with background music had smaller visual lobe
area and lower levels of lobe roundness and symmetry, but better search performance.

4 Conclusion

The present study measured the visual lobe shape and visual search performance of 64
participants under different background music conditions using Visual Lobe Mea-
surement System (VILOMS) and Visual Search Time Measurement System (VSTMS).
Results revealed that the tempo and volume of background music had significant effects
on visual lobe area. The effects of background music tempo and volume on other visual
lobe indices were not significant. As to visual search performance, search time was
significantly shorter when music tempo was fast. Music volume did not significantly
influence search time. The highest rating of perceived feeling was “happy”, and the
feeling “happy” had significant effects on visual lobe area, roundness, boundary
smoothness, symmetry, and search performance. The obtained results indicated that the
tempo, volume as well as subjects’ perceived feeling of background music had an
influence on visual lobe shape and visual search performance. The conclusions could
provide guidelines for the design of visual tasks with background music.

Acknowledgments. This work was supported by a grant from the Natural Science Foundation
of China [project number 71471098].

Table 4. T-test results of “happy” rating’s effects on lobe indices.

Lobe shape index Group 1 and 2 Group 1 and 3 Group 2 and 3
t p t p t p

Visual lobe area 0.30 0.769 1.88 0.049* 1.38 0.192
Form factor −0.76 0.463 2.20 0.036* 2.65 0.016*
P-A ratio of convex hull −1.03 0.320 1.13 0.284 2.56 0.026*
Area-max. area ratio −1.52 0.150 2.14 0.046* 3.76 0.002**
Ratio of radii −1.94 0.073 2.18 0.042* 4.24 0.001**
Global convex deficiency 0.73 0.480 −3.10 0.004** −3.36 0.002**
Spike parameter −2.86 0.013* −0.06 0.952 3.52 0.003**
Vertical vertices symmetry 0.63 0.544 −2.27 0.035* −3.90 0.001**

Note: * p < 0.05, ** p < 0.01

Table 5. Means and standard deviations of reaction time for each group.

Groups Control
group

Experimental
group 1

Experimental
group 2

Experimental
group 3

Experimental
group 4

Mean SD Mean SD Mean SD Mean SD Mean SD

RT 1.564 0.163 1.276 0.062 1.368 0.131 1.187 0.132 1.519 0.055
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Abstract. The energy in the form of music created by a musical instrument has
two subjective protagonists: the performer and the audience. Both of these
interact and receive given sound energy in different ways by means of the
natural transducer, which makes up our auditory system. From the perspective
of sound, this study is determined by the choice of a group of selected musical
pieces that set the reference of sound energy values. Given pieces are of indi-
vidual, collective and learning-aimed interpretation. The aim of this study, based
on the previous statements, has two focuses. Firstly, determining, quantifying
and evaluating the impact on the performer’s and near audience’s ear, caused by
sound energy generated by various sized violins, when interpreting the chosen
musical pieces. Secondly and lastly, foreseeing the impact of given sound
energy on the audition capacity of the subjective protagonists of this work in the
medium and long term.

Keywords: Human factors � Violin � Sound � Sound level meter � Dosimeter �
Measurement � Sound pressure � Acoustic pressure � Sound energy

1 Introduction

There are not many studies about the energy produced by musical instruments. In fact,
most studies focus on the quality of sound of musical instruments, the aesthetic effects
they generate and, in a way, the spiritual sensations they produce in us, when being
heard by an audience. Other studies have looked into the performing spaces, and in
other occasions on its effects on the ear. Jurgen Meyer’s studies on different aspects of
musical instruments are worth emphasizing, but few studies go in depth into the energy
created by the instruments. This study thus hopes to give an answer to this energy
matter applied to the violin, taking into account that the violin is used in different sizes
(1/4, 2/4, 3/4 and 4/4). However, in this study we will only consider the following
sizes: 4/4, 3/4 and 1/4. The reason why we do not take into account the 1/2 size is
simply that the energy it generates is very similar to a 1/4 size violin.

All in all, in this study, we are going to attempt to determine, from a scientific point
of view, the reference values for the energy generated by violins. It is necessary to keep
in mind that given energy measurement is not possible without taking into account our
natural sensor/transducer, the ear. As a result, we see ourselves forced to determine the
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C. Baldwin (ed.), Advances in Neuroergonomics and Cognitive Engineering,
Advances in Intelligent Systems and Computing 586, DOI 10.1007/978-3-319-60642-2_20



areas in which there is greater sound incidence: the performer and the near audience.
This is going to permit us to determine the place we consider the most appropriate to
carry out the energy analysis.

2 Rehearsals and Equipment

We carried out three rehearsals with the participation of two violinists. These took
place in the Industrial Engineering School of Leon, in the Auditorium of Leon and in
the Music Conservatory of Leon (Spain). The violin performers were Blanca and
Carmen.

Next, we move on to outline the equipment used. In the first rehearsal, four SC310
sound level meters, a DC112 dosimeter, and two professional size (4/4) violins are
included. In the second rehearsal, we used one DC112 dosimeter and all of the
instruments from a Symphony Orchestra. Finally, in the third rehearsal, the equipment
used included a SC310 sound level meter, a DC 112 dosimeter, a 1/4 size violin, a 3/4
size and a 4/4 size professional level violin.

The characteristics of the dosimeter and the sound level meter are the following
ones: The SC310 sound level meter is a type 1 integrating sound level meter that can
work either as a sound level meter or as a real-time spectral analyzer that works through
third-octave and Octave Band, with class type 1 filters. The DC112 is a high benefit
dosimeter that enables simultaneous measurements to take place, in order to measure all
the necessary parameters needed to evaluate the sound exposure (SNR, HML and
octaves). Not only does this device measure the equivalent level with A and C [LAt, LCt]
frequency weightings, but also, it simultaneously carries out a frequency analysis in real
time by octave bands from 63 Hz to 8 kHz (octaves method). Furthermore, it allows the
choice of frequency’s weighting applied to given analysis. Finally, it (without doubt)
allows as well the peak level with C frequency weighting [LCpeak].

3 Procedure

In order for the rehearsals to take place, we approached the procedure in the following
manner.

Firstly, we carried out the first rehearsal in three phases, in the assembly hall of the
Industrial Engineering School of Leon. In the first block, the violinists performed
individually the same piece (once). Thus, we took three measurements. ‘G major scale
with arpeggios’ was the selected piece. The performers used given piece to warm up
and improve their ability. Blanca was the first to perform in this block, in a not very fast
tempo. Carmen was then next to performing this piece, in a fast tempo, and then once
again a third time, even faster. In the second block, the violinists performed the same
piece individually and then in a joint way (once). Thus, we took again three mea-
surements. The piece selected was Bach’s ‘Violin Partita 2 Allemande’. Lastly, in the
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third block, the violinists performed individually and then in a joint manner (once) the
piece ‘Rode Caprice number 5’. Thus, we took three new measurements in this phase
(Fig. 1).

Next, the second rehearsal took place with the Odon Alonso Symphony Orchestra,
in the final rehearsal prior to the Christmas concert, in which both the violinists played.
The pieces performed were Strauss’ ‘Waltzes and Polkas’ (Fig. 2).

Finally, the third rehearsal took place in the Auditorium of the Professional Con-
servatory of music of Leon, and was divided in three blocks, all performed by one
violinist, Blanca. The first block was performed with a 1/4 violin (used to teach
children of up to 9–10 years how to play the violin). The piece performed was ‘Kücher
Concertino op. 11’, which was played three times at the tempo and with the cadence
that a 1st or 2nd year student of violin of an elemental degree would play. The second
block was performed with a 3/4 violin (used to teach children of up to 10–12 years how

Fig. 1. Carmen paying during the recording at the assembly hall of the Industrial Engineering
School of Leon

Fig. 2. Blanca paying during the recording in the Auditorium of the Professional Conservatory
of music of Leon
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to play the violin). The piece played was Kücher Concertino op. 11’, which was played
three times at the tempo and with the cadence that a 3rd or 4th year student of violin of
an elemental degree would play. At last, the third block was performed with a 4/4
professional violin. The piece played was ‘Portnoff Concertino op.13’, which was
played three times at the tempo and with the cadence that a violin professional degree
student would play.

4 Instrument’s Calibration and Setting

Now, we are going to describe the way in which we calibrated and set the instruments.
Calibration: We calibrated each of the instruments before and after taking the

measurement.
Setting of the sound level meters: the sound level meters were located at a

microphone height of 1500 mm with respect to the ground and to the violin’s bridge.
However, there was one exception for this rule. We positioned one of the sound level
meters in the rehearsal that took place in the assembly hall of the Industrial Engineering
School of Leon 16.5 m away from the violin, at one end of the Assembly hall. In the
following images, we can see a clear view of the setting (Fig. 3):

Dosimeter setting: The way in which we positioned the dosimeter’s microphone
was by fastening it to the violinist’s shirt collar, to a distance of approx. 100 mm from
the ear. This had the added difficulty of the positioning of the violin, which made its
fixing a bit complicated. In the second rehearsal, with the Odon Alonso Symphony
Orchestra the violinists were positioned in the center of the orchestra (with prior
authorization of the conductor), as can be seen in the image (Fig. 4).

Fig. 3. Location of the Sound Level Meters during the recording at the hall of the Industrial
Engineering School of Leon
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5 Dosimeter. Measurements in the First Rehearsal

The first rehearsal took place in three blocks, in the assembly hall of the Industrial
Engineering School of Leon. The musical pieces performed were the following: ‘G
major scale with arpeggios’, Bach’s ‘Violin Partita 2 Allemande’ and Rode’s ‘Caprice
n5’. The performance of ‘G major scale with arpeggios’ was done by increasing the

Fig. 4. Location of the Dosimeter microphone during while recording at the hall of the
Industrial Engineering School of Leon

Table 1. Dosimeter DC112. Measurements in the first rehearsal.

Phase LAeqt LCeqt

1-Scale-Blanca 89.0 89.5
2-Scale-Carmen 90.0 90.1
3-Scale-Blanca 91.2 91.2
4-Bach-Carmen 91.0 91.2
5-Bach-Blanca 91.5 92.0
6-Bach-Carmen&Blanca 92.5 93.1
7-Rode-Blanca 92.3 92.8
8-Rode-Carmen 95.2 95.4
9-Rode-Carmen&Blanca 94.5 94.9

Table 2. Dosimeter DC112. Octave band measurements in the first rehearsal.

Phase 63 125 250 500 1000 2000 4000 8000

1-Scale-Blanca 53.7 54.2 74.6 83.7 87.2 79.4 74.2 63.0
2-Scale-Carmen 43.1 47.3 76.6 83.8 86.5 84.3 77.6 63.1
3-Scale-Blanca 44.2 49.2 75.9 84.2 87.6 86.3 76.6 66.1
4-Bach-Carmen 43.9 48.7 77.0 84.8 87.8 85.4 77.1 64.9
5-Bach-Blanca 43.8 45.3 77.3 87.5 88.1 85.2 74.6 60.1
6-Bach-Carmen&Blanca 42.8 42.9 78.1 88.4 90.8 82.1 75.8 63.2
7-Rode-Blanca 44.0 44.5 74.7 86.9 90.8 83.3 75.1 63.6
8-Rode-Carmen 46.5 47.4 79.1 91.0 90.8 88.8 86.0 67.7
9-Rode-Carmen&Blanca 44.9 47.4 79.3 90.1 91.4 87.2 82.8 65.0

218 P. Salvadores Palacio and M. de Barrios Carro



speed in each rehearsal and in a loop. That is, when the performer would finish the
‘Scale’, she then repeated it straightaway from the beginning until the 3-minute cycle
was completed. We can see the results obtained in the following tables (Tables 1 and 2,
Figs. 5, 6, 7 and 8):

88
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95
96

dB
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LCeq

Fig. 5. Total Sound level of all the phases in the first rehearsal
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Fig. 6. Octave band Sound level in first, second and third phase of the first rehearsal.
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6 Dosimeter. Measurements in the Second Rehearsal

The second rehearsal took place in one block, in the auditorium of Leon, in the final
rehearsal prior to the Christmas concert. The orchestra interpreted Strauss’ ‘Waltzes
and Polkas’, having the following results (Table 3, Figs. 9 and 10):
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Fig. 7. Octave band Sound level in forth, fifth and sixth phase of the first rehearsal.
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Fig. 8. Octave band Sound level in seventh, eighth and ninth phase of the first rehearsal

Table 3. Dosimeter DC112. Octave band measurements in the second rehearsal. The concert

Phase LAeq 63 125 250 500 1000 2000 4000 8000

Concert 87,4 74.9 79.7 82.5 83.4 84.1 80.8 70.6 60.5
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7 Dosimeter. Measurements in the Third Rehearsal

The third rehearsal took place in three blocks, in the Profesional Conservatory of Music
of Leon’s Auditorium. We employed the size of the violin used as a reference for each
block: we carried out the first block with a 1/4 violin, the second with a 3/4 one and the
third on with a professional violin of 4/4. The musical pieces performed are the fol-
lowing: Kücher Concertino op. 11 and Portnoff Concertino op. 13. The results obtained
are the following (Tables 4 and 5, Figs. 11 and 12):

Fig. 9. Sound level in second rehearsal. Concert. It is measure per second, and shows the concer
time and de pause time during the concert.
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Fig. 10. Octave band Sound level in second rehearsal. Concert

Table 4. Dosimeter DS112. Measurements in the third rehearsal.

Phase LAeq LCeq

1-Violin 1/4 87.2 87.8
2-Violin 3/4 96.8 97.2
3-Violin 4/4 97.4 97.3
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8 Sound Level Meter. Measurements in the First Rehearsal

The first rehearsal took place in three blocks, in the assembly hall of the Industrial
Engineering School of Leon. The performers interpreted the following pieces:

Table 5. Dosimeter DC112. Octave band measurements in the third rehearsal.

Phase 63 125 250 500 1000 2000 4000 8000

1-Violin 1/4 47.4 59.6 72.6 75.9 67.3 51.5 46.8 41.8
2-Violin 3/4 45.8 42.9 83.2 90 90.7 84.9 81.7 62.1
3-Violin 4/4 48.6 57.3 80.7 91.6 90.3 92.5 87.6 74.3
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Fig. 11. Total Sound level of all the phases in the first rehearsal
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Fig. 12. Octave band Sound level in first, second and third phase of the third rehearsal.
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‘G major scale with arpeggios’, Bach’s ‘Violin Partita n2 Allemande’ and Rode’s
‘Caprice n5’. The most representative value, which we use as a reference, is rehearsal
6, in which both violinists play Bach’s ‘Violin Partita n2 Allemande’. Here we provide
the data obtained (Table 6, Fig. 13):

9 Sound Level Meter. Measurements in the Second Rehearsal

We decided not to consider this measurement, due to the difficulty of receiving the
sound generated by both violins inside the orchestra.

10 Sound Level Meter. Measurements in the Third Rehearsal

The third rehearsal took place in three blocks, in the Professional Conservatory of
Music of Leon’s Auditorium. We employed the size of the violin used as a reference
for each block: we carried out the first block with a 1/4 violin, the second with a 3/4 one
and the third on with a professional violin of 4/4. The musical pieces performed are the
following: Kücher Concertino op. 11 and Portnoff Concertino op. 13. The results
obtained are the following (Table 7):

Table 6. Sound level meter. Measurements in the first rehearsal.

Position LAt LCt LCpeak

Right 74,3 75,2 93,6
Central 74,2 75,1 93,4
Left 74,6 75,6 93,8

Fig. 13. Octave band Sound level in the first rehearsal. The interval between 20 dB to 200 dB
shows the background noise.

Table 7. Sound level meter. Measurements in the third rehearsal.

Phase LAeq

1-Violin 1/4 68,6
2-Violin 3/4 73,6
3-Violin 4/4 75,5

The Sound of Violin 223



11 Conclusions

When we started this study on the sound energy generated by violins, the available
references we had permitted us to infer estimated sound energy values. However,
subsequent to this study, we have been able to verify that the real energy produced is a
lot higher than the expected one. Another important factor we have had to decide upon
is the musical pieces performed. This is important because, when performed, these
pieces generate and determine the sound energy. The pieces chosen for our study have
the characteristic of being not too fast, as we were looking for an energy reference
based on minimums, and not the maximum energy this instrument can produce.

As a further developing of this point, it is interesting to emphasize how the chosen
pieces have an apparently low sound level. In order to see this, it is sufficient to listen to
Bach’s ‘Violin Partita n2 Allemande’, which is a piece characterized by the stillness
and peacefulness it transmits, in contrast to pieces such as Paganini’s ‘Caprice n24’. It
is also important to point out that given decision of pieces and of basing our reference
on minimums has to do with the fact that the violin is not an especially noisy instru-
ment, in comparison with percussion instruments, for instance.

Impact on the Performer’s Ear. If we analyze the results provided in the rehearsals,
we can infer that if we play given pieces only for an hour each day, we reach LEX8 h
levels superior to 80 dB (A). As a result, the final conclusions from an energy point of
view are the following ones:

In the measurements, the minimum LAeqt value obtained was 87.2 dBA in a 1/4
violin, which children between 4 and 10 years old usually use when studying violin.

In one of the cases, we obtain a LAeqt value of 89dBA. Given value (as can be seen
in the graph) takes into account stops in the performance and thus we can infer that the
concert’s net value is indeed greater. However, this will be a matter of another study.

In the remaining cases, the LAeqt value goes between a 90 dBA minimum and a
97.4 maximum.

Impact on the Near Audience´s Ear. The obtained results in all of the cases are
energy levels between 68 dBA and 76 dBA, which highlight the fact that, starting from
1.5-meter distances, the energetic impact of one or two violins is minimum.
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Abstract. The inability to detect auditory alarms is a critical issue in many
domains such as aviation. An interesting prospect for flight safety is to under-
stand the neural mechanisms underpinning auditory alarm misperception under
actual flight condition. We conducted an experiment in which four pilots were to
respond by button press when they heard an auditory alarm. The 64 channel
Cognionics dry-wireless EEG system was used to measure brain activity in a 4
seat light aircraft. An instructor was present on all flights and in charge of
initiating the various scenarios to induce two levels of task engagement (simple
navigation task vs. complex maneuvering task). Our experiment revealed that
inattentional deafness to single auditory alarms could take place as the pilots
missed a mean number of 12.5 alarms occurring mostly during the complex
maneuvering condition, when the EEG engagement index was high.

Keywords: Inattentional deafness � Auditory alarm misperception � EEG
engagement index � Real flight conditions

1 Introduction

Neuroergonomics is an exciting field of research that has gained momentum over the
last decade. It promotes multidisciplinarity and the implementation of brain imaging
devices to understand cognitive functioning in complex real-life situations [1]. Neu-
roergonomics opens promising perspectives for applied disciplines such as Human
Factors and Ergonomics. Generally, these latter emphasize behavioral and subjective
approaches to address human performance issues. Whereas the scientific contribution of
these disciplines is of great importance, they may appear limited to provide explanations
for more complex phenomena that require the investigation of the cerebral activity. This
is the case for auditory alarm misperception that has been shown to be involved in
several aircraft accidents [2, 3]. Indeed, the dominant theory to account for this phe-
nomenon is that pilots consciously choose to ignore these warnings due to cognitive
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biases [4] or poor design issues [5, 6]. Without denying the importance of these findings,
recent Neuroscientific studies have postulated alternative perceptual and attentional
explanations, known as the inattentional deafness hypothesis. There is a corpus of
evidences that unexpected sounds may fail to reach awareness when highly engaged in
visual tasks [7–9]. In these contexts, the visual modality may take over hearing via
gating mechanisms at the visuo-auditory integrative [7, 10, 11] or higher levels [12].

Since flying is an activity that mainly solicits visual processing, inattentional deaf-
ness is more likely to take place in the cockpit, thus leading to auditory alarm neglect.
Some experiments conducted in flight simulators have shown the existence of
this phenomenon during the landing phase [3, 13, 14]. More recently, an electro-
encephalography (EEG) study involving a critical scenario in a flight simulator (i.e.
approach with burning engine and smoke in the cabin) yielded a high rate of auditory
alarm misperception. The EEG analyses revealed that misses were associated with lower
N100 and P300 amplitude than hits [15], confirming the existence of an early and
unconscious gating mechanisms. Interestingly enough, an EEG experiment conducted
under real flight conditions disclosed that a reduction in phase resetting in alpha and theta
band frequencies was a neural signature of inattentional deafness [16]. These studies
demonstrate the importance of adopting a Neuroergonomics approach to underpin the
neural mechanisms at the core of human performance and erroneous behavior.

There is still the need to understand the causal factors that promotes the occurrence
of inattentional deafness. Excessive cognitive workload and limited resources theories
are generally thought to be the main cause of such auditory attention impairment [4, 9].
However, cognitive workload should not be viewed as the resultant of an external
demand applied on an individual passively adapting to it, but rather as an active process
that depends on the human operator’s level of engagement. Thus, the allocation of
cognitive resources has to be considered as the product of the level of task demand by
the level of task engagement. We state that level of engagement mainly depends on task
utility/reward, associated risk and time on task (i.e. sunk cost effect - see [17, 18]). This
explains why auditory misperception is more likely to occur during the landing (i.e.
final destination) even during visual flight rules conditions [19, 20].

In the present study, we intend to investigate auditory misperception with EEG in
more ecological settings than previous research [15, 19–21]. The main objective was to
show that inattentional deafness could take place in the cockpit, especially during high
level of engagement episodes. We manipulated the flying task to induce two levels of
engagement. Additionally, we computed an EEG index defined by [22] to verify that
our conditions were effectively leading to different levels of task engagement [22–24].
Eventually, an additional motivation was to show the feasibility of extracting this index
with a dry electrodes system under ecological settings.

2 Material and Method

2.1 Participants

Four healthy male pilots (97.5 mean flight hours), participated in the study after they
gave their informed written consent. All reported normal auditory acuity and normal or
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corrected-to-normal vision. The experimental protocol was approved by the European
Aviation Safety Agency (EASA permit to fly approval number: 60049235).

2.2 Experimental Scenario

The experiment was conducted at Lasbordes airfield (Toulouse, France) in which the
pilots were to respond by button press when they heard an auditory alarm (chirp
sound). Two hundred and thirty stimuli were presented every 10 to 15 s. The exper-
iment lasted approximately 1 h (i.e. from take-off to final taxiing). During the exper-
iment, an instructor manipulated two levels of task engagement. The low task
engagement condition involved simple navigation above 1700 feet and the high task
engagement condition involved several complex maneuvering exercises such as sim-
ulated engine failure, off field emergency landing procedures, and low altitude circuit
patterns. There were an equal number of auditory alarms between the two conditions.

2.3 Aircraft

The ISAE-SUPAERO DR400 light aircraft was used for the purpose of the experiment
(Fig. 1). It was powered by a 180HP Lycoming engine and was equipped with classical
gauges, radio and radio navigation equipment, and actuators such as rudder, stick,
thrust and switches to control the flight. The participant was placed on the left seat and
was equipped with the EEG dry electrode system. A switch button was attached to the
stick to collect pilots’ response. The participants wore a Clarity Aloft headset that was
used to trigger auditory stimuli from a PC via an audio cable. The participant could still
communicate with the other crew members, air traffic controllers when he received
auditory alarm. The safety pilot was an ISAE-SUPAERO flight instructor. He was right
seated and had the authority to stopping the experiment and taking over the control of
the aircraft for any safety reason. The backseater was the experimenter: his role was to
set the sensor, to trigger the experimental scenario and to supervise data collection.

Fig. 1. Left: a participant equipped with the 64-chanel Cognionics dry electrodes system. The
aircraft was a Robin DR400. Right: the response button attached to the stick.
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2.4 Neurophysiological Measurements and Analyses

The 64 channel Cognionics dry-wireless EEG system was used to measure brain
activity. EEGLAB was used for analysis of the EEG data for each pilot. The continuous
EEG data was filtered between 1–30 Hz, underwent automatic channel rejection, and
was cleaned using automatic subspace reconstruction. For each condition, we com-
puted the following EEG engagement index [22, 25]: average power in beta [13
30 Hz]/(average power in alpha [8 12 Hz] + average power in theta [4 8 Hz]).

3 Results

3.1 Behavioral Results

Our experiment revealed that inattentional deafness to auditory alarm could take place
as the pilots missed a mean number of 12.5 alarms (SD = 5.6) with 71,2% of them
(SD = 11%) occurring during the high engagement flying condition (Fig. 2).

3.2 EEG Results

As illustrated by Fig. 3 for two participants, the computed EEG engagement index
appeared to be related to this phenomenon, as its mean was higher during the
high engagement condition (Fronto-central area: 0.48, SD = 0.07; Parietal area: 0,46,
SD = 0.07) than during the low engagement condition (Fronto-central area: 0.44,
SD = 0.03; Parietal area: 0.51, SD = 0.12). Please report to Table 1 for more details.

Fig. 2. Altitude in function of time. Red stars indicate misses. The threshold altitude was set at
1700 feet (dashed black line). Note that this latter participant missed 9 alarms out of 12 below
this threshold (i.e. in the high task engagement condition)
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4 Discussion

The objective of this study was two-fold: first, we wanted to show that auditory alarm
misperception could occur under engaging flying conditions. Second, we aimed at
measuring the neural correlates of this phenomenon. This was challenging as we
collected data in highly ecological conditions with a dry electrodes device. To meet this
goal, we designed a scenario involving two levels of task engagement (simple navi-
gation task vs. complex maneuvering task) with four participants in an actual light
aircraft.

Consistent with previous findings [16], our experiment showed that inattentional
deafness to auditory alarms could take place in an actual cockpit. This is an important
step as most of the studies that demonstrated the occurrence of this phenomenon were
conducted in simulated conditions [19–21]. The four participants missed a mean
number of 12.5 alarms which is important considering that any absence of response to
such stimuli could jeopardize flight safety as revealed by aviation accidents [2, 26]. As
expected, our behavioral results disclosed that the occurrence of auditory misses was

Fig. 3. Fontro-central region of interest: engagement ratio power spectral results for 2
participants above (i.e. low engagement condition) and below (i.e. high engagement condition)
the altitude threshold.

Table 1. EEG engagement index for all the participants in the fronto-central and parietal regions
of interest above and below the altitude threshold.

Fronto-central Parietal
Above Below Above Below

0,44 0,58 0,50 0,64
0,42 0,47 0,51 0,58
0,48 0,50 0,42 0,43
0,42 0,39 0,41 0,38
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higher in the high task engagement conditions when pilots faced complex and unex-
pected situations such as engine-off emergency landings. These complex engaging
situations are known to increase pilots’ visual load as they have to carefully scan
several flight parameters, perform quick actions while controlling the trajectory, and
finding a grass airfield or safe fields in the country side to land. On the other hand, the
simple navigation task consisted of following predefined routes at higher altitude with
no time pressure. These results confirmed basic studies revealing that auditory sounds
could go unnoticed when visual load is high [7–9].

Our EEG analyses support the hypothesis that inattentional deafness occurs more
often during high piloting task engagement. We computed an index using the average
power in the beta (13–30 Hz), alpha (8–12 Hz) and theta (4–8 Hz) bandwidths that has
been shown to be related to task engagement [22–25]. This index increased in the
difficult flying condition that led to higher miss rate. This suggests that the pilots were
particularly mentally engaged when performing the most critical landing maneuvers.
Indeed, the utility/reward of these goals were high for the pilots that were particularly
committed to achieve them. The miss rate and the few number or participants did not
allow us to perform event related potential or inter-trial coherency analyses as
respectively achieved by [16, 21]. However, our findings do bring complementary
explanations and provide additional metrics to understand the phenomenon of inat-
tentional deafness to auditory alarms. This study shows together with others [16, 27]
that dry EEG electrode systems can be implemented in actual cockpits. It paves the way
to the on-line monitoring of pilot’s attentional state and cockpit adaptation for safer
operation. This is of key importance as transportation aircraft manufacturers are cur-
rently developing the concept of single pilot operation. As the pilot would be alone in
the cockpit, task demand and level of task engagement would be higher and he/she
could not rely on a second pilot to assist him/her to detect alarms. Additional per-
spectives would be to test different designs in real flight conditions such as spatialized
warnings that have been shown to be more efficient to capture attention [28], and
further to implement an online estimation of the cerebral features associated with their
processing with robust methods such as detailed in [29].
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Abstract. The human factor in aviation is a complex and multidimensional
construct, incorporating different levels of analysis. At the core of this com-
plexity, cognitive and psychological variables occur in dynamic interaction.
A model of aerospace neuropsychology is proposed in order to investigate the
interaction between psychological variables and neurocognitive errors in the 100
most fatal civil aviation accidents. Recurring psychological and cognitive
themes described in the accidents were subjected to multidimensional scaling.
Five conceptual clusters pertaining to individual pilot characteristics, so-
ciotechnical cockpit performance, organizational/operational effect, training-
level of involvement and decision making-overestimation, were identified.
Psychological and cognitive interaction is apparent throughout the accidents’
human factor space, while individual characteristics are located within a dense
area visually separated from sociotechnical and human-machine interaction
features. Results are discussed in light of the need to review current aeromedical
examination procedures under a scientific accurate and ad hoc methodology.

Keywords: Aerospace neuropsychology � Emotion and cognition interaction �
Pilot assessment � Human factor in aviation � Real flight data � Aviation accident
analysis � 100 most fatal civil aviation accidents � Multidimensional scaling

1 Introduction

Accident analysis has been for some time now the prevailing methodology of inves-
tigating and preventing human error in aviation accidents [1]. This error has had a
manifold representation in the literature, for instance, under a cognition-based error
model within a cognitive architecture [2], as a neurocognitive symptom with physio-
logical underpinnings (e.g. spatial disorientation) [3], or as an occurring event in situ-
ations that increase human’s innate vulnerability to error [4]. On the other hand,
analysis of incidents related to the pilot’s psychological state (e.g. stressful events),
personality traits (e.g. inflexibility), psychiatric conditions (e.g. psychopathology) or
even organizational factors (e.g. organizational pressures) have been mostly dealt with
separately in the aviation literature. This “cognitive and psychological distinction” in
the study of the human factor is also reflected on explanatory models in aviation and
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ergonomics literature, and has also had an implication in the design and implementa-
tion of aeromedical assessment procedures. A new research design that takes into
account both cognition and emotion is therefore warranted, in order to improve our
understanding of the black box that is the human factor in aviation accidents.

Aerospace neuropsychology is the integration of neuropsychological methodology,
theory and practice in aerospace settings, in order to study and assess individuals in
every aspect of the human-machine interaction with an aim to fly. In a recent study1,
the 100 most fatal civil aviation accidents served as a research paradigm in order to
explore the human factor under an aerospace neuropsychological framework [5].
Researchers identified and described 24 psychological and 17 cognitive recurring
themes implicated in the accidents. A possible interaction–operationally defined as the
presence of at least one cognitive and one psychological variable in an accident- was
found in 53% of the cases (Table 1).

Table 1. Recurring cognitive and psychological themes in the 100 most fatal civil aviation
accidents.

Cognitive (n = 17) rf Psychological (n = 25) rf

Situational awareness 40 Communication 41
Monitoring 36 Violation of procedures 38
Attentional procedures 33 Risk involved 33
Decision making 27 Crew dynamics 28
Training 23 Operational pressure/goal oriented 22
Planning 17 Overestimation of capabilities 20
Language comprehension 13 Inflexibility 20
Multitasking 12 Passiveness 20
Prospective memory 11 Under reaction 18
Flawed assumptions 11 Performance under stress 16
Navigational error 11 Fatigue 13
Checklists 8 Other psychophysiological conditions 11
Spatial disorientation 8 Impulsivity 10
Computation 6 Sleep deprivation 8
Procedural steps 6 Obedience to authority 8
Level of alertness 5 Work conditions 8
Dyslexia 1 Aggressiveness 6

Invulnerability 6
Over-reliance on automation 6
Excessive reaction 4
Psychopathology 4
Macho attitudes 3
Murder suicide 2
Real-life stressors 2

1 Best poster award at the 5th European Congress of Aerospace Medicine (ECAM 2016) in Oslo,
Norway.
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Interaction between emotion and cognition is apparent both in clinical practice -
with a characteristic example the case of cognitive dysfunction in depression- [6] and
research [7]. Moreover, one of the most impressive scientific breakthroughs of our
century has been the advances in the field of neuropsychology and the mapping of the
brain. According to Young et al. [8] the amygdala which is considered the center of
emotional processing connects with virtually every cortical area of the brain. Cortical
areas are responsible for higher order cognitive functions with impressive complexity
involving hundreds of paths that correlate emotional and cognitive functions. In this
manner, the amygdala is hypothesized to be a strong candidate for integrating cognitive
and emotional information.

Human factor has been found to account for at least 69% of the 100 most fatal
aviation accidents [5] and consists of neurocognitive errors and psychological vari-
ables. The nature of the human factor itself is directly related to the scientific
methodology of aerospace neuropsychology, which perceives human factors as cog-
nitive and psychological variables’ coexistence and dynamic interaction.

Two civil aviation accidents can serve as paradigms of either a possible effect of a
psychological state or variable in cognitive performance or a single source human
factor related only to the psychological state of the subject.

In flight YH708 of West Caribbean Airways on August 16, 2005 the crew of an
MD-82 failed to take appropriate action to correct the stall of the aircraft, resulting in
loss of control and 160 fatalities (all). From the official accident report and related
sources, a number of psychological/emotional and cognitive contributing factors
attributed to the crew can be observed [9]. More specifically, the psychological state of
the captain at the time of the accident could be described by psycho/physical fatigue,
anxiety, low self-esteem, stress and frustration, whereas the cockpit crew resources at
the time of the accident are characterized by lack of effective communication and crew
dynamics. Moreover, the generation gap between the captain and the co-pilot (40 and
21 years old respectively), in conjunction with their behavioral profile resulted in
submissiveness/obedience and passiveness by the co-pilot without the verbalization or
manifestation of any kind of emotion in a very stressful situation. A number of
operational factors seem to have contributed to the psychological state of the crew with
the airline having a number of financial problems affecting the operations by creating a
climate of uncertainty and stress. Prior to take off, the aircraft was long delayed owing
to payment of fuel resulting also in the deterioration of the alertness and fatigue of the
crew. The captain was unpaid for 6 months and was obliged to work at a family owned
bar/restaurant to gain some income, while infringements in crew rest hours, flying time
and leave periods, failure to provide crew with regulation training and inconsistencies
in aircraft records and flight documents could also be noted. The cognitive variables
attributed to the accident are: training, attention, planning, checklists, alertness, situa-
tional awareness, decision making. There is a high probability that the respective
psychological variables had a detrimental effect in the neurocognitive errors resulting in
the loss of control and crash of the aircraft.

Germanwings flight 4525 raised a global interdisciplinary discussion regarding
pilot assessment methods and human factors in aviation. On March 24, 2015 an Airbus
320 crashed in a mountainous area in southern France killing all 144 passengers and 6
crew members. The accident was due to a deliberate and planned action by the co-pilot
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to perform murder-suicide crashing the aircraft into the French Alps. The psychological
state of the co-pilot, despite the fact that he was a holder of a class 1 medical certificate,
was characterized by a mental disorder were active clinical psychopathology with
psychotic symptoms was diagnosed and antidepressant and sleeping aid medication
was prescribed. The co-pilot was referred to a psychotherapist and psychiatrist by a
private physician one month before the murder-suicide and was diagnosed with a
possible psychosis. The psychiatrist treating the co-pilot prescribed anti-depressant
medication one month before the crash and other anti-depressants along with sleeping
aid medication eight days before. The series of events included the captain of the
aircraft leaving the cockpit at FL380 and the selected altitude changing from 38000 ft
to 100 ft by the co-pilot while alone in the cockpit, with the aircraft starting a con-
tinuous and controlled descent on autopilot. The co-pilot never responded to the
Marseille control centre or the French military defence system who tried to contact the
aircraft on various attempts. The buzzer to request access to the cockpit by the pilot
sounded 04:40 after the captain had left with no response from the co-pilot. Further-
more, none of the intercom calls elicited any answer, leaving the captain of the aircraft
outside the cockpit until the collision with the terrain at 09 h 41 min 06. It is noted that
the cockpit doors of the aircraft are designed for security reasons to resist penetration
by small arms fire and grenade shrapnel and to resist forcible intrusions by unautho-
rized persons [10]. The Germanwings crash is an aviation disaster characterised by a
single dimension of causal agent attributed to psychological variables and resulting in a
conscious and deliberate act by the co-pilot.

The human factor in aviation is a complex and multidimensional construct, incor-
porating different levels of analysis. This is evident throughout aviation and ergonomics
literature in theoretical frameworks, explanatory models and technical documentation of
human factor accounts of civil aviation accidents. In a cognitive analysis model for
example, a visually meaningful distinction has been made between practitioner and
domain characteristics [11], one that places task performance on a continuum from
human attributes (e.g. goals, motives, knowledge skills and strategies) to social/
organizational structure and physical environment (e.g. sociotechnical organization,
physical characteristics and constraints). Similarly, the Human Factor Analysis and
Classification System (HFACS) as a comprehensive human error framework follows an
analytical course from unsafe acts of operators to organizational influences [12]. The
existence of many quantitative and qualitative distinctions between a successful per-
formance or a fatal error while on air, calls for the use of more refined descriptive
methods of the human factor in aviation. Aerospace neuropsychology attempts to further
refine previous human factor constructs with the integration of cognition and psy-
chology as latent and active variables affecting the human-organization continuum every
step of the way.

The present study is an effort to explore an underlying construct for cognitive and
psychological coexistence and possible interaction in the 100 most fatal civil aviation
accidents.
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2 Method

Recurring cognitive and psychological themes in the 100 most fatal civil aviation
accidents were coded and organized in the respective variable categories “cognitive
functions” and “psychological/emotinal variables”. Two researchers performed quali-
tative and quantitative content analysis independently on the following: Official
final/inconclusive/preliminary accident reports, cockpit voice recorder transcripts,
judicial investigate reports, online databases, peer-reviewed articles, textbooks on
aviation accidents. A third researcher calculated inter-rater reliability (Cohen’s
kappa = 0.79). Human factor was implicated in 69% of total cases. A possible effect of
psychological factors to neurocognitive errors was defined as at least one psychological
and one cognitive variable attributed to the pilot spatiotemporally during the accident
and was accounted for 77% of causes related to human factor (n = 53). Variables from
either a cognitive or a psychological source was found in 10% of human factor acci-
dents (n = 7), while 13% of the human factor cases were considered as inconclusive
(n = 9).

Results from content analysis were subjected to multidimensional scaling (MDS),
with individual matrices for co-occurrence of cognitive and psychological variables
simultaneously. Non-metric MDS (through ALSCAL) was applied in order to explore a
two-dimensional graphical representation reflecting the map of human factors impli-
cated in the accidents in question. The squared Euclidean distance between vectors of
estimates was computed for each variable from the two human factor sources (cog-
nitive and psychological). In this way distances represent composite measures of the
spatial relationships of neurocognitive errors and psychological/emotional states in the
sample. Further clarification of the underlying construct of the possible interaction
matrix was attempted using a multidimensional scaling trigonometric solution
(MDS-T), according to Mylonas [13–15]. Through this method the initial ALSCAL
outcomes are constrained through trigonometric transformations on the circle
(two-dimensional solutions) and/or the sphere (three-dimensional solutions) to reach
better explanatory power as quadrant specific information is taken into consideration
along with the relative distances among the stimuli analyzed [14, 15].

3 Results and Discussion

Psychological and mental health variables attributed to the crew were found adequate
to cause an aviation disaster. These variables were directly related to the accident cause
and were observed without the presence of a neurocognitive error. An act appearing at
least twice in the 100 most fatal aviation accidents (Germanwings flight 4U4525,
EgyptAir flight MS990) and is directly related to mental health variables and psy-
chopathology is murder-suicide. This statistic does not take into consideration
underdetermined causes in the sample where murder suicide is probable. Murder-
suicide by pilot is a conscious and determinate double act in which the pilot in com-
mand deliberately crashes the aircraft as a way to kill himself while resulting in the
death of one or more others on board. Despite murder suicide occurs relatively rare in
aviation it is in large proportion to the number of deaths related to other accidents,
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while post hoc it is often appraised as an event that could have been prevented if the
effect of psychological condition on human risk factor was adequately assessed. It is
worth noting that a number of pilots that committed murder suicide had active psy-
chopathology and were on psychiatric medication for related conditions at the time of
the accident. Suicide and murder-suicide by pilot are often mistakenly considered as
identical while they represent two independent and recognizable entities that in psy-
chiatry are treated as separate events with distinct risk factors [16].

An individual matrix for possible interaction between cognitive and psychological
variables (Fig. 1) reached a marginally acceptable stress of 0.142 with R-sq = 0.909.
Multidimensionality was inferred from data organization with five visually recogniz-
able conceptual clusters:

• Individual Pilot Characteristics: 61.5% of all data were accumulated in a space
array roughly oriented vertically between −1 and 1 and horizontally between −1
and 0 (Fig. 1). Perceived individual characteristics and skills inside this shape

Fig. 1. Multidimensional scaling (ALSCAL) of cognitive and psychological variables coexis-
tence and possible interaction in the 100 most fatal civil aviation accidents. Distances represent
composite measures of the spatial relationships of neurocognitive errors and psychological/
emotional states. Five conceptual clusters pertaining to (1) individual pilot characteristics,
(2) sociotechnical cockpit performance, (3) organizational/operational features and supervising
outliers (4) training-level of involvement and (5) decision making-overestimation are identified.
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formed a distinctive group, with further discrimination between cognitive2 and
psychological3 variables bounded respectively below and above the X axis. A vi-
sual representation of coexisting cognitive and psychological variables inside this
dense area is indicative of the possible effect of the psychological variables in the
cognitive performance of the pilot. There is sufficient evidence to support that
psychological variables related to personality traits, psychopathology, physiological
states and real-life stressors can have a significant effect on cognitive functionality
[7, 17].

• Sociotechnical cockpit performance: An apparent configuration of proximities on
the opposite side, roughly oriented vertically between −1 and 0 and horizontally
between 2 and 3, represents variables that could be conceptualized as recurring ad
hoc inside the cockpit. Variables situational awareness, monitoring, communica-
tion, attention and crew dynamics are perceived as cognitive and psychological
features that represent the interactive environmental challenges between systems
and human resources of the airman during flight. These variables include but are not
limited to Crew Resource Management involving interaction human-to-human (e.g.
crew dynamics) and human-to-aircraft/human-machine interaction (e.g. monitor-
ing). According to Stanton and colleagues [18, 19], situational awareness -a variable
belonging to this cluster- is “an emergent property of the sociotechnical system
which represents the unit of analysis rather than the individual agents working
within it”.

• Organizational/operational features: Operational pressure (e.g. goal oriented
behavior in order to meet the company’s flight schedule time tables under potentially
dangerous situations) tend to form distinct proximities with individual characteristics
that are separated from the dense area where most personality traits lie. These
variables are: risk-involved behavior, inflexibility and violation of procedures. It
appears that the co-occurrence of the above in conjunction with operational pressure
holds a significant weight in the analysis of the 100 most fatal civil aviation accidents
through aerospace neuropsychology as a prone to accident conceptual cluster.

• Supervising Outliers: decision making and training: Decision making and training
appeared as vertically organized outliers (+2.1, −1.6 respectively). These cognitive
variables seem to have a supervising role in the aerospace setting and have a detri-
mental effect should they breakdown. Two distinct conceptual entities directly related
to training and decision making in aviation accidents could be further identified:

(i) Level of involvement: Adequacy of training also seems to define the level of
involvement in a potentially dangerous situation, forming a distinct cluster
with the psychological variables passiveness and under reaction. Inadequate

2 Prospective memory, computation, multitasking, use of checklists, alertness, comprehension,
navigational errors, procedural steps, planning, spatial disorientation, flawed assumptions.

3 Impulsivity, invulnerability, aggressiveness, macho attitude, excessive reaction, obedience to
authority, over-reliance on automation, performance under stress, sleep deprivation, fatigue, work
conditions, real-life stressors, psychopathology.
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pilot training is often followed by passiveness and under reaction resulting in
lower level of involvement in a critical situation.

(ii) Overestimated decision making: Decision making on the other hand has a
proximity with overestimation of capabilities, a finding which is relevant to
literature regarding over-assessment of abilities in pilots [20]. Probabilistic
reasoning related to overestimation of capabilities by the pilot and its effect on
decision making set the ground for the emergence of cognitive biases in
aviation accidents.

This MDS solution was further tested through MDS-T, a trigonometric transfor-
mation on a circle to reach better explanatory power as quadrant specific information is
taken into consideration along with the relative distances among the cognitive and
psychological variables implicated in the accidents [14, 15]. Dimensionality and
conceptual clusters described earlier were confirmed (Fig. 2).

Single source human factors were identified in a few cases related to psychological
variables mainly regarding psychopathology and murder suicide. The qualitative dif-
ference of these cases is their relevance to a determinate act by the pilot directly related
to the accident cause and not to an error. Contrary, almost in each case where a
neurocognitive error or characteristic was identified in an accident, at least one psy-
chological variable was respectively identified pertaining to the same accident.

Fig. 2. Clustering of cognitive and psychological variables coexistence and possible interaction
in the 100 most fatal civil aviation accidents through trigonometric transformations on the circle
(MDS-T). Distances represent composite measures of the spatial relationships of neurocognitive
errors and psychological/emotional states. Five conceptual clusters pertaining to (1) individual
pilot characteristics, (2) sociotechnical cockpit performance, (3) organizational/operational
features and supervising outliers (4) training-level of involvement and (5) decision making-
overestimation are identified.
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In the majority of cases, coexistence of psychological and cognitive variables
yielded a complicated multidimensional visual structure, suggesting a possible psy-
chological and cognitive interaction and a differentiation between organizational,
human-machine/sociotechnical and individual characteristics clusters. Moreover, dif-
ferentiated and individual variables such as “training” and “decision making” appeared
to have a distinct effect in the structure, whereas adequate training was also related to
the level of involvement in a potentially dangerous situation and decision making to
overestimation of abilities.

The present study is to our knowledge the first effort to visually represent perceived
cognitive and psychological coexistence and their possible interaction in aviation
accidents through multidimensional scaling. Proximities and dissimilarities of cognitive
and psychological variables that were implicated in the 100 most fatal civil aviation
accidents were shown for the first time on a human factor map, while an attempt to
explore the construct of emotion and cognition interaction was made. As multidi-
mensionality was readily apparent in scaling this interaction, several meaningful
constructs directly related to real-flight data were recognized. These human factor
constructs are more than just face value since they are related to events and circum-
stances that could be reenacted over and over when in the air. Practitioner-individual
characteristics, for instance, appear in our study inside a dense area which includes
more than 2/3 of the total observations. This area could be considered as a “hot space”
where psychological and cognitive phenomena appear in dynamic interaction. More-
over, this area is visually separated from domain characteristics such as organizational
factors with a possible effect on cognitive or psychological performance and
sociotechnical systems. The above distinction has been described in theoretical
accounts of analysis of cognitive work [11] and is apparent with many technical details
in human error frameworks such as the HFACS [12].

The human factor constructs and dimensions identified in the present study could
be of ecological validity and hold a predictive value. In this light they should be linked
to study methods and assessment procedures of the human factor in civil aviation. This
is particularly important since aeromedical examination and assessment procedures are
currently under great scrutiny and revision, especially after the recent Germanwings
case. Results from this study are discussed towards the direction of a current need to
review the existing examination procedures and create new reliable tools in an ongoing
effort to calculate meticulously the necessary variables for safe flight. The development
of new assessment tools, tests and prototype evaluation methods should be related to
actual flight performance data under a scientific accurate and ad hoc methodology.

Accident analysis could be a valuable tool for gaining insight into the black box
that is the human factor in aviation, similar to its role in the improvement of the safety
procedures and mechanical reliability of the machine. When arguing about aerospace
safety exhaustive control of exogenous factors is usually the rule of thumb, leaving an
inadequate assessment framework in terms of endogenous human variables. As a
conclusion, it is argued that the role of a neuropsychological approach towards the
identification of neurocognitive errors, psychological variables and their constant and
dynamic interaction in aviation mishaps could be the method of choice as it is directly
related to the nature of the human risk factor itself.
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Abstract. Some of new approaches in Human Factors and Ergonomics are
based on the assessment of cognitive and physical workload using physiological
measurements. Nevertheless, the relationship between both requires to get in
depth about its causes and effects. The main goal of this work was to develop a
model to distinguish the impact of physical and cognitive workload, leaning on
physiological response analysis. To do this, senior citizens performed a set of
tasks of video games, where the predominance of each type of workload is
known. Facial electromyography, galvanic skin response and electrocardiogram
signals from subjects were recorded while they performed the tasks. The
parameters extracted were used to design a classification model to predict the
type of workload involved in a task. The designed model is based in a reduced
number of variables and it achieves a 75.6% of success to differentiate physical
and cognitive demands.

Keywords: Gaming tasks � Cognitive/physical demands � Physiological
model � Senior citizens

1 Introduction

Workload is an indicator of the mental and/or physical effort required to carry out one
or more tasks at a specific performance level [1]. Workload assessment techniques, for
both physiological and cognitive components, can be classified into two categories:
subjective and objective. Subjective assessment techniques are based on an individual’s
personal feelings and perceptions, and they are typically considered less reliable than
workload assessment with objective techniques [2]. Those last ones are usually based
on quantitative data such as the level of performance or physiological data, and they are
often more reliable.

The relationship between physiological response and workload has been studied in
the past. As an example, Kohlisch and Schaefer [3] conducted an experiment within
they investigated the differences between mental workload and motor activity while
subjects performed computer tasks. Motor activity was forced by the speed of com-
pensatory keystrokes and mental workload was forced by mental arithmetical tasks.
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One of the findings from their study suggested that the heart rate was a useful indicator
of the attentional aspects of mental load [3]. Further, the cardiovascular system
responds to both physical and cognitive stresses, by causing an increase in both heart
rate (HR) and blood pressure [4]. In the experimental study they found that the rate–
pressure product (RPP), given by the product of HR and systolic blood pressure, is
significantly modified by both cognitive and physical tasks. Moreover, the findings
from this study indicated that RPP can be used as an objective measure to separate the
components of physical workload and cognitive stress in combined tasks.

The main goal of this research was to get in depth of the relationship between
physiology and workload. Workload has been often studied without combine different
physiological measurements, thus, the starting point was a broad assessment of the
physiological response. In addition, different gaming tasks were performed, in order to
link the predominant workload type and the physiological state changes.

2 Materials and Methods

2.1 Participants

Twenty subjects were involved into the experiment. They were divided in two groups
according to their age. On one hand, a group of 10 older subjects (5 women and 5 men)
with age ranging between 65 and 75 years (mean age 62.3 and standard deviation 2.2).
On the other hand, a group of 10 subjects (4 women and 6 men) with age ranging
between 45 and 55 years (mean age 49,4 and standard deviation 2.8). As inclusion
criteria, they should not suffer any severe pathology (physical or cognitive) and they
should not have previously played video games.

2.2 Experimental Procedure

Each user took part in 3 game sessions with at least 3 days of separation between
sessions. At the beginning of each experimental session, the subject was instrumented
with the equipment described below. Then, the technician requested to the subject to sit
down and rest during 30 s, in order to record the basal physiological state. During this
period the subject should not be influenced by any type of stimulus. Later, the user
performed the 4 gaming tasks. The tasks sequence was repeated three times throughout
the session. In order to stabilize the physiological state, subjects maintained a relaxed
state during 10 s before the beginning of the next gaming task.

2.3 Equipment

Physiological signals were recorded using BioPLUX. It is a device that collects and
digitalizes the signals from different kind of sensors. The device transmits the data to a
computer via Bluetooth, where it is displayed in real time. BioPLUX was used to
acquire the electromyography (EMG) signals on the zygomaticus major and corrugator
supercilii muscles of the non-dominant side of subject’s body. Zygomatic major EMG
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is related to the action of smiling and to positive emotional valences. Moreover, cor-
rugator supercilii EMG is related to the action of frowning and to negative emotional
valences. In addition, BioPLUX was used to record subjects’ electrocardiography
(ECG) and the galvanic skin response (GSR). GSR electrodes were placed on the palm
of the non-dominant hand (Fig. 1).

2.4 Tasks Description

The consoles and video games used in the study were chosen taking into account the
predominant type of workload (physical and cognitive), the difficulty of use for the
subjects, and the movements to be performed during the game. Table 1 shows the main
characteristics of the tasks. In addition, each task is described in detail below and Fig. 2
shows some screenshots of the games.

Task #1. Several numbered balloons appear on the screen and the user has to pop them
from lowest to highest number or viceversa. To do this, the subject uses the Wii remote
control to point and the “A” button to select.

Task #2. The avatar simulates a skier. The objective is to ski between the gates that are
signposted with arrows. The player controls the direction of the skis distributing his/her
body weight from right to left on the “Wii balance board”.

Task #3. Several figures are presented at the same time, and the goal is to match the
two figures that are identical in shape and color. User controls the avatar arms by
moving his/her arms.

Fig. 1. Facial electromyography (left) and galvanic skin response (right) electrodes placement.

Table 1. Tasks performed during the experimentation.

# Game Console and accesories Workload

1 Big brain academy: Balloon Burst Nintendo Wii Cognitive
2 Wii Fit Plus: Ski Slalom Nintendo Wii + Balance board Physical
3 Dr. Kawashima’s Brain and Body Exercises XBOX 360 + Kinect Cognitive
4 Kinect Adventures: River Rush XBOX 360 + Kinect Physical
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Task #4. The objective is to guide a raft along the rapids of a river collecting the
largest number of coins. The user changes the direction of the raft by moving his body
to the right or to the left. The game allows jumping, but, in this experimentation, users
were prevented to jump during the game to avoid potential injuries.

2.5 Experimental Design

The order of performance of the tasks (Table 2) for each user was randomized for
avoiding order influence. As the tasks combinations were the same for both groups of
subjects, there were two leftover combinations to be discarded. To make the decision
about the combinations to be discarded, consoles were prioritized against the type of
workload. Then, combinations in which the same console (Wii or XBOX 360) were
tested at beginning and the end were discarded: “#3, #2, #1, #4” and “#1, #4, #3, #2”.

2.6 Signals Processing

EMG and ECG signals were filtered with a 50 Hz and 100 Hz notch filter to avoid first
and second order interference from power lines. Moreover, the EMG signals were
filtered with a 0.2 Hz high-pass filter to reject baseline effect and were fully rectified
and filtered with a 4 Hz low-pass filter to acquire the envelope of the signal.

ECG signals were filtered with a 0.1 Hz high-pass filter to diminish baseline effect
and artefacts due to body movement (e.g. breathing). In addition, a modified version of

Fig. 2. Screenshots of the games used for the tasks. Task #1: Big brain academy: Balloon Burst
(up to the left), Task #2: Wii Fit Plus: Ski Slalom (up to the right), Task #3: Dr. Kawashima’s
Brain and Body Exercises (down to the left) and Task #4: Kinect Adventures, River Rush (down
to the right).
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Pan-Tompkins algorithm [5] was applied to detect “R” peaks and calculate the Heart
Rate. ECG signals were visually reviewed in order to avoid mistakes on R peaks
detection. Then, Heart Rate Variability (HRV) was calculated using the axis of
Poincare Plots.

GSR signals were decomposed as tonic response (baseline) and a phasic response,
(fast fluctuations) that are the result of external stimulus and related to the arousal level
[6]. The phasic response was extracted using a 0.1 Hz high-pass filter.

2.7 Data Normalization

Normalization of physiological data is critical. In fact, many studies cannot get results
due the high variability of the data. EMG and GSR data are especially dependent on the
near time states and on the subject.

The method used to normalize EMG and GSR signals is shown in (1). Here, the
normalized variable N depends on X, the 75th percentile of the signal acquired during
each task, and B, which is the 75th percentile of the signal during the initial 30 s of
relaxation state. This method allowed to reducing the intra- and inter-subject
variability.

N ¼ X� B
B

: ð1Þ

2.8 Model Design

In order to design the model, a logistical binary regression was made, using the
backward elimination method of Wald, since it allows to design a model with the
maximum percentage of success. This method introduces in the model a set of variables
and eliminates in each step the variable that less contributes to explain the differences.

Table 2. Order of the tasks performed for each subject during the experimentation.

Subject number Tasks order of
performance

Older group Younger group 1st 2nd 3rd 4th

1 11 #4 #1 #2 #3
2 12 #1 #2 #4 #3
3 13 #3 #1 #4 #2
4 14 #1 #3 #2 #4
5 15 #4 #3 #1 #2
6 16 #2 #1 #3 #4
7 17 #2 #4 #1 #3
8 18 #2 #3 #4 #1
9 19 #4 #2 #3 #1
10 20 #3 #4 #2 #1
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The same procedure was done including different sets of variables: all the 20
variables extracted, only those related to a single type of physiological phenomena, and
those that were normalized following the same criterion.

At last, two workload classification models were obtained. One with the objective
to achieve the higher success rate, and another one focused on reducing the number of
input variables.

3 Results

3.1 Workload Classification Model with the Higher Success Rate

The classification model with the higher success rate, was obtained introducing as input
all the variables (20 variables). This model achieved a percentage of success of 78.3%
(Table 3). However, it was based on 12 variables and some of them were highly
related: mean and standard deviation of R-R intervals, SD2 axis of Poincaré plot, both
phasic and tonic response of GSR and, finally, EMG parameters resulting from steps of
their treatment and normalization process. Table 4 summarizes model characteristics
and the results of Hosmer and Lemeshow test, which validates the model because it is
non-significant (p < 0.05).

Table 3. Classification table of the model with the higher success rate.

Observed Predicted
Physical Cognitive Physical Cognitive Correct (%)

360 0 269 91 74.7
0 360 65 295 81.9

Overall success (%) 78.3

Table 4. Summary and Hosmer and Lemeshow test for the model with the higher success rate.

Summary Hosmer &
Lemeshow

Step −2LL Cox & Snell R2 Nagelkerke R2 v 2 p-Value

1 705.531 0.334 0.445 11.684 0.166
2 705.546 0.334 0.445 12.894 0.116
3 705.569 0.334 0.445 12.144 0.145
4 705.598 0.334 0.445 13.256 0.103
5 705.775 0.334 0.445 12.258 0.140
6 706.022 0.333 0.445 13.490 0.096
7 706.831 0.333 0.444 13.739 0.089
8 708.247 0.331 0.442 13.116 0.108
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3.2 Understandable Workload Classification Model

In order to achieve a more understandable model, variables related with the same
physiological phenomena were not introduced in the model. The resulting model was
based on 5 input variables (see Table 5), and it predicts the predominant workload type
with a percentage of success of 75.6% (see Table 6). Table 7 summarizes model
characteristics and the results of Hosmer and Lemeshow test, which validates the model
because it is non-significant (p < 0.05).

The model allows to predict the workload according following (2), where “k” is
described in (3). Forecast value, F, has to be interpreted as follows: If F ε (0, 0.5), the
predicted workload is physical, if F ε (0.5, 1), the predicted workload is cognitive. The
behavior of the model in terms of workload type prediction for each variable is shown
in Fig. 3.

F ¼ ek

1þ ek
ð2Þ

Table 5. Input variables of the workload type classification model.

Symbol Variable

Vcorr
a 75th percentile of EMG corrugator supercilii potential

Vzig
a 75th percentile of zygomaticus major EMG potential

VGRST
a 75th percentile of tonic GSR potential

STD (RR) Standard deviation of R-R intervals of ECG (ms)
SD2 Poincaré plot axis (ms)
aParameters normalized respect the value at the beginning of the task.

Table 6. Classification table of the “optimum” model.

Observed Predicted
Physical Cognitive Physical Cognitive Correct (%)

360 0 254 106 70.6
0 360 70 290 80.6

Overall success (%) 75.6

Table 7. Summary and Hosmer and Lemeshow test for the “optimum” model.

Summary Hosmer &
Lemeshow

Step −2LL Cox & Snell R2 Nagelkerke R2 v 2 p-Value

1 768.024 0.274 0.365 10.083 0.259
2 768.155 0.273 0.365 10.546 0.229
3 768.376 0.273 0.364 11.473 0.176
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k ¼ �0:419 � Vcorr � 1:123 � Vzig þ 0:216 � VGRST þ 0:235 � STD � 0:460
� SD2þ 2:536: ð3Þ

The cognitive games seems to stress more than physical ones, as it considerably
reduces the variability of heart rate that is related with higher demands. However, the
effect on GSR seems to be similar. On the other hand, the physical games seems to be
more engaging, producing greater valence responses, in both sides, positive (EMGz)
and negative (EMGc) emotions, although being more similar in the case of negative
valences.

4 Conclusions

Physiological measurements allow to detect the physical workload and the cognitive
demands. As it was find in past studies, ECG variables are a good predictor of
workload type. In addition, other physiological variables have been checked that can

Fig. 3. Behaviour of model data in terms of predicted probability for each variable. Predicted
probability values from 0 to 0.5 mean that physical demand predominates in the task, since
values from 0.5 to 1 mean that cognitive demand predominates.
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contribute to get more information about the type of workload. The designed model has
a high classification rate (>75%) and it is comprehensible from physiological point of
view, using a reduced a set of parameters.

Further research is necessary to get in depth about the nature of the cognitive
workload, especially when the demands are higher or are really mixed. Physiological
response and its relations with workload will provide valuable information for
designing products and services, and also for training cognitive and physical capa-
bilities of people with disabilities or senior citizens.
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Abstract. Masciocchi and Still [1] suggested that biologically inspired com-
putational saliency models could predict attentional deployment within web-
pages. Their stimuli were presented on a large desktop monitor. We explored
whether a saliency model’s predictive performance can be applied to small
mobile interface displays. We asked participants to free-view screenshots of
NASA’s mobile application Playbook. The Itti et al. [2] saliency model was
employed to produce the predictive stimulus-driven maps. The first six fixations
were used to select values to form the saliency maps’ bins, which formed the
observed distribution. This was compared to the shuffled distribution, which
offers a very conservative chance comparison as it includes predictable spatial
biases by using a within-subjects bootstrapping technique. The observed dis-
tribution values were higher than the shuffled distribution. This suggests that a
saliency model was able to predict the deployment of attention within small
mobile application interfaces.

Keywords: Human-computer interaction � Mobile interface � Cognitive
engineering � Saliency model � Visual search

1 Introduction

Interface designers attempt to develop digital products that are easy to search. It is
apparent which designers are successful because interface search seems intuitive and
easy. In these cases, we are guided by top-down (prior knowledge and experiences) and
by bottom-up (stimulus-driven) influences. Top-down influences are most often con-
sidered during human-centered development (e.g., mental models, conventions).
Designers make searches effortless by thoughtfully selecting familiar objects and placing
them in familiar locations. However, designers often overlook bottom-up influences.
These stimulus-driven properties are inherent in an interface. Bottom-up influences are
automatic, occur early in the visual processing system, and operate independently of a
user’s expectations. For example, searching for a yellow dot amongst many green dots is
easy. The number of green dots does not modulate task performance because the pro-
cessing of the features within the search display is completed in parallel [3]. Our visual
system is biased towards selection of regions containing visually unique information.
Unfortunately, cognitive processes like these are not open for introspection, making it
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difficult for designers to identify stimulus properties and estimate the influence of sal-
iency across an entire display. However, designers can employ a biologically inspired
computational saliency model to reveal the influence of low-level visual features.

1.1 Saliency Research

The cognitive psychology literature has shown stimulus-driven influences such as
visual saliency reduce search times and often facilitate successful task completion [4].
According to Theeuwes [3, 5], visually salient objects capture attention even when they
are irrelevant to the current task demands. For instance, search efficiency decreases
when there is a salient distractor in the display, even when participants are instructed to
ignore the distractors. These findings suggest that salient objects are difficult to ignore,
highlighting the importance of recognizing the influence of saliency within interfaces.

It can be difficult to determine varying degrees of salience within complex and
visually rich images (like nature scenes). The vision science community has addressed
this issue by developing computational models to measure salience (e.g., [2]). These
models capture saliency by detecting local feature contrast differences across major
bottom-up dimensions (specifically: intensity, color, and orientation). Considering
regional uniqueness appears to be an effective means to predict attention. Parkhurst
et al. [6] demonstrated that a saliency model was able to predict fixations within images
of home interiors, buildings, natural landscapes, and fractal images.

Masciocchi and Still [1] showed that a saliency model could predict
stimulus-driven selection within web pages and suggested that users tend to look at
regions of high salience before regions of low salience [7]. Co-locating essential ele-
ments with higher salience can nudge users to attend to certain areas over others. Split
second differences can become important for interactions that are brief. It might mean
the difference between an element being recognized or completely missed.

1.2 Mobile Display Research

Usage of mobile devices has grown at an astonishing rate. Small display interactions
have become ubiquitous and a major design focus for interface developers. Often
interactions with smaller displays amplify usability issues [8]. According to Christie
et al. [9], the physical screen size of an interface can have a larger impact on task
performance than actual task complexity. Other researchers have found a variety of
mobile design considerations when attempting to improve the usability of mobile
systems [10–12].

In the current study, we explore whether a saliency model can be applied to small
mobile displays. The previous literature explored images displayed at 43.18 cm or
larger [6, 7]. It is possible that display size impacts the guidance visual saliency
provides. Small displays mostly fall within our fovea requiring only a few eye
movements to explore the interface. Nevertheless, stimulus-driven influences ought to
continue guiding attention. This study is the first to explore whether saliency can
account for attentional selection within small mobile interfaces.
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2 Method

2.1 Participants

Forty undergraduate students from Old Dominion University participated in the study
(28 females; 38 right-handed; 35 English is native language). The University Institu-
tional Review Board approved all study procedures.

2.2 Materials and Equipment

The stimuli were composed of 50 screenshots taken from NASA’s Playbook mobile
application [13]. Playbook helps astronauts schedule operations through timelines.
Playbook images were displayed on a monitor at an iPad mini size (a diagonal of
20 cm). The images were visually homologous containing colored blocks and text (see
Fig. 1). A Tobii X3-120 system recorded eye movements. This eye tracker gathers
binocular data and performs tracking using both dark and bright pupil data at a sam-
pling rate of 120 Hz. The system’s tracking accuracy was (M = 0.70°, SD = 0.27°).
Further, Tobii Studio (3.4.6) was used to present the stimuli and define fixations.

The saliency value maps were created by employing Harel et al. [14] MATLAB
implementation of the Itti et al. [2] algorithm. This original saliency model (targeting
the color, intensity, and orientation channels) identifies the degree of visual saliency for
every pixel within an image. The model was run on each image, and the maps were
normalized by dividing all values by the maximum value of that map and multiplying
by 100. Low values indicate regions of the image that are low in salience (unlikely to
be fixated) while high values indicate regions high in salience (likely to be fixated). The
fixation x, y locations were used to locate and extract values from the saliency map.

Fig. 1. The original playbook screenshot showed with its corresponding saliency map. Warmer
regions within the map indicate higher values and colder regions lower values.
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2.3 Procedure

Participants were simply instructed to view a series of Playbook app screenshots. The
experiment began with two nine-point calibration sequences to set up the system and
determine tracking accuracy. Each trial started with participants fixating on a central
fixation cross. After a short pause, a randomly selected screenshot was shown for
3000 ms. Then, the fixation cross display reappeared signaling the start of the next trial.
This study took about 10 min.

3 Results

The fixation x, y locations were used to select values from the saliency maps’ bin,
which formed the observed distribution. A bootstrapping technique was used to assess
a very conservative chance performance (that includes individual spatial biases). Using
this technique, each participant’s x, y fixations and corresponding saliency values are
extracted from every image map except for the map from which the fixations belong.
These data formed a within-in subject ‘shuffled’ distribution.

A 2 (Distribution: observed, shuffled) X 6 (Fixation: 1, 2, 3, 4, 5, 6) repeated
measures ANOVA, with Greenhouse-Geisser corrections, was employed to determine
whether the difference between distributions varied by fixations. The main effect of
distribution was significant, F(1, 39) = 133.49, p < .001, ηp

2 = .77. The observed dis-
tribution (M = 45.39, SD = 7.67) contained higher values than the shuffled distribution
(M = 41.24, SD = 7.13). The main effect of fixation was also significant, F(3,
117) = 13.48, p < .001, ηp

2 = .26. The interaction between distribution and fixation was
not significant, F(4,165) = 0.34, p = .86, ηp

2 = .01. (see Fig. 2). Post hoc tests using
Bonferroni adjustments revealed that the first fixation (ps < .001) was associated with
significantly higher saliency values than the other fixations. Together, these findings
suggest that a saliency model can be employed to predict the deployment of attention
within small mobile application interfaces (compare Figs. 1 and 3).

Fig. 2. Mean saliency values at the first six fixation locations for the observed and shuffled
databases. The figure error bars represent 95% confidence intervals.
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4 Conclusion

Designers strive to create intuitive interface interactions. One way to achieve this goal
is to consider the influence of visual saliency on searches. Visual saliency can be
determined by employing a computation saliency model; it determines the probability
of saliency, and therefore the likelihood of fixation, for each pixel in an image.
Masciocchi and Still [1] suggested that saliency can predict attentional deployment
within webpages. Further, they showed that users tend to fixate on high salience
regions [7]. Notably, the model appears to be better at predicting the first fixation than
later fixations [similar to 6]. This finding is not surprising given stimulus-driven
influences occur early. The present study explored whether a saliency model could
predict attentional deployment within mobile interfaces (previous research used stimuli
displayed on a large monitor). Therefore, we displayed NASA’s Playbook application
at under half the size of stimuli presented in previous studies; this display size simulates
the actual size the application would be displayed at during typical usage. We found
that a saliency model was able to predict fixations within much smaller displays. With
this knowledge, designers ought to utilize the model to reveal how stimulus-driven
influences are guiding their users’ searches within mobile interfaces.

4.1 Future Work

Employing a saliency model ought to help designers make decisions about the automatic
deployment of attention that are more informed. Clearly, formal models can facilitate

Fig. 3. The heatmap reflects the participants’ fixations during the first 2000 ms of viewing this
interface. Warmer regions within the map indicate more fixations and colder regions fewer
fixations.
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design decisions, but more work is needed. Rosenholtz et al. [15] suggest specifically
that more development is needed to bridge the research and practice gap. For instance,
the model needs to go beyond marking a pixel’s saliency to recognizing design elements
and suggesting impactful feature modifications. Even with these advances, research will
be needed to determine when this model should be employed during the development
process.

We propose that this salience model ought to facilitate lower cost and faster pro-
totype development. Currently, designers have to collect eye-tracking data to determine
how an interface is guiding users during a search. This requires time, eye tracking
expertise, special equipment, and participants throughout the iterative prototype
development cycles. The employment of this computation model ought to decrease the
number of development cycles needed to meet performance requirements and this
could be done without the need for special equipment or participants. However,
designers ought not abandon eye-tracking altogether. We recommend that a saliency
model be used during initial high fidelity prototyping. Then, during the ‘final’ sum-
mative testing phase, eye-tracking can be employed to verify users are looking at
critical elements in the design.

Even with advances in understanding the contributions of saliency to the deploy-
ment of attention in interfaces, research that explores the interaction between bottom-up
and top-down processing is still needed. We are assuming, based on decades of
research in cognitive psychology, that stimulus-driven influences (bottom-up) continue
to guide attention during a directed interface search (top-down). Although it is rea-
sonable to assume that top-down influence would have a larger impact on search
performance than bottom-up influences, bottom-up influences like saliency ought to
have an impact regardless of the search activity. If future research shows this to be true,
the applications for the saliency model reach beyond predicting free-viewing behavior
or mindless ‘internet surfing.’ We could use the model to facilitate a variety of searches
ranging from life-critical systems to e-commerce sites. If important interface elements
are not salient, changes to the design could be made to increase their salience. This
redesign process ought to help designers direct users’ attention to certain element over
others. This attentional guidance might result in greater situation awareness within a
life-critical system or higher profit margins within e-commerce sites.

Another advantage to using this type of attentional guidance is that it might offer a
less invasive means of communication. Currently, designers employ alerts that
exogenously demands attention by making an element blink or shake. This approach
takes advantage of low-level automatic neurological orienting mechanisms, which is
acceptable if the interface element must immediate capture the user’s attention.
However, most of the time, a system either is not designed to identify what ought to be
important or if it is designed to “guess” what the user should prioritize, it may be wrong
an unacceptable (and annoying) amount of the time. Saliency, as defined here, does not
demand immediate attentional orientation; it simply guides or nudges users to some
areas or others. We hope future research explores the practical application of using
saliency to nudge users to attend to certain interface elements over others.
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Abstract. EEG and Eye-tracking signals have customarily been analyzed and
inspected visually in order to be correlated to the controlled stimuli. This process
has proven to yield valid results as long as the stimuli of the experiment are
under complete control (e.g.: the order of presentation). In this study, we have
recorded the subject’s electroencephalogram and eye-tracking data while they
were exposed to a 2D platform game. In the game we had control over the
design of each level by choosing the diversity of actions (i.e. events) afforded to
the player. However we had no control over the order in which these actions
were undertaken. The psychophysiological signals were synchronized to these
game events and used to train and test an artificial neural network in order to
evaluate how efficiently such a tool can help us in establishing the correlation,
and therefore differentiating among the different categories of events. The
highest average accuracies were between 60.25%–72.07%, hinting that it is
feasible to recognize reactions to complex uncontrolled stimuli, like game
events, using artificial neural networks.

Keywords: Artificial neural network � Machine learning �
Electroencephalogram � Eye-tracking � Games � Pupillometry � Game events �
Psychophysiology

1 Introduction

Games can be viewed as complex multimodal stimuli with visually appealing content
and multilayered audio stimuli, which pose cognitively demanding tasks on the players.
All of which the gamer perceives holistically eliciting embodied reactions towards the
next course of actions. The perception process and the immediate unconscious phys-
iological reaction of the body are rather multifaceted and can tell us a lot about the state
of the person and the stimulus he is receiving. However, taking two complex streams of
signals and relating them directly to each other comes with a huge amount of uncer-
tainty, as psychophysiological signals have the property of being mapped many to one
[1]. Videogames can provide us with a controllable environment in which we can
design categories of events that can be repeated or undertaken multiple times. Then,
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there will be the possibility that certain observed patterns of psychophysiological
signals can be correlated to specific categories of events.

The psychophysiological signals considered in this study are Electroencephalogram
(EEG), Eye-tracking and pupillometry. These measurements can generate large
amounts of data, thus investigating them manually for patterns and relations might be
troublesome and time consuming. Therefore, inquiries in deep machine learning
algorithms, such as artificial neural networks (ANN) [2–4], are relevant in this domain.

2 Related Works: Classifying EEG and Psychophysiological
Data Through the Use of ANN

The idea of using ANNs to classify and recognize psychophysiological data streams is
not novel, as it has been looked at for a few decades, particularly for detecting EEG
artefacts [5]. In the literature, ANNs have been used to detect the EEG P300
event-related-potential (ERP) components elicited by counting and expectancy [6–8]
and to recognize EEG frequency bands, heart rate, eye-tracking and respiration in
relation to working memory [9–11]. In the ERP experiments the subjects counted the
attended sound frequencies [6] or the appearance of preselected images [7]. In the
expectancy experiment, the subjects where prompted to expect “the right” match of
congruent audio and visuals [8]. These studies provided the ANN with simple binary
classification problems, either target ERP or non-target ERP. The accuracy in these
studies reflects their simplicity, as it varies between 69% [8] to 97.3% [7]. Furthermore,
the datasets and ANNs used in these studies have been enhanced by a few algorithms to
improve the performance such as grand averaging across EEG channels [8], back
propagation [7] and autoregressive feature selection [7]. Apart from these works a
review article has debated the accuracies of ANN trained on EEG data [12]. The article
concluded that there is a promising future for using ANN to recognize and classify EEG.

In the quantitative EEG realm, [11] addresses the recognition of
working-memory-load, both, within a single task and across different tasks. There were
three memory tasks with two difficulty levels each: one low and one high. Classifying
these difficulty levels within each task gave accuracies between 86–89%. Moreover,
when the ANN was trained on one task, but tested with data from another task, the
average accuracy was 44.3% [11]. The same accuracy tendencies have been found
within workload classification of real life challenges such as air traffic monitoring, in
which eye-tracking, heartrate and respiration rate have been used as well [9, 10].

In the videogames domain, one investigation included predicting levels of enjoy-
ment in a game using heartrate, which yielded 76% accuracy through cross-validation
[13]. Another study with heartrate and skin conductivity features from dissimilar games
attempted to recognize user experience across both games [14]. When training the
ANN with the heartrate features, the accuracies fluctuated between 58.22% and
66.30%. Likewise, the ANNs trained on skin conductivity yielded accuracies fluctu-
ating between 57.93% and 64.67% [14]. The studies seem to consider mostly the tonic
response (e.g.: continuous EEG) and not so much the subtle phasic responses (e.g.
ERPs) in relation to different events and actions, which are occurring multiple times
during a game session. These might include some cognitive, psychological or affective
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processes uniquely bound to the recorded signal thus possibly detectable and recog-
nizable by the ANN. A demonstration of segmenting a game into different events and
analyzing them through descriptive statistics can be found in [15]. However, the
similarity of the recordings within categories of events was not recognized through a
machine learning algorithm.

3 The Game Stimuli

For the present study, we chose the 2D platformer game Super Mario Bros for the
testbed, given that it has been the subject of numerous affective-games and AI studies,
and due to the possibility to control and generate content within it [16–21]. This is a
rather simple game with recurring events and a limited palette of controls. The game is
about controlling the game-character Mario through different levels from left to right.
These levels are created with platforms containing boxes, collectables and enemies.
Some of the collectables allow Mario to morph and evolve, providing him with new
powers such as enhanced strength, the possibility of shooting fireballs and acquiring
extra life.

For this study the game has been dissected into different event components elicited
through the player’s interactions (see Table 1). These events were classified in different

Table 1. Event categories and type of events found in Super Mario Bros.

Event categories Event types

Mario gaining or loosing qualities when
colliding with an object:

Colliding with mushroom: enhances
Mario’s strength
Colliding with a flower: enables the use of
fireballs
Colliding with an enemy: losses one of the
gained qualities

Box collision events: Hitting an empty box
Hitting a box containing a coin
Hitting a box containing a mushroom
Hitting a box containing a flower

Killing enemy events: Killing an enemy by a stomp
Killing an enemy by a fireball
Killing an enemy by a shell

Ending level events: Dying by an enemy
Winning a level
Losing a level
Failing to jump a gap

Automated ending level events: Automated jump animation when dying
Automated transition to black
Automated transition back to the game

Avoiding dying in a gap event Succeeding a jump
Object collision without effect Picking up a coin
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categories according to semantic similarity. For instance, the “box collision events”
category consists of all the events which are triggered by Mario hitting a box when
jumping into it.

In order to ensure that each subject was exposed to enough repetitions of each
event-type for measuring purposes (i.e. ERP and gaze averaging and classification), ten
random but yet homogeneous game levels were generated. These levels were com-
posed of a jumping area, where the playing character could fall into gaps, and a fighting
area populated with enemies and with the presence of boxes (the source code used to
generate the ten levels are re-elaborated from [16]).

4 Experimental Setup

The game was played on a 27-inch iMac. The eye-tracking device, an eye-tribe
eye-tracker [22], was connected to this computer. Temporal onset information about
the game events and the eye-tracking signals were send through User Datagram Pro-
tocol Networking (UDP) to a second computer which synchronized the signals together
with the EEG recordings in a Matlab Simulink environment. The device used to record
the EEG signals was g.Tec g.Gammabox and g.Tec g.USBAmp [23]. The subject was
situated 110 cm from the iMac and the distance to the eye-tracker was 65 cm. This
setup promotes heightened eye-tracking accuracy, because the screen has a smaller
visual angle than what has been tested previously, and which have been found to give
poor accuracy along the borders of the screen [24, 25] (the calculation of the visual
angle can be found in [26]). The sample rates from the different signals were 256 Hz
for the EEG and 60 Hz for the Eye-tracker. Since the computer recording the EEG is
the master recorder there is only an eye-tracking sample for every 4.26 EEG samples.
To avoid null signals, the EEG samples with no corresponding Eye-tracking signals,
have been assigned zeroes in replacement of the null eye-tracking signal.

The eye-tribe provided X-Y coordinates for the gaze position and pupil diameter for
the left and right eye, generating in total four signal streams.

The EEG was recorded from 16 channels spatially divided to cover most of the
scalp within the 10–20 system. These channels were: F3, FZ, F4, T7, C3, CZ, C4, T8,
P7, P3, PZ, P4, P8, O1, OZ and O2. In total, these streams generated 20 different data
signals which could be influenced by the different game events that the subject could
encounter.

5 Subjects and Experimental Procedure

31 subjects were recruited through non-probabilistic convenient sampling with the help
of social media and the Aalborg University intranet at the Copenhagen campus. They
were requested to fill out a consent form, which informed them that brain-signal and
gaze would be recorded in a non-harmful way. A short pre-test questionnaire was
administered to get basic demographic data (gender, age and occupation) and asking
whether the participant had consumed any alcohol or caffeine, and whether he or she
had been diagnosed any relevant disorder (they were advised about this in the
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recruiting process). Be that the case, his or her dataset has been excluded when per-
forming across-participant analysis, but the experiment was anyway conducted. Lastly,
the subjects were asked how often they play video games and whether they had played
Mario, as this could have an impact on the data.

The Subjects comprised 7 females and 24 males, average age = 26.16 (SD = 6.9).
27 were students or interns (18 graduates and 9 undergraduates). Their gaming
behavior showed that 29 of them have played Super Mario Bros before, and 21 play
video games on a weekly basis. This makes the sample a homogenous group of
videogame playing students in their twenties.

After the pre-test questionnaire, the subjects were asked to sit in front of the
computer which ran the Mario game. The EEG cap was mounted and a conductive gel
applied. After that, the signals were checked to assure proper conductivity and impe-
dance and that the signals being recorded were EEG. The subjects were asked to sit as
comfortable and still as possible while anyway being able to look and interact with the
computer running the Mario game. A native eye-tracking calibration program was
executed to calibrate the device to the eyes of the particular user.

After all the data acquisition devices were calibrated, the Simulink patch, which
received and recorded the psychophysiological signals and the triggers for each event,
was started. The gameplay recording program was turned on. In order to record the
EEG baseline, each subject was exposed for one minute to a grey screen with a fixation
cross in the middle. Right after the baseline recording the Mario game was started.
While the subjects were playing the game, the experimenter monitored the EEG and
eye-tracking signals, maintaining a log of any eventual external sources of artifacts or
noise in order to exclude these parts of the recordings from the analysis. After the
subjects had played the game for 10 levels, they were debriefed and thanked.

6 Data and ANN Preparation

6.1 Data Preparation

The recorded data was segmented into 3-seconds’ epochs for each of the relevant game
events: 1 s before the onset and 2 s after the onset. This range was chosen to avoid
losing any important information from either the EEG or the Eye-tracking [27–31, 41].
The EEG data was filtered with a notch filter of 50 Hz [27] and a band pass filter
between 0.1 and 100 Hz. Afterwards, a visual inspection was conducted in order to
remove the epochs containing eye and muscle artifacts. All the remaining epochs were
counted and linked to their respective game events. The events having more than 20
epochs in one play session, and which appeared with such frequency in at least 10
subjects, were taken into consideration for further analysis. Through this process four
different events from Table 1 were considered for analysis: Hitting an empty box (EB),
Hitting a box containing a coin (CB), Killing an enemy with a stomp (KS) and Killing
an enemy with a fireball (KF). Furthermore, the exclusion process reduced the number
of subjects from 31 to 13. In these subjects the amount of repetitions for each of the
four events varied. To reduce the bias of variance, the number of these repetitions per
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subject was reduced to the lowest common denominator – which was 20 repetitions –
so each of the 13 subject’s dataset consisted of 20 EB, 20 CB, 20 KS and 20 KF.

Once the epochs for the relevant events were identified, the quality of the signal
was further improved by applying the Independent Component Analysis (ICA) [32, 33]
in order to detect possible artifacts not caught in the previous procedure. The same
segmentation procedure was applied to the Eye-tracking signals, in order to link both
data streams to their respective stimulus/event.

6.2 ANN Preparation

To prepare the ANN1 for epoch classification, the model was defined in terms of layers
and neurons, how many data points from each epoch should the ANN considered and
the number of iterations [2, 3]. Through iterative testing of procedural generated ANN
models [18, 34], the models shown in Table 2 were optimized to find the highest
accuracy for EEG or Eye-tracking data. Furthermore, to reach the best possible result,
and to take random weight initiation into account, all the models were tested 10 times.
All models were tested for 1000 iterations. To reach the amount of optimal iterations,
the resulting 3 best models were then tested every 100 iterations up to 10000 iterations.

6.3 Data Modelling for Recognition

Each subject yielded 20 datasets: 16 EEG channels and 4 eye-tracking data streams.
Each of these datasets contained the segmented epochs of the four game events that
were repeated 20 times in total. In order to be submitted to the ANN each of these 20
datasets per subject were divided into a training-dataset (70% of the total game event
epochs – 14 for each type of event) and a test-dataset (30% of the total game event
epochs – 6 of each type of event). Furthermore, through the training session the K Fold
Cross validation (K = 10) was applied, which has previously been found as a good

Table 2. ANN models optimized for EEG and Eye-tracking epoch data

Modality Input layer
(amount of
data points)

Hidden
layers

Output
layers

Learning
function

Activation
function

Iterations Number
of tested
models

EEG 256 (1000 ms
after stimuli
onset)

16, 10,
9

4 Resilient
backpropagation
[37]

Tanh for
hidden
layers.
Sigmoid for
output layer

7700 4341

Eye-tracking 768 (1000 ms
before and
2000 ms after
stimuli onset)

16, 12 4 Resilient
backpropagation
[37]

Tanh for
hidden
layers.
Sigmoid for
output layer

2400 1000

1 The ANN used in this study was created through the Encog Library [40].
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technique to avoid overfitting [35, 36]. Once the algorithm reached the amount of
prefixed iterations, it was tested with the test-dataset. Each dataset was run through the
ANN 10 times in order to compensate for different weight initiations. This yielded 10
different levels of accuracy and precision per single channel per single event.

With this data structure we could then analyze whether there would be significant
differences in either accuracy or precision of the ANN model when matching EEG or
Eye-tracking patterns to their respective event types. In other words, we were interested
in analyzing whether the data from the different EEG channels and eye-tracking
parameters would result in similar levels of accuracy and precision by the trained ANN.
To access the different accuracies and precisions between each of the psychophysio-
logical datasets with respect to each event type, Kruskal–Wallis one-way ANOVA test
(K-WANOVA) (p < 0.05) [37] was used.

7 Results

The results of the analysis are documented in the tables on the following pages. They
present an overview of different accuracy and precision benchmarks. These include the
highest/lowest results for both, individual subject/channel (e.g. the accuracy in channel
C4 in a single subject) and the averaged across subjects per channel (e.g. (13 subjects X
EEG channel C4’s accuracy)/13). All the averages were compared in all permutations
of channel-pairs (i.e. C3-P3, Pz-P3, etc.) through K-WANOVA to find significant
differences between them. The tables only present the pairs in which there was a
significant difference (p < 0.05). Similar comparisons are presented for the
eye-tracking parameters.

7.1 Accuracy Levels in Matching EEG Epochs to Game Events

A K-WANOVA comparison was run for each of the four game events. When com-
paring all 16 EEG channels (averaged for the 13 subjects) for each event type, there

Table 3. Comparisons of accuracies in different EEG channels per game events

Game
events

Averaged channels
pairs with significant
differences P < 0.05

Channel with
highest
averaged
accuracy

Channel with
highest
accuracy

Channel with
lowest
average
accuracy

Channel with
lowest
accuracy

EB: C3 > P3, Pz > P3 C4 = 66.53% F3 = 74.16% P3 = 63.81% O1 = 54.58%
P9 > P3

CB: T7 > P3 T = 63.01% C3 = 72.50% P3 = 60.51% C4 = 52.91%
KS: Oz > C3, Oz > Pz Oz = 64.19% Fz = 71.66% Pz = 60.51% P7 = 52.50%

Oz > P8, Oz > O2
T8 > Pz, T8 > O2

KF F3 > C4, T7 > C4 Oz = 72.07% Pz = 77.08% C4 = 70.06% O2 = 62.08%
Oz > C4
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were no significant differences between the accuracies yielded by the ANN when
matching the epochs to the respective game events (P > 0.05). However, pairwise
differences were found as shown in Table 3 (game event abbreviations follow from
Sect. 6.1)

7.2 Precision Levels in Matching EEG Epochs to Game Events

The K-WANOVA tests showed no significant difference of precision levels when
comparing all 16 averaged channels in relation to each of the four game events
(P > 0.05). However, as in the case of accuracy levels, pairwise significant differences
occurred. See Table 4 for results.

7.3 Accuracy Levels in Matching Eye-Tracking Epochs to Game Events

Four K-WANOVA tests compared accuracy differences between all averaged
eye-tracking parameters with respect to each of the four game events. Only one of these
tests showed a significant difference – between the pupil dilation of the left eye and the
three other parameters in the KF game event (P < 0.01). However, pairwise inspection
revealed significant differences, which can be found in Table 5.

7.4 Precision Levels in Matching Eye-Tracking Epochs to Game Events

The K-WANOVA tests showed no significant difference of precision levels when
comparing all 4 averaged eye-tracking parameters for each game event (P > 0.05).
Only one of the events (CB) showed a significant difference in the precision scores
between left and right pupil dilation. More benchmarks can be found in Table 6.

Table 4. Comparisons of precision in different EEG channels per game events (channel-pairs
marked with (*) showed a significance level p < 0.01)

Game
events

Averaged channels
pairs with significant
differences P < 0.05

Channel with
highest
averaged
precision

Channel with
highest
precision

Channel with
lowest
average
precision

Channel
with lowest
precision

EB: F3 > Fz, F4 > Fz F4 = 25.98% C3 = 51.12% C4 = 17.69% C4 = 1.53%
F4 > T7, F4 > C4

CB: O2 > P3, O2 > P8 O2 = 27.35% O2 = 45.54% P3 = 20.37% Pz = 4.72%
KS: Cz > F3, Oz > F3 Oz = 27.66% Fz = 45.73% Pz = 20.32% P7 = 5.00%
KF F3 > O1, Cz > P4* Pz = 22.58% Fz = 60.00% O1 = 10.52% Fz, P3,

P4 = 0.00%
Cz > O1*, T8 > O1
Pz > P3, Pz > P4
Pz > O1*, Pz > C4
P8 > O1, O2 > C4
O2 > P4*, O2 > O1*
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8 Discussion

The accuracies for the KF event (killing with a fireball) were always higher than the
accuracies for the other events. However, its precision was always lower. This
observation could suggest that the epochs for that event look different than the epochs
of other events, but the lower precision could suggest that the KF’s epochs are quite
dissimilar to each other. This remark can be validated when looking into how this game
event occurs. During the game, multiple enemies are spawned in the same area pro-
voking the user to shoot more fireballs after each other. In case more than two fireballs
hit enemies in a very short time frame, the epochs of each of these hits will be
influenced by each other. Furthermore, the other events have higher average precisions
than KF, thus suggesting that epochs related to these events are more homogeneous.
However, they are also somewhat similar across the three events as the accuracies are
lower, implying that epochs from one event may be matched to another. Another factor
which can have huge influence on the epochs is the specific game sequence of the
subject. The game events are certainly the same, but the sequence in which they occur
is random. This can have a strong impact on the psychophysiological signals as they
reflect the reaction to specific sequences in idiosyncratic ways. The epochs which are

Table 5. Comparisons of accuracies in different Eye-tracking parameters per game events. Left
Pupil Dilation (LP), Right Pupil Dilation (RP), X Gaze Position (XG) and Y Gaze Position (YG).
(parameters-pairs marked with (*) showed a significance level p < 0.01)

Game
events

Averaged channels
pairs with significant
differences P < 0.05

Channel with
highest
averaged
accuracy

Channel with
highest
accuracy

Channel with
lowest
average
accuracy

Channel with
lowest
accuracy

EB: LP > YG LP = 60.25% RP = 67.5% YG = 55.96% YG = 46.66%
CB: LP > RP LP = 60.80% XG = 70.00% RP = 57.85% XG = 46.67%
KS: LP > YG LP = 61.63% XG = 69.16% YG = 55.57% YG = 37.91%
KF LP > RP*

LP > YG*
LP = 70.99% LP = 75.00% XG = 64.16% XG = 55.41%

LP > XG*

Table 6. Comparisons of precisions in different Eye-tracking parameters per game events

Game
events

Averaged channels
pairs with significant
differences P < 0.05

Channel with
highest
averaged
precision

Channel with
highest
precision

Channel with
lowest
average
precision

Channel
lowest
precision

EB: None RP = 27.58% LP = 42.54% XG = 23.28% XG = 12.59%
CB: LP > RP LP = 27.94% XG = 42.25% RP = 24.03% YG = 10.82%
KS: None RP = 26.76% RP = 39.44% YG = 23.30% LP = 13.16%
KF None YG = 26.13% YG = 48.33% RP = 18.89% XG = 9.08%
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said to be alike might be similar in small components, and these components may
appear in a different time span within the epoch. This can be due to the player con-
stantly evaluating his options and in which order he should perform his actions [38].
However, it is encouraging to see accuracies reaching 70%, thus indicating that there
might be some similar signal patterns across game events. Taking into consideration
the sequences of the events could result in higher accuracies, given that these sequences
have more than one element of the game in common. Such analysis could open for the
exploration of the cognitive processes of the player, for example, how the particular
succession of events allows the player to plan and structure beforehand his goals and
his reactions to the coming targets.

In previous studies utilizing ANN to recognize EEG signals, the accuracies
are higher than the highest average observed in the present study: 69%–97.3% vs
63.01%–72.07% [6–8, 11]. There can be many reasons for this, one perhaps being the
complexity of the stimuli. The previous studies worked with controlled experimental
procedures, either to elicit the P300 component or observe differences in the continuous
EEG realm. Compared to their stimuli the game stimulus in this study is complex and
uncontrollable as discussed before.

9 Conclusion

In this study, we have recorded the subjects’ electroencephalogram and eye-tracking data
(gaze position and pupillometry) while they were exposed to different events in a 2D
platform game (SuperMario Bros). EEG and Eye-tracking signals have customarily been
analyzed and inspected visually in order to be correlated to the controlled stimuli. This
process has proven to yield valid results as long as the stimuli of the experiment were
under complete control (e.g.: the order of presentation). In our casewe had no control over
the order in which these actions were undertaken. Therefore, this study addressed the
feasibility of using an ANN for efficiently recognizing and correlating psychophysio-
logical signals to complex stimuli represented by random events in a videogame context.
A further study has to be carried out in order to compare different ANNs in this domain
(for example the use of convolutional neural networks (CNN) [39]. The levels of accu-
racies (60.25%–72.07%) and precisions (22.58%–27.94%) obtained in this experiment
suggest a promising avenue for exploring the automatic recognition of multimodal
psychophysiological patterns and their correlation to complex random stimuli. These
could be useful when creating meaningful biofeedback loops, or for online cognitive
characterization of the subject.
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Abstract. Mental workload remains an essential but challenging aspect of
human factors, while machine learning serves as an emerging and expanding
research realm to a wide variety of applications. This paper aims to compre-
hensively bridge the two areas by comparing present state-of-the-art machine
learning approaches that are currently utilized for assessing cognitive workload,
primarily artificial neural networks and support vector machines. To address and
evaluate both approaches, we obtain a physiological data set used to study fear
conditioning and cognitive load and format the data to focus primarily on the
latter. Ultimately, the results indicate that both techniques can effectively model
the data with up to 99% accuracy. Furthermore, under optimal parameter
selection, the neural network model produces the highest possible accuracy
under a comfortable level of deep learning while the support vector machine
model employs greater speed and efficiency while still enjoying a respectably
high level of accuracy.

Keywords: Cognitive workload � Machine learning � Deep neural networks �
Support vector machines

1 Introduction

Mental workload continues to be a topic of great interest in human factors, particularly
the means of assessing cognitive workload. Furthermore, the current state of machine
learning serves as an expansive research realm to a variety of fields. This paper aims to
bridge the two areas by identifying the advantages and disadvantages of present state-
of-the-art machine learning approaches that are currently in the assessment of cognitive
workload.

1.1 Cognitive Workload

Cognitive workload refers to the overall amount of effort being utilized in working
memory. In a certain light, the concept can be regarded as a type of balancing act
between underload and overload of such memory. For instance, many prior human
factors research efforts have sought to address the problem of overload [1], such as
when an individual is given tasks that are too numerous or too difficult, making one’s
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overall performance of such work less than optimal. Conversely, however, we must
also address the possibility of underload. For instance, a traveler engaging in a long and
monotonous drive may in fact benefit from increasing mental workload, as a low
amount may find the driver in a “highway hypnosis,” dulling his senses and leaving
him unable to react effectively to sudden changes, such as the immediate slowdown of
a leading car.

Overall, the ability to accurately and effectively assess one’s cognitive state has
remained a vital challenge in the field of neuroergonomics. Furthermore, the desire to
predict, classify, and otherwise manipulate cognitive workload assessment has been
greatly aided by the many novel facets of machine learning.

1.2 Machine Learning

Machine learning is a broad and well-recognized research field that spans across a wide
variety of applications. Cognitive workload is no exception and has been addressed by
this field in a vast plethora of ways. Artificial neural networks (ANNs) appear to be
most established in a variety of such problems, including classification of mental
workload [2], qualitative analysis based on air traffic data [3], and cross-task workload
[4]. A subset of ANNs known as deep neural networks (DNNs) have been applied to
similar but differing applications, such as emotion recognition [5], brain-computer
interfaces [6], and analysis of human activity [7]. Support vector machines (SVMs) are
well-known for assessing the cognitive state of a driver [8–11] and variations of mental
workload [12]. Like with any machine learning problem, the key to forming an
accurate and effective model is to properly decide the relevant inputs and outputs.
Inputs in this field are typically physiological in nature and have included respiratory
[2], electrocardiographic (ECG) [2], and electroencephalogram (EEG) [13] data, the
latter of which seems to be the most common [2, 5, 13]. Electrodermal activity
(EDA) also appears to be a promising physiological input in cognitive activity [14].
This paper aims to form a cost-benefit analysis of ANNs and SVMs in addressing
cognitive workload, using EDA data as a key physiological input.

1.3 Overview of Subsequent Sections

The remainder of this paper is organized as follows. Section 2 provides a more thor-
ough technical background of ANNs and SVMs. Section 3 provides an overview of
how the research was conducted, while Sect. 4 presents the results and the discussion
thereof. Afterwards, Sect. 5 presents concluding remarks.

2 Theory and Technical Background

This section establishes the technical backgrounds of the two machine learning tech-
niques addressed in this paper. As such, ANNs and SVMs are organized as two distinct
subsections. In addition, a further subsection presents the details of deep neural
networks.
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2.1 Artificial Neural Networks

An artificial Neural Networks (ANNs) is a statistical learning algorithm inspired by
biological neural networks. A Multilayer Perceptron (MLP) is a neural network model
that comprises of multiple layers of nodes [15]. MLP employs a supervised learning
technique for training a neural network that consists of two steps. The first step is to
select an appropriate architecture for the neural network problem, and the second step is
to update the connection weights of the network. A neural network consists of indi-
vidual units known as neurons, which take the form of three possible categories: input
neurons, output neurons, and hidden neurons, which are interconnected and allocated at
different layers. In a feedforward network, all the connections are forwarded from input
neurons to hidden neurons, which are then routed to output neurons.

In recent years, many learning algorithms have been introduced that include direct
optimization methods as well as global search techniques like Genetic Algorithm and
Swarm Intelligence. The Genetic Algorithm (GA) is a global search technique based on
biological evolution and genetics [16]. This technique searches from one population of
solutions to another, propelling towards the eventual discovery of an optimal solution.
Swarm Intelligence (SI) is an innovative bio-inspired computational tool that is inspired
by animal or insect behavior. Among many Swarm Intelligence based techniques, Ant
Colony Optimization (ACO) imitates the natural behavior of ants [17].

Deep Neural Networks. A deep neural network is one that consists of more than one
hidden layer. In this type of feedforward network, the connections are still forwarded
from the input neurons to the hidden neurons, but in this case, there is a first layer of
hidden neurons that receives connections from the inputs, which then routes new
connections to a secondary layer. These connections continue until reaching the last
hidden layer, which in turn feeds a final set of connections to the output neurons. This
phenomenon of deep learning is advantageous in the fact that we can apply a vast
number of hidden neurons and therefore a greater number of variables for optimally
tweaking a neural network model. In addition, an ANN can run much more efficiently
with several layers of a few hidden neurons per layer than under a single layer of the
same total number of hidden neurons.

2.2 Support Vector Machines

Support vector machines are a two-group classification problem that maps data points
onto a high dimensional space [18]. In this technique, a support vector network maps
multiple input factors into such a space through nonlinear mapping techniques [18].
The term support vector refers to the vectors that determine the largest margin of
separation between two groups. In general, SVMs offer fast training in a distributed
manner with efficient use of processing resources. Due to the relatedly binary nature of
SVM outputs, this technique is more beneficial when a problem seeks qualitative
outputs rather than quantitative ones. In addition to the training and validation accuracy
metrics that are commonly sought under an ANN model, an additional metric, known
as the F1 score, can be applied to such binary classifiers as SVMs [19].
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3 Simulation Setup

To thoroughly address the costs and benefits of both techniques, we conducted a variety
of simulation scenarios using the MATLAB scientific programming environment. An
overview of the default simulation parameters in the experimental setup is as follows:

• Results presented as the averages of 30 independent trials for the sake of
redundancy

• Samples of data randomized during each trial with 80% used for training and 20%
used for validation

• ANN tested from 1 to 20 hidden layers of neurons and from 3 to 20 hidden neurons
per layer

• ANN trained with Ant Colony Optimization containing a value of 0.1, 30 discrete
points, 10 ants per iteration, an error maximum threshold of .001, and a maximum
of 30 iterations

• SVM trained with a radial basis function kernel as well as with variable penalty
terms and c values, each consisting of 0.1, 1, 5, and 10.

The simulation was conducted on a Windows desktop with a quad core processor
and 8 GB of RAM, with relevant conditions executed consistently between both
machine learning mechanisms.

3.1 Data Acquisition

The data utilized in this research is based on an experiment by [14] in 2016. Natarajan
et al. collected the data for the purposes of evaluating fear conditioning and cognitive
logo. In turn, we have formatted the data so that it focuses entirely on the latter. To
address cognitive workload, the data measures electrodermal activity (EDA) during a
series of tests in which a human subject is required to either add 2, subject 7, or rest for
30-second periods. These mental tasks were chosen for the specific purpose of
assessing cognitive workload, based on an individual’s ability to remember a number
and repeatedly, as well as interchangeably, add to or subtract from it. For this research
project, the data was repurposed so that an ANN or SVM could be modeled to answer
one of many possible questions:

• Given a task number and a time step, what will be a subject’s EDA?
• Given a subject’s EDA and a time step, which task was he/she performing?
• Given every subject’s EDA and a time step, what (common) task were they

performing?

To demonstrate each algorithm’s capacity to accurately model the maximum
number of inputs feasible that this data set can form, the data in this research is
formatted to focus on addressing the third question. Under this arrangement, the EDA
for 24 separate subjects form 24 inputs, and their common time step serves as an
additional input for a total of 25. The sole output is the activity number, which rep-
resents the task being performed. Although there are only three unique activities, each
nonconsecutive instance of a recurring task is its own separate activity number.
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3.2 Algorithmic Implementation

The algorithm was programmed by following the flowcharts provided in Fig. 1.
The SVM algorithm was conducted from built-in MATLAB functions, while the ANN
algorithm was coded manually. Thus, only the ANN training algorithm is covered in
detail, as indicated by the flowchart on the right. The left diagram serves, on the other
hand, as a general training and testing process for both techniques.

4 Results and Discussion

This section provides the results for the MATLAB simulation, in the forms of both
accuracy and computational runtime. In addition, a discussion of the pros and cons of
both ANNs and SVMs is given. Also discoursed are the key distinctions and obser-
vations between deep neural networks and more traditional, single layer ANNs.

4.1 Neural Network Results

Figures 2 and 3 provide surface plots of the training and validation accuracies of the
ANN simulation, respectively. As the training accuracy indicates, the data is better
modeled under a DNN than under a conventional ANN. Validation accuracy, on the
other hand, provides less conclusive results between hidden neurons and accuracy.

Fig. 1. Flowcharts of general machine learning process and of ANN training by ant colony
optimization.
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To remedy this, the experiment was then refined so that only the optimal number of
neurons per hidden layer is considered for each number of layers, as given in Fig. 4. In
addition, Fig. 5 provides the efficiency of the ANNmodel under the same two variables.

Fig. 2. Surface plot of training accuracy by number of hidden layers and by number of hidden
neurons per layer.

Fig. 3. Surface plot of validation accuracy by number of hidden layers and by number of hidden
neurons per layer.

Fig. 4. Optimal accuracy by number of hidden layers.

280 C. Elkin et al.



When factoring the efficiency presented in the latter figure with the accuracy given
in the former, we can declare that the ANN model works optimally under the range of
11–18 layers, thereby proving that deep neural networks are overall better suited for
this realm of cognitive workload when compared to traditional single layer ANNs.

4.2 Support Vector Machines Results

Figure 6 provides a comprehensive analysis of the SVM model. The top row of figures
provides the respective training and validation accuracies by c value and by penalty
term. The bottom row provides the F1 score and the total computational runtime in
terms of the same two variables.

Fig. 5. Surface plot of computational runtime per iteration by number of hidden layers and by
number of hidden neurons per layer.

Fig. 6. Surface plots of (top left) training accuracy, (top right) validation accuracy, (bottom left)
F1 score, and (bottom right) computational runtime in terms of gamma value and penalty value.
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As the first three plots indicate, accuracy follows a consistent and somewhat pre-
dictable pattern, as an increase in each of the variables results in a higher accuracy and
a higher F1 score. The bottom right plot follows an inverted but consistent pattern, in
that an increase in either variable results in a shorter runtime. To maintain consistency
with presentation of the previous technique’s results, Fig. 7 depicts the accuracy results
for the optimal penalty term in each gamma value.

As the results indicate, both forms of accuracy remain respectably high under the
optimal penalty value, with the training accuracy in the range of 94–99% and validation
accuracy spanning 92–99%.

4.3 Discussion

The most apparent observation when comparing the two sets of results is the stark
difference in runtime. The SVM in its entirety runs significantly faster than that of even
a single ANN iteration. A likely reason for this lies within the added complexity of
incorporating a global method of training (ACO in this case), as opposed to a quicker
gradient based method.

In terms of accuracy, however, the ANN model maintains a slight edge. Under
optimal amounts of hidden neurons per layer, training accuracy remains consistently
above 98% while validation accuracy exceeds 97% in nearly two thirds of the hidden
layer choices. The SVM model, on the other hand, only reaches these accuracy
thresholds for half of the tested gamma values. Thus, we can conclude that in this
particular application of cognitive workload assessment, SVMs are the more ideal
machine learning mechanism for speed and efficiency. In the instance of absolute need
for high accuracy, however, ANNs produce a noticeably higher level of accuracy,
particularly under certain conditions of deep learning.

5 Conclusions and Future Work

This paper presented a detailed analysis of the use of artificial neural networks and
support vector machines for assessing cognitive workload. These machine learning
mechanisms were tested on a set of physiological data aimed to relate the electrodermal

Fig. 7. Optimal accuracy by gamma value.
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activity of multiple human subjects to classification of a cognitive task. The former
technique was evaluated in terms of a traditional single layer ANN and in terms of a
deep neural network. The results ultimately indicate that the SVM model has a
noticeable edge in computational runtime, while the ANN model produces a consis-
tently higher accuracy.

Because this paper focused only on two machine learning techniques, the most
prominent direction for future research lies within the evaluation of additional machine
learning techniques, such as deep belief networks, neuro-fuzzy systems, and regression
trees. In addition, ANNs and SVMs can be expanded for evaluation in terms of more
parameters, more training methods, and in the case of the latter, more kernel functions.
Exploration of additional cognitive workload data sets also remain a relevant path for
future work.
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Abstract. The development of information technology has enabled increas-
ingly easy access to biological information. Humans need to rest in accordance
with individual biological status. This study aimed to determine relationships
between findings from electroencephalography (EEG) and electrocardiography
(ECG) as physiological indices at rest and during brain activity. Correlations
between seated rest and seated rest on a massage chair were low, indicating that
the power of alpha brain waves decreased as R-R interval (RRI) increased.
However, this study did not show correlations between seated rest + the audi-
tory 2-back task and seated rest on the massage chair. RRI and the power of
alpha waves during tasks changed depending on whether the participant was
relaxed or engaged in brain activity, with an inverse correlation between the two
factors. The relationship between EEG and ECG findings at rest and during
brain activity reflects the relationship between the central and autonomic ner-
vous systems at rest.

Keywords: Autonomic nervous system � Central nervous system � Auditory
2-back task � Massage chair

1 Introduction

It is becoming possible to acquire, store, and utilize biological information on the
individual level with the development of information technology applications such as
the Internet of Things (IoT) and big data. In many developed countries, including
Japan, stress factors such as long work hours, sleep deprivation, and interpersonal
relationships are present in daily life. Accumulation of stress is associated with
depression and lifestyle-related diseases, and represents an obstacle to living a healthy
everyday life. To prevent such outcomes, the ability to accurately gauge the status of
the individual by measuring biometric information and to provide appropriate coun-
termeasures is important. In this research, we focused on grasping the condition of the
individual.

Findings on electroencephalography (EEG) reflect the status of the central nervous
system and are used to estimate depth of sleep and workload [1] of the brain. On the
other hand, findings on electrocardiography (ECG) reflect the status of the autonomic

© Springer International Publishing AG 2018
C. Baldwin (ed.), Advances in Neuroergonomics and Cognitive Engineering,
Advances in Intelligent Systems and Computing 586, DOI 10.1007/978-3-319-60642-2_27



nervous system and are used to evaluate stress [2] and relaxation. Since the electrical
signal on EEG is very small (around 1–100 lV), the results tend to be very noisy.
Measurement on a daily basis is thus difficult. On the other hand, the electrical signal
from ECG is comparatively easy to measure on a daily basis, since the electrical signal
(100 lV to 10 mV) is larger than that from EEG. As a result, a large amount of
research has examined methods for measuring ECG in daily life. In addition, Airitmo
(Daikin Industries, Osaka, Japan) [3] and Hitoe (Toray Industries, Tokyo, Japan) have
developed products that can measure heartbeat in daily life. Quality of life is expected
to be improved by measuring biological information during daily life and offering
feedback to users.

Based on this research background, the purpose of the present study was to elu-
cidate the relationships between EEG, ECG, and subjective evaluation during brain
activity and rest. By elucidating these relationships, we believe that information on not
only the autonomic nervous system but also the central nervous system and subjective
interpretations will be obtained from EEG information.

2 Experimental Method

2.1 Subjects

Participants comprised 12 healthy, non-medicated college students (9 men, 3 women;
age range, 18–23 years). All subjects provided written informed consent prior to
participation. Subjects refrained from excessive eating and drinking the night before the
experiment. In addition, subjects refrained from engaging in prolonged or strenuous
exercise on the morning of the experiment.

2.2 Experimental Protocol

The experimental protocol is shown in Fig. 1. The experimental protocol was per-
formed using alpha attenuation test (AAT)-specific activity (eyes closed [30 s], eyes
open [30 s] � 3) [4] for 3 min, followed by a 10-min task, then the 3-min AAT again.
The time of one cycle was 16 min. The Roken Arousal Scale (RAS) was evaluated
before and after measurements, with 5-min breaks between each cycle. The order in
which tasks were performed was randomized in every experiment to exclude any effect
of order.

2.3 Tasks

The four tasks in the experiment comprised seated rest, seated rest + auditory 2-back
task, seated rest on a massage chair, and seated rest on a massage chair + auditory
2-back task. In the state of seated rest, the subject sat on a chair with eyes closed. In the
state of seated rest on the massage chair, the stimulation position for massage was set to
the shoulder. The subject sat on the massage chair with eyes closed.

286 Y. Nakahata and H. Hagiwara



The auditory 2-back task consisted of the participant listening for an audible ran-
dom number between 0 and 3, delivered at 3 s intervals. Subjects were required to
press a button when the presented number was identical to the number presented two
numbers previously (Fig. 2). This auditory 2-back task is a representative task used to
evaluate working memory.

2.4 Experimental Equipment and Electrode Fixation Points

An EEG1100 (Nihon Kohden, Tokyo, Japan) was used for EEG and ECG. EEG was
recorded using the International 10–20 system (Fig. 3a). Electrodes were attached to
the head, and measurements were obtained from electrodes C3, C4, O1, O2, Fz, Pz,
A1, and A2. Cutaneous sebum was removed using a polisher before electrode

RAS AAT
(3 min)

TASK
(10 min)

AAT
(3 min) RAS

4 set

Measure EEG and ECG 

Fig. 1. Schematic of the experimental design. Tasks were performed continuously and
sequentially under the following four conditions: (1) rest; (2) rest + auditory 2-back task;
(3) massage; and (4) massage + auditory 2-back task.

1 3 4 1 4

Push the button2.5 seconds

Fig. 2. Schematic of the auditory 2-back test. The subject was required to press a button when
the presented number was identical to the number presented two numbers previously.
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application to reduce electrical resistance. ECG was recorded using the three-point lead
system (Fig. 3b). The difference between signals recorded from the electrodes over the
right clavicle and left ribs was measured. Respiratory rate was measured using the
respiratory sensor wrapped around the thoracoabdominal region.

3 Analysis

3.1 Roken Arousal Scale (RAS)

The RAS is a psychological evaluation method that quantitatively rates psychological
values of fatigue and alertness [5]. The RAS provides a quantitative index of the
following six states: sleepiness, activation, relaxation, strain (tension), difficulty with
attention and concentration, and lack of motivation. Each of the six states is evaluated
using two similar questions, with the average of the two similar questions defined as the
state value.

3.2 ECG

In this experiment, RR interval (RRI) was used as ECG data. The purpose of the
research was to obtain more information from EEG data. For this reason, we used RRI,
which would be the easiest data to obtain, without analyzing ECG data such as heart
rate variability (HRV) or high frequency (HF).

3.3 EEG

Brain wave noise was removed using low-pass filtering (120 Hz), high-pass filtering
(0.1 Hz), and band-stop filtering (57–60 Hz). Frequency analysis was then performed
using a fast fourier transform (FFT). EEG signals obtained from O2-A1 were analyzed,

zFp1 Fp2

Fz

Cz

Pz

F3F7 F4 F8

T4T3

T6P4P3T5

O1 O2

C4 A2C3A1

a b

Fig. 3. (a) International 10–20 system for measurement of EEG. (b) Three-point lead system for
measurement of ECG.
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since alpha waves appear in EEGs recorded from the parietal and occipital regions
under conditions of wakefulness, rest, and with closed eyes. In this study, we defined
the power spectrum at frequencies from 8 Hz to 13 Hz as the power of alpha wave.

4 Results

4.1 Auditory 2-Back Task

Figure 4a shows the average reaction time in the auditory 2-back task for the 12
subjects. Comparing differences between rest and massage, the average correct answer
rate was greater at seated rest than with seated rest on the massage chair. Standard
deviation of the correct answer rate in seated rest was smaller than that in seated rest on
the massage chair.

Figure 4b shows the average correct answer rate in the auditory 2-back task for the
12 subjects. Comparing differences between rest and massage, the average correct
answer rate in seated rest was lower than that of seated rest on the massage chair.
Standard deviation of the correct answer rate in seated rest was higher than that of
seated rest on the massage chair.
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Fig. 4. (a) Average correct response rate for the auditory 2-back task in the 12 subjects.
(b) Average reaction time in the auditory 2-back task for the 12 subjects.
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4.2 RAS

Figure 5 shows average values for sleepiness and relaxation calculated from the RAS
score. Sleepiness value increased in all four tasks. A significant increase (p < 0.05) was
seen before and after the task in seated rest. Relaxation value also increased in all four
tasks. A significant increase (p < 0.05) was seen between before and after the task in
seated rest and seated rest + the auditory 2-back task.

4.3 EEG

RRI change during 10 min is shown in Fig. 6. Each point represents the average value
of alpha waves every 2 min. Circles represent “rest” and triangles represent “massage”.
Solid lines represent “absence of the auditory 2-back task”, and dotted lines represent
“presence of the auditory 2-back task”.

The power of alpha waves in all tasks showed a decreasing trend over time. No
significant differences were seen between the auditory 2-back task and absence of the
auditory 2-back task in both rest and massage at 0 to 2 min and 8 to 10 min. Con-
versely, average power of the alpha wave in absence of the auditory 2-back task was
lower than in the auditory 2-back task.

0

1

2

3

4

5

6

7

SLEEPINESS RELAXATION

REST * p<0.05

*

0

1

2

3

4

5

6

7

SLEEPINESS RELAXATION

REST + 2-back

0

1

2

3

4

5

6

7

SLEEPINESS RELAXATION

MASSAGE * p<0.05

*

0

1

2

3

4

5

6

7

SLEEPINESS RELAXATION

MASSAGE + 2-back * p<0.05

*

ba

c d

Fig. 5. Bars show differences between RAS scores before and after the task in: (a) seated rest;
(b) seated rest + auditory 2-back task; (c) seated on massage chair; and (d) seated on massage
chair + auditory 2-back task.
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4.4 ECG

Results of the RRI change during 10 min are shown in Fig. 7. Each point is the average
value of the RRI every 2 min. Circles represent “rest” and triangles represent “mas-
sage”. Solid lines represent “absence of the auditory 2-back task” and dotted lines
represent “presence of the auditory 2-back task”.

The RRI in seated rest showed an increasing trend and RRI in seated rest + au-
ditory 2-back task was roughly constant over time. RRI in seated rest on the massage
chair showed a slight increasing trend and RRI in seated rest on the massage chair +
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the auditory 2-back task displayed a decreasing trend over time. Next, we described
differences depending on the presence or absence of tasks. No significant differences
were evident between the auditory 2-back task and absence of the auditory 2-back task
in both rest and massage at 0 to 4 min. Conversely, average RRI in the absence of the
auditory 2-back task was higher than in the auditory 2-back task.

4.5 Relationship Between EEG and ECG

Figure 8a shows a graph of seated rest with the power of the alpha wave on the vertical
axis and RRI on the horizontal axis. Figure 8b shows a graph of seated rest + an
auditory 2-back task. In these graphs, the average of each value for every 30 s for the
600 s of the task was plotted and connected by a line. In addition, circles indicate the
start point (from 0 s to 30 s in each task), and triangles indicate the end point (from
570 s to 600 s in each task). RRI increases as the power of the alpha wave decreases in
seated rest. A similar tendency was seen in seated rest on the massage chair. Con-
versely, no tendency was seen for RRI to increase as the power of alpha waves
decreased in both seated rest + auditory 2-back task and seated rest on the massage
chair + auditory 2-back task.
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We found a correlation between power of the alpha wave and RRI in 10 min of task
performance for each subject. Ten of the 12 subjects showed a negative correlation and
7 of those 10 individuals showed a strong correlation (5% significance level) in seated
rest. Nine of the 11 subjects showed a negative correlation and 4 of those 9 people
showed a strong correlation (5% significance level) in seated rest. No constant trend
was evident, and different correlation coefficients were shown by subjects in both
seated rest + auditory 2-back task and seated rest on the massage chair + auditory
2-back task.

5 Discussion

From 2 min to 8 min, significant differences in the power of the alpha wave were seen
depending on the presence or absence of the auditory 2-back task. The subject became
sleepy towards the end of the task, and the power of the alpha wave could shift to the
power of a theta wave. Moreover, brain activity is considered to be promoted and
attenuation of the power of alpha waves was suppressed by the subject performing the
auditory 2-back task. Likewise, regarding RRI, significant differences were also seen
depending on the presence or absence of the auditory 2-back task in both seated rest
and seated rest on the massage chair, except task 0 min to 2 min. As time passed, a
tendency was seen for the difference between the RRI for the absence of the auditory
2-back task and for the increased presence of the auditory 2-back task.

From the correlation coefficient between the power of the alpha wave and RRI, a
relationship was seen whereby RRI increases as the power of alpha wave decreases in
seated rest with eyes closed. From this, the state of brain activity was suggested as able
to be estimated from the heart beat interval. Also, no relationship in the auditory 2-back
task was identified. This is probably because the motivation and degree of concen-
tration of each subject differed due to the large error of performance result from the
auditory 2-back task. We plan to focus on the following two issues in the future: (1) to
analyze not only the power of alpha waves but also the power of theta waves and so on,
and to analyze the relationship between EEG and ECG; and (2) to classify subjects
according to the results of the auditory 2-back task and see the relationship for each
class.

6 Conclusion

In this study, we aimed to increase information obtained from ECG by examining the
relationship between ECG, EEG, and subjective evaluation. Since the correlation
between the ECG and EEG was observed in seated rest and seated rest on a massage
chair, ECG was suggested as potentially able to be estimated from the electrocardio-
gram. Under this thesis, we examined the relationship between the ECG and EEG, but
we hope to investigate the relationship between ECG and subjective evaluations in
future research. We hope that this research will prove useful for biometric
information-sensing technology.
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Abstract. From a historical and cross-disciplined perspective, this paper
reviewed the evolvement of empathy in philosophical aesthetics, sociology and
psychotherapy. Three aspects of ambiguities about empathy were summarized,
namely, affection and cognition, subject-oriented and object-oriented perspec-
tive, and attitude and ability, based on which a system of coordinates was
created to indicate three pairs corresponding problems of empathy in design
research and practice. Through this system of coordinates, the authors wanted to
build a reference for designers and researchers to deeper understand the subtle
nature of empathy in design.
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1 Introduction

With the growing complexity of design, understanding users and their experience has
moved to the central place, and Human-Centered Design (HCD) has become a pow-
erful and popular notion and concept in both design academic and industrial circles.
Building on a long history of HCD, empathic design has attracted an increasing
attention [1].

The adjective “empathic” was first introduced to the design field in late-1990s [2]
when companies started to realize that only listening to customers’ responses on
questionnaires was not enough to develop successful products [3, 4]. In the following
two decades, empathy was frequently emphasized and discussed on public occasions in
both academic and industrial circles. However, it seemed that empathy just acted as an
umbrella term for designers and design researchers who tried to show their
“Human-Centered” mindset, while the deep understanding of the nature of empathy
was missing. It made the discussion about empathy in design filed vague and obscure.

In order to clarify the meaning of empathy in design, we reviewed the papers about
the development of the term “empathy” in the disciplines of philosophical aesthetics,
psychology and sociology. Based on a comparison of empathy in history, we found that
it experienced a controversial process on defining empathy, while there were also
inconsistency through a cross-disciplinary analysis.
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2 A Historical View of Empathy

2.1 From Late 19c to Early 20c

Robert Vischer, a German art historian and philosopher, first discussed empathy in
philosophical aesthetics in 1873. Vischer named a German term, Einfühlung, to express
observers’ feelings elicited by works of art [5]. It was used to describe the projection of
human feelings onto the natural world and inanimate objects [6]. In 1903, Theodore
Lipps used Einfühlung to refer to the tendency of perceivers projecting themselves into
the perceived objects [7]. He conceived of empathy as a psychological resonant phe-
nomenon, in which people projected their emotion to external objects. The experience
of beauty was characterized as ‘objectified self-enjoyment’ [8], which can be consid-
ered as a kind of animism [9]. In 1909, Edward Bradner Titchener coined the term
empathy as a rendering of Einfühlung, which meant a ‘process of humanizing objects,
of reading or feeling ourselves into them [10]’.

From these early explanations of empathy in aesthetics, it was found that empathic
experience was focused more on the reflection from the person who was interacting
with the object rather than the object itself, although Lipps tended to regard it as an
automatically emotional reaction while Titchener thought it is a cognitive process based
on imagination and reconstruction. These slight differences of the explanations about
empathy could be regarded as an initial divergence on empathy component between
emotion and cognition.

2.2 From the Early 20c to the Middle 20c

As early as 1897, Lipps brought empathy from aesthetics to psychology. In 1905,
Sigmund Freud started to use ‘empathy’ to describe the psychodynamics of putting
oneself in another person’s position [6]. Thus, the empathizing object turned into
emotional human from natural objects and non-human.

Another change is the emphasis on cognitive component of empathy. Köhler
thought empathy was more about the understanding of others’ feelings than sharing of
them [11]. Piaget, a child developmental psychologist, also emphasized the cognitive
over the emotional part [12]. He addressed empathy as ‘a cognitive function and to the
ideas of what is required of an individual in order to decenter and imagine the role of
another’ [13].

Besides, Mead (1934), a social psychologist, recognised the potential of role-taking
as the key to social and ethical development of children [14]. Kohler, Piaget and Mead,
all placed a huge emphasis on the individual’s capacity to take on the role of other
persons to understand how they viewed the world, which manifested the importance of
cognitive part in empathy.

After that, more and more researchers paid attention to empathy as a capacity in
social interaction. For example, Heinz Kohut, a psychoanalyst, was best known for his
self-psychology, in which empathy was an essential component. He viewed empathy as
‘a capacity to think and feel oneself into the inner life of another person’, and also a
kind of ‘vicarious introspection’, by which the therapists can use their own experiences
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to understand the clients in similar circumstances [15]. Rogers, a coeval humanist
psychologist, also emphasized empathy as a core component in psychotherapy [16].
Rogers considered it was important to understand how clients viewed the world rather
than the actual circumstances. By his “Client-Centered Therapy”, Rogers believed that
people were fundamentally good, thus he advocated an equal relationship between
therapists and clients. This is the early concern about the relationship between the
subject and the object in an empathic process.

2.3 From 1970s to Present

Being affected by Rogers and Kohut, empathy gained popularity in the field of psy-
chotherapy. Beside the discussion on the nature of empathy, empathy scales aroused a
big interest of research.

From 1970’s to present, there was a radical divergence on the discussion about the
components of empathy. Stotland, Hoffman and Baston defined empathy from an
affective perspective [17–19]. Hoffman saw empathy as an affective response more
appropriate to another’s situation than one’s own, while Baston defined empathy not
only referring to others-oriented feelings but also to a vicarious emotion such as
compassion, warmth, and concern.

However, Wispé and Ickes preferred to focus on a cognitive component of empathy
[20, 21]. Ickes coined the term ‘empathic accuracy’ to refer to one’s capability to
accurately infer the specific content of another person’s thoughts and feelings.

There were also researchers who viewed empathy as a multidimensional phe-
nomenon. One of them was Davis, who thought empathy contained two different parts,
the cognitive role taking and the affective reactivity to others. Davis developed the
Interpersonal Reactivity Index (IRI) to test the individual level of empathy [12], which
contained four separate but related self-report subscales, namely perspective taking,
fantasy, empathic concern, and personal distress.

3 Ambiguous Aspects in the Evolvement of Empathy

From the origin to present, the concept of empathy has evolved and transformed on
many aspects. The development of modern neuroscience offered many evidence for
understanding empathy. However, the nature of empathy has yet to reach an agreement
among researchers. Based on the literature review, we identified 3 aspects of unclear
aspects of empathy.

3.1 Affection vs. Cognition

From 1920s to 1950s, researchers tended to discuss empathy from a cognitive view.
After about 20 years of silence, researchers from experimental psychology began to
pay attention to the affective component of empathy. From 1970s till now, it shows a
divergence among affective advocators, cognitive advocators and multi-dimensional
advocators.
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Some of them considered empathy as an automatic affective response while others
preferred to define it as an advanced and active cognitive processing such as
role-taking. Because of different views to the construction of empathy, the measure-
ments of empathy also concerned different aspects. For example, Hogen Empathy Scale
(HES) (Hogen 1969) focused on the cognitive structure while Questionnaire Measure
of Emotional Empathy (QMEE) [23] measured empathy from an affective perspective.
Even when empathy was translated into Chinese, there were also two terms ‘Gongqing’
and ‘Tongli’, which related to affective and cognitive parts respectively.1

With affective and cognitive views, neuroscience studies suggest that empathy is a
psychological construct regulated by both cognitive and affective components. There
are two possible systems for empathy: a basic emotional contagion system and a more
advanced cognitive perspective-taking system [24].

Researchers also argued that empathy contains three components. Glastein con-
sidered behavior as the third component, apart from the affective and cognitive ones
[25], while Rogers regarded communication as the third part [16]. Motor was also
considered as the third part in recent research [26]. However, the affection and the
cognition are still the primary concerns.

3.2 Subject-Oriented vs. Object-Oriented

Empathy happens between two roles. In philosophical aesthetics, empathy occurs
between aesthete and works of art. While in psychotherapy, it occurs between thera-
pists and clients. Therefore, empathy refers to the relationship between two main
bodies, the subject and the object. Then we have to discuss who is in the center of this
relationship and whose experience has the priority. Theodor Lipps defined empathy as
a process of ‘feeling ourselves into them (“them” means aesthetics object here)’. In this
context, the empathetic experience derived from the aesthete, i.e., the empathizer. It is
the observer’s subjective initiative and experience, rather the object’s, that is dominant
in formulating an empathetic experience.

However, in Client-centered therapy, Roger advocated an unconditional positive
concern to clients without judgment. The empathizing subject just played a role as a
mirror of the object, which showed a completely respect to the empathized object and
encouraged the object itself to develop a healthier view of the world. In this context, the
object’s experience was in the central place in this empathic relationship.

Although researchers in sociology emphasized more on objects’ experiences, the
practitioners inevitably projected themselves in the process of understanding others.
Some scholars empathized the importance of self-reflection in empathetic under-
standing [27]. They argued that trying to connect one’s own experiences similar to the
empathic object could be beneficial for empathic arousing. Experiments on pain also
offer the evidence for the effect of self-reflection on empathy.

The relationship between the subject and the object in the empathic process also
involves the direction of emotion, self-oriented and other-oriented. Davis considered

1 The Chinese term ‘Gongqing’ means sharing emotion with others, while ‘Tongli’ refers to
understanding the same.
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empathy as a multidimensional phenomenon, which contained both other-oriented
feelings, such as sympathy, compassion, warmth and concerns for unfortunate others and
self-oriented feelings of personal anxiety and unease in tense interpersonal settings [28].

3.3 Attitude vs. Ability

Greenson (1960) defined empathy as the capacity ‘to share, to experience the feelings
of another person’ [29]. McDonagh also received empathy as the intuitive ability to
identify other people’s thoughts and feelings [30]. The explanation about empathy as a
kind of capacity was highly recognized among researchers. Under this viewpoint,
researchers thought people could improve the ability of empathy with proper trainings.
In many applied fields such as psychotherapy, education and nursing, more and more
researchers concentrated on techniques for interventions of empathy training. In many
controlled experiments, it is also proved that empathy training group showed much
more improvement in the ability of empathetic understanding such as emotional facial
expressions decoding [31]. This suggests empathy can be improved by certain tech-
niques of training. In a more applied perspective, Kohler also thinks empathy was a
‘means’ and ‘a scientific method’ for psychoanalysis to collect data [32].

However, the dogmatic training on empathic techniques might also bring trouble,
especially in psychotherapy. Rogers disagreed to consider empathy as a specific
technique or a way of response, but a part of the whole attitude [33]. He insisted that
overemphasizing on capacity or techniques might result in an expert superiority of
therapists, which would make patients uncomfortable. This problem could be found in
many applied fields.

4 The Ambiguous Understandings About Empathy in Design

After almost 100 years of research on empathy in philosophy, sociology and psy-
chology, it finally attracted the attention of design researchers. To some extent, the
controversial nature of empathy and the ambiguities in its evolvement impacted on
researchers’ understanding of design. In current discussion on empathy in design and
empathetic design practice, problems and ambiguities often comes from the above three
aspects as shown in the 3-dimensional system of coordinates (Fig. 1). When utilizing
the concept of empathy in design or research activities, designers and researchers need
to consider which stance you are on at all these three aspects.

4.1 Affection or Cognition

Empathy was first introduced to design when traditional inquiry methods were far from
users’ feelings and moods and few insights obtained from the market survey [3]. Under
this background, researchers focused more on the affective part of empathy when
discussing about empathy in the design field.

The affective empathy included positive and negative emotions. When utilizing
empathy to explain the interaction between two persons, most researchers tended to
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focus on negative feelings rather than on positive emotions. Baston considered classical
empathy as other-oriented feelings [34], which included compassion and sympathy. So,
the majority of empathy scales paid more attention to the empathic concern and
emotional sharing ability to people who suffered from pain and misfortune. That was
the reason why affective empathy was often confused with the term sympathy.

Empathy was often related to design for vulnerable groups in the design field.
Under this point of view, first, users were regarded as problematic. Consequently, their
capacity was underestimated or ignored, which is further discussed in Sect. 4.2. Sec-
ondly, too much focus on negative emotions may lead to emotional exhaustion. Eva
Koppen and Meinel considered design activities as a form of emotional work [35] such
as social workers, nurses when empathy was discussed in design activities. This
understanding may hint a kind of devoted attitude on designers.

The following example demonstrates the problem of an overemphasis on the
emotional component. In 2016, the first author attended the DESIS Symposium in
Jiangnan University. After a speaker shared her experience of devoting herself to the
work of helping mentally disabled people by design interventions, one commented,
‘when you are sharing your work, you show high empathy with disabled people.’
Surprisingly, the speaker responded, ‘actually, I am hard-hearted now. After so many
years concentrating on this group of people, I find we cannot solve their problems only
by an empathic understanding and warm-heartedness. I have to rethink my work
rationally.”

This case, on one hand, revealed that people tended to understand empathy as one
kind of emotional connection. On the other hand, it indicated that an overemphasis on
emotional inputs in design practice may result in negative effects.

4.2 Object-Oriented or Subject-Oriented

In empathic design, researchers are required to understand user experience in his or her
world. This is not an easy task. So technically research in design field emphasized on

Fig. 1. A system of coordinates on empathy
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the importance of self-reflection, which meant ‘designers connect with users by
recalling explicitly upon their own memories and experiences’ [27] in order to enhance
empathic understanding with users. Here, self-reflection is a specific technique to help
designers gain empathic understanding with users.

The paper ‘Spark Innovation through Empathic Design’ (published in 1997) [3]
may be the first research paper about empathy in design. Steen argued that the
researchers’ and designers’ knowledge and experience were privileged in empathic
design since empathic design attempted to fuel creativity by empathizing with
end-users [36]. Then we could see, in most design practice with empathic techniques,
the user just played a role as a sensitizer, and another kind of tool serving for design
innovation. Obviously, it violated the original intention when empathy was introduced
to the design field. Users should be served through better empathic understanding.

This kind of perception treats users with indignity, which often impacts the rela-
tionship between users and designers. For example, in a project [37] of design for the
elderly, some design students in HongKong PolyU went to the nursing home to find
problems of the elderly. They observed their living surroundings and interviewed
active older people. When asked what difficulties they faced in their life, a grandma
told students that ‘everything is fine’. The answer made students feel puzzled, as they
thought the grandma would complain about the difficulties in her daily life. Then they
asked a series of questions: ‘does you son often visit you?’, ‘do you feel lonely?’, ‘how
can you carry heavy things by yourself?’ These questions made the grandma angry.
She shouted ‘why do you always feel we have problems? We are fine! We have happy
days!’

In this case, it seemed that the students only focused on identifying a topic for their
project rather than paying real attention on the grandma. This example revealed how
designers’ sense of taking-it-for-granted hurt users. Empathic design sometimes faced
with this problem if we tried to understand users only through our own perspectives
and experiences.

4.3 Attitude or Technique

The majority of discussion of empathic design tended to focus on tool making. Design
researchers have proposed a variety of methods, tools and techniques to facilitate an
empathic design process, such as design probes [38], contextmapping [39] and expe-
rience prototyping [40]. All these methods and techniques contributed to enhance
empathic understanding to users, and help designers embody empathy.

However, a focus on empathy as a capacity and technique draw designers’ attention
to how we design rather than why we design. Empathy technique then is easy to be
considered as a step–by–step operational guideline by many design students and
inexperienced design researcher. Ian Hargraves challenged the prevalence of
overemphasizing designers’ capacity in human-centered design in his Ph.D. disserta-
tion [41]. He argued that HCD should be emphasized for its core principle, i.e. caring
for people, not the designers’ capability of utilizing human-centered design methods.
Similarly, Battarbee believed that empathic understanding went beyond one’s knowl-
edge [42]. When empathizing, one does not judge, but ‘relate to the user and
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understand the situation and why certain experiences are meaningful to these people’.
Kouprie viewed that training empathy, including both improving the research skills and
‘supporting an active and open attitude towards users’ [43].

5 Conclusion

In comparison with aesthetic, sociology and psychology, design is a relatively new
domain where empathy is discussed. Since the concept of empathy was developed with
different interpretations in history, it leads to different understandings and uncertainties
when empathy was introduced into design research and design practices.

In order to deeply understand different viewpoints, we built a system of coordinates
with three dimensions, which indicates three pairs of divisions, namely, affection and
cognition, subject-oriented and object-oriented perspective, and attitude and technique.
These three dimensions somehow revealed problems and confusions when utilizing
and talking about empathy in design domain. The position in axes indicated six ten-
dencies. However, by this system of coordinates, we do not attempt to make a judg-
ment on which side of the axes is better. Instead, we provided a reference for designers
and researchers to map and reflect his or her mindsets when doing research and practice
relating to empathy.
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Abstract. In order to evaluate the intellectual productivity quantitatively, most
of conventional studies have utilized task performance of cognitive tasks.
Meanwhile, more and more studies use physiological indices which reflect
cognitive load so as to evaluate the intellectual productivity quantitatively. In
this study, the method which estimates task performance of intellectual workers
by using several physiological indices (pupil diameter and heart rate variability)
has been proposed. As the estimation models of task performance, two machine
learning models, Support Vector Regression (SVR) and Random Forests (RF),
have been employed. As the result of a subject experiment, it was found that
coefficient of determination (R2) of SVR was 0.875 and higher than that of RF
(p < 0.01). The result suggested that pupil diameter and heart rate variability
were effective as the explanatory variables and SVR estimation was also
effective in task performance estimation.

Keywords: Intellectual productivity � Machine learning � Physiological
indices � Pupil diameter � Heart rate variability

1 Introduction

Recently, mental works such as intellectual works have occupied most of office works
in companies and have become more and more valuable in our society. Therefore,
economic and social benefits can be larger by improving intellectual productivity such
as the efficiency and accuracy of performing intellectual works. In order to achieve this,
the quantitative evaluation of intellectual productivity is required, and several studies
have been conducted [1]. However, a number of cognitive tasks used in experiments
for the evaluation are different from actual office works, because the tasks have been
designed in order for experimenters to collect operation logs easily and accurately. In
order to evaluate intellectual productivity in actual office, it is desired to measure it
when conducting actual office works. It is, however, difficult to collect and evaluate
most of their logs. On the other hand, there are various studies which focused on
human internal states (e.g. psychological states and cognitive load). Especially, Cog-
nitive Load Theory study (CLT) [2–5] is one of the examples which have a deep
relationship with working memory and cognitive load, which have an influence on
several intellectual abilities. The goal of CLT is to estimate human internal states by
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measuring cognitive load in order contribute the design of education and office envi-
ronment. In this point, CLT is highly compatible with the evaluation of the intellectual
productivity. In order to evaluate cognitive load, various conventional studies [6–9]
employed physiological indices (e.g. heart rate and pupil diameter). And they revealed
the relationship between these indices and cognitive load. Furthermore, several studies
[10, 11] performed the estimation of the intellectual work performance by using
physiological indices. It is expected that these studies contribute the evaluation of the
intellectual productivity of office workers. However, the objective and quantitative
evaluation method has not been established yet.

In this study, so as to develop the quantitative evaluation method of the intellectual
productivity by physiological response, the estimation method of task performance is
considered by using physiological indices measured when performing a cognitive task.
As the physiological indices for task performance estimation, heart rate variability and
pupil diameter are employed, which are supposed to reflect human cognitive states (e.g.
stressed and relaxed). These indices are also expected to be measured by contactless
measurement method without giving any load. As an estimation model, two machine
learning models, Support Vector Regression (SVR) and Random Forests (RF), have
been considered because they are typical methods in the conventional studies which
classify several cognitive states by using physiological indices. And the estimation
accuracy of these models was compared by using coefficient of determination (R2) as
accuracy indicators.

2 Physiological Indices

It is known that there is a close relationship between cognitive activities and physio-
logical responses. In this study, contactless-measurable physiological indices were
employed in order to estimate task performance because it is undesirable that the
equipment of physiological indices measurement gives stress to a worker when mea-
suring these indices. Concretely, pupil diameter [12] and heart rate variability [13] were
employed because it is expected that contactless and accurate measuring methods will
be developed soon.

2.1 Heart Rate Variability

The spectral analysis of heart rate variability has been conducted in various studies
because it is supposed to reflect an autonomic nerve response against stress and cog-
nitive load [14, 15]. Mulder and Mulder [16] found that the power of 0.06–0.14 Hz of
heart rate variability was reduced by difficulty of cognitive task and high load on
working memory. Moreover, low frequency (0.04–0.15 Hz) of heart rate variability
(LF), high frequency (0.15–0.50 Hz) (HF) and the ratio of LF and HF (LF/HF) reflect a
sympathetic nerve, a parasympathetic nerve and the balance of these nerves, respec-
tively [17]. In this study, these features, LF, HF, and LF/HF, were employed because it
is assumed that the change of cognitive load according to task performance gives an
impact on the autonomic nerve and it changes these three features (LF, HF, and LF/HF).
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In order to extract these feature values, the time window was set to 5 min (5-minute
timeframe) because it should be long enough to contain at least 15–30 cycles of LF to
make it accurate to extract 3 feature values of heart rate variability. LFs and HFs were
extracted by calculating low (0.04–0.15 Hz) and high (0.15–0.50 Hz) frequency wave
of heart rate in 5-minute timeframe with shifting it every 1 min. Moreover, LF/HF was
also calculated by dividing LF by HF. These feature values were defined as explanatory
variables for task performance estimation.

2.2 Pupil Diameter

In the field of psychophysiology, it is known that pupil diameter changes under various
cognitive states (e.g. stressed and relaxed). There are various conventional studies
which proved the validation of pupil diameter as the index of load on working memory
[6–9]. On the other hand, there is a study which suggests a relationship between speed
of information processing and the size of pupil diameter [18, 19]. Moreover, there is
another study which showed that difficulty of sound classification has a relationship
with the size of pupil diameter [21]. In this study, pupil diameter, therefore, was
employed as an effective feature for task performance estimation. Mean pupil diameter
(MPD) was extracted as a feature value of pupil diameter by calculating the average of
pupil diameters in 5-minute timeframe with shifting it every 1 min as well as the heart
rate variability.

3 Estimation Method

A cognitive task was employed in this study in which a task worker performs
repeatedly problems which can be solved in several seconds. The task performance was
measured by counting the number of solved problems as well as the above physio-
logical feature value extractions. Then task performance was estimated by regression
analysis with using physiological features (i.e. LF, HF, LF/HF, and MPD) and they
were compared with the measured task performance. There are various methods of
regression analysis and multiple regression analysis is one of the famous methods.
However, it is assumed that regression line cannot be calculated accurately by the
analysis because of multicollinearity. On the other hand, there are various studies
where machine learning methods are employed as the physiological analysis [20–25].
In this study, therefore, SVR and RF were employed because these methods are
supposed to avoid multicollinearity problem and have high generalization capability.

3.1 Support Vector Regression (SVR)

SVR is one of the non-linear regression analysis methods based on Support Vector
Machine (SVM), which is effective for 2-class classification and was employed so as to
estimate emotions by using several physiological indices [21, 22] and to detect stress
[23].
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The method to generate SVM classifier is described below. If n features
xi i ¼ 1; � � � ; nð Þ belong to class yi 2 �1; 1f g, in order to classify them correctly, the
hyperplane wTxþ b ¼ 0 (wT is a coefficient vector, b is a bias term) is calculated which
maximizes the distance between the hyperplane and the support vector x� which is the
closest to the hyperplane of all xi. The SVM model (the above hyperplane) can be
calculated by solving this problem. The SVR model can be also calculated by using this
hyperplane and solving regression problem.

3.2 Random Forest (RF)

RF is the machine learning algorithm proposed by Breiman [26] and is used to solve
classification or regression problems as well as SVM and SVR. RF is the application
method of the classification method called “bagging”, which generates a number of
weak learners by using a part of training data and integrate these weak learners by the
majority rule. When estimating cognitive states by several physiological indices, it is
said that RF and AdaBoost, which is similar to RF, are as accurate as SVM [24, 25].

The method to generate RF regression model is described below. First, n data is
extracted with allowing duplication from n training data xi i ¼ 1; � � � ; nð Þ (dim xi ¼ d)
and these n data is defined as new training data (bootstrap sampling). Next, a decision
tree is generated by using this training data, and d

0
(< d) features are selected randomly

in each non-terminal node of the tree. If several decision trees are generated as above,
these trees have a weak correlation. After generating m decision trees, RF training
finishes. The majority or the average of outputs from these trees is defined as the
estimation result in the case of classification or regression problem solving, respec-
tively. In training phase, the decision of the size of tree node, d

0
, and m are required

before training. It is known that the node size and d
0
are recommended to be 5 and d=3,

respectively in the case of regression problem [26]. On the other hand, m may be large
enough because overlearning is not caused even though m is too large. In this study,
these values were employed when employing RF as the estimation method.

3.3 Model Calculation

In training phase, SVR and RF models were calculated by using physiological data of
one task worker in order to deal with individual difference of physiological responses.
Moreover, MATLAB ® [27] was used to calculate models and LIBSVM and
randomforest-matlab were used as machine learning library.

4 Experiment

4.1 Purpose

The purpose of this experiment was to validate heart rate variability and pupil diameter
as explanatory variables of task performance estimation and to evaluate the accuracy of
the proposed methods.
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4.2 Participants

31 healthy volunteers participated in this experiment and their native language was
Japanese. In this experiment, only those who do not wear glasses participated because
the accuracy of eye tracking system gets lower when wearing glasses.

4.3 Measurement of Physiological Indices

In the case of measurement of heart rate, ECG electrodes were pasted on a left rib and a
right clavicle. Ground and reference electrodes were pasted on right and left earlobes,
respectively. In order to reduce noise signals, the time constant of high-pass filter and
the cut-off frequency of low-pass filter were set to 3.0 s and 100 Hz, respectively.
Furthermore, notch filter was set to 60 Hz so as to reduce hum noise from commercial
power supply.

Pupil diameter was measured by an infrared eye tracking camera, faceLAB5 [12].
A participant sat on the chair while performing tasks on the desk. Then, the position
and height of the chair were adjusted and the angle of the eye tracking camera was set
to 36° against the desk so as to recognize the face of a participant correctly.

4.4 Cognitive Task and Instruction of Task Performing

In this study, Receipt Classification Task [28] was used as a cognitive task to evaluate
task performance. The task was presented on PC display.

In order to avoid overlearning and generate regression models properly, various
values of training data should be measured and provided to machine learnings as
training data. It is therefore necessary to instruct participants to change task perfor-
mance (i.e. the number of classified receipts) and collect their physiological indices
while their task performance varies. In this study, the participants were instructed to
change the speed of classifying receipts according to the indicator of color bar dis-
played on the left as shown in Fig. 1. Concretely, the slower they were instructed to
change the classifying speed, the larger the ratio of blue in the color bar got. On the
contrary, the faster they changed the speed, the larger the ratio of red got. At the
beginning of the task, the color bar was red or blue. Then, the ratio of the other color
got larger and larger at a constant rate. Finally, the ratio got 100% 30 min after the
beginning. In this study, the case in which the color changes blue into red was called
“Pace-up” Phase, while the opposite case was called “Pace-down” Phase.

4.5 Experimental Protocol

The experiment was conducted for 2 days. The purpose of the first day experiment was
(1) to perform participant screening, (2) to get accustomed to experimental environ-
ment, and (3) to practice Receipt Classification Task and Pace-up and Pace-down
Phase. Regarding (1), the accuracy of eye tracking could be low because the camera
could not capture eyes of some participants enough if eyes of them were small. In this
case, they don’t participate in the second day experiment. In regard to (2), it was
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supposed that participants got stressed because they participated in the experiment and
performed the cognitive task for the first time, which may affect their physiological
responses. In order to reduce this psychological influence, the first day experiment was
designed to make them adapt to this environment. Finally, regarding (3), if participants
perform the cognitive task for the first time, cognitive load on them may be high even if
the difficult of the task was low. However, if they get used to the task, cognitive load
may be lower even though the difficulty was the same. This is generally called
“Learning Effect”. This effect should be reduced because it gives an influence on
physiological indices. In order to remove this effect, they practiced the task, Pace-up,
and Pace-down Phase in the first day experiment.

The experimental schedule of the second day is shown in Table 1. Phase A in this
table was set to either Pace-up or Pace-down Phase at random while Phase B was set to
the other in order to get counterbalance of ordering effect. Physiological indices and
task log were recorded in these phases.

5 Result

5.1 Participant Screening

As the result of screening in the first day experiment, pupil diameters of all the par-
ticipants could be measured correctly by the eye tracking system. Then all of them
participated in the second day experiment. However, the heart rate variability data of 4
participants were not properly measured because strong artifacts appeared. Thus, the
experimental results of 27 participants were analyzed, where 13 participants performed
Pace-up Phase in Phase A, while the other 14 did it in Phase B.

5.2 Task Performance Estimation

After the experiment, SVR and RF models which estimate task performance (i.e. the
number of classified receipts) were calculated every participant by using the physio-
logical features such as LF, HF, LF/HF and MPD. Then, the accuracies of these models
were evaluated by using 13-fold cross validation.

Table 1. Experimental schedule: second day

Duration (minutes) Content

10 Setting of Electrodes and Eye Tracking Camera
10 Task Practice
30 Phase A*
10 Rest
30 Phase B*
5 Removal of the Instruments

*Measurement of Physiological Indices and Task log.
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Average of coefficients of determination R2 of each method are described in
Table 2.

As the result of paired and two-tailed t-test, R2 of the SVR model was significantly
higher than that of RF (p < 0.001).

An example of the SVR estimation is shown as Fig. 1 (R2 = 0.969). The values of
vertical axis in Fig. 1 was normalized to [−1,1]. “Measured Values” in Fig. 1 is the
number of classified receipts and “Estimated Values” is the one estimated by SVR.

6 Discussion

6.1 Estimation Methods

As the comparison of the result between the SVR and RF models, the SVR model has
significantly better estimation performance in terms of R2. RF is the ensemble learning
method which reduces generalization error by suppressing the variance with keeping

Table 2. Average of R2 of each method.

Method R2

Average SD

SVR 0.875* 0.097
RF 0.648 0.199

*R2 of SVR was
significantly higher than
that of RF (p < 0.001)

-1

-0.5

0

0.5

1

1 3 5 7 9 11 13 15 17 19 21 23 25

Measured Values

Estimated Values

timeframe

Fig. 1. An example of the SVR estimation (Pace-up Phase).
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the bias of model low. In order to achieve it, RF generates a number of decision trees
which have weak relationship to each other by using bootstrap sampling. However, if
the number of training data is small, RF cannot generate various decision trees enough
to estimate response variables accurately. In this study, there were 52 feature data per a
participant. Finally, only 48 training data per a participant remained because 13-fold
cross validation was employed (52 � 12/13 = 48). Regarding RF, the number of this
sample, 48, was not enough to estimate task performance accurately. On the other
hand, in the case of the SVR model, the number of tunable parameters is more than the
RF model. Therefore, the performance of the SVR model is supposed to be signifi-
cantly more accurate in this study.

6.2 Physiological Indices

In this study, the contribution of feature values (LF, HF, LF/HF and MPD) was con-
sidered in the case of the SVR model. These contributions can be discussed by eval-
uating each component of the coefficient vector w in the hyperplane wTxþ b ¼ 0
calculated by SVR training. Average coefficients of the feature values are shown in
Table 3. It was found that the contribution of MPD was the highest among the feature
values and that of LF was the second highest.

Regarding the sign of each coefficient, MPD had positive relation to task perfor-
mance. The result was supported by the study conducted by Poock [18] which shows
the positive relationship between the size of pupil diameter and the speed of infor-
mation processing. In the case of Receipt Classification Task, when the speed of
performing task got faster, it is assumed that it requires parallel information processing
in which participants should memorize several components (e.g. the date, amount, and
name of company of a receipt). Then, it was supposed that their pupil diameter got
larger [6, 7] because of the high cognitive load. On the other hand, LF had negative
relation to task performance. According to Mulder and Mulder [16], the higher the
difficult of a cognitive task gets, the lower the power of LF gets. This supports the
result of this study.

6.3 Individual Difference

As mentioned above, the contribution of MPD was the highest, while MPD of some
subjects had a weak correlation with task performance and heart rate variability of them
had a strong correlation. Table 4, Figs. 2, and 3 show an example (EX1). The values of
vertical axis in Figs. 2 and 3 were normalized to [−1,1].

Table 3. Average coefficients of feature values.

MPD LF LF/HF HF

Average of coefficients 2.00 −0.98 −0.71 −0.27
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Comparing Table 4 with Table 3, it shows coefficients of EX1 are different from
the averages by individual difference. Therefore, if the estimation method such as SVR
and RF employs a single explanatory value, the estimation performance can be low. In
the case of the SVR model which employed these feature values, R2 in EX1 was 0.878,
respectively. The performance is so high, which suggested that plural physiological
indices make task performance estimation accurate even if the individual differences
are found.

Table 4. Coefficients of feature values in EX1.

MPD LF LF/HF HF

Coefficients −0.02 −3.05 −2.06 −3.38

-1

-0.5

0

0.5

1

1 3 5 7 9 11 13 15 17 19 21 23 25
timeframe

HF LF LF/HF MPD NUM

NUM = the number of classified receipts

Fig. 2. Physiological features and task performance in EX1.
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Fig. 3. An example of the SVR estimation in EX1 (Pace-up Phase).
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7 Conclusion

In this study, the method which estimates task performance of intellectual workers by
using several physiological indices (pupil diameter and heart rate variability) was
proposed in order to develop the objective and quantitative evaluation method of the
intellectual productivity. As the physiological indices for task performance estimation,
heart rate variability and pupil diameter were employed, which were supposed to reflect
human cognitive states (e.g. stressed and relaxed). These indices are also expected to be
measured by contactless measurement method without giving any load. As the esti-
mation model of task performance, two machine learning models, Support Vector
Regression (SVR) and Random Forests (RF), have been employed. As the result of a
subject experiment, it was found that coefficient of determination (R2) of SVR was
0.875 which was higher than that of RF (p < 0.01). The result suggested that pupil
diameter and heart rate variability were effective as the explanatory variables and SVR
estimation was also effective in task performance evaluation.

However, the cognitive task, Receipt Classification Task, which was employed in
this study, requires only a part of the cognitive processing used by office works. It is
therefore necessary to consider the accuracy of the proposed method with various
cognitive tasks. In the future, the authors are aiming at developing the more accurate
evaluation method of the intellectual productivity.
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Abstract. From the position of systemic-structural activity theory, this paper
presents a critique of prospect theory as a descriptive model of decision-making
under risk and uncertainty and develops an alternative model, which is called the
significance model. This model is psychologically determined and reflects the
emotionally evaluative mechanism of goal-directed decision making where
attractiveness of the goal and the uncertainty (subjective difficulties) of attaining
it should be taken into consideration. Based on the suggested significance
model, a mobile decision making software application – Express Decision, was
constructed. The paper illustrates how Express Decision can be implemented in
the analysis of a pilot’s decisions within the context of an aviation accident.
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1 Introduction

Decision theories and motivational theories present two relatively prominent theoretical
approaches to the analysis of decision making under conditions of risk and uncertainty.
Decision theories assume that people’s preferences depend on two factors: the value
people attribute to the outcomes of different courses of action and the probability that
each of the outcomes will happen. With this in mind, the normative approach places
emphasis on how to make the best decisions by deriving an algebraic representation of
preference from abstracted behavioral axioms, whereas the descriptive approach uses
this algebraic representation with the incorporation of people’s preferences for safety or
risk. The motivational theories assume that people are not just concerned with the
objective consequences of decisions, but also with the affective consequences of
decisions and the motivational states that enhance them. Considering this, the main
motivational factors influencing choice remain being presented by a simple combina-
tion of algebraic symbols.

While decision and motivational theories contribute considerably to the under-
standing of human decision making, in this paper, we argue that systemic-structural
activity theory (SSAT) suggest more fruitful and promising approach for describing and
predicting choices in both laboratory and applied settings. According to the activity
approach, decision-making is a goal directed system in which cognition, behavior and
motivation are integrated and organized by goals and the mechanisms of self-regulation.
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The factor of significance retains an important place in emotionally motivated pro-
cesses of activity regulation, specifically in the evaluation of decision options and goal
formation.

This paper presents results of psychological studies of significance, determines its
main components, and proposes the model of significance. Such a significance model, as
is demonstrated below, presents not only the significance of the decision alternative but
also its motivational force and, therefore, can serve as a mechanism for decision making.
This article ends with a description of the implementation of the significance model in a
prominent aviation accident that took place on January 15, 2009, when the pilot had to
arrive at a decision to land on the Hudson River after loss of thrust in both engines.

2 Decision Theories

The Decision theories have usually limited their consideration to cognitive phenomena
such as choice and risk. The two main theories of choice are expected utility theory and
prospect theory. Although both of these theories have different assumptions about
subjective representations of objective outcomes and probabilities, they present deci-
sion rule as an algebraic function of the probabilities and values of the outcomes of
each alternative.

Expected utility theory [1] – major normative theory of decision-making under risk
is constructed based on a set of axioms, for example, transitivity of preferences, which
provide criteria for the rationality of choices. According to this approach, decisions can
be abstracted and represented as the selection of a single course of action X described
by the value of the possible outcomes {x1, x2, …, xn} and the associated probability
{p1, p2, …, pn} that each outcome would occur if the action were selected. The option
X that has the highest expected utility EU(X) will be selected:

EU Xð Þ ¼ p1 � x1 þ . . .þ pn � xn: ð1Þ

For example, consider a prospect with two options: (A) a certain outcome valued at
$100, and (B) a risky option with an 80% chance of $100, a 15% chance of $200, and a
5% chance of receiving nothing. The expected utility calculation recommends that one
should take the second option, because EU(B) = $110 > $100 = EU(A).

Although expected utility theory allows for individual differences in attitudes about
risk, it does not describe any sort of psychological mechanism that underlies risk
attitudes, such as satisfaction with success and fear of failure, and individual differences
in motivation, such as need for security and avoidance of failure [2].

Descriptive theories of decision making accept the algebraic representation of
decision rule, but incorporate known limitations of human behavior. Kahneman and
Tversky [3, 4] noted that people exhibit patterns of preference, which appear incom-
patible with expected utility theory. They produced a descriptive model, called prospect
theory, which modifies expected utility theory so as to accommodate these observa-
tions. Prospect theory is a behavioral economic theory that describes the way people
choose between probabilistic alternatives that involve risk, where the probabilities of
outcomes are known. Prospect theory introduced the notion of reference dependence, in
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which outcomes are not evaluated absolutely but relative to some benchmark or ref-
erence point. In this context, relative to the reference point, outcomes were evaluated
differentially based on whether they were seen as gains (utility function UG(x)) or
losses (utility function UL(x)). It was also proposed the concept of loss aversion, that
the marginal utility of a constant change is greater for losses (a $10 loss is more
aversive than a $10 gain is pleasant). Once the decision maker evaluates all prospects,
he or she then chooses the prospect that offers the highest overall value V, which is
calculated in a manner analogous to the expected value EU(X):

V x; pð Þ ¼ w p1ð Þv x1ð Þ þ . . . þw pnð Þv xnð Þ: ð2Þ

However, decision weight w(pi) replaces probability pi, and subjective value
functions v(xi) replace value xi. It is particularly worth noting that functions v(x) и w(p)
are individual for each decision maker and serve as adjustment factors of that indi-
vidual’s perception of value and probability of outcomes. In view of this, as the authors
of the prospect theory point out, decision weights are not probabilities, because “they
do not obey the probability axioms and they should not be interpreted as measures of
degree or belief” [3, p. 280]. With the incidence of uncertainty in the occurrence of
outcomes, as it can be assumed from further analysis, the role of these weights esca-
lates, since they present a subjective difficulty of the alternative and the subject’s
emotional reaction to this difficulty. Then again, decision weights in Prospect Theory
remain psychologically undetermined [5]; therefore, for the occurrence of situations
with uncertainties (unknown event probabilities), prospect theory as a theory for
decisions under risk (known event probabilities) loses its descriptive properties,
becoming misleading and logically contradictive.

As an illustration of the aforementioned theory, let us analyze the following
decision-making problem in a hypothetical life and death situation presented by
Kahneman and Tversky [4, 6] and widely discussed in several different papers on risk
psychology [7], etc.

Participants were asked to choose between two alternative programs to combat an
unusual Asian disease, which is expected to kill 600 people. This decision-making
problem was presented to participants with positive framing (survival format), i.e. how
many people would live, and with negative framing (mortality format), i.e. how many
people would die. Results are presented below in the form of prospects (the percentage
who chose each option is indicated in parentheses).

• Positive framing:
– If Program A is adopted, 200 people will be saved. (72%)
– If Program B is adopted, there is a 1/3 probability that 600 people will be saved

and 2/3 probability that no people will be saved. (28%).
• Negative framing:

– If Program C is adopted 400 people will die. (22%)
– If Program D is adopted, there is 1/3 probability that nobody will die and 2/3

probability that 600 will die. (78%).

Kahneman and Tversky claim that positive and negative framing result in different
descriptions of the same problem, where programs C and D are undistinguishable in
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real terms from programs A and B [6, p. 343]. At the same time, experimental results
show that most participants chose programs A and D, despite the fact that in terms of
consequences, these choices are contradictory. Because programs A, C and B, D are
equivalent. This is a violation of the logical principle of extensionality in
decision-making which states that making a decision in a problem should not be
affected by how the problem is described [8]. Tversky and Kahneman, admitting the
fallacy of such a choice, explained it by employing the general properties of people’s
attitude towards a risk: people are expected to show a risk-seeking preference when
faced with negatively framed problems and risk aversion when presented with posi-
tively framed ones. It is clear that such an explanation is superficial and does not
provide the answers to many questions, such as why participants were being illogical
with their answers and why programs B and D – with the same statistical outcomes
(200 living and 400 deceased) – were differently evaluated by participants.

The explanation for this can be garnered from the position of the SSAT approach, in
decision making is considered as a goal-directed process where the decision choice is
determined not only by people’s attitude toward the outcomes, but also by their attitudes
toward the expected difficulties in attaining positive and avoiding negative outcomes. In
reality, in the analysis of the Asian disease, participants made decisions in two different
problems with two different goals: Problem #1 (positive framing) has one specific goal –
“save all 600 lives” and Problem #2 (negative framing) has another specific goal – “do
not allow any living patient out of 600 to die”. Considering this, program B motivated to
“save lives”, which is primarily associated with the medicinal effects of treatment to
combat a disease, while program D motivated to “prevent loss”, which is often asso-
ciated with prophylactic measures to prevent illness. This conclusion also comes about
because the given information regarding survivors is typically present in programs
regarding treatment, while information regarding the deceased is generally found in
programs related to preventive measures. And since with identical expected outcomes
(200 survivors and 400 deceased) present in both programs, prevention is generally
associated with fewer efforts than any sort of treatment undertakings, it can be suggested
that program D is more preferable than program B. Such a conclusion is also consistent
with the answers obtained from the participants of the experiment: 78% > 28%.

By this method, the application of prospect theory is mostly limited to decision-
making problems with monetary outcomes and stated probabilities. Prospect theory fails
when it is applied to problems with uncertainties and where task complexity and sub-
jective difficulties should be taken into account. The absence of a goal in the problem
being investigated leads to the situation that the same decision can elect different choices
depending on how the problem is framed (edited).

3 Motivational Theories

The motivational approach assumes that when people making decisions, not only the
subjective values of outcomes should be considered, but the affective components of
decisions and the motivational factors that enhance them in achieving a goal should be
considered, as well. The motivational theories propose that the choices people make are
often the result of a compromise between two competing desires. On the one hand, people
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want to choose the option that maximizes their outcomes (in terms of the value of the
outcome); on the other hand, they want to avoid making poor decisions that may cause
feelings of failure or disappointment. The tension between these two motives pushes
decision makers toward a specific level of risk-seeking or risk-averse behavior. In
Lewin’s field theory [9], themotivational force (S) is considered as a function of two basic
indicators of the theory – the valence (V) of the event (the strength of its attractiveness or
repulsion) and the expected probability (P) of occurrence of an event with this valence:
S = f(V,P). This field theory position became widespread throughout various models that
formed the basis for developing new branches of field theory, such as cognitive valence
theory, expectancy theory of motivation, achievement motivation theory, etc., all of
which found various practical applications. For example, according to the Vroom’s
expectancy theory of motivation [10], when deciding among behavioral options, indi-
viduals select the option with the greatest amount of motivational force
MF = Expectancy � Instrumentality � Valence. Atkinson [11], in analysis of achieve-
ment-oriented activity, proposed that preferences for different probabilities of achieving
success or avoiding failure are related to individual differences in motivation. The several
variables are combined multiplicatively to obtain a value termed “resultant moti-
vation strength”, which indicates tendencies to either approach success or avoid failure:

ðMs � Ps � IsÞþ ðMf � Pf � If Þ: ð3Þ

This model incorporates six variables: motive to achieve success (Ms) and motive to
avoid failure (Mf); subjective probabilities of success (Ps) and failure (Pf); and incentive
values of success (Is) and failure (If).

It must be noted, however, that neither Lewin nor his successors could clarify
specific functional dependences that existed among the indicators. They considered
motivation to be a simple product of valence(s) and probability(s), without any proof of
how these dependences are psychologically determined.

4 Systemic-Structural Theory of Activity

Based on the activity and apply activities theories, G. Z. Bedny and his associates
[12–14] developed the Systemic-Structural Activity Theory (SSAT), which allow to
provide a systematic view to decision making under risk and uncertainty.

From the position of SSAT, goal operate as a reference point, dividing outcomes
into two areas – positive and negative. With each decision alternative comes its own
related group of positive and negative outcomes with corresponding subjective
expectations of their occurrence, which (expectations) motivate the decision maker to
select one of the alternatives.

The level of motivational force of the alternative serves as the criterion for such a
selection. The motivational force of the alternative depends on its significance (the level
of emotional reaction to the sense of the alternative [15, p. 37] and its difficulty (the level
of subjective complexity of the alternative). The relationship between difficulty and
significance determines the level of motivation: if the alternative is very difficult for the
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individual and significant for him or her (subjectively important), the alternative can be
accepted; if the alternative is very difficult but not significant, it can be rejected [13, p. 65].

The significance of the alternative has two components: positive significance
measures the attractiveness of positive outcomes and negative significance measures
the aversiveness of negative outcomes.

The alternative’s difficulty includes two types of difficulties: positive difficulties and
negative difficulties that related to attaining positive and avoiding negative outcomes,
respectively. Positive (negative) difficulties are measured by the level of subjective
likelihood determining whether positive (negative) outcomes can be attained (avoided).

5 The Significance Model

The significance function (S) is presented as a composition of two functions – positive
(S+) and negative (S–) significances:

S I þ ; Lþ ; I�; L�ð Þ ¼ S Sþ I þ ; Lþð Þ; S� I�; L�ð Þð Þ; ð4Þ

where

• the positive significance function (S+) is considered as a composition of positive
intensity (I+) (subjective value of the positive outcomes in the context of attaining
the goal) and positive likelihood (L+) (subjective expectations of I+);

• the negative significance function (S–) is considered as a composition of negative
intensity (I–) (subjective value of the negative outcomes in the context of attaining
the goal) and negative likelihood (L–) (subjective expectations of I–);

• I+, I– 2 {zero, extremely weak, very weak, weak, not weak-not strong, strong, very
strong, extremely strong, maximum};

• L+, L– 2 {never, extremely seldom, very seldom, seldom, not seldom-not often,
often, very often, extremely often, maximum};

• S, S+, S— 2 {very low, low, middle, high, very high}.

In determining the significance functions S, S+, S–, Kotik [16–18] experimented
with individuals who used soft (vague) verbal characteristics in decision making.
Considering the capacity of such words to express people’s emotions, attitudes, and
judgments, Kotik used words such as “weak– strong” to determine the valence of an
event (its intensity), and words such as “seldom – often” to establish the likelihood of
its occurrence; he also measured the event’s significance by using words such as “low –

high”. Kotik conducted a series of experiments with pilots, factory workers, and stu-
dents and experimentally created graphs and that illustrated the dependence of positive
significance and negative significance from the likelihood and intensity of expected
outcomes (Fig. 1), as well as created graphs that combined the values of positive and
negative significances into one integral value of significance (Fig. 2).

Overall, Kotik’s experiments were capable of revealing and graphically demonstrat-
ing the general principles of people’s attitudes towards emotion-inducing circumstances
in the process of decision making, regardless of the physical, social, or material nature of

324 A. Yemelyanov



these situations. To better establish the validity and reliability of the findings, additional
experimental illustrations and diagrams were provided. The advantages of employing the
method suggested by Kotik include its ability to evaluate not only conscious

Fig. 1. Levels of positive (negative) significance as a function of intensity and likelihood.

Fig. 2. Levels of attractiveness of emotive events as a function of their positive and negative
significances.
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emotional responses, but also the unconscious preferences of people, with a simplicity of
implementing it into real-life scenarios and analyzing the results achieved by way of this
method.

According to the significance model, significance of the alternative is determined
from the tetrad (I+,L+,I–,L–) of soft verbal characteristics by using the following
aggregation scheme (Fig. 3).

For example, pair (I– = “strong”, L– = “often”) determines the “high” level of the
negative significance (Fig. 1) and pair (S+ = “strong”, S– = “very strong”) – the level
of significance between “middle” and “low” (Fig. 2).

It is worth pointing out that the suggested significance model includes not only an
individual’s emotional reaction, but also positive (L+) and negative (L–) difficulties. This
allowed us to assume that significance model presents not only significance of the
alternative but also its motivational force and, therefore, can serve as a mechanism for
decisionmaking. To verify the validity of this assumption, a special experiment, with 100
participants, was created, which allowed to determine that in 77% of cases, significance
model correctly determined the best option for students, while in 66% of the cases, this
model indicated the exact same priority ranking as selected by the students [19].

From the description of the significance model, it follows that its practical appli-
cation presents certain requirements to the individual and the problem that must be
solved by him. The individual must have one conscious goal that he is keen to attain
due to his being motivated by its potential (positive) outcomes. These outcomes can
remain unconscious separately or may be only partly unconscious, but despite this,
according to the goal, they must be separated (consciously or unconsciously) into
positive and negative categories. The motivational force is determined by the attrac-
tiveness of the goal in the context of attaining positive and avoiding negative outcomes,
as well as by the subjective difficulties related to these two processes.

6 Express Decision

Based on the significancemodel, amobile decisionmaking software application -Express
Decision (ED), was designed with the purpose of supporting individuals who need to
make quick decisions (in as little as 10 s to a couple minutes) in situations of both
uncertainty and risk, in which individual biases and both conscious and unconscious

Fig. 3. Significance of the alternative.
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emotional factors may substantially influence decision-making. For this application, the
significance functions were extrapolated, and the value of these functions were presented
numerically in the range from 0 to 1: 0 ¼ Smin � S; Sþ ; S� � Smax ¼ 1:

When using ED, the user, first of all, should determine the number of decision
options (alternatives) available to him, proceed to name them, and then, for each
option, sequentially define two pairs of characteristics on a verbal scale with a jumping
slider, one of which describes the intensity (weak – strong) and likelihood (seldom –

often) of the alternative’s pros (+), while the other one describes the intensity (weak –

strong) and likelihood (seldom – often) of the alternative’s cons (–). After all data has
been entered, ED ranks the user’s alternatives from best to worst by means of scores. If
the user’s perception of the problem changes, he or she should indicate this by altering
the previously inserted characteristics, which in turn may change the priority of his
decision option.

Below is a demonstration of how ED can help the investigator in the analysis of the
following aviation accident, in which, as it was stated in the NTSB Accident Report
[20, p. 123], the decision-making of the flight crewmembers was one of the key
contributing factors to the survivability of the accident.

US Airways Flight 1549 which, three minutes after takeoff from New York City’s
LaGuardia Airport on January 15, 2009, struck a flock of Canada geese just northeast
of the George Washington Bridge and consequently lost all engine power. Unable to
reach any airport, pilot glided the plane to a ditching in the Hudson River off midtown
Manhattan. All 155 people aboard were rescued by nearby boats and there were few
serious injuries.

During the analysis of the flight crew’s decision options, investigators were
interested in the process of the flight crew’s decision making in response to the bird
strike for the last 3 min before the landing occurred, including the crew’s final decision
to land in the Hudson River. ED might be capable of providing investigators with
support in the process of arriving at their final decision regarding the landing location
between the Hudson River and the Teterboro airport (TEB).

It is worth noting that the verbal characteristics of the likelihood and intensity of
anticipated consequences that ED uses in its analysis are presented exclusively for
illustrative purposes and are not actual expert conclusions on the observed scenario.

6.1 Decision Making with ED: “Hudson” vs. “TEB”

Which place (the Hudson River or TEB) was more preferable for landing at 3:29:28,
considering that successful landing was a goal and taking into account the following
flight information and FAA transcript of the communications.

Flight Information. Altitude of 1200 feet, airspeed of 194 knots (359 km/h), and a
distance of about 5.5 miles east-northeast of the approach end of runway one at TEB.

FAA Transcript of the Communications between the Captain and Air-Traffic
Control Groups from New York Tracon.
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3:28:50, Flight 1549: “I am not sure if we can make any runway. Oh, what’s
that over to our right in New Jersey may be Teterboro”

3:29:02, New York Tracon: “Do you want to try and go to Teterboro”
3:29:03, Flight 1549: “Yes”
3:29:21, New York Tracon: “You can land runway one at Teterboro”
3:29:25, Flight 1549: “We can’t do it”
3:29:28, Flight 1549: “We’re gonna be in the Hudson”

Option 1. “Hudson” (Ditch on the Hudson River).

Pros (+). Due to the following positive conditions: the aircraft was EOW equipped for
an extended overwater flight and had good visibility on water; vessels were immedi-
ately available to rescue the passengers and crewmembers, and the flight was executed
by a very experienced flight crew, we can conclude that the pilot had a very good
chance (“very often” - Lþ

1 ) to land successfully on the water, so that the subsequent
emergency event could be deemed a “not weak-not strong” (I þ1 ) positive result.

Cons (–). It was still unclear as to how well the ditching on the Hudson River in the
icy waters would go, as well as whether the passengers would have enough time to
prepare for it; also, there was a concern that some unexpected obstacles on the water
could deter the ditching (there was a conflict alert between the accident airplane and the
helicopter at 1529:10). Then, we can conclude that although “often” (L�1 ), the pilot still
anticipated “strong” (I�1 ) negative consequences.

Option 2. “TEB” (Land at TEB).

Pros (+). Considering the fact that TEB was relatively close and ready to let the plane
land (the runway was cleared for landing), as well as that landing on ground is more
preferable than on water, for the pilot to land successfully at TEB was an “strong” (I þ2 )
positive event that was also difficult (“very seldom” – Lþ

2 ) to execute when both
engines experienced an almost total loss of thrust.

Cons (–). Because the flight to TEB would have taken place over residential areas
while the airplane was descending quickly, the pilot had very high odds (“very often” –
L�2 ) that he would not land successfully at TEB, with “very strong” (I�2 ) negative
consequences for the surrounding community.

Decision Making with ED. ED aggregated two pairs of verbal characteristics of
option 1 ðI þ1 ; Lþ

1 Þ and ðI�1 ; L�1 Þ in its significance level S1 and two pairs of verbal
characteristics of alternative 2 ðI þ2 ; Lþ

2 Þ and ðI�2 ; L�2 Þ in its significance level S2 and
finally determined that option 1 has twice higher level of significance than option 2:
S1 = 0.52 and S2 = 0.26.

It means that option 1 is twice more preferable than option 2, which is consistent
with NTSB conclusions: “the captain’s decision to ditch on the Hudson River rather
than attempting to land at an airport provided the highest probability that the accident
would be survivable” [20, p. 89].

Additionally, ED allowed to compare levels of positive significance and negative
significance related to the pros and cons of each option and thus conclude that
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ditching on the Hudson River presented a greater expectation for successful landing
ðSþ

1 ¼ :67[ Sþ
2 ¼ :43Þ with lesser risk for passengers and the surrounding commu-

nity ðS�1 ¼ :67\S�2 ¼ :86Þ.
The positive, negative, and resultant motivational forces for “Hudson” ð~Sþ

1 ;~S�1 ;~S1Þ
and “TEB” ð~Sþ

2 ;~S�2 ;~S2Þ can be illustrated graphically as vectors which magnitudes
(lengths) present significances of the corresponding motivational forces (Fig. 4).
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Abstract. Through the vision of the systemic-structural activity theory, a
method of modeling human operator performance in complex systems, realized
as a DSS, is presented. It allows to conduct a detailed analysis of an operator’s
performance to observe the nature of his errors in different stages of his control
action: the perception of a problem, the motivation for solving it, the evaluation
of variants of a solution; then, making a decision and subsequently implementing
it. This method provides a deeper analysis of underlying factors using the general
model of activity self-regulation, along with the proposed frame descriptions for
errors with logical, decision-making, and classification algorithms. The specific
feature of the suggested approach is that it presents the opportunity to provide a
comprehensive functional analysis of erroneous actions and their underlying
factors in the process of collecting data on them, instead of following the tradi-
tional approach of drawing conclusions from investigation reports.
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1 Introduction

Human errors are an unavoidable component of any human performance. They are
most explored for human-operator activity in complex systems such as aviation,
nuclear power, military and hospital systems, etc., in which they are associated with
severe consequences. Without the deduction of the root causes of operators’ erroneous
actions, it is ultimately impossible to create a reliable and safely functioning human-
machine systems.

Error taxonomy plays an important role in error analysis. For example, in the aviation
domain, Wiegmann and Shappell [2] proposed a taxonomy – Human Factors Analysis
and Classification System (HFACS) – to apply to the investigations of human errors in
aircraft accidents. Specifically, HFACS describes four levels of failure, unsafe acts, which
present active errors, and preconditions for unsafe acts, unsafe supervision, and organi-
zational influence, which present latent conditions. Each of these components has been
classified by its own taxonomy. For example, preconditions for unsafe acts include
physical and technological environmental factors, personal factors (crew recourse man-
agement and personal readiness), and different conditions of operations (adverse mental
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and psychological states, physical and mental limitations); unsafe acts include two cat-
egories of errors (failures): errors (skill-based, decision, perceptual) and violations
(routine, exceptional). It should be emphasized that whereas the characteristics of latent
conditions of these taxonomies are enough precise, the characteristics of active errors
remain very general and their underlying cognitive sources are relatively poorly under-
stood. Moreover, depending on the scientific school, active error characteristics such as
unsafe act, error, and violation can be interpreted differently [3]. The sources of infor-
mation for these types of taxonomies are mostly safety (accident) reports. For example,
the system HFACS used over 300 naval-aviation accident reports from the US Naval
Safety Center [2]. At the same time, according to ICAO, in aviation, accident reports
regularly do not really contain “causes on which safety recommendations can be made”
(why an accident occurred), but rather, merely “brief descriptions of the accident” (what
caused it) [4]. So, while HFACS successfully classifies the existing causal factors con-
tained within NTSB and other accident reports, it is fairly limited in the field during an
actual accident investigation.

The model for operator performance, which will be described below, includes
characteristics for both active errors and latent conditions and, along with the existing
taxonomies, facilitates the determining of those causes on which safety recommen-
dations can be made. This model will be presented without those details which are
non-essential for understanding its main idea.

2 Preliminary

As the unit of analysis of an operator’s errors, a control action is chosen – a conscious
goal-directed social act. Analysis of the error that was committed begins from the
moment of inception of an operator’s problem (regardless of whether he was able to
perceive it) because all stages of a control action are directed towards finding a solution
for it. The moment of concluding an analysis must be considered as the occurrence of
the discussed consequences of the error. The operator himself must also be present in
the description of the model, as he is the one who committed the erroneous action and
influenced the affected object, as well as the means with which this action can occur,
and the material and close social environment in which he exists and acts. Also
highlighted in the model are the influences on all its components of a higher-level
social environment. It is worth paying particular attention to the importance in the
model of such a factor as society (naturally, a specific aspect of it). It is exactly this
factor that gave rise to the given human-machine system and developed the rules and
norms of system implementation, which predetermine human-operator activity, and
that those errors which we analyze turn out to be nothing more than a violation of these
norms. For this reason, the model must demonstrate an entire complex of various
norms – technical, juridical, social, – which function to determine human-operator
activity in the control system. Without the consideration of these norms, it is essentially
impossible to discuss the errors performed by the operator. From this, it follows that the
performance (activity) of the human-operator, relative to the norms that restrict his
actions in the control system, is the primary indicator of this model. This is why the
influences of the system’s substructures (operator, control system and object, and their
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environment) are realistically described by a language indicating a relationship between
the interactions of the established norms – and if they are violated, this language
rationally describes the levels of deviation from these norms. In the given model, aimed
at determining the causes of an operator’s errors, all the main stages of a control action
must also be considered: the perception of a problem, the motivation for solving it, and
the evaluation of variants of a solution, followed by making a decision and subse-
quently implementing it and the obtained results, in which there could lie the causes of
the error. During the analysis of the operator’s behavior at each one of these stages, it is
necessary to consider his obligations, his awareness of these obligations, the ability to
foresee the changes in deviation from these norms in the interactions (influences) of
various system substructures, and his desire to avoid/diminish these deviations. Thus,
the model must contain means by which the operator’s obligations, abilities, foresights,
and desires could be anticipated. It is apparent that during the analysis of the operator’s
errors, it is insufficient to use only realistically existing situations in which he has acted;
in this analysis, it is also necessary to include evidence of subjective reflections of the
operator regarding these situations, transformed by the meaning and significance that
he perceived in them. In this way, at each stage of solving the task and realizing the
control actions, the model must consider not only the objective situation at hand, but
also its subjective perception in the consciousness of the operator, in order to gain a
clear insight on his errors from these interconnected viewpoints. Finally, the model
must reflect the vital fact that humans are goal-directed self-regulative systems.

3 Model of Operator Error

In the model, the human operator error was considered as the commission or omission
of human action that lead the controllable parameters of the system outside of its
acceptable limits, or is prohibited by rules of the system [5–7]. This is one of the most
general definitions for an error, which is not necessarily associated with guilt, conse-
quences of the error, or the presence or absence of intention, and corresponds to the
Reason’s “unsafe act” [8] and to the HRA erroneous action.

The modeling language for operator performance is similar to a unified modeling
language, which is widely used in the field of human-computer interaction engineering
[9]. It includes the following building blocks [3]:

1. Three types of diagrams: action diagram, which shows the stages of operator
performance arranged in a time sequence; inception diagram, which shows the
basic schematic behavior of a control system and can be extended or displayed in
details; and an elaboration diagram, which is built by adjusting the inception
diagram to an actual operator’s performance: pilot, controller, etc.

2. Relationships: interaction, aggregation, realization, evaluation, etc.
3. Specifications for relationships (provide cognitive backplane of the model): extent

and likelihood of a deviation, operator’s intent to prevent the deviation, operator’s
obligation to predict the deviation, operator’s ability to predict the deviation,
operator’s awareness of his abilities and obligations.

4. Classifiers for different types of errors, violations, risk behavior, working condi-
tions, information supplying, etc.
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An action diagram provides the description of an operator‘s performance (his
control action) and includes the stages of: perception of a problem, motivation for
solving it, evaluation of variants of a solution, making a decision, its implementation,
and obtained results [10]. An inception diagram presents each of the listed stages as a
frame description while the entire operator’s performance is presented as a sequence of
these descriptions.

The operator’s personality I is presented by “the material self” (Iph), “the spiritual
self” (Isp), and “the social self” (Isc), that are driven through interactions with the
external environment, The external environment for the operator includes: the con-
trolled object; means of control; material environment for operator, the controlled
object and means of control; operator’s close social environment; and, higher-level
social environment.

All of these components with corresponding interactions present a frame of action –
a basic cognitive structure that guides the perception and representation of the opera-
tor’s performance [11]. The interactions allow to display different features of erroneous
action. The specified substructures (slots) of the frame are represented by circles and
the mutual interactions between the frame substructures which appear in the operator’s
performance are marked by arrows.

The operator implements his decision by affecting a controllable object, either
directly or by means of control. The frame shows the reverse effects of the external
substructures at the operator and their mutual interactions.

Figure 1 presents the elaboration diagram, which was built by adjusting the general
inception diagram to the pilot’s actual performance. As shown in this figure, the pilot
(I) implements his decision via the control systems – (I, C1), (I, C2), and (I, C3), and
also via other members of the aircrew and the passengers – (I, P). The reverse effect for
the pilot is provided by the aircraft and its functional systems – (E, Iph), flight regu-
lation documents – (D, Isp), other members of the crew and the passengers – (P, Isp), the
reference group – (U, Isp), and the flight supervisor – (S, Isc).

The aircraft and its control systems – (D, E), as well as the crew members and the
passengers, operate according to flight regulation documents – (D, P) and are exposed
to outside environmental effects (N, E).

All interactions presented in the elaboration diagram for the pilot’s performance are
subdivided into three groups:

• W1 ¼ fðI;C1Þ; ðI;C2Þ; ðI;C3Þ; ðC1;E1Þ; ðC2;E2Þ; ðC3;E3Þ; ðI;PÞg� for the pilot’s
control actions (presented by deviations);

• W2 ¼ fðE; IphÞ; ðCE;CEÞ; ðN;EÞ; ðE;PÞ; ðP; IspÞ; ðP;PÞ; ðD;EÞ; ðD; IspÞ; ðD;PÞg�
for the state of the controllable system (presented by deviations);

• W3 ¼ fðS; IscÞ; ðU; IspÞg� for social assessment (presented by absolute values,
“positive” or “negative”).

Since norms are essential grounds for the functioning of control systems, the degree
of interaction for the first and second groups are expressed in their deviations (“neg-
ative” interactions) from the established norms. The degree for social evaluation in the
third group of interactions is expressed by their absolute values (“negative” or
“positive”).
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The deviations and absolute values are determined on a soft (vague) verbal scale of
intensity (“weak”–“strong”).

Besides the intensity of effects, the frame descriptions also contain a number of
other parameters. These parameters characterize the likelihood for the occurrence of
various effects and the operator’s estimates regarding these likelihood (“seldom” –

“often”); his/her intent to avoid undesirable negative consequences (“desire” – “no
desire”) as well as obligations (“oblige” – “not oblige”) and abilities (“able” – “un-
able”) to predict those; and the operator’s awareness of his abilities and obligations
(“believe” – “reject”). The logical and causal properties of these parameters, were used
for creating logical rules and classifiers for errors. Specifically, to provide logical
completeness of each frame description, to verify the logical consistence of all the
frames integrated into the action diagram, and to classify them, a special mathematical
apparatus was constructed [3]. The language of this logic turned out to be relatively
productive in the description of operator actions and the classification of many vague
types of operator behavior, such as risky, intentional, negligent, overconfident, etc. To
provide a complete analysis of all interactions in the frame description through the
vision of their preferences to the operator and the decision which he finally made,
besides the logical classifiers, the experimental classifiers were created. These classi-
fiers use the significance model [12] and can measure the levels of negative and
positive significances of different interactions with their characteristics of intensity and
likelihood. In other words, they are presented to answer questions such as: “Is the risk
of getting injured more significant or less significant to the pilot (at the moment of
decision-making) than the risk of not performing the task and therefore losing the
respect of his colleagues?”

Fig. 1. Elaboration diagram for the pilot’s performance (sample schematic for demonstration
purposes only). I – pilot; E – aircraft and its functional systems; C1 – flight control system; C2 –

power control system; C3 – life support system; N – outside environment of aircraft (terrain,
weather, hazards, etc.); D – flight regulation documents; P – other members of the aircrew,
passengers; U – pilot’s reference group (family, colleagues, etc.); S – flight supervisor (controller)
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4 Algorithms for Error Analysis

To provide a comprehensive analysis of the operator’s erroneous action, the different
types of algorithms were developed: elementary algorithms for the analysis of par-
ticular interactions in the frame description; more general algorithms for the analysis of
the single stages of the action; and the general algorithm, serving the purpose of
analysis of the erroneous action as a whole unit [13].

For example, one of the elementary algorithms determines how the existing
underlying factors influence the erroneous action (Fig. 2). It uses six performance
shaping factors (PSFs) comprised of poor information supplying, provided by team
members (factor F1), audio (factor F2) and video (factor F3) devices, and inappropriate
working conditions, consisting of external conditions – factor F4 (load, climatic con-
ditions, ergonomic factors, etc.) and internal conditions – factor F5 (training, operator
conditions: fatigue, hypoxia, medical illness, etc.), and factor F6 – operator’s means of
control, that range their influence from “zero” to “high” on the scale: {“zero”, “low”,
“not low-not high”, “high”}. The influence of the PSF is not rated in relation to the
whole action, but to the basic interaction (system parameter) of a considered stage of
action (i.e. perception of a problem). For this basic interaction, the influence of the PSF
is applied toward the ability of the operator, for instance, to correctly predict some level
of deviation of this parameter from the existing norms. The algorithm, based on these
influences, uses the classification rules to determine on the scale {“able,” “somewhat
able,” “somewhat unable,” “unable”} the operator’s ability to correctly estimate the
possibility of the violation.

Another elementary algorithm (Fig. 3) determines the type of an operator’s
responsibility for the different outcomes of his erroneous action. This algorithm, when
used at the decision-making stage, determines if the operator caused this interaction
(outcome) intentionally, with overconfidence, or with negligence, or if it happened due
to some other underlying factors. The error with indirect intention is a specific type of
error that occurs when the operator makes a decision, anticipates its consequences, but
then has no intention to avoid them. It may occur, for example, in a situation in which

Fig. 2. Algorithm for determining of the underlying factors.
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the operator recognizes the risk of a more severe consequence for his action and tries to
avoid it first. In other words, the operator follows a principle of choosing “the lesser of
two evils”. If the operator did not anticipate the consequence of his action, it could
either be his responsibility, or it could be caused by some underlying factors. The
operator’s responsibility is presented in the form of overconfidence, when the operator
was aware of his obligation to anticipate the consequence, or in the form of negligence,
when the operator was not aware, but was obliged and able to predict this consequence.
However, if the operator anticipated the consequence and decided to avoid it, his
responsibility can be determined by further analysis of the implementation of this
action.

Algorithms for stages, employing elementary algorithms for every stage of an
operator’s erroneous action, analyze all its interactions in the context of their direction,
sign, and intensity.

For example, the algorithm for stage 1 (perception of a problem) functions by
considering such mechanisms of self-regulation as meaning (objective significance)
and sense (subjective significance) [1] for each deviation, verifying whether its sub-
jective significance corresponds to the objective (i.e. if the operator correctly estimated
the deviations) and, if not, by examining his information-supplying (factors F1, F2, and
F3) and working conditions (factors F4 and F5) to determine whether the operator was
able to correctly provide this estimation. The algorithm for stage 2 (motivation for
solving), for each deviation anticipated by the operator, determines if the operator was
motivated to avoid this deviation; if not, it examines his working conditions (factors F4

and F5) to determine whether the operator was able to have the proper motivation to do
so. This algorithm implements the inducing mechanism of the functional analysis of
activity self-regulation [1].

The general algorithm, using the general model of activity self-regulation [1]
provides an analysis of the erroneous action as a whole unit. It starts from the stage of
obtained results and sequentially analyzes all stages, from the perception of a problem
to the decision implementation. The analysis of each stage can contribute to the final
conclusion regarding what the main cause of the operator error and its underlying

Fig. 3. Algorithm for determining the operator’s responsibility.
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factors were. The algorithm can stop and make a conclusion at any time, once the
operator’s error and its causes have already been recognized. It may happen when the
perception of the problem was completely inadequate (the operator did not anticipate
all expected deviations), when the operator had no motivation to resolve the problem
(the operator did not try to avoid any deviations of those that he anticipated), when the
operator’s solution was not the best (or at least acceptable), or when making a decision,
the operator intentionally caused the resulting deviation.

These algorithms, along with other algorithms, are used in the decision support
system SAFE to logically analyze errors and their influencing factors in the process of
data collection during error investigation.

5 Implementation

The suggested model of operator performance was implemented in project SAFE
(System for Analyzing and Forecasting Errors) [3]. The purpose of this project was to
provide a powerful decision support tool for investigating pilot and air traffic controller
errors, analyzing their underlying causes, and making recommendations. SAFE pro-
vides support for two types of users: investigators and system analysts (Fig. 4).

It guides the investigator in the gathering and analyzing of the active error char-
acteristics and related underlying factors (latent conditions) in the process of error
investigation.

Using the embedded models and computational algorithms, SAFE provides a
sufficient completeness and correspondence of all the collected data, according to
existing regulations and taxonomies, and checks that important information is not to be
ignored either unintentionally or deliberately.

This support should enhance the investigator’s awareness and ensure the necessary
qualitative level of the whole process of investigation. The core of SAFE is its

Fig. 4. Decision support in error analysis and investigation
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database, which helps in error investigation and in producing recommendations, as well
as making a large amount of statistical data available and helping in further analysis
provided by the safety analyst, who determines repeated factors and error-provoking
situations. All of this improves the function of both the investigator and safety analyst,
which, in turn, improves the safety of the whole control system.
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Abstract. This paper critically reflects on the influence of historicity in
self-regulatory activity towards mediating subjective task complexity in job
design. This is based on the growing interest of using the ‘practice’ approach in
overcoming the gap between the theoretical understanding of what people do
and the realistic understanding of what people actually do at the workplace. The
paper argued that since an objective analysis of the number of alternatives
presented in any given situation will not always coincide with subjective per-
ceptions, and the individual’s lack of knowledge about the external world may
result in his/her inability to accurately predict the outcomes of his/her decisions,
then it is important to understand how an individual acquire knowledge about
his/her external world of work, and also if its consequential effect on the routine
is acquired through the recollections of the subconscious mind’s daily
encounters at the work situations.
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1 Introduction

There is a growing interest among both management researchers and practitioners in
using the ‘practice’ approach in management literature to overcome concerns on the
gap between the theoretical understanding of what people do at the workplace, and the
realistic understanding of what people actually do at the workplace [1, 2]. The focus of
the practice approach in organizations, as highlighted by [1], has been on the way that
actors (or workers) interact with the social and physical features of context in the
everyday activities that constitute their organizational practice. As such, the term
‘practice’ is used here to imply the repetitive performance of activity undertakers at the
workplace, and which activities leads them to attain recurrent, habitual or routinized
accomplishment of particular actions. Arguing from the perspective of [1], practices
embedded in organizational activities can be viewed as being influenced more by their
economic and social histories (such as, institutional norms and technological choices)
than in their rationalities. This implies that practices in organizational activities occur
both in the macro contexts that provide commonalities of action, and the micro contexts
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in which action is highly localized. The interaction between these contexts, as noted by
[1], provides an opportunity for adaptive practice. Thus in the approach towards
identifying factors that influence practices evolving from organizational activities in
organizations, it is important to understand the practices that are entrenched in, and also
pervades the workplace environment. This is because practice has to be seen as arising
from the continual interactions among individual workers, as well as between workers
and the workplace’s internal environment.

According to [3], the complexity of the human work process is highlighted by the
characteristics of its substructure. The basic components of such substructure have been
categorized by [4] to include, motive-goal as a vector which demonstrates the direc-
tional and energetic aspects of the work activity, knowledge and skills which
demonstrate the relevance past experience to the work process, abilities related to the
tasks to be performed, as well as work actions (both cognitive and motor) which are
organized into a structure representing method of work. As such, the structure of a
work process, as argued by [4], is rooted in the concepts of knowledge and action, and
by extension, the application of mental tools [4]. Therefore, in developing new orga-
nizational activities in an organization, the key actors involved in the practice devel-
opment exercise must be seen as important learners of their newly developed work
practices [3]. This is because, in the task interpretation process, workers will likely
incorporate their personal prerequisites, such as experience, skills, and physical con-
stitution in the workplace’s social system [3]. There is also the likelihood that workers
will engage in solution-seeking activities to problems that emerge during task under-
takings, a situation that can lead to task uncertainty and its associated consequence on
the worker undertaking the task.

It has been explained by [4] that the uncertainty in a task is dependent on both its
objective and subjective characteristics. According to [4], while the number of possible
alternatives available in any task is an example of an objective characteristic of
uncertainty, an objective analysis of the number of alternative presented in any given
situation will not always coincide with the individual’s subjective perceptions. This is
because, an individual’s lack of knowledge about the external world may result in
his/her being unable to accurately predict environmental events or the outcomes of his
decisions [2, 4].

Arguing from the perspectives of [2, 5], the complexity of a worker’s activity can
be viewed as the number of rules inherent in the cognitive and motivational-emotional
attribution of the activity. Thus by integrating both the cognitive and motivational-
emotional aspects of an activity in the activity design process, a worker’s physical
activity can be successfully optimized. Such integration, as noted by [2] is useful to
designers of activities in organizations and the required technological tools for the
activity performances. This is because, workers use their generic skills, such as flex-
ibility, technical intelligence, perceptive ability, technical sensibility, a sense of
responsibility, trustworthiness, and independence [6] to mediate complexities arising
from the cognitive and motivational-emotional attribution of their assigned activities
[2]. Therefore, the specificity of a worker’s memory workload [4] must be viewed as an
important source of task complexity that needs to be understood and factored in
organizational activity design. This paper therefore, argues for the need to understand
ways of mediating constraints in the self-regulation system, in terms of continual
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reconsideration of activity strategies informed by changes in internal and external
conditions or situations, since it sometimes results, not only in changes in the methods
of achieving the goal, but a change in the goal itself. This is underlined by the notion
[4] that self-regulation is an intrinsic self-organizing tendency of organizational activity
whose underlying goal and evaluation criteria may change during an individual
self-regulation process.

The purpose of this paper is to critically reflect on the influence of historicity in
self-regulatory activity towards mediating subjective task complexity in job design.
This is based on the realization in recent times that, there has been a growing interest
among both management researchers and practitioners in using the ‘practice’ approach
in management literature to overcome concerns on the gap between the theoretical
understanding of what people do at the workplace, and the realistic understanding of
what people actually do at the workplace.

2 Notion of Self-regulation

The very survival of organizations, as noted by [7], depends on their ability to adapt to
their external environment. From the perspectives of science, and in terms of open
systems theory, organizations require monitoring and feedback mechanisms to be able
to follow and sense changes in their relevant task environments and a capacity to make
responsive adjustments. A science, according to [8] can only base itself on something
real and empirically given. But the existent thing must be captured as a concept because
it is the starting point both for a real development and for development of under-
standing. Context, [8] further noted, is potentially an open-ended infinity of social,
physical, cultural and historical circumstance. In a more general sense, [8] argues for
the need to determine a concept of context which captures the teleological content of a
person’s action, just as the understanding of social situation of development entailed
forming a concept of the situation, which captures the way in which the situation
determines social interactions and psychological development.

Arguing from organizational perspective, the concept of self-regulation can be
viewed as providing context for capturing the teleological content of a worker’s action
in an organizational activity. The major problem facing the self-regulation system, as
identified by [9], is the process of continuing reconsideration of activity strategies when
internal and external conditions or situations have changed. The bane of this problem,
as highlighted by [9], is that it sometimes leads to changes in the goal as well as the
methods of achieving the goal. The implication of this observation, from organizational
activity theoretical perspective, is that self-regulation is a goal-directed process, with
the goal entailing integrative systemic functions which is meaningful only when it is
presented and defined in terms of functional mechanisms [9], as shown in Fig. 1 below.
In this regard, it is important to take into account [4] the observation that the program
of self-regulation, its criteria of evaluation, and even its goal may be changed during
any individual self-regulation process. This is because self-regulation functions in time,
and is based on the evaluation past experience, as well as present situation and
anticipated future scenarios [4].
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A reflection of the model shown in Fig. 1 above depicts it as characterizing three key
elements. Firstly, all the function blocks are interrelated. Secondly, each block repre-
sents a functional subsystem directed towards achieving specific sub-goals of the
activity. Thirdly, each function block is part of a flow of activities with multiple of entry
and exits. Generally, the model describes how a person, in the conduct of an activity,
creates a goal, a subjective mental model of the activity, the type of exploratory actions
and operations utilized, the types of possible mental models developed, and how
preferable mental models are selected, among others. Using [9] argument as a point of
departure, the model manifest that the outcome of a worker’s orienting self-regulation
activity is informed by the formation of the worker’s mental representation of the
activity prior to its execution. This, as [9] explains, is because the cognitive processes
which inform the worker’s mental representation of the activity are integrated, and it is
such integration that facilitates the formation of functional blocks or mechanisms of
self-regulation required for achieving a specific purpose of organizational activity. Even
though a number of function blocks in a self-regulation model are constant, the context
of these blocks changes constantly [9]. The question here then becomes:

What are these contexts and why do they undergo such constant changes?

Fig. 1. The model of the self-regulation of orienting activity [9].

Mediating Subjective Task Complexity in Job Design 343



In answering this question, it is important to reflect on the type-classification of
self-regulation processes. Two interconnected self-regulation processes classified by
[9], namely, physiological and psychological processes with each having its own
dynamics can be associated with the conduct of a worker’s organizational activity. In
the physiological self-regulation system, the tendency for reduction of physiological
disturbances prevails with to the need to correct departures from optimal states in order
to restore balance [4]. As [4] has noted, the structure of physiological self-regulation
processes is wholly predetermined with many physiological imbalances corrected
automatically. The psychological self-regulation system, which is posited by [4] as a
goal-directed self-regulative process, is deemed as capable of changing its own
structure based on its experience, as well as forming its own goals, sub-goals and own
criteria for activity evaluation. The psychological self-regulation process entails the
integration of cognitive, executive, evaluative and emotional aspects of activity [4].
Given the complex set of variables involved, a worker will be expected to exhibit an
infinite diversity of actions in the performance of an organizational activity. In this
regard, as noted by [4], internal changes in the psychological aspects of a worker’s
self-regulation may not emerge from experiences only, but also from memories that can
be adapted to a situation. Such memory epitomizes historical recollections of adaptable
practices that are manifestations of declarative knowledge.

3 History-Making in Task Performance

According to [10], since history is made in future-oriented situated actions, the chal-
lenge is to make situated history-making visible and analyzable. This implies that for
studies of organizational activity, it is important to look for ways of capturing how
workers discursively create new forms of activity and organization. Using [11] per-
spectives as point of departure, it is imperative that in a worker’s performance of
organizational activity in an organization, the worker’s motive of the activity can be
divided into two, namely, sense-formative motive and situational motive. Using [11]’s
explanation, the sense-formative motive, which is connected with individual features of
personality, is a relatively stable element that help determine the worker’s general
motivational direction, while the situational motive, which is more flexible and more
involved with task performance, is connected with the worker’s progressing activity
and the solving of specific tasks. But unlike the sense-formative motive, the relative
weight of the situational motive can change in an organizational activity, depending on
the activity’s character. Therefore, bids for the simultaneous realization of the two
motives in an organizational activity, coupled with the uncertainty associated with such
activity brings to the fore the issue of task complexity.

Uncertainty in a task, as noted by [4], depends on both the objective and subjective
characteristics of tasks entailed in an organizational activity. Arguing from the per-
spectives of [4], the complexity that arises from activity uncertainty is deemed as an
objective characteristic of the activity. Likewise, the difficulty that comes with the
activity uncertainty can be ascribed as the worker’s subjective evaluation of the effects
of the activity’s complexity. Thus depending on the skills and the individual features of
the worker, the same complex task will be evaluated by him/her as relatively more or
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less difficult [4]. As such, when the complexity of an organizational activity increases,
the probability of a worker exerting more cognitive effort with an increase in moti-
vational mobilization will also increase [4]. But as [4] has clarified, complexity itself
does not have a subjective component. As such, a worker cannot experience it directly,
but can only perceive a subjective difficulty. The question here then becomes:

How does this individual acquire knowledge about his/her external world of work?
Is it through action by doing of his/her everyday routinized activity for which expe-
rience and its consequential effect on the routine is acquired through the historical
recollections of the subconscious mind’s daily encounters at the work situations?

In answering the above question, it is important to understand the need for an
organizational activity to be analyzed against the history of its local organization and
against the more global history of the organizational concepts, procedures and tools
employed and accumulated in the local activity [12]. This brings to the fore the rele-
vance of [12] third principle of activity which is on historicity. It postulates that activity
systems take shape and get transformed over lengthy periods of time. The problems and
potentials of an organizational activity system can only be understood against their own
history. According to [12], history itself needs to be studied as local history of the
activity and its objects, and as history of the theoretical ideas and tools that have shaped
the activity. History-making, according to [10], is embedded in everyday organizational
activities. This postulation by [10] is based on the argument by [13] that history-
making is based on the skill of uncovering the tension between standard, commonsense
practices and what an individual actually does. According to [10, 13] has suggested
three basic ways for resolving such tensions, namely articulation, cross-appropriation,
and reconfiguration [10]. In articulation, the basic pattern of the organizational activity
is not changed, but important practices or values that have become vague, confused or
lost are recovered and a new coherence is thus achieved [10]. In cross-appropriation,
which typically manifests itself in interpretive speaking and personal narratives,
practices, ideas or tools are taken over from other activities or social worlds. This may
or may not change the whole pattern of the organizational activity. In reconfiguration,
which notion comes close to the concept of expansion elaborated in activity theory [14]
and requires constant awareness of anomalies, a marginal aspect of the organizational
activity becomes dominant and the entire pattern is radically transformed. As found by
[15], in overcome the gap between action and imagination in history-making, it may be
necessary to bring closer to one another, and occasionally merge articulative decision-
making and reconfigurative modeling [10].

4 Mediation in Organizational Activity System

Activity theory, as explained by [16], was founded upon the premise that psychological
development is a social process arising from an individual’s interactions within par-
ticular historical and cultural contexts. This interaction is perceived to provide an
interpretative basis from which individuals attribute meaning to their own actions as
well as that of others. Thus an action and the way it is perceived are profoundly
interrelated within an activity system that provides shared meanings. As [1] explains,
meaning is shared through a process of mediation between actors (workers in an

Mediating Subjective Task Complexity in Job Design 345



organization), their socio-cultural contexts, and the actions undertaken. The mediation
can occur through the use of many different types of tools, material tools as well as
mental tools, including culture, ways of thinking and language [16]. However, medi-
ation may also occur through practical activity, from which perspective interpretative
context is externalized from the individual, assuming a collective reality based in
practice [17–20]. As such, transforming the objective of an organizational activity into
an outcome motivates the existence of the practical activity. In this context, practical
activity reflect the daily work in which actors engage, and that it is external to any
single actor providing a context of shared meaning. [21] has also pointed out that while
the elements of agents (human resources) and mediational means are always involved
in mediated actions, one of them may take on special importance in particular cases,
such as the design of organizational activities in organizations.

It has been established by [2] that in the design processes of organizational
activities, it is important to identify and distinguish the complexities associated with the
activity’s cognitive attributions informed by the specificity of information processing,
and its emotional-motivational attribution reflected by the energetic aspects of the
activity. This, according to [2], will enable designers of organizational activities and
associated technologies understand the performance enhancing strategies used by
workers to mediate the cognitive difficulties and the emotional-motivational challenges
inherent in their designed and assigned organizational activities (see Fig. 2 below). The
transformations that a mediated action undergoes often involve changes in this mix

Fig. 2. Model for understanding a worker’s emerging cognitive and emotional-motivational
aspect of task complexity [2]
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rather than the introduction of a new element. Hence, the understanding of such
dialectical complexities requires the separation and comparison of elements. This
therefore, calls for the relative need of giving consideration to the existence of multiple
purposes and goals in mediated actions in an organization’s activity system. These
multiple purposes or goals of mediated action are often in conflict. What this means is
that, in most cases, mediated action cannot be adequately interpreted upon the
assumption that it is organized around a single, neatly identifiable goal. Instead,
multiple goals, often in interaction and sometimes in conflict, are typically involved.

Thus the claim that mediated action is situated in one or more developmental paths
is an elaboration of the general assertion that mediated action is historically situated.
The inferred meaning here is that agents, cultural tools, and the irreducible tension
between them always have a particular past and are always in the process of under-
going further change. Therefore, the outcome of interaction as a practical activity is the
purposive, outcome-oriented work in which actors engage. This was by virtue of the
fact that interaction is enabled through the technical and psychological tools that actors
use to engage with their environments [10, 17]. In an organizational activity context,
the use of such tools can be viewed to be practical, and directed towards constructing
outcome-oriented activity. Since these ‘tools’ are used to establish practical activity,
they may be defined as the practices through which activity is constructed. The tools
and materials do not create the practice, but rather mediate its usage and outcomes in a
given context. Thus mediation is a distinctive concept in activity theory that explains
how individual actors, the social collective, and their shared endeavors are integrated in
the pursuit of action [10, 18, 22]. Mediation occurs through structuring mechanisms,
such as role, division of labour, tools, as well as implicit and explicit rules that enable
interaction between actors and context. In agreement with [22–24], these instruments of
mediation can be viewed as socio-cultural artifacts imbued with meaning particular to
the context in which they are used, thus enabling shared interpretation among partic-
ipants. These structuring mechanisms are reflected correctly in the organizational
context by [1] who considered them as the practices through which strategic activity is
mediated. It has been pointed by [1] that out that mediation may be further explained
by two concepts, namely ‘situated’ and ‘distributed’. As [1] explains ‘situated’ indicate
that interaction is embedded within and derives meaning from the historical and cul-
tural context in which it occurs, permitting shared interpretations to arise. Thus situ-
atedness may be applied with a wider or narrower focus in accordance with the topic of
research. Situated actions are inherently tension-laden, unstable and open-ended [15],
and that instead of just retrospectively asking why an action or an utterance occurred,
one should also ask of what dynamics and possibilities of change and development are
involved in a given action. This is from the understanding that every cluster of actions
offers a window into the emerging zone of proximal development of the collective
activity system in which the actions occur [14, 16].

According to [1], the term “distributed” refers to actors and also to the context and
action in which they are engaged. In principle, it refers to the overlapping knowledge
involved in action. Thus widely distributed interaction between the actors, structures
and actions of an organization provides systemic knowledge of how to act strategically
[25]. In this respect, [1] views “distribution” to be a key factor in mediation that
enhances shared interpretations and collective action. Within this context, tensions are
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viewed to be conceptualized as a generative process of continuity and displacement
between old and new players. New participants learn from continuing members how to
use the practices of the system, and in the process re-socializing the continuing players
and reinforcing the existing practices. However, due to their low socialization to the
system, new members also question the practices, so creating the potential for their
re-evaluation and adaptation [22, 26, 27]. Distribution enables collective action because
individual actors have sufficient knowledge of the other immediate components of
activity to conceptualize and respond to actions that are outside but connected to their
own task [26, 28, 29]. As noted by [30], the process followed for successfully com-
pleting any human activity is constantly evolving. In this respect, a worker, or group of
workers, given responsibility for a particular task, will naturally seek to minimize the
amount of work necessary for completing the task by deriving new, more efficient
methods. In this respect, the following nine basic claims outlined by [21] as charac-
terizing mediated action (i.e. action that can occur through the use of both material and
cultural tools) are of immense significance in understanding mediation in an organi-
zation’s activity system;

• Mediated action is characterized by an irreducible tension between agent and
mediational means. Mediational means are material;

• Mediated action typically has multiple simultaneous goals;
• Mediated action is situated on one or more developmental paths.
• Mediational means constrain as well as enable action.
• New mediational means transform mediated action.
• The relationship of agents toward mediational means can be characterized in terms

of mastery.
• The relationship of agents toward mediational means can be characterized in terms

of appropriation.
• Mediational means are often produced for reasons other than to facilitate mediated

action.
• Mediational means are associated with power and authority.

Therefore, the essence of examining agent and cultural tools in mediated action is
to examine them as they interact, and that any attempt to reduce the account of
mediated action to one or the other of these elements runs the risk of destroying the
phenomenon under observation. This argument is of great relevance when one takes
into account the mediation that is to occur among the different agents in an organi-
zation’s activity system.

5 Conclusion

By recognizing the importance of human interpretive activity to organizational life, the
role of organizational as well as non-organizational influences in conditioning all such
interpretive activity in the organizational arena might need to be understood. The
acquisition of such broad understanding will therefore, require a prior understanding of
the issues of mediation and synergism in the human interpretive activity system. Thus,
building on the notion that self-regulation in activity theory is not a homeostatic, but
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rather a goal-directed process where the goal has integrative systemic functions, and is
also not a psychological notion, but rather a cybernetic one [9], the model of goal
formation and acceptance underlined by the systemic-structural theory of activity [4]
must be considered as one of the major principles of activity functioning. Also, since an
objective analysis of the number of alternatives presented in any given situation will
not always coincide with subjective perceptions, and the individual’s lack of knowl-
edge about the external world may result in his/her inability to accurately predict the
outcomes of his/her decisions [4], then it is important to know how this individual
acquire knowledge about his/her external world of work. By implication, it is important
to know whether the acquisition of such individual knowledge is through action by
doing of his/her everyday routinized activity for which external influence and its
consequential effect on the routine is acquired through the recollections of the sub-
conscious mind’s daily encounters at the work situations. Thus, based on the premise
that an individual’s self-regulation system takes shape and gets transformed over
lengthy periods of time, with its problems and potentials being understood only against
its own history, this paper situates that if the major problem facing the self-regulation
system is the process of continuing reconsideration of activity strategies when internal
and external conditions or situations have changed, then it is important to understand
how such problem is remedied by the mediation that occurs through the individual’s
use of mental tools or practical activity imbued with historical meaning.
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Abstract. This study explored the cognitive difficulties and emotional-
motivational challenges associated with air traffic control activity in Ghana.
This based on the observation that air traffic controllers at the main airport in
Ghana operate under very stressful situations in managing the high traffic and
movement of aircrafts. Guided by the systemic structural theory of activity, it
was found that the air traffic control activity entailed a complex set of tasks that
required operators to have very high levels of knowledge and expertise in the
practical application of specific skills pertaining to cognitive domains. It is
concluded that even though a complex motor task in the air traffic control
activity can be performed by the workers, it demands significant cognitive effort,
with consequential effect on the emotional-motivational aspects of the activity
they perform. This understanding can be incorporated in designing an operator-
efficient and effective work system for air traffic controllers in Ghana.

Keywords: Cognitive difficulties � Emotional-motivational challenge �
Air-traffic controllers � Air-traffic control activity � Job design

1 Introduction

Air Traffic Controllers are generally considered as one of the working groups that have
to cope with highly demanding job situations. The job entails a complex set of rou-
tinized activities that require very high levels of knowledge and expertise, as well as
practical application of specific cognitive skills pertaining communication and human
relations. Six main tasks in the air traffic control activity have been identified by [1].
These include situation monitoring, resolving aircraft conflicts, managing air traffic
sequences, routing/planning flights, assessing weather impact, and managing
sector/position resources. In all, these tasks entail up to 46 sub-tasks and around 348
distinct operations. Therefore, the cognitive attributes required for high performance at
radar workstations include; spatial scanning, movement detection, image and pattern
recognition, prioritizing, visual and verbal filtering, coding and decoding, inductive and
deductive reasoning, short-term and long-term memory, as well as mathematics and
probabilistic reasoning. As such, the main sources of stress reported by Air Traffic
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Controllers are associated with the operative aspects of the job as well as the job’s
organizational structures [2]. The stress associated with the operative aspect of the job
emanates from the peaks of traffic load, time pressure, having to bend the rules,
limitations and the reliability of equipment [2]. The stress that emanates from the
organizational structures is associated with shift schedules (night work in particular),
role conflicts, unfavorable working conditions and the lack of control over work [2].
According to [3], an Air Traffic Controller’s work performance can be impaired at
certain hours of the day by an excessive workload. It can also be lowered during the
night by a decline in mental and physical functions, in spite of a reduced external load
[3]. Studies by [4] further suggests that Air Traffic Control takes place in a complex
environment and many studies have been conducted to determine the activities
involved in controlling air traffic and its complexity. Air Traffic Controllers’ job
involves cognitive demanding processes, such as constantly processing changing
information, keeping the mental picture of the air traffic situation, dividing attention
among different situations, solving conflicts, planning ahead, working under time
pressure and constantly adapting to changing circumstances [5].

The jobs of air-traffic controllers constantly involve the use of radar, which
determines the distance to an object by measuring the time required for a radio signal to
travel from a transmitter to the object and return. Such measurements can be converted
into lines of position (LOP’s) comprised of circles with radius equal to the distance to
the object. Since radars use directional antennae, they can also determine an object’s
bearing. However, due to its design, radar’s bearing measurement is less accurate than
its distance measurement. Therefore, Air Traffic Controllers are exposed to critical
accidents, such as air accidents, near-collisions or loss of control due to overload [6],
which situations ignite strong emotional reactions.

In Ghana, The Kotoka International Airport is currently the main international
airport which serves both international and local flights, causing a lot of traffic at its
premises. This, consequently, comes with high mental demand on all workers within
the work environment, especially persons in charge of managing the movement of
aircrafts. This study, therefore explored the cognitive difficulties and emotional-
motivational challenges associated with air traffic control activity in Ghana, especially,
the perceived increase in cognitive workload of Air Traffic Controllers at Kotoka
International Airport. This is based on the observation that air traffic controllers at the
main airport in Ghana operate under very stressful situations in managing the high
traffic and movement of aircrafts. Such a high traffic volume and frequency congestion
represent the leading factors that influence their task complexity, characterized by
unplanned demands and having to dynamically re-plan in response to weather changes,
traffic management initiatives, airport construction, maintenance activities, and other
associated air traffic control activities. As such, the number of decisions to be made by
air traffic controllers is very enormous and highly stressful, especially when the con-
trollers’ decision-making capacity is stretched to the maximum.
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2 Literature Review

The complexity of the air traffic control activity is influenced by the pattern of the
strategic traffic situation [5]. As such, the physical framework within which air traffic
has to be controlled is set by the strategic traffic situation [5]. The strategic situation,
either permanent or temporal, can vary in terms of airspace structure and sectors,
airport layout and runways used, traffic volume and density, as well as flight planning
and flow management [5]. High traffic volume and frequency congestion represent the
leading factors influencing complexity [4]. The tactical traffic situation comprises the
actual traffic situation, the aircraft positions and clearances given, the mix in traffic and
aircraft performances, the traffic flows and routings, the actual weather situation and
emergencies and exceptional situations [5]. It is characterized by the dynamic nature of
the situation, with continuous changes in the information and situation and factors
interacting with each other [5]. These often result in unexpected situations that can be
cognitively demanding [5]. As it is observed by [4], much of the complexity is char-
acterized by unplanned demands, and dynamically re-planning in response to weather,
traffic management initiatives, airport construction, maintenance activities, and other
events. According to [4], unplanned tasks make it difficult for controllers because they
cannot prepare for them and may increase controller workload.

Air traffic control work is performed in teams consisting of air traffic controllers,
their supervisors and assistants, as well as other professional colleagues from adjacent
departments and units, including aircraft pilots [5]. It has been noted by [5] that due to
changes in the strategic traffic situation, working positions can be combined or sepa-
rated, resulting in changes in team configuration and operating procedures. These
changes increase the complexity of controlling air traffic. According to [5], the pro-
cedures describe the formal operating procedures within which air traffic has to be
handled, and comprises standard operating procedures and rules for conducting air
traffic control activity, as well as its associated work-methods.

Cognitive complexity is influenced by the number of procedures used, the com-
plexity of procedures, diversity in working methods and the increase of legal liability
issues [7]. Some of the procedures that are established for the control of air traffic
include the communicating of multiple or lengthy instructions to every aircraft [5]
within the precinct of the covered airspace. Air traffic controllers use several systems in
performing their tasks, and they include communication systems, planning systems and
navigation and surveillance systems [5]. According to [8], air traffic control requires a
lot of cognitive processing in the synthesis and analysis of significant amounts of
information, the mastery of complex procedures, real time problem solving, and the
listening and speaking skills necessary for effective information transfer.

According to [8], the rapid and continued growth in air traffic globally is outpacing
and putting strain on air traffic control systems to handle the traffic volume and its
inherent complexity [8]. Because of this rapid growth, the workload of controllers also
increases [8]. The cognitive skills required to control air traffic include the following as
outlined by [8]:
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• Perception for sensing and reacting to visual and aural information. For example,
detecting and resolving deviations from planned flight paths [8].

• Being attentive/vigilante for prolonged periods of intense activity, and sometimes
for prolonged periods of relative inactivity [8].

• Learning to master the procedures, practices and peculiarities of the position as well
as from day to day operational experience [8].

• Memory to interpret evolving situations correctly and quickly. Short-term for
dealing with situations in real time, and long-term for integrating knowledge and
procedures [8].

• Information processing to synthesize many diverse pieces of changing data about
traffic, weather, aerodrome conditions, and navigation-aids into a coherent picture
and to manage that picture in accordance with existing plans and procedures [8].

• Situational awareness to successfully integrate all relevant information into a
coherent and current picture [8]. This includes knowledge of the present, past and
pending situation, system functioning, human roles and tasks, as well as air traffic
controllers roles, procedures and objectives [8]. Losing this “picture” is the worst
nightmare for air traffic controllers [8].

• Planning to integrate the time element by extrapolating from the controller’s picture
to develop expected aircraft sequencing and spacing in accordance with established
procedures and objectives [8].

• Communicating for both the reception and correct interpretation of information as
well as for sending information and instructions, often through the barriers of
language and radio noise [8]. Effective communication also requires a feedback
mechanism to confirm understanding [8]. For example, pilots have to read back the
instructions given by controllers and controllers must listen to the read back [8].

• Problem-solving to resolve deviations from plans and cope with unforeseen cir-
cumstances such as system outages or aircraft emergencies [8].

• Decision-making for the timely selection of the best alternative course of action for
a particular situation, and appreciating how such decision will affect subsequent
traffic [8]. Not only must the traffic flow safely and expeditiously, it must continue
to be orderly [8].

3 Methodological Issues

As it has been outlined by [9], various practitioners have attempted to develop suitable
methods for task complexity evaluation, including the use of various units of measure,
such as the number of controls and indicators, or the number of actions [10, 11]. Many
of the studies regarding workload in Air Traffic Control were conducted in the labo-
ratory. According to [12] laboratory studies generally focus on relatively weak acute
stress. It is also noted by [13] that experiments regarding workload in air navigation
have been performed under very simplified simulated conditions, often far from the
reality. During such experiments, controllers are exposed to simulated stressful events
that might not necessarily be the true reflection of the actual events. But task com-
plexity, as argued by [9, 14] cannot be successfully evaluated by such methods,
principally because they employ incommensurable units of measure.
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The quantitative method of task complexity evaluation, according to [9], suggests a
requirement for units of measurement and measurement procedures that permit the
comparison of different elements of activity. However, this important issue has not yet
been resolved [9]. Thus, task complexity can be evaluated both experimentally and
theoretically [9]. The experimental evaluation is based on criteria, such as the evalu-
ation of probability of errors, the measurement of time performance, the evaluation of
duration of skill acquisition, and the measurement of mental fatigue [9]. According to
[9, 17], expert judgments, such as the use of a five-point scale for complexity evalu-
ation, and the subjective opinion of the task performer can also be taken into con-
sideration. But as it is pointed out by [9, 15], the motivational aspects of an activity are
usually ignored in the design process. These functional blocks of self-regulation are
connected with the evaluation of task difficulty and significance, ad play a central role
in integrating the cognitive and motivational aspects of activity [9, 14].

Thus arguing from the perspectives of [9, 14], it is deduced that the fundamental
notions of task complexity and cognitive challenge and significance in the Air Control
Activity, and the concentration of attention on the conduct of the Air Control activity
will permit the job designer to take into consideration, not only the cognitive and
behavioral aspects of the activity, but also its motivational aspects. In this regard, the
subjective opinions of the task performers were taken into consideration [14].

3.1 Sampling Technique

Due to the limited number of Air Traffic Controllers in Ghana, and the difficulty of
having access to them, the snowballing technique [15, 16] was used to get as many Air
Traffic Controllers to complete the questionnaires as possible. In all, out of a total 85
operational staff (i.e. air controllers) working at the Kotoka International Airport, 50 of
them volunteered to participate in the study. As such, quantified qualitative data was
collected from these 50 participants using a questionnaire.

3.2 Data Collection Procedure

A standardized self-completion questionnaire entailing five sections was used to collect
data from the fifty Air Controllers. Section A of the questionnaire collected information
on the controllers’ demography. Section B of the questionnaire collected information
on the controllers’ measure of their work stress. Section C of the questionnaire col-
lected information on the controllers’ measure of their workload. Section D of the
questionnaire collected information on the controllers’ measure of their works’ cog-
nitive demand.

Since the study participants’ responses are representative of their expert judgments
(i.e. subjective opinions) on the complex tasks they perform, it is appropriate to use a
five-point scale for such complexity evaluation [9, 14]. As such, the response ratings in
sections BC and D of the questionnaire followed the five-point Likert scale, ranging
from very low (1) to very high (5).
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In the data collection process, 50 questionnaires were delivered to the management
of the Air Traffic Control unit at the Kotoka International Airport in Accra. The
management then facilitated the administering of the questionnaire to the 50 Air Traffic
Controllers identified from snowballing [15, 16] exercise and who volunteered to
participate in the study. In all 50 questionnaires administered were fully completed and
returned for analysis yielding a response rate of 100%.

3.3 Data Analysis Procedure

Using the systemic analytical approach [9], the cognitive aspect of complexity that
depended on the specificity of workload and stress in the air-control activity, and those
emotional-motivational aspects of complexity that reflected the energetic aspects of the
air-control activity were analyzed descriptively.

4 Results Analyses

4.1 Demographic Assessment of Study Participants

The demographic characteristics of the respondents showed that there were more male
respondents (80%) than female respondents (20%). In relation to the number of years
spent in the air-control activity, majority of the respondents (76%) are quite experi-
enced, having been in practice for periods of 4 years and above. A significant number
of them (20%) have been in practice for less than a year. Only a few of the respondents
(4%) have been practicing for a period between 1–3 years.

The implication of the demographic distribution is that, majority of the air-
controllers (i.e. study participants) surveyed were duly qualified and experienced to
provide the needed information requested in the questionnaire administered.

4.2 Analysis of the Cognitive Aspect of Complexity in Air-Control
Activity

The tabulation of the number of respondents out of the 50 study participants who
attributed their stress to the cognitive demand of the air-traffic control activity is shown
in Table 1 below. As it is highlighted in the table, 47 (90%) of the respondents agree
that in the air-traffic control activity, assigning them cognitively demanding tasks
increases their mental workload. Almost all the respondents (98%) share the perception
that the air-traffic control activity entails a complex set of tasks requiring very high
levels of knowledge and expertise, as well as the practical application of specific skills
pertaining to cognitive domains (e.g. spatial perception, information processing, logic
reasoning, decision making), communicative aspects and human relations. The
respondents agreed that meeting all these task demands adds to the complexity of their
jobs, and the excessive cognitive demand it entails.

Similarly, all the respondents (100%) agree that the air-traffic control activity
involves cognitive demanding processes, such as constantly processing changing
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information, keeping the mental picture of the air traffic situation, dividing attention
among different situations, solving conflicts, planning ahead, working under time
pressure and constantly adapting to changing circumstances is confirmed. The respon-
dents agreed that the incorporation of all the tasks in the activity performance adds to its
complexity and cognitive demand.

4.3 Analysis of the Workload Aspect of Complexity in Air-Control
Activity

The tabulation of the number of respondents out of the 50 study participants who
attributed their stress to the workload of the air-traffic control activity is shown in
Table 2 below.

As it is shown in Table 2 above, 49 (98%) of the respondents agree that in the
air-traffic control activity, decision is made in a dynamic environment involving many

Table 1. Tabulation of the number of respondents attributing stress to the demanding nature of
the air-traffic control activity

Cognitive factors No. agreed

Since automated systems performs many cognitively demanding tasks faster
and more accurately than humans, assigning cognitively demanding tasks to
humans increases mental workload

47

The very high levels of knowledge and expertise, as well as the practical
application of specific skills pertaining to cognitive domains (e.g. spatial
perception, information processing, logic reasoning, decision making),
communicative aspects and human relations, required in the job makes a
complex activity

49

The cognitive demanding processes involved in the job, such as constantly
processing changing information, keeping the mental picture of the air traffic
situation, dividing attention among different situations, solving conflicts,
planning ahead, working under time pressure and constantly adapting to
changing circumstances, adds to its complexity

50

Table 2. Tabulation of the number of respondents attributing stress to the demanding nature of
the air-traffic control activity

Workload factors No. agreed

Making decision in a dynamic environment involving many factors, such as
constantly updating relevant information and resolving conflicting goals, and
often making difficult decisions with incomplete information, under time
pressure, and high workload increase the job complexity

49

High traffic volume and frequency congestion represent the leading factors
influencing the task workload and complexity

49

Much of the complexity in the activity is characterized by unplanned demands
and having to dynamically re-plan in response to weather, traffic management
initiatives, airport construction, maintenance activities, and other events

49
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factors, such as constantly updating relevant information and resolving conflicting
goals, and often making difficult decisions with incomplete information, under time
pressure, and with high workload. The respondents agreed that all these issues increase
their mental workload.

Almost all the respondents (98%) share the perception that the air-traffic control
activity entails high traffic volume and frequency congestion, which situations adds to
the complexity of the activity. Similarly, all the respondents (100%) agreed that much
of the complexity in the air-traffic control activity, and its accompanying workload
demand is characterized by unplanned demands and having to dynamically re-plan in
response to weather, traffic management initiatives, airport construction, and mainte-
nance activities. They agreed that incorporation of all these tasks in the activity per-
formance adds to its complexity and cognitive demand.

4.4 Analysis of the Stress Aspect of Complexity in Air-Control Activity

The tabulation of the number of respondents out of the total 50 study participants who
attributed their stress to the demanding nature of the air-traffic control activity is shown
in Table 3 below.

From Table 3 above, 49 (98%) of the respondents agree that the air-traffic control
activity is a very stressful and demanding job. Almost all the respondents (96%) share
the perception that the air-traffic control activity becomes a stressful when the Con-
trollers’ decision-making capacity is stretched to the maximum. Similarly, all the
respondents (96%) agree that in the air-traffic control activity, handling the information
content of radio transmissions (e.g. instruction, information, question, report, and
inquiry), their frequency and duration also contributes to their stress.

5 Discussion

The results analyses have shown that in the air-traffic control activity, the principal actor is
the individual (controller) employee who is simultaneously confronted with the chal-
lenges of handling the consequences of both the cognitive and motivational-emotional

Table 3. Tabulation of the number of respondents attributing stress to the demanding nature of
the air-traffic control activity

Stress factors No. agreed

Because the activity is extremely stressful, due to its characteristics, extensive
responsibilities is shouldered by controllers

49

Due to the high number of decisions involved in the task performances, it
becomes stressful when the controllers’ decision-making capacity is stretched
to the maximum

48

The information content of radio transmissions (e.g. instruction, information,
question, report, and inquiry), their frequency and duration also contributes to
the stress level of the activity

48
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aspects of the air-traffic control’s complexity. For the air-traffic control activity, one
activity type is the operator’s engagement in a complex set of tasks requiring very high
levels of knowledge and expertise, as well as the practical application of specific skills
pertaining to cognitive domains (e.g. spatial perception, information processing, logic
reasoning, decision making), communicative aspects and human relations. As found in
the analysis, the other activity type, which occurs simultaneously with the physical task,
is the operators’ engagement with cognitive (mental) task through interaction with dig-
itized communication models, such as, constantly processing changing information,
keeping the mental picture of the air traffic situation, dividing attention among different
situations, solving conflicts, planning ahead, working under time pressure, and constantly
adapting to changing circumstances. Since this routinized activity entails various char-
acteristics of decision-making process at the verbal-thinking level, it signifies an
important factor that influences the complexity of a task [14]. Therefore, the increase in
the cognitive aspect of complexity in the controllers’ could be related to the need for them
to alter the stereotypical actions of the designed tasks in the air-traffic control activity.
This is a realization that while the decision-making process ismore complicatedwhen it is
determined by information extracted from memory, it becomes easier to perform when it
is predominantly determined by external stimuli or by information provided from
external source [9].

The implication from the results analyses is that the air-traffic controllers’ objective
and subjective activities are interdependent and shaped based on the mechanisms of
self-regulation. The cognitive aspect of complexity in the air-traffic control activity is
found to depend on the number of task elements and the specification of interactions of
the different task elements. As found from the results, this include decision-making in a
dynamic environment involving many factors, such as constantly updating relevant
information and resolving conflicting goals, and often making difficult decisions with
incomplete information, under time pressure, and with high workload. It also included
the handling of information content from radio transmissions (e.g. instruction, infor-
mation, question, report, and inquiry), their frequencies and duration, a task is very
stressful and demanding, and which stretches the controllers’ decision-making capacity
to the maximum. Similarly, the mental or cognitive efforts expended by the operators
could be said to have been influenced by the goals that their object-oriented activity
aimed to achieve [14]. Thus, the complexity in the air-traffic control activity undertaking
by the controllers was defined by the number of static and dynamic components of the
task and interaction among these components [9]. As found, these include the high
traffic volume and frequency congestion, air-traffic control activity which is character-
ized by unplanned demands, with controllers having to dynamically re-plan in response
to weather, traffic management initiatives, airport construction, and maintenance
activities. In this regard, by using the argumentation of [9, 14], the degree to which the
tasks entailed in the air-traffic control activity could be viewed as unpredictable, and the
uncertainty that could be associated with such unpredictability must be seen as an
important influencing factor that adds to the activity’s complexity. Thus arguing from
the perspectives of [14, 17], the number rules in the air-traffic control activity that the
controllers have to learn must serve as the major criterion of determining the level of the
cognitive and motivational-emotional aspects of the activity’s complexity. This
understanding will help the designers of both the “activity” and the “procedures” for its
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performance to optimize the complexity of the air-traffic control activity and success-
fully integrate its cognitive and motivational-emotional characteristics.

6 Conclusion

The study has shown that the air-traffic control entailed several operator-oriented
challenges with the complexity of the activity as an influencing factor. Based on the
findings as discussed above, it is concluded that even though a complex motor task in
the air traffic control activity can be performed by an operator, it demands significant
cognitive effort and concentration from the operators which has consequence effect on
the emotional-motivational aspects of the activity they perform. By implication,
ameliorating the cognitive demanding processes of the air traffic control activity is
critical when the complexity associated with both the cognitive aspect and the
emotional-motivational aspects of the tasks entailed in the activity is to be understood.
This is because, as these complexities increase, the emotional tension and motivational
force associated with the operators’ work also increase.

Thus designers of the task environment for the air-traffic control activity need to
understand the emerging new mental images of the operators in order to be able to
come out with human-oriented designs that can lend to the creation of a friendly,
efficient and effective work environment for the air-traffic control. The work envi-
ronment must also have good work and social conditions that enhance the workers
‘emotional-motivational orientation. By implication, air-traffic control job designers’
understanding of the controllers’ cognitive difficulties and the emotional-motivational
challenges associated with their tasks can result in the designers’ ability to design an
operator-efficient and effective work system for air traffic controllers in Ghana.
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Abstract. Analyzing literature in ergonomics and psychology one can see that
now attention is mostly given to mechanisms of memory while thinking is not
considered enough when studying human work. Thinking is a vitally important
cognitive process for problem-solving tasks. In this work, we consider thinking
as a self-regulative system with function blocks being the main units of activity
analysis. Such blocks are subsystems with specific regulatory functions within
the structure of the self-regulatory system. In SSAT such approach of activity
analysis is called functional analysis. Work psychology and ergonomics are not
so much involved in studying isolated cognitive processes but rather in con-
sidering their combination in specific types of work activity. Content of each
block can be described in terms of cognitive processes that are evolved in
activity regulation or in term of cognitive and behavioral actions that are basic
units of activity analysis. All models of activity self-regulation including the
thinking model are not describing a homeostatic but rather a goal-directed
self-regulative process. SSAT understands goal as a conscious component of
activity that is connected with the motives. The self-regulative model of thinking
is important for task analysis and specifically when analyzing tasks that emerge
unexpectedly, performed in time restricted and dangerous conditions, accom-
panied by stress, has problem-solving aspects, and if the situation that is faced
by the operator is of a stable structure with embedded dynamic elements. The
thinking model includes nine function blocks and includes their interconnection.
The function of each block is determined by theoretical data accumulated in the
general, applied and system-structural activity theories. Some data from cog-
nitive psychology is also taking into consideration as well as the opportunity to
manipulate elements of the situation (operative units of thinking) that cannot be
directly perceived but only mentally constructed. Such manipulation with
operative units of thinking is provided by cognitive actions and specifically by
thinking actions. Practical or behavioral actions during the thinking process are
also considered in this model. Goal formation, development stable and dynamic
mental models, formation of the program of performance, mental transformation
of initial mental situation into new one, etc. as functions of various blocks are
described. In general, presented model is considered as a loop structured system
based on which various strategies of thinking during task performance can be
described.
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1 Introduction

In this paper, we consider the concept of thinking from the perspectives of the
systemic-structural activity theory (SSAT). Bedny has developed this new framework
in psychology and ergonomics [1–4]. Thinking is a vitally important cognitive process
when considering problem-solving tasks. Thinking is aimed at discovering new
properties, relationships between phenomena and objects of reality that are directly
given in the perceived situation or are unknown to the subject. It is also aimed at the
transformation of data, including ideal objects in order to discover their properties and
relationship. Thinking plays an important role in the study of human work. A worker
may have to perform cognitive tasks that are ill-defined. Based on the information
available to him/her from the work situation he/she may not be able to immediately
formulate the task. This makes the task a problem and so it must be formulated as a
problem. The process of task-problem formulation can often be more difficult than the
actual task solution. Thus, in problem solving we can outline several stages.

At the first stage, there is only a problem-solving situation. It is something vague
and not entirely conscious to a subject. At the second stage based on problem-solving
situation subject can independently formulate task-problem. In work environment, the
situation may be complicated because of time constraints. This is clearly seen in the
study of pilots’ tasks. One of specific features of the pilots’ work is the fact that the
performed tasks include instrumental and non-instrumental signals. Signals presented
by equipment displays are instrumental signals, signals that are not presented by
equipment displays are non-instrumental signals [5]. Such signals as vibration, engine
noise, smell, etc. belong to the later. These signals should be correctly interpreted by
the pilot. Non-instrumental signals are of two types: those that are interpreted based on
learned instructions, and those that are understood based on independent learning from
experience. Instrumental and non-instrumental signals can contradict each other, pro-
ducing an incorrect task formulation. The ability to interpret non-instrumental signals
specifically in contradicting conditions involve thinking and specifically its intuitive
components.

Presently, ergonomists and cognitive psychologists pay much more attention to
study of memory than thinking when studying human work. The other negative factor
is the fact that practitioners pay much more attention to the decision making process.
However, problem solving cannot be reduced to decision making that is a component
of the thinking. Decision making is possible only when a task is understood by a
worker. Thinking is especially important cognitive process for various problem-solving
tasks. Any problem solving task includes givens or pieces of information that are
presented to the subject; the goal or desired future result; cognitive and behavioral
actions that should be performed to reach the goal. However, the concepts of goal and
action have totally different meaning in SSAT in comparison with the interpretation of
these concepts in the cognitive psychology. These two terms have no precise meaning
in cognitive psychology. In problem-solving tasks, a goal often cannot be precisely
formulated at the beginning of the problem-solving process but it is formed in an
approximate manner, and as the solution of the problem gradually advances, the goal
becomes clearer and more specific. Cognitive psychology ignores consciousness of the
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goal, specific interactions with motives, and in most situations simply integrates the
goal with motives, which is incorrect. Cognitive psychologists often utilizes the term
production instead of cognitive actions. They are basic units of procedural knowledge
[6]. The term production has a mentalist orientation. Thoughts are considered to be held
in the head of a person without its relevant environmental context. For example,
Anderson considers human thinking as a system that manipulates internal rules in the
person’s mind [7]. These rules are triggered automatically in working memory. They
define the character of practical actions that are performed by a person. However,
human activity is object oriented. Object-oriented activity is performed by a subject
using tools on a material or ideal objects. A tool can be material or mental. Object
oriented activity is possible only by utilizing cognitive and behavioral actions. Study of
thinking when major units of analysis are cognitive and motor actions is called mor-
phological analysis of thinking.

2 Types of Thinking Process

In activity theory specialists distinguish various types of thinking such as theoretical and
practical thinking depending on a type of a problem-solving task performed by a person.
The latter is important when studying problem-solving task performance. Practical
thinking in turn can be categorized into manual-manipulative, operative, and supervi-
sory thinking. Manual-manipulative thinking is considered to be more suitable for
blue-color workers. When an operator works with an automatic and/or semiautomatic
systems the operative thinking process dominates. For such tasks an operator uses cues
from instruments and manipulates controls. Sensory-perceptual and imaginative pro-
cesses are extensively involved in this type of thinking. Supervisory thinking determines
the style of leadership and influence on subordinates. Here, logical components and
planning are important. Due to the supervisory planning, the problem-solving tasks have
a social involvement. One of the components of this type of thinking is the formation
and distribution of the tasks and clear formulation of their goals among personnel and
coordination of task performance in time. For operative and supervisory thinking, a time
limit is common. This often produces emotional tension in the thinking process. Erro-
neous solution of the problem in the work environment can also be dangerous. All these
factors can involve emotional components in operative and supervisory thinking pro-
cesses. The most important features of operative thinking are [8]:

1. Operative thinking is directed toward the solving of practical problems.
2. A practical cognitive and motor actions are formed based on operative thinking and

are immediately analyzed in a practical situation. It is possible to immediately
correct and change the thinking process.

3. Operative thinking is often performed under time constraints and can be accom-
panied by stress.

4. Operative thinking has three main functions: planning, control and regulation of
practical thinking actions. It also can include intuitive thinking operations that
might not be sufficiently conscious.
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The following components of the thinking process are important: creation of mental
structure of existing situation (development of enlarge meaningful units of thinking
based on the connection between different elements of a situation), dynamic recogni-
tion, anticipation of the effects of the final situation, formation of algorithm of task
solution (development of principles and rules of solutions), and sequence of cognitive
and motor actions performance, required to perform the task. Usually visual type of
information plays a leading role in task performance.

When eye movements are recorded in the studies of cognitive task performance, it
is necessary to distinguish between perceptual eye movement and thinking eye
movement. Perceptual actions have purpose of recognizing elements of the situation. In
contrast the thinking actions have purpose of recognizing the meaning of elements of
the situation based on the analysis of their functional relationship.

Utilizing sequential fixations a subject can extract from identical situation distinct
essential characteristics that are germane to the solution of a problem. These features
are not always conscious. According to Pushkin [8] this thinking eye movements are
vital for extraction of “non-verbalized operational meaning” or “situation concept of
thinking.” Therefore, thinking eye-movements are involved in the inner mental oper-
ations. The same external situation can constantly change in the mind of the subject.
This external change of the situation in the mind of the subject in light of its external
constancy is called “gnostic dynamic.” SSAT shows that the self-regulation process is
the basis of gnostic dynamics. Thus, in the following section we consider thinking as
self-regulative system.

3 Analysis of Thinking as the Self-regulative System

Work psychology and ergonomics are not so much involved in studying isolated
cognitive processes but rather in considering their combination in specific types of
work activity. Such principle of studying cognitive processes is provided by functional
analysis of activity when activity is considered as self-regulative system with function
blocks to be the main units of its analysis. Each function block includes various
cognitive processes that are organized in various ways depending on specificity of
function block and tasks performed by a subject. From the SSAT perspectives, we can
describe the thinking process as a self-regulative system that is comprised of various
stages presented as interdependent function blocks (see Fig. 1). Such blocks are sub-
systems with specific regulatory functions within the structure of the self-regulatory
system that depict thinking process during task performance. Content of each block can
be described in terms of cognitive processes that are evolved in activity regulation or in
terms of cognitive and behavioral actions that are basic units of activity analysis. All
models of activity self-regulation including the thinking model are not describing
homeostatic but rather goal-directed self-regulative processes.

When a subject perceives information from a computer screen or a display panel,
the essential data about a task is considered as an informational model. A subject
selects information that is subjectively most important in a presented situation. He/she
also can select required information directly from the environment. The selection of
information also depends on emotionally-motivational aspects of the subject’s activity.
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Therefore, not only externally presented data but also the internal mental state of the
subject, her/his emotionally motivational state, is a key factor in selecting the required
information. Thus, the process of receiving information involves not only sensation and
perception but it is also closely linked to past experience or memory, attention, and
thinking. At the first stage task conditions (givens) and requirements are received by a
subject. This is sensory-perceptual analysis of problem-solving situation. This block is
not directly involved in thinking process and is presented outside of thinking model.

Conditions 
(givens) and 
requirements 

Performance

2. Transformation of 
requirements into 

overall goal of task 

3. Formation of mental task 
representation (mental model 

of task)

4. Formation of 
hypotheses and 

sub-goal of subtask 

6. Mental transformation of initial 
mental model into new one according 

intermittent goal of subtask

8. Formation of 
program of 

performance or 
corrections 

Sensory-perceptual analysis

9. Switching 
block 

Imaginative 
analysis 

Emotionally-
motivational 
assessment

Verbally-
logical analysis

1. Analysis of task 
conditions and task 

requirements 

5. Formation program of performance for 
mental transformation of subtask

7. Evaluation of performance, deviations 
from goal or criteria

Fig. 1. Self-regulation model of the thinking process.
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At the stage of the sensory-perceptual analysis of a problem-solving task, verbal
components of thinking are presented in a reduced form. Verbal processes are mainly
connected with the mental categorization of elements of the situation, assigning them to
a class of related objects.

The first functional block that is directly involved in the thought process is block 1
(analysis of task conditions and requirements). At this stage of task performance, a
subject defines task conditions and task requirements that can be most relevant to
solving a problem. A subject restructures a task and assesses the obtained results
according to the subjective significance of the elements of a problem-solving task.
Restructuring of a problem can be performed not just practically but also mentally by
using thinking actions. Major operative units of thinking actions are concepts,
propositions, and mental images. Thinking actions and operations are involved in the
manipulation of these operative units of thinking.

The formation of mental task representation has a preliminary character because the
goal of a task is not yet formed or accepted by the subject. This becomes possible only
after block 2 (transformation of requirements into overall goal of task) is activated and
the final goal of the task is formed and accepted. Blocks 1 and 2 have forward and
backward connections and therefore these blocks are mutually adjusted (see Fig. 1).
Based on the analysis of task conditions and accepted goal, a subject develops his/her
mental model of the task. This stage of the thinking process is associated with block 3
(formation of mental task representation or mental model of task).

When a mental model of task is created, the solution stage begins. After under-
standing a task at hand, a subject divides a task into subtasks. He/she begins the
formation of subtasks by formulating various hypotheses. Each hypothesis has its own
potential goal. Based on comparison and evaluation of such hypotheses, a subject
selects one and formulates the first sub-goal associated with the selected hypothesis
(see function block 4; formation of hypothesis and sub-goal of task). Comparing a new
sub-goal with an existing mental model of a task allows transforming an original
mental model into a new one that is adequate for a new subtask. Therefore, this stage of
thinking process is associated with block 5 (formation of program of performance for
mental transformation of subtask) and block 6 (mental transformation of initial mental
model into a new one based on intermittent goals of task).

The obtained result is evaluated in block 7 (evaluation of performance, deviations
from goal or criteria) based on its correspondence to the goal or sub-goal of a task and a
subjective criterion of success. The last one can deviate from the objective goal, and
therefore a subject can evaluate her/his own result as a successful one even if it is lower
than required. For example, a blue-collar worker can lower quality of performance in
order to increase quantity. We have to distinguish goal from the subjective criteria of
success. A goal is formulated in advance, but subjective criteria of success can change
during task performance.

Function block 7 has three sub-blocks. The first one is involved in conscious and
precise verbally logical analysis and evaluation of the thinking process. The sub-block
on the left-hand side (imaginative analysis) is involved in not sufficiently conscious and
therefore sufficiently precise evaluative process. The most imprecise is the third
sub-block on the left-hand side called emotional-motivational assessment. Function
block 7 has a feedback connection with block 5 because performance program for a
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subtask can be corrected and mental transformation of initial mental model into new
one can be repeated based on such evaluation. This cycle can be repeated several times
until evaluative stage (block 7) is perceived by the subject as positive.

After completion of the evaluative stage, a subject develops her/his program of
performance that can be utilized not just for mental but also for real transformation of
the problem-solving situation (see block 8, formation of program of performance or
corrections). Block 8 can be corrected based on feedback from block 7. Results of an
evaluative stage can be utilized in two ways:

1. Transmitting information into block 1 and then the whole cycle of thinking process
can be repeated.

2. Switching block 9 to various blocks when the result of sensory-perceptual analysis
can be used by blocks 2 or 3 or 4. Switching block 9 can also transmit information
directly to block 7 (evaluation of performance, deviation from goal or criteria).

The actual performance result of a problem-solving task is evaluated in block 7 and
the obtained data can be used for corrections of performance in block 8. If received data
is evaluated positively, the thinking process cycle is completed. If the result is eval-
uated negatively, information can go from block 7 to block 8 or block 5 or all the way
back to the sensory-perceptual block.

If information from block 7 goes to block 8, the program of performance can be
corrected. When information from block 7 enters block 5, a subtask can be mentally
corrected. If information from block 7 goes to the sensory-perceptual block, the whole
task is re-evaluated. Hence, switching block 9 and block 7 can selectively influence
various blocks. Connections between the blocks demonstrate that the model describes
strategies of the thinking process very flexibly. Therefore, the circle of thinking reg-
ulation can be shorter or longer, depending on the specificity of a problem-solving task
and the thinking process strategies selected by a subject.

4 Conclusion

Thinking should be considered as a complex self-regulative system with a variety of
strategies for solving the same problem. Such a self-regulative process includes various
stages or function blocks. Each stage is evaluated based on feed-forward and feedback
influences between function blocks of self-regulation process. Function blocks or
functional mechanisms are the important units of analysis of thinking. The more pre-
cisely we can describe functions of the thinking process at various steps of its regu-
lation the more precisely we can define strategies of thinking during performance
problem-solving tasks. Forward and backward connections between such blocks show
relationships between stages of thinking and allow conducting a more effective analysis
of strategies of the thought process.
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Concept of the Computer-Based Task
in Production and Non-production
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Abstract. In this work we conduct comparative analysis of concept of the
computer-based task in production and non-production environment within the
framework of the systemic-structural activity theory (SSAT) and cognitive
psychology. These two approaches have significantly different understanding of
the concept of task and of its basic elements and without the clear understanding
of the concept of task it is impossible to accurately conduct task analysis. Today,
computer-based technology opens a new wide area of nontraditional ergonomics
design that includes recreational and nonproduction design. Computing tech-
nology with increasing frequency is now used for nonproduction purposes
creating a field for designing human-computer systems for recreation activity,
education, games, etc. By analyzing the task that is being performed by a user
we can evaluate usability of HCI system in production and non-production
environment. Classifications of activity such as play, learning and work and
their relationship are considered in this work from perspectives of SSAT. In this
work, we demonstrate that “pleasure-based” activity design as it currently exists
in ergonomics covers only a very narrow area of recreational design. Such
concepts as play and game are not considered in this area at all. Activity is
classified into three categories: play, learning and work. The paper demonstrates
process of transformation of play into game which is important for under-
standing the concept of task in recreation conditions.

Keywords: Systemic-structural activity theory � Production and
non-production environment � Task � Goal of task � Play and game � Risky
decisions

1 Introduction

Analysis of human-technology interaction usually begins with a description of the
tasks. The concept of task and the techniques of task analysis are the most potent tools
for the analysis of the human-technology relationship that determine the steps by which
humans interact with technology. According to Bedny [1–3] who is the founder of
systemic-structural activity theory, task analysis can be defined as the study of work
activity strategies in terms of logical organization of cognitive and behavioral actions to
achieve the goal of the task that is based on the demands of the system.
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According to this definition, the goal of the task and the goal of the system are not
the same. The overall goal of a task should be accepted or formulated by the performer
based on the requirements of the system. Furthermore, there is never just one optimal
way of task performance. Possible strategies of task performance should be developed
based on constraint-based principles that depend on the system requirements. This
understanding of task analysis eliminates contradiction between the so-called norma-
tive and constraint-based principles of task analysis. However, the nature of work
constantly changes. Recently, the main change in human work is its computerization.
This evokes new issues in the study of human work associated with informational
technology. One of such issues is analysis of computer-based tasks in production and
non-production environment. At present, we can distinguish two different approaches
in the study of tasks in these various environments. One approach considers tasks from
cognitive approach perspective and another one from of the systemic-structural activity
theory (SSAT) perspectives. SSAT defines activity as a system that integrates cognitive
and behavioral actions in the specific logical way that allows a subject to reach the goal
of task. However, computers are utilized not only in work environment but also in
recreation environment. These two types of environment bring specialists to conclusion
that they have to distinguish between two types of tasks: computer-based tasks in
production and non-production environment. Emotionally-motivational factors are
important factor in task analysis. However, these factors in cognitive psychology and
ergonomics usually are reduced to the study of the emotional or psychic tension of an
operator in a stressful situations. This approach does not consider positive emotions in
task performance, the relationship between emotions and motivation, and so on. Hence,
in this work we will conduct the comparative analysis of concept of the computer-based
task in production and non-production environment within the framework of SSAT and
cognitive psychology. These two approaches have significantly different understanding
of these concepts in task analysis.

2 Basic Characteristics of Task and Their Classification

Tasks itself is a basic component of activity. Our lives can be conceptualized as a
continuing chain of various tasks. For example, people run a variety of tasks to
maintain their house in order such as cleaning, washing dishes, and so on. This kind of
tasks can be an object of ergonomic studies when working on designing or improving
housekeeping related devices. The design principles for the development of machines,
computers, and kitchen appliances have similarities. We can evaluate the adequacy of
equipment, computer interface, or home appliances only by assessing them in the
context of task performance. The whole diversity of tasks has two main types:
skill-based tasks and problem-solving tasks. These two types of tasks require different
levels of automaticity with which they are performed. Skill-based tasks require stan-
dardized methods of performance. An example of such tasks would be a simple
deterministic production operation. These tasks very often are repetitive and have high
level of task performance. The more complex problem solving tasks require discov-
ering the unknown based on what we already know. These are purely creative tasks that
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are seldom in the performance of production processes. They sometimes can be caused
by ill-defined task requirements.

Every task includes objective requirements (goal) of tasks and conditions (givens).
Anything that is presented to a person and should be considered during performance is
a task condition. What has to be achieved including finding a solution is known as task
requirements. When the task requirements are given and accepted by an individual,
they become a personal goal. Hence, goal recognition, goal interpretation, formulation,
and acceptance of the goal are means by which the task’s goal is formed. Thus, the
objectively given goal (requirements) and the subjectively accepted goal are not the
same, which in itself is an important aspect of task analysis.

Actions are one of the main units of task analysis. They can be cognitive and
behavioral. The performance of actions leads to achievement of their goals. The per-
formance of all actions required by a task leads to the achievement of the overall goal
of the task. Therefore, cognition is not just storage for images, concepts, or propositions
but also a system of mental actions and operations carried out with and upon them.
Cognitive and behavioral actions are classified and described according to developed in
SSAT standardized principle.

In cognitive psychology, task taxonomy is now based on Rasmussen’s work [4]
that considers skills, rules, and knowledge-based tasks. Each category of taxonomy has
its own level of cognitive control of activity. This taxonomy is well known in literature.
In SSAT task taxonomy is different. There are two initial classes of tasks: skill-based
tasks and problem-solving tasks. Problem-solving tasks in turn can be divided into two
basic groups: algorithmic and non-algorithmic tasks. Algorithmic tasks are performed
according to some logic and rules. Algorithmic tasks are of deterministic and/or
probabilistic types.

In deterministic algorithmic tasks, subjects make simple “if-then” decisions based
on familiar perceptual signals and rules. Each decisions have only two outputs. For
example, “if the red bulb is lit, then perform action A; if the green bulb is lit, then
perform action B.” Algorithmic tasks explicitly define the rules and logic of actions to
be performed and guarantee successful performance if the subject follows the pre-
scribed instructions. Deterministic algorithmic tasks according to Rasmussen termi-
nology can be compared with rule-based tasks.

Probabilistic algorithmic tasks involve decisions with the possibility of two and
more outputs, each of which possesses a different probability of occurrence. This
probabilistic element significantly increases the operator’s memory workload and the
complexity of task performance in general. Probabilistic algorithmic tasks can be very
complex and can present a significant workload not only for memory but also for
thinking. Because of the inability to remember all possible rules for the performance of
probabilistic algorithmic task and insufficient familiarity with probabilistic character-
istics of the task, this task very often becomes semi-algorithmic and even semi-
heuristic. According to Rasmussen terminology [4], probabilistic algorithmic tasks and
semi-algorithmic tasks can be considered knowledge-based tasks. Purely heuristic tasks
are seldom in production environment. The experience of a subject is critical for task
classification. If the subject does not possess the required knowledge, even an algo-
rithmic task can become a creative one. As we show below, the classification of tasks
for production and non-production environment is the same.
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3 Task Performance in Production and Non-production
Environment

Specialists who study human work in activity theory distinguish between
object-oriented and subject-oriented types of activity. However, there is another clas-
sification of activity: recreational activity, learning, and work activity. Such activity
classification is important for understanding the concept of the computer-based task in
production and non-production environment.

All three kinds of activities have similar structure and include goals, motives,
cognitive, and behavior actions. Analysis of children at play has an important role in
the study of HCI in a non-production environment. For our analysis, we consider the
role of playing in mental development. Vygotsky’s work gave the most wide-ranging
account of psychological characteristics of game and its role in mental development
[5]. When a child plays, it fulfills two functions: formation of a child’s needs and
formation of her or his cognitive functions. The purpose of play is not in achieving
some useful result of activity but rather the activity process itself. However, this fact
does not eliminate the goal formation and motivational aspects of activity. The actions
of the child are purposeful and goal directed. For example, a child can often see how
adult feed a child. Moreover, children have their own experience of being fed. When a
child while he/she plays tries to feed a doll she/he try to utilize the prior obtained
experience. Despite the fact that a child cannot really feed a doll, she or he still
performs conscious goal-directed actions that are integrated in some logical way to
achieve the goal that is formulated during the play. Moreover, imaginative aspects of
play become critical when children operate with a variety of objects, which have a
particular purpose and are associated with objects’ meaning.

A child at play operates with meanings that are often detached from their usual
objects [5]. For example, a child can take a stick, say that it is a horse, and start
performing meaningful actions that are similar to a rider’s actions. Play is associated
with pleasure and it develops motivational components of activity. Gradually, play
becomes more and more important and a child develops rules for her or his play.
Subordination to rules makes playing more complex, and play is transferred into a
game. The imposed rules force children to learn how to suppress involuntary impulses.
Hence, the childhood games precede real adult activities.

In games, the same as in work, tasks can be formulated in advance by others or
formulated by a subject independently. Independently formulated tasks exist even in
jobs that have rigorous rules and requirements. For example, during a flight from New
York to Moscow, a pilot performs not only the prescribed tasks but also multiple tasks
formulated independently depending on the weather, information from the air con-
trollers, and so on. Similarly, there are multiple self-initiated tasks during performance
of computer-based tasks in productive and non-productive environment. In this type of
task, goal formation and motivational aspects of activity are particularly important.
Analysis of games and other types of activity demonstrates that goal is one of the
central concepts in psychology, but in cognitive psychology, it is mixed with moti-
vation, which is one of the main confusing factors in applied field. For example, Diaper
and Stanton wrote [6]:
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“The basic is that there is some sort of psychological energy that can flow, be
blocked, deviated, and so forth. Goals as motivators of behavior would seem to be a
part of this type of psychological hydraulics. Given that there is no empirical evidence
of any physical substrate that could function in such a hydraulic fashion, perhaps we do
not need concept of goals as behavior motivator.”

This is an example of erroneous interpretation of goal that is common in cognitive
psychology. In SSAT, a goal is a cognitive component that interacts with motives and
creates a vector “motives ! goal,” or more specifically “motivation ! goal.”

Similarly, Karat et al. insist that a task in production environment has a clearly
intended purpose or goal [7]. According to this author, the HCI field shifts its focus
from production environment with its clearly defined tasks and goals to the
non-production field, where the main purpose is communication, engaging, education,
game, and so on. According to these authors, HCI field shifts its focus from production
environment with its clearly defined tasks and goals to the non-production field, where
the main purpose is communication, engaging, education, game, and so on.

Karat had wrote: “HCI professionals might say that people use technology because
they have the goal of reaching a pleasurable state, but this is awkward and has not
proven useful as a guiding approach in design. This is partly because of the difficulty in
objectively defining the goal state, and without this there is not much the field can say
about the path to the goal.” [7].

Here, the authors mix the goal of the task with the motive and insist that there are
no tasks and goals in non-production environments and particularly in games. How-
ever, in the above example, we have shown that the goal is to reach the desired future
result of the game. The motive is to obtain a pleasurable state during a game and some
satisfaction after the game. The goal of the game cannot be precise at the beginning of
task performance in non-production and production environment. In designing a task in
any environment, we should find out how the initially formed goal is gradually clarified
and specified during further task performance.

In cognitive psychology, intermittent goals are known as sub-goals. Process of
formatting the sub-goals is performed based on means-ends analysis, in which the
desired sub-goal is considered to be the end state of the step. This end state is compared
with the present state of knowledge. From the SSAT perspective, these data require
some additional interpretation because sub-goals are mental representations of desired
future results. Hence, a sub-goal is a cognitive and conscious entity. There is also a
need for a general motivational state that creates an inducing force to produce this
process of sub-goals formation. The comparison of a future hypothetical end state with
an existing state is provided by feedback, which is performed in the mental plane. This
demonstrates that thinking works as a self-regulative process. Moreover, there are
well-defined and ill-defined problems. Well-defined tasks are those that have a clearly
stated goal. The performance of ill-defined tasks in more complex situations begins
with searching for and formulating the goal. A subject promotes hypotheses, formulates
hypothetical goals, and evaluates them mentally or practically. Only after that can he or
she formulate hypotheses to achieve a defined goal. Hypotheses formation process can
include conscious and unconscious components. Unconscious hypotheses are not
verbalized, and they can be performed, for example, in the visual plane. Some of these
hypotheses can be later transferred into the verbalized, conscious plane. There are also
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hypotheses that are conscious during a short period of time, and then they are forgotten.
People act as goal-directed systems in work environment or in game situations.

According to Karat et al. [7] and Diaper and Stanton [6], the advent of technology
in the home environment and the everyday life of people eliminates task-oriented
activities. Moreover, Karat et al. [7] wrote that “the science of enjoyment is not capable
to define a goal-directed approach.” First, we emphasize the fact that there is no such
science as “enjoyment.” In psychology, this term simply refers to a certain emotional
state. Then, we note that the concept of “task” is very important even for entertainment.
Our activity or behavior strives toward anticipated goals in production and
non-production environments. The analysis of a variety of tasks that people perform in
everyday life demonstrates that they attempt to break down the flow of activity into
smaller segments or tasks, which are often self-initiated. Subjects’ everyday life activity
cannot be understood without referring to motivational and goal-formation processes.
In contrast to cognitive psychology, in AT a task always has its desired final goal and
motivational forces. Similarly, social interaction, learning, playing, and games are
always, as any other type of human activity, motivated and goal directed.

Karat et al. [7] substitute complicated concepts such as motivation by the term
“value,” which simply has a common sense meaning in their discussion. Hence, the
classification of HCI systems as communication driven, content driven and so on is
questionable. The authors come up with a new “science of enjoyment,” which, in their
words, is not a goal-directed approach. It is hard to agree with such an interpretation of
enjoyment. People can enjoy drugs, alcohol, work, sports, and so on, depending on the
motivational factors. So, the study of motivation should be associated with enjoyment.
Is there a need for a new “science of enjoyment” when there is psychology and
motivation as its branch? Any technology is just a means or tool for human work or
entertainment activity. Hence, we need to study the specifics of utilizing such tools or
means of work in various kinds of activities. For instance, in order to design a
computer-based system of person-to-person communication, such system should be
adapted for social interaction activity, providing means for understanding the partners,
prediction of their goal and motivational state, ability to formulate the general goal of
subjects involved in such communication, ability to emotionally interact with each
other, and so on. Usability engineers should work together with psychologists to
improve the design of computer-based tasks in various environments. We can evaluate
computer interface in non-production environment only in the context of task
performance.

The concept of task and classification of tasks was first developed for production
environment. However, the concept of task is critically important also for
non-production environment. Classification of tasks for non-production environment is
the same as for the production environment. The selection of tasks or development of
tasks for non-production environment depends on their purpose in this environment.
For tasks that facilitate social interaction for the wide audience, such tasks should be
relatively easy. They can be deterministic, algorithmic or even skill-based tasks. In case
of game, there is a trend to increase the task complexity or allow for regulating the task
complexity based on the type of audience. Complexity of task in non-production
environment is used as a motivational factor. Moreover, risk to lose a game is also
utilized as a motivational factor.
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Therefore, clear understanding of such concepts as task complexity and difficulty of
the task is vitally important. Complexity is an objective characteristic of the task.
Difficulty is its subjective characteristic. The more complex the task in non-production
environment is the higher is the probability that it will be difficult for a subject.
Entertainment tasks can be objectively sufficiently complex. However, a complex task
might be perceived as a low difficulty task by a specific individual, which would reduce
the subjective significance of this task for such individual and she/he would not be
motivated to perform this entertainment tasks.

Motivational factors play a particularly important role in a game. Thus, let us
consider the stages of motivational process in human activity. According to the concept
of motivation developed by in SSAT [3, 8], there are five stages of motivation: (1) the
preconscious stage, (2) the goal related stage, (3) the task-evaluative stage, (4) the
executive or process-related stage, and (5) the result-related motivational stage. Based
to the principle of self-regulation, these stages are organized as a loop structure, and
depending on the specificity of the task, some stages can be more important than the
others. Depending on task specificity, scientists should pay more attention to some of
these stages and their relationship.

The preconscious stage of motivation predetermines motivational tendencies. This
stage is not associated with a conscious goal but rather with an unconscious set that can
be later transferred into a conscious goal and vice versa. The goal-related motivational
stage is important for goal formation and acceptance. This stage can be developed in
two ways: by bypassing preconscious stage of motivation or through the transformation
of an unconscious set into a conscious goal. When the current task is interrupted and
attention is shifted to a new goal, the previous goal does not disappear, but is trans-
formed into a subconscious set. It helps a subject to return to an interrupted task, if
necessary, through the transition of a set into a conscious goal.

The third motivational stage, the task-evaluative stage, depicts the evaluation of task
difficulty and its significance. The fourth stage, the executive or process-related moti-
vational stage, is associated with executive aspects of task performance. Goal formation,
task evaluation (evaluation of task difficulty and its significance and their relationship),
and process-related stages of motivation are particularly important for understanding
risky tasks, games, and the development of recreational computer-based tasks. The
result-related motivational stage is associated with evaluation of activity result (com-
pletion of task). All stages of motivation can complement or conflict each other.

Let us consider some examples. The relationship between process-related and
result-related stages of motivation is important for production environment. In some
cases, the work process itself does not produce a positive emotional-motivational state.
This can be observed during the performance of a boring job when the work process–
related stage of motivation is negative. In order to sustain a positive motivation during
such task performance, commitment to the goal-related (stage 2) and result-related
motivational stages (stage 5) should be positive to offset it.

In computer-based games, the process-related stage (stage 4) is critical and should
be associated with the positive emotional-motivational state. The result-related stage
(stage 5) should vary when positive results are combined with negative results,
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producing a combination of positive and negative emotional-motivational states. At the
same time, the always-positive result in computer-based games can reduce interest in
the game.

A simple game without a risk of losing can reduce the positive aspects of the
process-related stage of motivation. Hence, the complexity of the task should be reg-
ulated depending on the previously obtained results. If the game is designed for
children, the possibility to obtain a positive result should be significantly increased.
Even in gambling, when people can lose their money, some relationship between
success and failure is important. The strength of positive and negative emotions during
different stages of motivation is also important. This is particularly relevant for the
risk-taking addicted people, where manipulation of process and result related stages of
motivation is critical. Of course, other stages of motivation also should be taken into
consideration. In non-productive tasks, the simplicity or difficulty to obtain a desired
result is an important factor. Understanding motivation as a sequence of interdependent
motivational stages helps to create a desired motivational state in the production and
non-production environment.

Sometimes, the goal of a task or game is not precisely defined, and at the beginning
the goal is presented in a very general form. Only at the final stage of the game, the goal
becomes clear and specific. This is not new. For example, when playing chess, the goal
can be formulated only in a very general form “to win” or “to tie the game.” A chess
player also formulates some hypotheses about his or her possible strategies that are
closely connected with the goal of the task in advance. For this purpose, a player uses
some algorithmic and heuristic rules that he or she stores in his or her memory. When a
chess player selects a possible strategy, he or she starts to formulate multiple inter-
mittent goals that correspond to his/her strategy. The selected strategy can be corrected
or totally abandoned depending on the strategies of the opponent. A clear and specific
understanding of an overall goal is possible only at the final stage of the game, just
before a checkmate.

Even when the goal of a task is externally given in a precise form, the subject can
reach this goal by using a variety of strategies and various intermittent goals. Therefore,
a goal cannot be considered as an end state of the system that the human or machine
wishes to achieve, as has been stated by Preece et al. [9]. A goal of a system and a goal
of a person are two totally different concepts.

4 Conclusion

Currently, there is no consensus on the understanding of task concept and the main task
attributes. Task analysis is a multitude of independent techniques, sometimes not
sufficiently grounded from theoretical point of view. There is a reasonable opinion that
at this point task analysis is a mess. Moreover, some practitioners raise questions about
the future of task analysis.

Hence, it is no coincidence that the concept of a task is rejected by a number of
specialists working on non-production related projects. Specialist in ergonomics usu-
ally distinguish two types of human activity such as work and learning. The second one
is usually considered in the context of training process. However, there is now another
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type of human activity that is also important with development of entertainment related
industry. According to cognitive approach concept of task is redundant in the study of
human work. From SSAT point of view concept of the computer-based task is
important not only in production but also and non-production environment. Presented
work clearly demonstrates that without clear understanding of the concept of task it is
impossible to study human activity in non-production environment. Not only human
work and learning are important topics in ergonomics. Playing and games are also
important areas for studying human activity in the non-production environment.
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Abstract. Regardless of the field of activity, managers work with people. Not
only those, who are called managers by their title, belong to the category of
managers. Business owners and plant foremen, supervisors and heads of
departments, commanders of military units and coaches of athletic teams, and
many others - all fall into the category of managers by their functions. In our
work, we will describe the most important managerial functions of the psy-
chological nature and make an attempt to shed light on a new understanding of
these functions from the activity theory (AT) perspective.

Keywords: Management � Activity theory � Strategies of performance �
Individual style of activity � Self-regulation of activity � Formal and informal
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1 Introduction

Historically activity theory was developed in the former Soviet Union as a counter-
weight to behaviorism, a theory developed by the American psychologist Skinner [1].
By Skinner, human reactions are considered to be the results of only external influ-
ences, ignoring mediated functions of activity that provide a basis for personal
development. In activity theory, a person interacting with a situation is considered the
subject who performs conscious voluntary actions. The leading Soviet psychologist
Sergey Rubinshtein was one of the main contributors into the development of activity
theory. He wrote, “through the organization of the individual practice, society shapes
the content of individual consciousness” [2]. His famous quotation “external acts
through internal” emphasizes the dependence of activity on the subject’s individual
personality features. The social aspect depends on the individual, just as individual
depends on the social aspect. In the same social environment different individuals act
differently and are impacted by social environment in different way.

Activity theory distinguishes two types of activity: “object-oriented” and
“subject-oriented”. The former is referred to a subject using tools on material objects
with the goal to complete the task and evaluate the results. The latter is referred to
social interaction between people, which is the most important element in manage-
ment. According to the systemic-structural activity theory (SSAT) human activity is
considered to be a goal-directed self-regulative system [3]. It manifests itself in the way
people through trials, errors, and feedback corrections create strategies of performance
which are derived from the personality features. Activity consists of actions that could
be cognitive/or internal/and behavioral/or external/ [4]. All actions are organized and
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directed toward the achievement of conscious goals of the task. Activity can be defined
as conscious, intentional, goal-oriented and socially formed behavior which is specific
to humans.

In this brief presentation, we will consider some important factors of the psycho-
logical nature which managers should take into account in their work with people.

2 Management is a Multifaceted Human Activity

Most of attention in any organization is directed towards achieving financial goals, i.e.
towards profitability. This is vital for the organization and well understood. However
particularly for this reason people’s interests are not often on the priority list in
organizations’ affairs. If that is the case, sooner or later such an approach will backfire
and prevent the organization to function successfully in the long run. Hence, directing
all possible efforts towards creating a positive psychological environment in the
workplace is of a significant importance. To create such an environment without basic
knowledge of psychology does not seem possible. To know people’s individual per-
sonality features, their ability to work in a group environment as well as their values,
goals and desires is just as necessary for managers as the technical knowledge in the
chosen field of activity [5].

Activity approach in management manifests itself in many ways. Knowledge of
subordinates’ personality features and the ability to apply this knowledge in the process
of management allows to bring out people’s best. Understanding group dynamics and
the distribution of roles in the group is as important for the effective implementation of
managerial functions. To be aware of the presence of informal leaders, as the most
influential group members, and communicating with them in the process of manage-
ment helps maintaining a positive psychological climate in the work place. The
compatibility factor among the group members and its direct effect on the group
performance is another factor of the psychological nature which managers should work
on in the process of management. Providing clear and systematic communication with
subordinates keeps managers in the loop of the work progress in the ongoing projects
and allows to anticipate possible missteps and make the necessary corrections in
advance. Delegating of some managerial functions to subordinates enhances produc-
tivity and serves as an excellent tool for the subordinates’ professional growth.

To work on creating a cohesive team is perhaps the most important thing for
managers to do in order to achieve their teams’ objectives. From the social psychology
perspective a team is a small social group of persons who unite and cooperate to
achieve the common goal. For the successful functioning of the team two factors is of
the most importance: team members must possess the needed technical skills and
experience in the field and complement each other. The first factor is usually well taken
into account, but the second one is not always paid much attention to. To create the
cohesiveness of the team is easier when each team member is at his or her respective
place according to their best qualities. Each person has a unique personality; some
people are good in some things, while others are good in something else. Hence, the
golden rule in dealing with people is not to try to change people, but build on what they
are and compensate for what they are not. To give a person the wrong role is like to ask
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him to be what he is not. When he is pressed to be what he is not, he does not feel good
and does not perform well. When he is placed where he feels “in his shoes”, everything
changes – he feels good, his productivity increases and all the rest comes with it. Then
people around him are amazed about the changes in him. But he has not changed, he
became himself. The late American psychologist Morris Viteles, who is considered as
one of the fathers of industrial psychology and an enthusiast of taking the human
element into the practice of management, wrote: “It is important that a man be kept out
of a job for which he is not fitted. It’s even more important that he be placed in a job
where he can be efficient and happy.” Such an approach should be a sort of the guiding
star for managers in their work with people.

Managers should act as conductors, not as drill sergeants. Why is it important? The
submission is quite rarely pleasant, any overbearing tone is perceived as a suppression
of personality, as an encroachment on the individual freedom. Demands of blind
obedience and underestimating of subordinates’ initiative and abilities is perceived as
abnormal and determines the corresponding attitude towards the manager. Require-
ments expressed in the form of proposal perceive as more acceptable and tend to have a
greater effect. By not showing the superiority, the discussion goes on an equal footing
rather than direct criticism and instructions. By acting in this manner managers show
respect to people, value their competence and psychologically put them on the level as
they are. We have to note however, that it does not need to be construed as an endless
idyll. When circumstances dictate, clear and direct instructions are justified in order to
achieve the team’s objectives.

3 The Individual Style of Activity

There are two ways to ensuring the effectiveness of human performance. One is by
professional selection, the so-called “screening out” of individuals with specific attri-
butes. The other one is the individual style of activity which is based on personality
features. All kinds of work, learning and athletic activity are characterized by the
interaction of subjective personality features and objective requirements of activity.
This interaction goes in two directions. The first one is the adaptation of objective
requirements of activity to the subjective properties of the individual, the second – in
the adaptation of subjective properties of the individual to the requirements of activity.

The concept of the individual style of activity was first introduced by the Soviet
psychologists Merlin [6] and Klimov [7]. They were able to establish that different
individuals can perform the same work equally efficient through the use of their own
individual style of performance, which is more suitable to their personality features.
That is, people attempt to compensate individual weaknesses with their personal
strength in a given task situation. By implementing the individual style of activity they
diminish the impact of negative personality features on performance and thus adapt to
the situations easier and perform more efficiently.

Any kind of activity require a number of qualities from a person in order to
perform. Some personality features better relate to the requirements of activity, others -
not as much. It enables people to compensate their weak qualities by the more out-
standing ones. It suggests that managers should rely on people’s strong qualities instead
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of insisting on fixing the weaker ones. As a result, managers will best benefit from what
people are capable of and they will experience satisfaction by their performance. The
strategy to rely on individuals’ personal strength, as to compensate for individual
weaknesses, occurs at the conscious and unconscious levels and is based on the
principles of self-regulation [8]. Both levels are tightly interconnected and transform
from one to another. The process of self-regulation manifests itself in a formation of
desired goals and in developing a program of actions which correspondence with these
goals, with conditions for achieving the goals, and with persons’ individual abilities.
Other words, people through trials, errors and feedback corrections create strategies of
performance suitable to their individuality. For example, people with an inert nervous
system develop a predisposition to organize and plan their work in advance and attempt
to utilize a stereotyped method of performance.

Thus, the individual style of activity should be considered as strategies of perfor-
mance deriving from the mechanism of self-regulation which depend on personality
features [9].

4 The Group Environment and Individual Performance

Usually, people’s activity unfolds in social environment. It has long been observed that
people behave differently in a group setting as compared to the behavior in private.
This is because an individual in a group appears in a new capacity – as a component of
the system “individual – other individuals”. Groups have properties of their own; they
are different from the properties of the individuals who form the group. Just as two
dozen of clear fragments of glass stacked one on another provide a rich blue color or a
combination of copper and tin results an alloy, which hardness is neither of each of
them, people in the group act and behave differently. In most cases, the presence of the
group has a positive effect on the individual behavior and performance.

People’s relationship in groups can be on the level of functional business contacts
and on the levels of psychological human contacts. If a group is formed for a certain
purpose – production, education, military, recreational activity and so on – they are
called formal groups. Examples of such groups are a factory shop, a production unit, a
school class, an aircraft or a ship crew, an athletic team and so on. Other groups are
formed on the basis of personal relations, subjective feelings, sympathy, trust, common
interests and so on. These groups are called informal. For example, a group of friends is
a group of persons who are pulled together by common amateur interests. The structure
of any informal group in general is as follows: leader, followers, and isolated (rejected
by the group or rejecting the group).

From the point of view of management it is important to understand that psycho-
logical connections between people take place not only within informal groups. People
built informal connections by functioning in formal groups, in the groups which are
formed for certain organizational goals. That is, in every working unit there are two
structures – formal (official) and informal (unofficial), and each structure has its
respective formal and informal leaders. The formal structure is based on formal rules
and written instructions, where the circle of obligations for each employee is clearly
defined. The informal structure within the formal groups is a system of psychological
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connections between the group members. This structure is particularly important for
our discussion. Every production unit is people, who are in the process of joint activity
project psychological feelings towards each other – sympathy or antipathy, converge or
diverge in tastes, personal interests, ethnic preferences, amateur affiliations, and so
forth. The manifestation of these feelings result in either mutual attraction or repulsion.
Precisely these factors affect emotional well-being of the team members which has a
direct influence on their satisfaction in the workplace and, ultimately, on their pro-
ductivity. People come to work expecting a colleague-friendly work atmosphere. The
sense of belonging to the informal group gives a worker certain status and recognition,
creates the feeling of the relation to others; the feeling that she is somebody, even
though in the formal structure she is just one of many. The effectiveness of group and
individual performances is largely determined by the conformity of formal and informal
structures. Simply put, if people at work evoke positive perception of each other, the
process of activity runs more effectively on the background of positive emotions.

In any group activity the question of compatibility arises. Not by chance someone
said about ancient Egypt’s pyramids, “Those are not just bricks put together; it’s about
how they were put together.” The same approach should be used with the respect to the
execution of group tasks. That is, not only the presence of needed specialists with their
technical skills should be taken into account, but the degree of compatibility between
them as well. Depending on the degree of compatibility the result of group performance
may either be equal to the sum of the results of individual performances, or greater or
lower than the sum. This suggests that the group is not the arithmetic sum of separate
individuals, but rather a single organism – a whole – and the result of the group
performance is not always a positive sum of the results of individual performances. An
example of the incompatibility can be a working crew, where there is a significant
difference in skills of workers requiring coordinated application of muscular effort or
relatively accurate movements. This kind of incompatibility is called physiological. In
this example such physical parameters as physical strength and motor skills are
described. To note such differences in people is not that difficult and it’s unlikely that
anyone will instruct people with such differences to perform a task where these dif-
ferences present hindrance. People always experience certain flow of feelings toward
others within the group. These feelings are based on the commonality or differences of
the psychological nature, such as temperament, character, social orientation, amateur
interests, religious and ethnic peculiarities and others. They may be positive or nega-
tive, or neutral, they can be weak or strong in intensity; they can be mutual or
non-mutual and therefore conflicting. The differences of this kind are not always
obvious and apparent. However, particularly differences of this kind quite often have a
decisive impact on compatibility, and, in turn, on the implementation of the group task.
The incompatibility by the described differences is called psychological. The presence
of psychological incompatibility is a major obstacle for the effective group
performance.

Psychological incompatibility has its negative influence not only on the group
performance, but also on the human health. Unfriendly uptight relationship between
group members in the working environment calls up negative emotions. In mass
professions where there are no expressed extreme conditions people can perform
productively under the influence of negative emotions for a fairly long time. However,
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it’s important to understand that it flows at the expense of the unnecessary stress, “until
then, until the time” so-to-say. Many can recall the depressing mental state due to the
incompatibility with colleagues or bosses at the current or previous job. Working
activity on the background of negative emotions for a long period of time may cause
pathological developments in the central nervous system, which could lead to various
diseases of a neurotic order. People become irritable, experience headaches, insomnia,
blood pressure disorders, dysfunction of gastrointestinal tract, and other deviations in
health condition. Typical medical approach for the treatment of such conditions does
not always give positive results. There are statistical data in different countries on the
loss of a huge number of man-hours as a result of the nervous breakdown due to the
psychological incompatibility.

Psychological compatibility is the most crucial factor when activity takes place in
the extreme conditions. Examples of such conditions among others are: situations of
danger, time limit, extreme cold or hot temperature, limited space of activity, and so on.
In such conditions fuzzy coordination between the group members due to the insuf-
ficient compatibility may endanger people’s lives. The activity of aircrafts and sub-
marines’ crews, polar explorers and mountains climbers flows in such conditions.

5 Clear and Systematic Communication

Communication is a two-way process where both parties want to communicate,
otherwise it is not communication. Communication process takes place when each
party makes an effort to understand what the other party is trying to communicate. In
some activities the value of clear communication cannot be overestimated, for example
in communication between pilots and air-traffic controllers. If a command or confir-
mation of the command is not understood correctly by either of them, it may lead to a
serious and sometimes even tragic consequences. Here is a real-world example of how
miscommunication between the air-traffic controller and the pilot has led to the tragic
end.

On March 5, 1973, an aircraft Boeing 747-249F of the Flying Tiger Line was on the
way to the Kuala Lumpur Subang airport (KUL). Air-traffic controller gave the com-
mand to the pilot of the approaching aircraft: “Get into echelon (go down)
“two-four-zero-zero” (2400”). Because of the similarity in the pronunciation of
numeral “2” and the preposition “to” in English language the pilot confirmed the
command incorrectly.. He responded: “OK, to four-zero-zero” (that is “to 400”, which
sounds similar to “two-four-zero-zero”). The air-traffic controller did not catch the
mistake and the aircraft crushed into a hill. Among recently introduced FAA rules and
regulations some command were modified in order to prevent possible miscommuni-
cation. For example, they changed air-traffic controllers command “affirmative” to
“affirm”, because possible background noise in the microphone may cover first part of
the word and pilot may heat the “tive” which may be understood as “negative”. Some
other commands were also modified [10].

The described is an example of the extreme situation, but in the ordinary everyday
business affairs clear and proper communication is as important. In 2009, after the
Financial Crisis of 2005–2007, Government launched the program to help homeowners
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with their mortgages. Under the program, banks reduced the interest rate to qualified
borrowers and thus their monthly mortgage payments were reduced accordingly. The
homeowners sighed with relief. But unfortunately that was not the end of the story. In
some banks, the department which offered mortgage relief to homeowners failed to
communicate with the department in charge of implementing foreclosure. As a result,
there were cases when the foreclosure departments seeing that homeowners were
making lower than their original monthly mortgage payments, assumed that they
defaulted . . . and seized their properties.

One of the most common blunders of communication in management is, when the
manager assumes that everything was going well because he did not hear anything.
Such an assumption is a clear evidence of the manager’s rare and inefficient com-
munication with subordinates. If subordinates are not getting regular check-ins of their
work, they won’t know if everything is going in the right direction. If the manager, on
the other hand, is not getting regular feedback from subordinates, it will be difficult for
her to track the progress of the work. Maintaining regular and accurate communication
with all the people involved in the ongoing projects is essential for ensuring the smooth
flow of the work progress. That, in turn, allows anticipating possible missteps and
making the necessary corrections in advance. In order to maintain such a business
environment managers must provide appropriate and timely information to subordi-
nates, so they will know what they should do, when they should do it, and what is
expected from them in general in the framework of the work requirements.

6 Conclusion

In the presented material we introduced the basic of activity theory as a counterweight
to behaviorism, which portraits humans as reactive organisms. Behaviorists considers
human reactions as the results of only external influences, such as punishment or
reinforcement. Mediated functions of activity, that provide a basis for personal
development, is completely ignored. In activity theory, a person who interacts with a
situation is considered the subject; that is, we are talking about external behavioral and
internal cognitive actions as components of cognition, and not about reactions to
stimuli. Activity theory distinguishes two types of activity: “object-oriented” and
“subject-oriented”. The former is referred to a subject using tools on material objects
with the goal to complete the task and evaluate the results. The latter is referred to
social interaction between people, which is the most important element in manage-
ment. We described some of the most important managerial functions, directed on
implementing of the factors of the psychological nature. Based on activity approach
these functions can be effectively materialized in the process of management. We also
demonstrated, that according to the systemic-structural activity theory, human activity
is considered to be a goal-directed self-regulative system. In particular, we noted that
individual style of activity allows the subject to adapt to the situation more efficiently
because it connects features of personality with mechanisms of self-regulation and
strategies of performance. We discussed the influence of group environment on indi-
viduals’ behavior and performance. And, finally we underlined the importance of active
and systematic communication between the manager and subordinates.
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Abstract. Due to ever increasing integration of networking and processing
capabilities into daily life objects, the Internet of Things (IoT) will affect
evermore activities of daily living. These changes require new solutions for
improved human-computer interaction. Especially the usage of device ensemble
poses entirely new challenges for usability. Currently, we are developing a
framework targeting the self-reflection of smart devices in order to counteract
such challenges by generating and delivering usage instructions. In this paper,
we extend the proposed architecture to consider user preferences during the
process of instruction generation and delivery. Besides a user representation on
the basis of stereotypes, multiple rule sets are used to identify parameters that are
relevant for the whole process. The mapping from users to a matching stereotype
relies on the usage of different similarity metrics, among which the Euclidean
distance achieves the best results on the basis of a scenario-based evaluation.

1 Introduction

In recent years, networking technologies have become an immersive factor for tech-
nical development. Especially the interconnection of everyday devices leads to a new
paradigm of creating a global infrastructure that provides users with additional services
[1]. Furthermore, studies suggest that the Internet of Things (IoT) will affect evermore
activities of our daily living, accumulating approximately 50 billion devices to be used
[2]. Additionally, common Human Computer Interaction (HCI) will be characterized
by the simultaneous use of multiple devices, so called Ensembles [3]. These advances
in the area of the IoT are driving forces for the distribution of ubiquitous and pervasive
computing, creating a variety of new opportunities in the development of smart objects
and environments [4]. Concurrent to the arising possibilities, a consequence of these
paradigms is the emergence of new challenges. The wireless interconnection of devi-
ces, the loose coupling of interaction possibilities and functionality and the growing
usage of Natural User Interfaces (NUI) offer new opportunities for augmenting the
environment with intuitive to use services. On the other hand, they are also increasing
barriers for users for learning and remembering the interaction with smart objects and
environments, since established concepts of usability such as affordances are based on
the visibility of interaction capabilities [5, 6]. To address these challenges in smart
environments, we’ve developed the approach of self-reflection which enables inter-
connected devices to receive knowledge about their specification as well as provided
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interaction capabilities in combination with triggered changes of state [7]. In conse-
quence, a self-explanation can be achieved, which may reduce the learning periods for
users to interact with a device ensemble. In order to put this approach into practice, our
institute currently develops the “Ambient Reflection” framework [7]. However, for
improving the learning result, users’ needs and preferences have to be considered
during the generation and delivery of instructions about device ensembles. On this
account, an additional component is proposed here, taking the users’ needs into
account. Therefore, we have analyzed multiple approaches to evaluate user needs
alongside with different user profile approaches. Additionally, it is necessary to
interpret a user’s profile to extract relevant information and transform given needs into
parameters which could be processed to personalize instructions. This conversion may
be realized by using rule-based description languages such as the Business Process
Execution Language (BPEL) [8]. In the following, the Ambient Reflection approach
and the proposed framework are outlined. Afterwards, an analysis of various approa-
ches for user profiles and rule-based evaluation engines based on a given context are
presented. Section 4 introduces the User Context Classifier and Delivery Coordinator
responsible for the personalization of instructions. Finally, both components will be
evaluated by discussing different approaches of analyzing given user profiles and the
results of a newly proposed delivery coordination process.

2 Ambient Reflection

To realize the approach of self-reflection, it is conceivable to relieve a user cognitively
by utilizing autonomic self-organization of interconnected devices targeting the
aforementioned challenges of usability [7]. Additionally, a self-description containing
available interactions and corresponding device components based on the current
interconnection state is necessary [7]. By transferring the programming concept of
reflection [6] to self-descriptions, self-reflection goes beyond the distribution of a priori
information on system reactions as a result of an interaction. Furthermore, it realizes a
self-description of devices at runtime on the basis of provided interaction possibilities
and their reactions. If such process take place in the ambience of a smart environment,
the self-reflection of interconnected devices is called ambient reflection [7].

2.1 Ambient Reflection Framework

In order to realize the concept of ambient reflection, we presented a self-organizing
system architecture [7]. Basically, the architecture consists of so called Smart Objects
and a central control unit, named Description Mediator. Smart Objects are given a
structured self-description containing knowledge about their functionality and associ-
ated interaction capabilities which is provided in the Smart Object Description Lan-
guage [9, 10]. The Description Mediator acts in the sense of an Ambient Intelligence
(AmI) to coordinate the exchange of information and thus is responsible for generating
and delivering the instructions to a certain user [11]. It uses mainstream networking
protocols to collect self-descriptions of current network participants. Afterwards,
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involved self-descriptions are aggregated based on the current interconnections state of
devices and are further used as a generic reference for instructions. Based on user needs
that are processed in the User Context Classifier, the process of generating instructions
is adjusted. Additionally, if instructions are requested by a user or an external service
(e.g., depending on the current context), the Delivery Coordinator determines ideal
presentation devices within an ensemble on the same basis to ensure that the fitting
instruction is presented in the best possible way to the user.

3 Analysis

To realize such user specific component, requirements based on the application’s
context should be met to ensure a correct user representation and transformation to
personalized, need-based instructions [12]. To define such requirements, we discuss the
usability context on the basis of relevant, but still flexible contextual factors for
adaptive systems defined by [4]. This approach would also allow for a simple inte-
gration of new aspects.

3.1 Usability Context

Since the presented framework targets smart objects, it will be mainly used within
heterogeneous and dynamic environments. Furthermore, the implementation of IoT
features causes a fragmentation between conventional and smart devices. Within such
environments, the availability and accessibility of information regarding the system
usage is essential [5]. In order to display such information, adaptive applications are
required, since devices are increasingly embedded and therefore not visible or recog-
nizable to the user and former working concepts like perceived affordances are not
working as intended [13]. These issues are also reinforced by the usage of NUIs, since
the amount of possible interactions is increased largely and could lead to the irrational
use of smart devices due to missing ways to learn the correct interaction paradigms
[14, 15]. Additionally, the framework is entitled to support a heterogeneous user group
containing different ages, levels of affinity to technology and diverse impairments
which requires user information before adapting the system. Besides, the application’s
users can take several roles while using the system. As a user, they may be supported
with instructions and set preferences. To map these to the personalization process, so
called rules should be specified by an expert. It is expected that experts have knowl-
edge in the area of media psychology to create the best fitting rules. Even without the
extent proposed in this work, the Ambient Reflection Framework shall be used to
support the (instrumental) activities of daily living as defined by [16]. As these are part
of the daily living schedule, they become a routine and may not only be executed
consecutively, but also in parallel [17]. In order to meet such heterogeneous require-
ments, the user should be able to decide, if the framework provides instructions either
initiated by a user or proactively without requiring a user’s interaction. This approach
allows to fully retain control of the system on behalf of a user.
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3.2 Requirements for Personalized Instructions

To create an adaptive application on the basis of this usability context, it is necessary to
access user preferences and needs before transforming them into information and
adapting the system. In the following, common user profile techniques are considered.
Based on the usability context, it should be possible to model preferences of a user
within the profile to consider them while generating personalized instructions. Also, the
profile should be simple enough to be easily editable and enhance able whilst man-
ageable for users with low affinity to technology. Furthermore, the proposed compo-
nent shall lack demographic information to prevent users from mistrusting the
application. Also, such information will not provide any advantages as the user audi-
ence is very diverse. To transform user information into parameters to generate per-
sonalized instructions, rule-based description languages are a conceivable approach.
Such languages need to be capable of transforming a user’s profile including all of its
preferences into matching parameters in an unambiguous way. To easily enhance the
system and adjust generated instructions, the languages shall provide “rules” that are
easily editable and lack complexity. Another important issue is that most rule-based
languages rely on an engine to be run. Hence, a local realization without requiring
external suppliers is crucial to ensure, that no informational data is leaving the
framework.

3.3 User Profiles

For creating user profiles, multiple approaches with different priorities are imaginable.
To embed user profiles into various contexts, ontologies may be used. An approach by
[18] creates a detailed user profile which is easily extendible to a class based structure.
In its core, this ontology features a Person that is focused on demographic information
about possible impairments, but may also contain user preferences. Since such profile is
structured as an ontology, its complexity regarding the implementation is very high.
Another approach by Casas et al. focusses on elderly and impaired people by creating a
user profile based on personas on the basis of the user’s characteristic attributes [19].

It mainly contains information about user levels and audiovisual impairments such
as volume and magnification of displayed content without utilizing demographic
measures. Still, the profile does not feature user preferences that exceed input and
output devices. Every attribute of this profile is featured with detailed measures and
multiple inquiries would be necessary to properly fill this profile. A third approach that
may be realized easily in comparison to the previously discussed ones is based on the
usage of stereotypes [20]. By utilizing these to describe users, no detailed user profiles
but only raw characteristics are proposed that could be used for a basic personalization
on the basis of few information about a user. Still, a properly detailed personalization
requires a sufficient number of stereotypes and diverse criteria. This process requires
different strategies in each context. The results of this analysis are shown in Table 1.
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3.4 Rule-Based Description Languages

To transform user information into personalized instructions, multiple approaches from
the field of rule-based description languages could be used. One evermore popularized
strategy is the Trigger-Action programming like realized by the commercial service
IFTTT1 [21]. Due to the simplicity of used commands - a condition triggering a certain
action -, even users with a low level of affinity to technology are capable of creating
such rule sets. Still, this is one of the major reasons for the approach being limited
according to completely considering given user information. With extending the
Trigger-Action approach by intermediate configurations, the IoT middleware Node-
RED2 minimizes the limitations of user information consideration. Still, the barrier of
complexity is not increased to a higher level due to the availability of a graphical user
interface (GUI) that allows simple configuration access. Furthermore, the amount of
configuration options in form of nodes may be increased nearly infinite by just creating
new modules containing new possibilities. A different, more powerful approach are
Business Process Modelling Languages like BPEL or the XML Process Definition
Language (XPDL)3 since they are capable of describing nearly every level of detail in
very complex structures.

Such high complexity reduces the extensibility of rule sets. Still, the use of GUIs
would lower the barrier and increase the amount of options available to create rule sets
by hiding complexity. The results of this analysis are shown in Table 2 and conse-
quences are discussed further.

Table 2. Analysis of rule-based description languages.

Trigger-action BPM-standards Node-RED Xtext

Completeness (✓) ✓ ✓ (✓)
Unambiguity ✓ ✓ ✓ ✓

Complexity low high low to medium medium
Extensibility (✓) ✓ ✓ ✓

Locally possible ✗ ✓ ✓ ✓

✓ = fully satisfied (✓) = partially satisfied ✗ = not satisfied

Table 1. Analysis of user profile approaches.

Ontology Stereotypes Personas

Waiver on demographic information ✗ ✓ ✓

Mapping of preferences ✓ ✓ (✓)
Complexity high medium low to medium
Extensibility ✓ (✓) (✓)

✓ = fully satisfied (✓) = partially satisfied ✗ = not satisfied

1 http://www.iffft.com, accessed: 10.03.2017.
2 http://www.nodered.org, accessed: 10.03.2017.
3 http://www.xpdl.org, accessed: 10.03.2017.
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4 Concept and Realization

The given analysis provides knowledge to adjust the concept that basically consists of
three parts: First, the user needs to input information about her or his needs in form of
physical capabilities like ametropia or preferences of media types. Based on the given
input, a user profile is created which can be used to derive parameters that are sufficient
to create personalized instructions. Finally, the given user information is taken into
account to decide which instruction should be delivered to what device in which
specific way. Figure 1 shows the general process of gathering user information, cre-
ating stereotype and parsing the given input into a need-based instruction.

4.1 User Profile

After considering multiple user profile approaches in Sect. 3.3, a hybrid approach
based on stereotype and an adapted version of the user profile proposed by [19] will be
used. An ontology provides too many features that are in need of being implemented
and includes demographic information about the user. Therefore, it is not suitable for
the given use case. The user should be capable of describing her or his preferences with
the proposed user profile, therefore the profile by [19] is enhanced by an attribute
Preferences. This contains information on how the instructions should be delivered on
what devices in which matter. Regarding so called device groups and output options,
multiple values can be used by defining an order in form of a sorted list. Additionally,
the user is enabled to set the systems initiative to a proactive, reactive or interactive
paradigm. It should be noted that a user may also ignore this preference by setting a
“Don’t care” option. Also, the usage of this attribute leads to dropping the attribute
Interface proposed by [19] hence it is not detailed enough to contain required infor-
mation. All other attributes are considered for creating and matching a number of
stereotypes that are used to create personalized instructions. To enable this process,
stereotypes have to be created beforehand by an expert as described in Sect. 3.1. After
the creation of stereotypes, the user’s needs have to be matched. To do so, a specific
metric is used to compute a distance between the user information and the stereotype
profile [22]. To be capable of utilizing these features, all profiles are normalized to

Fig. 1. Schematic representation of the generation process
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numerical vectors on the basis of a fixed attribute scale. For evaluation purposes, four
metrics have been implemented that may be used to compute the distance: The Cosine,
Euclidean, Manhattan and the Chebychev distance. While the Chebychev distance was
chosen in contrast to the others because it only considers one of the attributes, all other
metrics were chosen because they considered all attributes in different ways that may
end up in various matching results.

4.2 Transformation in Personalized Instructions

With regard to the generation of personalized instructions, the users’ needs and
capabilities represented by his profile were matched to a stereotype, defined by an
expert. Additionally, experts should be able to enrich the existing information to tailor
and therefore personalize instructions from an expert view. As analyzed in Sect. 3.4,
rule-based languages to describe the appearance, point and form of presentation enable
experts to define such information. Although, most rule engines have a high complexity
and operations that are possibly hard to enhance, the Trigger-Action programming
paradigm is easy and enhanceable in many simple ways. In combination with an
easy-to-use GUI and intermediate configurations as provided by Node-RED, this
approach can be very powerful and comprehensible for non-technically-minded users.
Therefore, we decided to use the IoT middleware to provide the parameters needed for
creating a personalized instruction based on expertise as described in Sect. 3.1. For
this, Node-RED has been enhanced with multiple, newly developed nodes to map the
attributes from a stereotype to a so-called render configuration, which is the basis to
create instructions. Each node provides one input and output pipeline that is used to
connect all nodes with one another to so-called flows. Additionally, only framework
communication nodes are mandatory which means that the transformation may also be
created by passing through the given stereotypical values to the render configuration.
The communication with the Ambient Reflection framework is ensured by two
mandatory nodes that provide REST endpoints inside the Node-RED environment.
Furthermore, three optional node groups have been added that may be combined in any
possible way as a toolbox for experts to adapt the generation and delivery process. The
first group directly influences the system’s initiative when interacting with the user.
Therefore, the provided nodes allow to configure the initiative to a reactive, proactive
or interactive way in which the user is treated accordingly by the system. Additionally,
a second group of nodes focusses on the delivery target by influencing the device group
that shall be used. Hence, a new device group shall be considered for delivery coor-
dination if such node has been used. This behavior may be enhanced by the third group
that is capable of adjusting the output option.

4.3 Delivery Coordination

Based on the aforementioned render configuration, the delivery of personalized
instructions using available appropriate output devices in the same or via an alternative
ensemble is coordinated. Firstly, under consideration of the given parameters, any
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device that is known by the Ambient Reflection framework and providing specific
output options is considered as a valid device to display instructions. Secondly, the
instructions are mapped based on devices that are capable of delivering it. Based on the
device that should be supported by the use of instructions, a delivery device should be
found. For this, the output devices capable of delivering the necessary instruction are
filtered based on the information provided by the render configuration like preferred
output options and device groups. If either of these criteria could not be fulfilled, the
search for devices falls back to the remaining filters to consider as many as possible. As
an example, one could imagine a spoken instruction delivered to the next available
speaker set instead of a multimedia presentation on a display, if the user is blind.

5 Evaluation

Based on the provided implementation, multiple evaluation scenarios that may also
contain a user-based approach are considerable. Still, such a procedure would suffer
from a too small amount of configuration options that would be tested. To eliminate
this flaw, we decided to use a scenario-based evaluation approach [23]. All imple-
mented distance metrics, described in Sect. 4.1, were evaluated based on their sub-
jective correctness of matching a stereotype to a given user profile. Additionally, an
evaluation of the influences provided by different user preferences and information
have been performed.

5.1 Comparison of Multiple Distance Metrics

To analyze multiple distance metrics, some different measures have been taken. First,
the robustness of each metric was tested by creating the power set of all possible user
profiles that were unique after normalizing and matching each of these to the power set
of stereotypes. Based on this, each metric besides the Cosine is capable of matching all
user profiles to the correct stereotype, respectively. The Cosine metric suffers from
design issues if one of the profiles is equivalent to the zero vector. In the following, we
increased the amount of user profiles that do not have an equivalent match inside the
stereotypes and matched this newly created set to six user profiles defined in advance.
These match common average, maximum and minimum values for each attribute. The
distance between each stereotype was subsequently increased by only keeping every
second to sixth stereotype inside the matching set. Since these measures are particularly
unlikely to happen in real scenarios, three realistic scenarios with distances of 500;
1,000 and 2,000 stereotypes missing between each considered stereotype from the
inaugural set of 31,104 have been used. It turns out, that all metrics except the Che-
bychev distance are nearly equally capable of matching a large number of user profiles
correctly to a best-fitted stereotype. Most outstanding were the Manhattan and Eucli-
dean distance which resulted in the identical set of matched stereotypes in the first,
unrealistic sets. In the realistic sets though, the Euclidean distance emerged by a few
percent which makes this metric the best in the current circumstances. However, it did
not match the anticipated results, since the Manhattan distance is expected to be more
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accurate in higher dimensions [24]. The results of both, the realistic and theoretical
evaluation steps, are shown in Figs. 2 and 3.

5.2 Delivery Coordination

In a second evaluation step, the correctness of the delivery coordination based on user
preferences and information about available devices was analyzed. For this, multiple
user profiles considering various device groups (stationary and ambient resp. embedded
devices) and output options (video and audio) have been used to find the best matching
delivery device from a fixed set of devices with different input and output capabilities.
Also, the output devices are split up into two different device groups - both containing

Fig. 2. Mapping results based on the evaluation of distance metrics with theoretical test cases

Fig. 3. Mapping results based on the evaluation of distance metrics with realistic test cases
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each possible output option - to discuss the influence of user preferences. Additionally,
we provide instructions for six out of the given ten devices. Furthermore, the
instructions are each of an output type such that the described device is not capable of
presenting it. For example, a stationary display within a device ensemble may present
image, text or video, but the interaction is described by an audio instruction. In that
case, an alternative presentation device needs to be determined. The results (see Fig. 4)
show, that the device selection process in general works as expected and the delivery
coordination will find the device best matching a user’s preference considering the
generated instructions. Still, there exists some variability on device selection if the user
preferences won’t lead to a unique device selection, e.g., if the user prefers mobile
devices with video output capabilities, all smartphones connected to the Ambient
Reflection framework may fulfil such preferences. In such a case, the device that is
known for the longest time by the framework may be chosen as delivery device. Hence,
if no device matches the user preferred capabilities in any way, the longest connected
device will be used for delivering the personalized instruction as a fallback device to at
least deliver some kind of instruction.

Fig. 4. Exemplary overview about the actual delivery devices. Each number indicates one
specific device in the provided setup. An edge between two device nodes indicates, that both
devices are in the identical device group.
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6 Conclusion

This contribution provides an approach to enable the generation of personalized
instructions by the Ambient Reflection framework based on the concept of
self-reflective smart objects. Collected self-descriptions of smart objects are aggregated
based on their current interconnection state and transformed to instructions to reduce
the barriers in learning the interaction with such devices. By extending the existing
framework using a developed user profile, a basic personalization process of instruc-
tions with stereotypes was realized targeting an advanced learning outcome. In order to
ensure the best possible result, experts from disciplines like media psychology are able
to define stereotypes and graphically adapt the belonging generation and delivery
process by using a given set of rules. In order to assign user profiles to stereotypes and
apply the belonging rule-sets, we’ve evaluated different distance metrics. Finally, the
delivery process of instructions was evaluated based on a given scenario of a variety of
devices.
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Abstract. The purpose of this presentation is to discuss structure and function
of the human nervous system from the view point of the distribution of
authority, sharing responsibility and controlling ways as a best model for
designing of human-automation interaction. The cognitive view of function
allocation was also discussed. The broad scope of ergonomics led to the most
transparent, predictable and controllable automation system design. Function
allocation is an ergonomic method to decide whether a particular function will
be accomplished by a human, by an automation system or by human-automation
interaction. Investigation of the human nervous system from integrative per-
spective provides the better understanding of the basis of automation and
designing a better function allocation. High cognitive demands in human-
automation interface can also influence the function allocation in man-machine
system. It is expected that this presentation will offer the overview of this
emerging area, as well as the new and future areas of its application.

Keywords: Human-automation interaction � Function allocation � Task
analysis � Cognitive science � Human nervous system

1 Introduction

Automation and robotic systems have been smoothly integrated into countless indus-
tries, from plane to mobile phone. Automation depends on machines which not only
process the information but also executes the dynamic functions many of which were
previously performed manually. In this sense, sometimes dynamic functions cannot be
controlled, and are affected by many factors. Therefore, the automation should be so
designed that it allows the human and the machine to adapt to unexpected emergency
situations [1]. Sheridan pointed out that the integration of technology and how work is
designed, organized, and managed has not always been smooth, as there often has been
time-lag between the application of workplace automation and workplace design and
workforce needs [2].

In contrast to the extensive technical literature on automation, there is a small but
growing research examining the function allocation involved in automation systems.
Function allocation is the division of responsibility in human-automation interaction,
and distinguishes what automation systems do and what humans do. By doing function
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allocation, the designer takes into consideration the role of human, integration of
human and automation system, fatigue, hazards, costs and human values. The Fitts list
(1951) marked the beginning of function allocation research [3]. From the date of Fitts
to now the approach to function allocation had been changed; human-centered
automation studies lead the way for a better cooperation between human and
automation [1]. With broad and developing the scope of ergonomics, human-centered
automation has been the most studied issue for transparent, predictable and controllable
system design [1, 4–8]. Parasuraman argues that better designs of systems and tasks
need an understanding of the brain perceptual and cognitive processes [9]. However,
investigation of the human nervous system from integrative perspective provides the
better understanding of the basis of automation, designing a better function allocation
and for the safer and more efficient working conditions [10].

Automation is a broad subject but this review outlines recent research and chal-
lenges about the area with an emphasis on allocation of function between human and
automated systems, and on bringing human factors/ergonomics knowledge to the
design process of human-automation interaction.

2 Automation

Automation is a technology of a system, a process, or a device for monitoring and
controlling the production and function. This technology includes the mechanization
and integration of the sensory process of environmental variables, data processing,
decision-making and mechanical action [11]. Automation helps to reduce human error
and to increase safety. Automation does not mean human replaces but rather changes it,
sometimes with the ways that designers may not intend or not foreseen [11]. As a
result, the human operator is forced to new cooperation demand [1]. This implies that
in designing automation, from the lowest level of fully manual performance to the
highest level of full automation should be taken into consideration. Parasuraman et al.
proposed several levels of automation [7]. These levels are mainly based on the output
functions performing decision and action selection; from the lowest level which all
decision and action perform by a human to the highest level which the machine acts
autonomously. Automation, however, may also perform the input functions, such as
information acquisition and information analysis, that precede the decision-making and
action. Wickens memory model provides a useful framework for analyzing the different
neural processes used in interacting with systems and for carrying out a task analysis
[12] (Fig. 1).

Investigation of the human nervous system from integrative perspective provides
the better understanding of the basis of automation, designing a better function allo-
cation and for the safer and more efficient working conditions. An analogy between
automation and the human nervous system can be made. The nervous system also
includes four steps to perform a motor action; sensory processing, perception,
decision-making and response [10] (Fig. 2).

Automation systems use the several different mechanisms depend on how they
perform the exact function. These are the artificial neural network; the distributed
control system; the human machine interface; the supervisory control and data
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acquisition; and the programmable logic controller. The artificial neural network is
similar to the biological neuron connections that they can change the information on
their course. In distributed control system, control spreading depends on the region of
the system which needs operating. In a communication network, each control system
connects to the others, which resembles the neural pathways of human nervous system.
A human-machine interface system depends on human interaction with the system to
act. A supervisory control and data acquisition system is a larger industrial control
network that often has smaller sub-systems. These sub-systems include human-
machine interface systems connected to remote terminal units which perform the
translation of sensory signals into comprehensible data. Programmable logic controllers
are real-time systems. This means that there are set a deadline and time-frame in which
the desired result must be achieved.

Fig. 1. The stages of information processing proposed by Wickens [12] (modified from
Wickens, 1992).

Fig. 2. The main steps of sensory-motor integration in the human nervous system.
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The nervous system has been compared with an automation system, in that the
brain and the spinal cord act as switching centers and the nerves act as cables for
carrying messages to and from these centers. The nervous system serves as the chief
coordinating agency for all systems. Conditions both within and outside the body are
constantly changing. The nervous system must detect and respond to the changes
(known as stimuli) so that the body can adapt itself to new conditions. Although all
parts of the nervous system work in coordination, portions may be grouped together on
the basis of either structure or function. There is both structural and functional hier-
archy in the human nervous system. Therefore, the nervous system executes response
from the basic reflex activity to the complex fine movements depending on at which
level this four-step process is completed (Fig. 3). This is a magnificent example of
hierarchical task analysis. In the most parts of the human nervous system, the steps also
organized in a cyclic way (closed loop) or in a serial order (open loop); from stimulus
to response [10].

Fig. 3. The structural and functional hierarchy in the human nervous system. The nervous
system executes response from the basic reflex activity to the complex fine movements
depending on at which level the process is completed.
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2.1 Adaptive Automation

Adaptive automation is a system in which both the user and the system starts changes
in the level of automation. In adaptive automation, the level of automation or the
number of systems operating on automation can be modified in real-time. So, the level
or modes of automation engage more closely to operator’s needs at any time [11, 13].
An example is an aircraft takeoff. An aircraft takeoff following an engine dysfunction
may be automated at either a low or a high level depending upon the time [14]. Recent
developments in neurological and physiological sensors to show users’ mental state
will increase interest in adaptive systems research and practice over the next few years.
Adaptive systems are those that can appropriately change their behavior to fit the
current context. The majority of adaptive systems are experimental and not practical
because of the difficulty for accurate integration of user’s mental state, environment,
and task information [15]. The convergence of neuroscience and ergonomics (neu-
roergonomics, neuroengineering or cognitive engineering) is useful to understand the
brain function underlying real-world human performance and to design the adaptive
automation and, work environments for safer and more efficient operation [16, 17]. As
a result, adaptive automation creates new challenges to both users and designers that go
beyond traditional ideas of human-computer interaction and system design. The
mechanism of the adaptive system similar to cerebellum serves as programmable logic
controllers and plays an active role in motor coordination and the timing of movement.
The cerebellum also detects errors in movement by comparing what is actually
occurring to the intended action and it adjusts the correct movement [10].

2.2 Brain-Computer Interaction (BCI)

Brain-Computer Interaction systems use brain signals as an extra communication
channel for human interaction with the environment. Different types of brain signals are
used to control external devices without the need for motor output. This is helpful to
people who either has only limited motor control or, patients with amyotrophic lateral
sclerosis (ALS). In BCI, there is no motor control. Instead, the user is trained to engage
in a specific type of mental activity associated with a unique brain electrical signals.
The resulting brain potentials are processed and classified so as to provide a control
signal in real time for an external device. There are four BCI components; signal
acquisition, signal processing, the output device, and operating protocol [18]. BCI
needs invasive techniques and therefore more attentive approach.

3 Human Physical and Mental Roles in Automation Systems

The human role in automation, especially in the high automation system is a challenge
to designing better human-machine interface. Taking into consideration three levels,
this challenge may be adequately addressed and analyzed [19]:

Micro Level. The main problem is how future interfaces are designed for preventing
automation irony. The role of the operator, shared authority (human-machine
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cooperation) and adaptive automation seems to be more studied issues in the future
[14]. New methodological approaches require for the assessment of basic physiological
and mental parameters such as workload and situation awareness [20].

Meso Level. In the high-level automation, it is necessary to match the control over
system and responsibility for system functions. Since the control is limited to the
operational level, accountability may have to shift away from operator to operating
organizations and system designers [21].

Macro Level. Recently, the multilayered networked system is used in aircraft. The
important problem of the multilayered networked system is the governance or
authority. Ilic reported that recent applications of telematics or concept of “smart grids”
points to new modes of governance, which are emerging in practice, but still need to be
understood in theory [22].

The human operator’s role in automation systems is to operate the automation and
to intervene for taking manual control when necessary. One important determinant of
operator’s choices of manual or automatic control is the degree of trust in the
automation [23]. For the decision of the type and level of automation in any system
design, a significant important point is to consider the consequences of human operator
performance in the resulting system [22]. At high automation level, the arising question
is the distribution of authority, responsibility and control between operator and
automation system If two independently thinking entities start planning and acting
together, the emergence of disagreement is inevitable. Baltzer et al., proposed the
method of arbitration to solve this problem. Arbitration worked with different
modalities as well as on different planning levels. An “interaction mediator” was
designed to handle the complex interdependency in highly automated vehicles to
incorporate a framework of modules [24]. In the human nervous system, cerebellum
plays an interaction mediator role in motor coordination.

Automation systems often increase the workload and create unsafe working con-
ditions [25]. Operational experience, field research, simulation studies, incidents and
occasionally accidents have also shown that new and surprising problems arose. Dis-
integration that involves the interaction of operator and automation system are a
remarkable and terrible way to failure in these complex work environments [4]. The
importance of including human factors of the automation design process is to prevent
“irony of automation” [26]. Human- in-the-loop simulation studies have shown that
high automation systems increase human-automation performance, complacency and
skill degradation, but decrease the situational awareness. This review also outlines
situational awareness, complacency, and skill degradation by taking into consideration
an operator’s physical and mental capabilities and limitations.

3.1 Physical Work

Traditional ergonomic evaluations focus solely on peripheral outcomes, such as force
or muscle activity, and disregard the contributions to the brain during working, while
cognitive ergonomic is an emerging field of study that focuses on the knowledge of
human brain activities in relation to the control and design of physical tasks. Physical
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work can involve much static and dynamic work at different intensities, repetitions, and
the duration, in turn, affects the autonomic responses. High automation systems leave
fewer activities for people to perform. As a result, the operator becomes a more passive
user instead of an active participant. This can actually inhibit operator’s ability to detect
critical signals or warning conditions. Further, an operator’s manual skills worsen
because of working automation for long periods.

3.2 Mental Work

Recently, the human mental workloads assessment is one of the most widely studied
topics in ergonomics [27]. If operator’s mental workload is either too high or too low,
human-system performance may suffer from work environments. Therefore, the
workload must be assessed at the design of new systems or the evaluation of existing
ones [28]. Behavioral measures, such as accuracy and speed of response on primary
and secondary tasks, (“reaction time” term has the same meaning) have been widely
used to assess mental workloads [29]. However, measures of brain function offer some
unique advantages for mental workloads assessment [27]. The typical finding in vig-
ilance studies is that the detection rate of critical targets declines by time for the task.
Vigilance-decreasing was attributed to a reduction in physiological arousal but more
recent studies have attributed it to resource depletion. The parallel decline in vigilance
performance and in blood flow velocity is found for both visual and auditory tasks.

Automation of decision-making functions may decrease the operator’s awareness
of the system and of certain dynamic features of the work environment because the
operator is not actively engaged in evaluating the information sources leading to a
decision. This might occur to systems where operators act as passive decision-makers
monitoring a process when their intervention occurs only to prevent errors or incidents.
The use of automation at the information analysis level may improve the operator’s
situation awareness [25].

Automation complacency occurs to conditions of the multiple-task load when a
manual task to compete with the automated task for the operator’s attention. If
automation is highly, but not perfectly reliable in executing decision choices, then the
operator may not check the automation and its information sources, and hence fails to
detect the occasional times when the automation fails. Complacency can occur to both
information automation and decision automation, but its effects on performance are
greater with the decision automation [30]. The human operator will not skilled in
performing decision-making function when this function is consistently performed by
automation. Degradation of cognitive skills may be particularly important following
automation failure. A recent simulation study of human control of a telerobotic arm
used for movement towards hazardous materials found that following automation
dysfunctions, performance was superior with an intermediate level of decision
automation compared to higher levels. The reduced situation awareness, complacency
and skill degradation collectively show that high-level automation can lead to
“out-of-the-loop” unfamiliarity of the operator. All three sources of vulnerability may
pose a threat to safety in the event of system failure. Automation that does not lead to
unbalanced mental workloads, reduced situation awareness, complacency, or skill loss
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may nonetheless be associated with other human performance problems that impact on
system performance, including mode confusion and low operator trust in automation
[30]. The relative advantages of a specific level of automation can be determined by
considering the consequences of human performance. There are few studies that have
investigated the interaction between physical and mental work. The role of the human
brain during physical and mental work should be within the scope of new studies. High
cognitive demands can influence physical work, and physical activity can in turn
influence mental processing.

4 Conclusion

The human nervous system as a model level of human-automation interaction and
human roles in every level of automation were summarized with the expectation to be
found useful by researchers in human factors and ergonomics, neuroscience, cognitive
psychology, medicine, industrial engineering, and computer science. The highly
automated machines are robots which include all stages of information processing. The
most advanced robot has information processing rate of 500 million instructions per
second, whereas the human brain alone has over 100 billion nerve cells, and each nerve
make up to 10 000 connections to other nerve cells. Finally, there is no an automation
system extended the border of human neural capacity. This means that high-level tasks
such as strategic planning and decision-making in emergency conditions are still
required human ability.
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1 Introduction

A recent study in [1] compared analyses of crowdcourced land cover data that were
contributed by different groups, based on nationality and on domain experience:

The critical message arising from this research is, that it is important to consider
and test for potential variations in the way that landscape features are labelled and
conceptualized by different groups of contributors when analyzing crowdsourced data.

1.1 Related Work

1.1.1 Citizen Science (CS) – A Volunteered Geographic Information
(VGI) Subset

The involvement of volunteers in environmental science and natural history has a long
history, especially in Britain, long before it was termed “citizen science” [2]. The
breadth of environmentally-based CS is immense. The guidelines for the UK Envi-
ronmental Observation Framework (UK-EOF) define CS as “a volunteer collection of
biodiversity and environmental data which contributes to expanding our knowledge of
the natural environment, including biological monitoring and the collection or inter-
pretation of environmental observations”. CS and VGI both leverage volunteers to
gather information and foster public interest. The ontology of VGI predicates that it is
geographic in nature and dependent on volunteers; in contrast, CS refers to a practice,
as opposed to the information itself. VGI encompasses a wide range of activities and
practices, ranging from the ‘fun’ activities of locating summer holiday photographs to
intensive surveying in the aftermath of an earthquake [3]. Within the VGI practices,
there is a subset that falls into the category of CS - the involvement of non-professional
scientists in data collection and, to some extent, its analysis [4]. Haklay [5] defines CS
as the scientific activities in which non-professional scientists volunteer to participate in
data collection, analysis and the dissemination of a scientific project and argues that not
all CS is geographic; that is, although it involves a project in which a particular location
on Earth plays a key role, within these VGI practices, there is a subset that falls into the
category of CS. In [2], the authors recommend stretching the definition of CS beyond
the contributory model so that it includes collaborative and co-created projects which
require volunteers to carry out other tasks apart from the collection of environmental
observations. Most studies that employ CS use volunteer-derived data as primary data,
and adopt engagement strategies to the exclusion of Contractual and Co-created
arrangements [6].

1.1.2 Citizen Science (CS) and the Growth in Electronic Communication
CS is likely to be the longest running of the VGI activities, with some projects
requiring a continuous effort that may last for over a century [7]. Modern environ-
mental management includes strong technocratic- and scientific-oriented management
practices, while environmental decision- making is firmly based on scientific infor-
mation about the environment. As a result, when an environmental conflict arises –

such as a protest in the community over a noisy local factory – the evidence to back up
the complaint, must be based on scientific data [7]. The growth in electronic
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communication has enabled communities to determine what methods to employ, find
out about international standards and regulations and obtain information from scientific
papers that can be combined with the local evidence.

1.1.3 The Wisdom of Crowds
Whereas official mapping agencies adopt procedures to control quality during the
acquisition and compilation of geospatial data, VGI sources generally rely on crowd-
sourcing - “the wisdom of crowds” is used as a technique to ensure quality and the
convergence of truth [7]. One key advantage of the leading interactive web map VGI
interface, OSM, is that its contributors are mainly concerned with their well-known local
surroundings [8]. The data of (individual) mappers can be examined by local mappers (a
crowd), which is the usual “quality assurance procedure” in OSM, as well as in many CS
projects [4, 9]. CS Biodiversity projects very often rely on specialist reviews and the
validation of observations as their principal quality control mechanism [4].

1.1.4 Localness Assumptions in Volunteered Geographic
Information (VGI)

“After entering spatial data into GIS, the data usually require editing, to remove errors,
or further processing. A common thread in studies of social media such as VGI, is the
reliance on the so-called “Localness Assumption” [10, 11]. On the basis of this
assumption, which is generally adopted implicitly, a unit of VGI in social media always
represents the perspective or experience of a person who is local to the region of the
corresponding geotag. In this case, it can be assumed that the closer volunteers are to
the location of the data that they have uploaded, the more reliable the data will be [12]
carried out a study of three separate social media communities (Twitter, Flickr, Swarm)
to demonstrate that this localness assumption holds in about 75% of cases. Johnson
et al. [10] found that in both Wikipedia and OSM, peer-review content about rural areas
is: (i) of a significantly lower quality, (ii) less likely to have been produced by con-
tributors concerned with the local area, and (iii) more likely to have been generated by
automated software devices. In their review of VGI Quality Assessment Methods,
Senaratne et al. [13] show that: (1) a majority of the reviewed papers focus on assessing
map-based VGI. However, (2) implicit VGI (e.g. text-based Twitter or image-based
Flickr) raises more concerns about quality than explicit VGI (e.g. map-based OSM);
and, (3) this explicit VGI has been given significantly greater attention than implicit
VGI, as a means of resolving problems of quality.

1.1.5 Controlled Vocabulary (CV) and a Lightweight Ontology (LA)
Controlled vocabularies (CV) such as terminologies and ontologies are regarded as a
solution to the achievement of semantic interoperability across IT applications.

For example, the Dublin Core Schema is a small set of vocabulary terms that can be
used to describe web resources (video, images, web pages, etc.), as well as physical
resources such as books or CDs.

Darwin Core (DwC) is an extension of Dublin Core (DC) for biodiversity
in-formatics. It is meant to provide a stable standard reference for sharing information
on biological diversity [13].
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The terms described in this standard are a part of a larger set of vocabularies and
technical specifications under development and maintained by Biodiversity Information
Standards (TDWG) (formerly known as the Taxonomic Databases Working Group
(TDWG). The authors in [14, 15] argue that the unambiguous definition of DwC terms
and their hierarchical structure, i.e., TAG “family = Fabaceae” is an implicit indication
that TAG “order = Fabales”, and reveals that the DwC is a light-weight ontology [14,
15]. This configuration lays stress on the automation of important tasks and interop-
erability, among the different knowledge organization systems (compare [16, 17] and
Sect. 1.1.6).

1.1.6 Semantic Interoperability and Shared Controlled Vocabularies
Interoperability describes the extent to which systems and devices can ex-change data,
and interpret that shared data. For two systems to be interoperable, they must be able to
exchange data and subsequently display it in such a way that it can be understood by a
user. “Semantic” interoperability provides interoperability at the highest level, and is
the ability of two or more systems or entities to exchange information and use the
information that has been exchanged.

Semantic interoperability is concerned not just with the packaging of data (syntax),
but the simultaneous transmission of the meaning of the data (semantics). This is
accomplished by adding data about the data (metadata), linking each data element to a
shared, controlled vocabulary. The meaning of the data is transmitted with the data itself,
in one self-describing “information package” that is independent of any information
system. It is this shared vocabulary, and its associated links to an ontology, which
provides the foundation and capability of machine interpretation, inferencing, and logic.

There is a close relationship between standards and semantic interoperability.
A standard is a formal agreement of the meaning of a collection of concepts among
communities that share a common interest. Conformance testing to a standard ensures,
in principle, semantic interoperability within the scope of the standard. Standardized
terminology is indeed one of the foundations of what is being developed in semantic
networks. Controlled (standardized) vocabulary solves problems caused by the range of
sources used to represent data values of specific metadata elements (compare e.g. [18]).

1.2 The Objective of the Present Study

Our study can be considered to be a direct response to the work of Hall et al. [16] who
state that: “Our study revealed a fundamental tension between the need to produce
structured data in a standardized way and OpenStreetMap’s tradition of contributor
freedom.”

The aim of this study is to answer the research questions listed in Sect. 1.3. This
will lead us directly to our objectives and challenges:

• (S1) On the one hand, in our daily communication, we use “standardized lan-
guages” with “controlled vocabularies”: English, Chinese, French, etc.

• (S2) On the other hand, if we collect environmental data, it is often a challenging
task to ensure that multiple, remote players agree on a common description of their
data.
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• (S3) In the light of (S1) and (S1), the study includes an analysis of the complex
relationship between standardization and citizen participation.

1.3 An Attempt to Integrate “Crowd-Sourced” and “Official” Knowledge

The purpose of the present work is defined and determined by the following questions.

• (RQ0) Why is semantics important?
• (RQ1) What is a language? What are the language elements?
• (RQ2) What is vocabulary?
• (RQ3) What can be concluded from questions (RQ1) and (RQ2)?
• (RQ4) Why do we have difficulties in using well-defined languages for data

collections?
• (RQ5) How does the description of standardized data affect the contributions made

to Citizen Science?

1.4 Structure and Organization of the Paper

The remainder of the paper is structured as follows. Section 1 discusses relevant related
work, while Sect. 2 describes in detail the overall approaches and methodology that are
employed. In an attempt to clarify the benefits of the proposal, Sect. 3 analyzes the
results and provides illustrative examples from a case study. Section 4 discusses these
results together with their benefits, challenges and limitations. The paper provides a
summary of its conclusions in Sect. 5.

2 Methodology

2.1 Applied Approaches

The following approaches are adopted:

• (MA1) A review of the literature summarized in the “Introduction” in Sect. 1;
• (MA2) A comparative study of daily communication between people on the one

hand, and, the exchange of environmental data on the other (RQ1-3).
• (MA3) A response to the research questions (RQ0-5) outlined above within the

constraints of the kind of contributions defined in Sect. 2.2.

2.2 Delimitation

The present work studies the impact made by the use of standardized community data.
Factors such as preparedness, selection, preparation, motivation, benefits and other
conditions that are broadly discussed in the literature, are not included in this research
study (compare Sect. 1 and Comber et al. [1], Hall et al. [16] and Haklay et al. [20]).
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3 Results

In this section, we represent the results of our study on the basis of the methods,
approaches and protocols listed in Sect. 2. Our contributions (“the impact of stan-
dardized community data contributions in the context of “Semantic Web” (SW) and
“Linked Open Data” (LOD) enablement”) are in response to the research questions
listed in Sect. 1.3.

First Stage. In the first stage an attempt is made to answer question (RQ1), (RQ2) and
(RQ3) to show that a computer-mediated exchange of datasets is exposed to technical
and non-technical filters similar to those found in direct human communication.

Second Stage. The second stage was based on the results about this data exchange and
involved carrying out a literature review (Sect. 3 question RQ4), with regard to
community contributed information and data. It was found, that on the one hand,
Wikidata (the Wikipedia’s structured data effort) and OSM support computing appli-
cations most effectively, provided that their structured data have a high degree of
standardization.

On the other hand, in comparison with other attempts to design knowledge graphs
on a large scale, “the Wikidata approach is on the chaotic side” [17].

Moreover, one major factor in the success of OSM-communities is their widespread
adoption of a “be bold” principle that encourages contributors to “make changes as
they see fit” and raises the freedom of contributors to the status of a core community.

Third Stage. The third stage is based on our findings from the first stage (where a
“computer- mediated exchange of datasets is exposed to technical and non-technical
filters”) and our findings in the second stage (“Freedom versus Standardization”). It is
argued in the third stage (RQ5) that “Controlled domain vocabularies may represent,
similar to domain ontologies, domain knowledge”.

3.1 (RQ0) Why is Semantics Important?

Generally speaking, a misunderstanding of the data can result in an invalid or unrep-
resentative analysis [18].

One new challenge arises from the huge increase in data production capacity by the
varied experimental devices, which has an impact on the perennial issue of data
sharing, the traditional practices for scientific research, and the modern, ontology-based
methods for the definition of knowledge [19].

Semantic networking currently represents an advance in the long process of digital
information analysis, from computer coding to semantic tagging and data retrieval.
This process has now been consolidated by a wide range of standards that provide very
high levels of technical, organizational and semantic interoperability [20].
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3.2 (RQ1) What is a Language? What are the Language Elements?

According to [21], “language” can be defined as a system of conventional spoken,
manual, or written symbols by means of which human beings, as members of a social
group and participants in its culture, express themselves.

[22] defines language as a “system for communicating”. Written languages use
“symbols” (that is, characters) to build “words”. The entire “set of words” forms the
vocabulary of the language. The ways in which the words can be meaningfully com-
bined are defined by the syntax and grammar. The actual “meaning of words and
combinations of words” is defined by the “semantics”.

3.3 (RQ2) What is Vocabulary?

According to the Oxford dictionary, vocabulary is “The body of words used in a
particular language”. According to [23] “vocabulary” can be defined as a set of “fa-
miliar” words within a person’s language. When vocabulary, has grown with age, it
serves as a useful and essential “tool for communication” and “acquiring knowledge”.

Vocabulary may, however, be defined and controlled by a community for practical
needs, without having to define the meaning or relationship between words. Once it has
been arranged and structured in a hierarchy, the vocabulary is specialized and becomes
a taxonomy with clear links between “words” [20].

3.4 (RQ3) What Can be Concluded from Questions (RQ1) and (RQ2)?

• Language is a system for communicating.
• We use familiar languages as tools for our daily communication.
• Written languages use “symbols” to build “words”.
• The entire “set of words” forms “the vocabulary of our language”.

Most people will automatically accept this conclusion, but this is not enough:
In our view people are not always willing or able to accept an opportunity to

communicate.
It can also be concluded that as in the case of direct human communication, when

establishing remote communication to exchange datasets through computers:

• The players will not always be available for these kind of data exchanges.
• These data-exchanges are exposed to many different technical and non-technical

filters.

3.5 (RQ4) Why are There Difficulties in Using Well-Defined Languages
for Data Collections?

The Challenge of Semantic Interoperability and Shared Controlled Shared
Vocabularies. In summary, according to [17], language can be defined as a “system
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for communicating” whereas written languages use “symbols” to build “words” and the
entire “set of words” forms the vocabulary of the language (RQ1).

“Semantic” interoperability can be accomplished by adding data about the data
(metadata), and linking each data element to a controlled, shared vocabulary.

Exploring the Scientific Literature: The Case of WikiPedia/WikiData and
OpenStreetMap. One major factor in the success of OSM-communities is their
widespread adoption of a “be bold” principle. This principle encourages contributors to
“make changes as they see fit” and raises the freedom of the contributor to the status of
a core community value.

The structured data of Wikipedia are manifest in Wikidata, a major Wikimedia
Foundation project, which has been described as a free linked database that can be read
and edited by both humans and machines.

In comparison with other attempts to build knowledge graphs on a large scale, the
Wikidata approach tends to be chaotic. There is no strict application of an upper
ontology, no automated reasoning to support class inference or quality control, and no
over-arching plan to govern the system’s evolution [17].

OSM’s structured data creation occurs in its tagging infrastructure, which lets
editors specify the semantics of a geospatial entity using key-value pairs (e.g. its name,
whether it is a restaurant or a hospital, etc.). For Wikidata and OSM to support
computing applications most effectively, their structured data must have a high degree
of standardization.

For Wikidata and OSM to support computing applications most effectively, their
structured data must have a high degree of standardization. There is an inherent tension
between the standardization needs of structured data and the ethos of ¨contributor
freedom. Whereas Wikipedia tempers contributor freedom with a set of policies (such
as “Neutral Point of View”) that are strictly enforced by the community, OSM’s “Good
Practice” says “Nobody is forced to obey [the OSM guidelines], nor will OSM ever
force any of its mappers to do anything.

Such challenges are addressed in [5, 24] and explored in detail in [16] (compare
Sect. 1.1).

3.6 (RQ5) How Does the Description of the Standardized Data Affect
the Contribution Made by CS?

It is certainly difficult to provide a detailed answer to this question that will apply to all
the knowledge domains, but there is a significant general answer. In the light of
Sect. 1.1.5, it can be argued (with regard to RQ5) that:

Controlled domain vocabularies” (CV) may represent a “domain of knowledge”,
similar to a “domain ontology”. The reason for this is that even “flat vocabularies”, in
reality, may represent so-called “light-weight ontologies”. They can be successfully
used to represent knowledge in the domain of interest (compare Sect 1.1.5).

In view of this, it can be concluded that, for the application of CVs:
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• CV can be applied in similar ways to domain ontologies;
• CV is regarded as a means of achieving semantic interoperability across IT

applications.
• CV may thus also be regarded as a possible means of achieving semantic inter-

operability between Citizen Science (CS) and official institutions.
• CS-projects applying CVs may benefit from the effects of standardization in the

same way as “normal” official institutions;

4 Discussion

One way to think about environmental data is as a network of connected entities, such
as physical features, events, publications, people, species, sequences, images, and data
collections that form the “environmental knowledge graph”. Many questions in envi-
ronmental informatics can be framed as paths in this graph [13, 25].

As already mentioned, CS-projects that employ CVs can benefit from the effects of
standardization in the same way as “normal” official institutions; E.g. a serious chal-
lenge for many CS-projects is “establishing trust” in their products; The use of stan-
dardized vocabularies may assist in the development and sharing of validation tools
(e.g. those based on the Darwin Core Standard the Global Biodiversity Facility which
can ensure data validation, and are open for interested CS-communities).

Most of the world’s knowledge remains locked up in unstructured texts. The use of
CV facilitates also text mining and the automatic extraction of knowledge (e.g. OSM´s
OverPass-API is a powerful example).

Major search engines are employing “schema.org” as a standard vocabulary for
marking up web pages. It makes sense to use this for at least two reasons. The first is
that it covers many entities that are often not included in domain-specific vocabularies.
Secondly, there is a strong incentive to include a structured markup in web pages in
order to improve the discoverability of search engines (compare [25]).

5 Conclusion

Controlled vocabularies can be applied in similar ways to domain ontologies.
Both may be “standardized”, like the Dublin Core metadata standard and the

Darwin Core metadata standard. This kind of standardization can lead to their (sci-
entific, cultural, commercial) dissemination. Hence, this standardization can encourage
the development of supporting products, applications and services.

In any case, applying controlled vocabularies means exploring an already devel-
oped, accumulated and maintained “domain knowledge”, which, in many cases, is
supported by highly sophisticated educational infrastructures (as in the case of our two
examples, “Dublin Core” and “Darwin Core”).
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Abstract. In an IoT (Internet of Things) environment new forms of interaction
between human and computer can occur through devices that combine the
object with sensors and actuators. In view of this scenario, one of the purposes
of bringing together the areas of HCI (Human Computer Interaction) and IoT
design is to understand how this new form of interaction with the participation
of sensors and actuators happens, and thus contribute to the development of the
design of interaction adequate to the needs of user. The objective of this paper is
to establish the application of the concepts Semiotic Engineering (a theory of
HCI), which is based on the study of signs and considers every form of inter-
action as an artifact to communicate a message between the system designer and
the user, to contribute to effective and efficient communication, and conse-
quently increase the quality of use of the system. The validation of this appli-
cation occurred in a positive way, but with some restrictions that reflect the
specific characteristics of this type of interaction, such as ubiquity and the
distancing from the traditional forms of interaction (mouse, screen, and key-
board) between the person and the computer.

Keywords: Human computer interaction � Internet of Things � Semiotic
engineering � Signs � Semiotic inspection method

1 Introduction

IoT, according to Gubbi [1], emerges as an important precursor of ubiquitous computing
and its essence is the set of “things” interconnected by the internet, in such a manner as
to provide varied information about the environment in which they are located at any
time, besides allowing for the remote management of multiple devices near them. The
“thing” in the context of IoT can be broad and denominate any object with processing
capacity and connected to a network, with applications in several fields, for example, in
environments that seek to support daily tasks and improve people’s quality of life [1–3].
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Given this scenario, traditional forms of interaction between the human and the
computer that happen through the monitor, mouse, and keyboard, can be replaced by
other forms of interaction involving other senses of the human body, such as move-
ment, gesture, and others [4].

Proposing theoretical models that help in the definition and design of such inter-
actions involving these diverse forms of interaction between the human and the
computer, as well as the implications in the evaluation of quality of use, are pointed out
by Furtado [5] as one of the challenges in HCI (Human Computer Interaction) for the
next decade.

Research by Koreshoff [4, 6] proposes an approximation between HCI and IoT as a
way of minimizing problems (such as failures in understanding how the system works
and how the interaction between the user and the IoT device can happen) that can arise in a
system developed by the IoT designer, through the development of systems that respect
the skills, knowledge, and dynamics of people’s behavior. Other techniques such as
profile mapping, context, interaction patterns, and interface patterns can also be
approached as ameans to reduce implementation-related failures in IoT designs [7, 8, 24].

One of the recent theories of HCI, Semiotic Engineering defines the interactive
computational system as an artifact to communicate a message from the designer of the
system to the user, called metacommunication. The study of signs is its fundamental
basis, with communicability being the main property of the system to be evaluated for
the quality of use of a computer system. Based on this theory, software should be
developed considering the user’s understanding of the application’s functioning, to
whom it is directed, its purpose, and the principles that define the possibilities of
interaction with the system [9, 10].

Semiotic Engineering is not intended to determine solutions to the metacommu-
nication failures detected in the interaction between the designer and the user through
the interactive computational system, but must show what the failures were and how
they happened [9]. There is also a need to investigate the application of Semiotic
Engineering in new contexts, different forms of interaction, and different types of signs,
seeking to establish improvements in the quality of the interactive computational
system from the point of view of HCI [11].

The proposal of this paper is to establish a means to apply the concepts of signs in
Semiotic Engineering to support the design of IoT interaction, based on efficient and
effective communication in the design of the interaction which helps to reduce the
failures and errors that may occur in the interaction between the human and the IoT
environment, reducing the cost, time, and the reconstruction of the interactive system in
an IoT environment, contributing positively to the quality of use of the interactive
computational system.

2 IoT (Internet of Things)

Recommendation ITU-T Y.2060 [3] defines IoT as a global information infrastructure
that enables interconnection of “things” (physical or virtual), exploring the capabilities
of identification, capture of data, and processing and communication, making full use
of “things” to offer services to all types of applications.
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A concept widely used in literature review defines the IoT paradigm as a conver-
gence of three visions that are: “Thing” Oriented Vision, “Internet” Oriented Vision,
and Semantics Oriented Vision, representing the ubiquitous presence of objects, sen-
sors, and actuators which interact and cooperate with each other to achieve a specific
objective [2].

2.1 HCI in IoT

Koreshoff’s research [4] carries out an approach on an IoT-centered model, starting
with the mapping of works found in HCI that were classified based on each of the three
visions and their intersections [2], as shown in Fig. 1. The result of the research
compiled by each of the visions and intersections shows that there is a concentration in
the “Thing Oriented Vision”, explained by the proximity and constant interaction of the
human with the object [4].

Fig. 1. Koreshoff et al. [4] vision Modified version of Atzori et al. [2] ‘Internet of Things’
paradigm
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In a new study, Koreshoff et al. [6] seek to establish, with the help of classification
tables, the direction of efforts in HCI for IoT in academia and what types and in what
domains IoT products are being marketed. The authors believe that a correct under-
standing of research and commercial efforts can guide and help researchers to reflect
and find a suitable way to incorporate the area of HCI into IoT.

3 Semiotic Engineering

Semiotic Engineering is a discipline that studies the phenomena of communication and
signification, as well as the interlocutors involved in this process and in the context of
design, which in HCI allows the understanding of the factors involved in the design,
use, and evaluation of an interactive system [9].

In the vision of Semiotic Engineering, the HCI is characterized as a specific case of
metacommunication, that is, the exchange of messages happens through a language
established in the channel of interaction between the user and the designer to perform the
tasks. It is a metacommunication because the message is indirect, because the designer is
not present at the moment of interaction, and also unidirectional, because in the context
of the interaction the user cannot continue communication with the designer [9].

The HCI artifacts are communicated through signs, in which the user must be able
to interpret, learn, and adapt to various contexts of needs and opportunity. Signs and
their process of signification are the basis of study of Semiotics. One of the main
advantages of the semiotic view on HCI is to centralize the attention of researchers on
the signs, which are computationally coded according to the intention and decision of
the designer. Signs have two components, one of expression and the other of inter-
pretation, used by the designer who is responsible for creating an interaction language
to communicate with the user through his representative (the system conceived by the
designer), called the designer’s delegate [9, 11].

In the process of signification of the sign, there are three elements involved: the
object (representation of the sign by the person), the representation (signification of a
sign that generates another sign), and the interpretant (idea of the sign in the person’s
mind). The associations that form between the representation and the interpretant begin
a process of interpretation of signs that happens through a set of prior knowledges
determined by the systems of known signs, giving meaning to things. This process of
interpretation can generate a new sign, in a theoretically indefinite and unlimited chain
of ideas of associations, whose process is called unlimited semiosis, since the more a
thought is meaningful, the more meaning is attributed to it [13].

From the point of view of Semiotic Engineering, the coding of signs represents the
freezing of the designer’s semiosis in each context. If the user does not recognize the
sign or has difficulty in doing so, it means that the semiosis was unsuccessful, causing
dissatisfaction and discomfort, and the failure in communication can be complete [9].
The role of the sign must overcome the language barrier and allow for a precise
interpretation that reduces the time for understanding of the message and helps with
quick decision making by the user [14].

The failure in quality of metacommunication is characterized by a communication
breakdown, which is identified by the analysis of the signs present during the

424 M.I. Ferrari et al.



interaction between the human and the software and should be segmented into three
classes: static, dynamic, and meta-linguistic [15, 16].

Communicability is the main attribute of quality of Semiotic Engineering that
should enable the user, through his interaction with the system, to understand the
premises, intentions, and decisions used by the designer during the development
process. The greater the user’s understanding of the designer’s logic built in to the
application, the greater is his chance of using the system effectively, efficiently, and
productively [9, 10].

The SIM (Semiotic Inspection Method) is a method of inspection of Semiotic
Engineering that does not require the participation of the user in the evaluation, being
that the specialist incorporates the role of the user and evaluates the quality of emission
of the metacommunication, trying to identify possible ruptures of communication. The
metamessage is evaluated in a segmented way through each of the signs present in the
interaction that are classified into static, dynamic, and meta-linguistic, generating a
report with the problems encountered. These signs express a distinct meaning in the
system and have a power of expression that serves different communicative purposes
[15–17].

4 IoT Interaction Design and Semiotic Engineering

Analyzing interaction design from the viewpoint of communicability will allow the
designer to identify if his message is sent to the user in a clear, objective, and
unambiguous manner, indicating efficient and effective communication, allowing the
user to perform his tasks and achieve his objectives satisfactorily.

As such, to try to establish a way to apply the concepts of Semiotic Engineering in
the design of IoT environments, the main features in IoT described above are seen once
again. IoT can be considered a system that combines sensors, actuators, and commu-
nication devices with the object, interconnected with each other and with the Internet,
while being able to process information and exchange and send data [1–4, 6].

In the interaction between the human and the computer in IoT, the sensor is
responsible for registering information captured from states external or internal to it,
transforming the captured signals into information useful to the system. Considering an
interaction in IoT, the devices responsible for user interaction are: the sensor that acts
as the “eyes” of the system, being responsible for collecting information, and the
actuator, that acts as the “hand” of the system, transforming the information into results
[18]. Based on this information, the proposed structure for this interaction is presented
in Fig. 2.

The sensors in IoT determine the form of interaction that can happen between the
human and the object, which does not always happen via the traditional means (through
mouse, keyboard, monitor, or touch), and it is necessary to consider other forms of
interaction, sensation and perception, involving other senses of the human body, such
as movement and gesture, among others. In the same way, the response of an IoT
system can come in the form of light, color, temperature, among others, signifying a
change in the current state of the object (thing) or the environment [6].
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As shown in Fig. 2, in IoT the capture of information by the sensors does not
depend only on the interaction with the person. Data collection can take place through
other devices, objects or the environment in which the sensor is present, characterizing
the ubiquity of the system. However, this is not the focus of this paper, since the point
of interest is related to the interaction between the person and the sensor in IoT,
establishing a form of interaction between the human and the “computer”. Figure 3
highlights the point of interaction and the response that are the objects of study of this
paper.

Understanding the current context of users, devices, and the environment, con-
sidering the communication that happens between the computer and the user, between
the user and the devices, and between the devices themselves, is one of the essential
factors for the IoT system to meet its objectives [19].

Once established how and in what form the relationship between the person and the
IoT system occurs, we look once again at the concept of interaction from the perspective
of Semiotic Engineering, which considers interaction as a process of communication
between people through a computational system, in which actions take place such as
manipulation, communication, conversation, and exchange, among others [9, 12].

The interactive intellectual artifact is the result of intellectual exercise and human
ingenuity, which is generated from the designer’s interpretation of a problem, and the
design of a solution must be presented in a linguistic coding in which the user must be
able to understand the linguistic system and use the solutions proposed in the artifact.
When an intellectual artifact is an interactive system, its design should consider the
following aspects: artificial language should allow processing by a computer; the
interface language that the user is going to interact with is always unique and new to
the user and the artifact is considered a metacommunication [9].

The message must speak for the designer in the time of interaction, gradually
transmitting to the user all the meanings coded by him, since the designer is not
physically present at the time of interaction and is represented by the system [9, 11].
This message is transmitted through a set of computationally coded signs, which should
inform the user how he can or should use the system to perform a task and achieve his
goal [11].

THING

SENSOR ACTUATOR

HUMAN

ENVIRONMENT

DEVICE

SEND DATA

CHANGE STATUS

COMMUNICATE WITH DEVICE

Fig. 2. Interaction structure by means of sensor and actuator

Fig. 3. Highlighted interaction between person and the sensor/actuator
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In Semiotic Engineering signs are classified into meta-linguistic signs, static and
dynamic. The meaning of static signs is interpreted independently of temporal or causal
relationships, that is, their interpretation is limited by the elements visible at a given
moment, in a single instant in time. Dynamic signs are linked to temporal and causal
aspects, that is, to the interaction itself. Finally, meta-linguistic signs must inform,
explain, clarify or illustrate explicitly the static and dynamic signs, as well as the
functioning of the system. Thus, the success of the system is related to the efficiency of
metacommunication, that is, it is up to the designer to engineer the signs, deciding
which signs will compose the message to consistently and effectively inform his
intentions to the user through a good communicability [11].

Communicability should indicate whether the set of computationally coded con-
versations between the delegate of the designer (system) and the user at the time of
interaction happens effectively and efficiently [9, 11].

From the perspective of Semiotic Engineering, the IoT system can be defined as a
computational artifact that can interact with a person, receiving information, processing
it and assisting the person in their effort to achieve an objective in each context of use.
As such, the IoT system be a linguistic intellectual artifact, whose system is considered
as an artifact of metacommunication, since the system is the result of human effort with
a language that allows its interpretation. Observing the IoT system as a metacommu-
nication artifact, the designer is in the same communicative process as the user, as
shown in Fig. 4.

Semiotic Engineering is inherent to the construction of any system, as a common
process on the part of system designers, precisely because it understands the interaction
between the human and the computer as a communication between people, composed
of designers and users [20].

The message that is part of the communication between the designer and the user is
composed of a set of computationally coded signs [11]. Thus, human communication is
closely linked to the generation and interpretation of signs, which is one of the human
resources that enable communication [20].

In an IoT system, its interaction with the user happens through the sensors that can
be considered as a sign, since in the real world it is part of the environment like any
object, and on the interpreter’s side, the translation of the quantity measured by it is the
starting point for the process of semiosis that occurs within the interpreter [21].

User-system 
communication

User

UserDesigner Metacommunication message

Fig. 4. Metacommunication between designer and user in an IoT system Adapted from Barbosa
e Silva [12]
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The methods of Semiotic Engineering are interpretive, therefore the interpretation
of what the static, dynamic, and metalinguistic signs are depends on the evaluator’s
view of each analyzed case, and how he can frame the concepts and materials with
which he will work, while being part of the process of applying the method [16, 25].

5 Validation

Validation was accomplished through a workshop in which fourteen students enrolled
in technology and engineering courses of a university participated, and who all had
knowledge and skills in the development of software, applications and the like. Before
the beginning of the activity, all participants received training on what is a sign and its
importance in communication between people, with its influence on the understanding
of the message.

The workshop activity consisted of developing designs in an IoT environment,
based on a fictional scenario, with the layout of a house and a list of devices (sensors,
microphones, loudspeakers, actuators, among others) that could be used in the design
of a solution.

The participants were asked to prepare an IoT design for the environment of a home
for an elderly person who lives alone, considering aspects such as well-being, comfort,
and safety, among others.

The dynamics for the design of the interaction between the human and the IoT
environment had no restriction on the use of devices (sensors, microphones, actuators,
among others), since the main objectives in this workshop were: to obtain a set of data
with the ideas and interaction design visions for an IoT environment, without con-
sidering technical or cost viability of this design. The idea was to present designers
with a “blank canvas” on which they could create and design their interaction design
without a predetermined template, without interferences or suggestions that could
influence them during development and could affect the outcome of the design.

The data were collected through discussions, observations, and questionnaires, and
the main results obtained from the interaction designs demonstrated the designer’s
concerns with the user’s monitoring and safety, as shown in the graph of Fig. 5.

Based on the design features, the devices most used for monitoring were: the
camera that allows visualization and tracking, and the presence/motion sensor. In the
safety feature, the most used devices were: the temperature sensor that allows the
measurement of ambient temperature and temperature of the human body. The display,
microphone, and loudspeaker also indicate traditional forms of interactions that involve
a screen where the user can search for or include information, microphones for voice
commands, and loudspeakers for audible warnings, as shown in the graph of Fig. 6.

Based on the developed design, the designers were asked for solutions in which the
IoT environment should send responses to the user. Overall, most participants opted for
the use of smartphones and other devices that have video monitors, such as: tablets,
monitors, TVs.

Based on the list of sensors and devices used by designers, and on the definitions of
Souza and Leitão [11] for the three classes of signs present in the human-computer
interaction, each design was classified according to the following characteristics: device
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used, ubiquitous (yes/no), input (yes/no), response/output (yes/no), and sign (met-
alinguistic, static, dynamic).

The compilation of the results showed some sensors used in different ways, that is,
there were designs that considered an interaction between the person and the sensor,
and others that considered the same sensor in ubiquitous situations.

Looking back at the definitions of each sign [11], static signs express the state of
the system and its state is interpreted independently of the causal or temporal rela-
tionship of the interaction, that is, they are elements visible at a given moment inter-
preted in the spatial dimension. According to this definition, all sensors and devices
used to capture image or sound, such as cameras and microphones, are responsible for
the input of the system and have been classified as static signs, as they do not alter their

Fig. 5. Main aspects considered in the interaction design

Fig. 6. Types of capture and measuring devices most used in the designs
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internal and external state, and its interpretation is timeless, that is, there is no change in
each moment of interpretation.

Dynamic signs express the behavior of the system and are subject to temporal and
causal aspects, linked to the interaction itself. There is not necessarily a representation
of a visible element, since the sign can only be identified with the interaction [11]. As
such, all devices or objects that received quantities measured (collected) by the sensors
or capture devices, and sent a response, altering its internal or external state, affecting
the user, were considered as dynamic signs. The interpretation of the output is temporal
and caused by an interaction of an input. The lack of the meta-linguistic sign in a
design for an IoT environment may indicate the transparency of technology and
ubiquity.

The compilation of the results obtained in the designs showed that there are sensors
that can be used in ubiquitous or non-ubiquitous situations, such as the temperature
sensor. This sensor can be used to capture the temperature of the human body and as
such the input of the information depends on the interaction between the person and the
sensor, which can happen in a wearable way or by contact. The temperature sensor can
also be used to collect data from the environment or of a plant, regardless of human
intervention, thus characterizing ubiquity. There are also sensors that are only used
ubiquitously, as is the case, for example, of the sensors used to collect seismic
information.

6 Discussion and Conclusion

This paper brought together the areas of HCI and IoT by establishing the IoT system as
a metalinguistic artifact based on the concepts presented in Semiotic Engineering,
identifying and classifying the sensors used in non-traditional interaction design in an
IoT environment as static or dynamic signs. This approach determines the design of a
user-friendly interaction design, whose correct understanding of the signs indicates
effective and efficient communication between the user and the designer, contributing
positively to the quality of use of the system.

Among the designs that were presented, 35% of the designers chose devices that
allow an interface via monitor, tablet, or TV, among others. The option for this type of
device may reflect a characteristic of the designer who is more accustomed to the
development of software for the web, client servers, and mobile applications, as they
still work out solutions for graphical interfaces using text and images for interaction
with the user. Although the solutions presented in the exercise are functional, the IoT
paradigm breaks the barrier, distancing itself from the traditional forms of interaction,
allowing the designer to explore solutions that do not need a graphic interface.

Semiotic inspection was performed at design time considering the non-traditional
forms of interaction, with it being possible to characterize and inspect the different
signs in an IoT environment, reinforcing the concept that it is possible to inspect the
signs independently of technology and domain. The absence of the metalinguistic sign
in the interaction between the user and the IoT environment indicates an easy-to-use
system without the need for explanations or help, transparency of technology, and
ubiquity.
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According to Koreshoff [6], scientific research has investigated one or two (at the
most) sensors at the same time, while IoT products sold on the market combine several
sensors and devices in a single product or environment. Likewise, in this study, all
devices (sensor and actuator) used in the projects were analyzed and identified indi-
vidually in static and dynamic signs, according to the definitions of Souza and Leitão
[11]. However, in an IoT environment, the designer can use the devices in a grouped
manner, generating a new type of device with numerous sensors, which could inval-
idate the individual classification of the signs, because in this group of devices it is
possible to find sensors that do not depend on human interaction in data capture,
characterizing ubiquity.

Ubiquity is one of the main characteristics observed in the IoT project. Under this
aspect, the system cannot be characterized as a metalinguistic artifact according to the
concepts of Semiotic Engineering because there is no interaction between the user and
the system, that is, data collection is independent of user action and happens by means
of other devices, objects or from the environment in which the sensor is present.
However, even in a situation of ubiquity, the user may be affected by the response or
reaction of the IoT environment.

The questions that arose during the application of the workshop stem from: the new
technologies involved in IoT systems that involve many existing devices and can be
used individually or grouped together and coupled with other objects, non-traditional
forms of interaction between the human and the IoT environment, ubiquity, and the
scarcity of material that brings together the areas of IHC and IoT.

As future work the signs are used to compose the interface interaction project in an
IoT environment. The user in the IoT environment will have collaborative activities in a
virtual environment [23]. EEG data is captured from user behavior using the virtual
environment [22]. Real-world user behavior data (captured by IoT) and user behavior
data in the virtual world (virtual reality and EEG) will be compared. Signs are elements
studied in these environments as interface elements.
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Abstract. As technology evolves to the Internet of Things (IoT), understanding
context of the information about and from those things can be challenging.
Numerous distributed heterogeneous devices reporting large quantities of data,
and that may be interconnected to provide evolving services to multiple
stakeholders will be characteristic of IoT ecosystems. Although the IoT is in the
incubation phase, we can gain perspectives from current Networks of Things. In
this article the author defines characteristics of complex domains that affect
network management, including a case study of the Federal Aviation Admin-
istration (FAA) National Airspace System (NAS). Today’s tools, standards, and
models are not sufficient to capture operating domain knowledge consistent to
these characteristics. The author offers a new model to serve as a framework to
obtain domain knowledge context for the individual resources and their appli-
cable services, while simplifying complexity needed for effective maintenance
management.

Keywords: Complex networks � Internet of Things � Network management �
Services

1 Introduction

The IoT is a growing field as the Internet, low cost devices, and cloud storage become
ubiquitous. An objective of the IoT is to enable resources to collect and share sensor
data through Internet communication. A variety of resources may be connected,
including appliances, smart meters, smart phones, and autonomous vehicles. As data
becomes more readily available, new services will be created for various stakeholders.

Organizations who maintain and manage current large domain infrastructures are
challenged by these same characteristics (i.e., increases in resource number, resource
variety, data quantity, and data consumers). Today’s tools, standards and models for
network management systems fall short in accommodating these conditions. It is
proposed that context must be integrated into a maintenance management system
design in order for it to provide useful information and enable efficient maintenance
operations within a complex domain. A new model is needed to serve as a framework
for capturing context into network management tools.

Section 2 of this paper discusses the need for context and defines complex domain
characteristics that affect network management. Section 3 describes current tools,
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standards, architectures, and models and why they are insufficient to accommodate
complex domains characteristics. Section 4 proposes a new model as a framework for
capturing contextual domain information. Section 5 discusses future research to use the
model to develop an ontology for network management.

2 Context for Network Management

Figure 1 illustrates general maintenance operations functions. When system events and
trends are reported, the operators must be able to detect and isolate conditions, assess
their impact to domain mission services, coordinate maintenance actions with stake-
holders, and restore the condition back to normal operations. These same activities are
performed for planned maintenance activities. Data from system events and processes
are then used for analysis to measure service level agreements or improve the archi-
tecture or processes.

Although this may appear as a simple process, network maintenance is increasingly
complex in many domains: cyber security analysis; incident response; power trans-
mission and distribution; Supervisory Control and Data Acquisition (SCADA) systems;
oil and gas, petroleum, and mineral processing plants; and telecommunications and
Internet Service Provider networks. For critical systems, domain stakeholders are
responsible for ensuring overall mission operations during anomalous conditions. The
maintenance organization must work in conjunction with operational stakeholders to
assess impacts, determine if it is better to continue using the failed resources and when
corrective actions can begin. The impacts may result in operational stakeholders sub-
sequently initiating mitigation actions. Furthermore, external stakeholders may be
impacted by an outage or may be responsible for conducting the recovery.

Central to effective decision-making is context. Even when the maintenance
organization detects a failure, context guides the course of action for recovery. For
example, if redundant entities exist, they can mitigate the event to continue operations.
In addition, if a single outage occurs, it may necessitate a different response than
multiple resource outages. Even for the same resource, situational context at event
occurrence may warrant that repair be delayed, the failure to be considered insignifi-
cant, or urgent restoral needed as soon as possible. Domain operating rules establish
event criticality and response, and the response can vary within context [1, 2].

Fig. 1. General network management operations.
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Cognitive processing towards decision-making balances action with information
known at the time, weighing potential outcomes and risk [3, 4]. In order to make
effective decisions, operators must have current information, be able to integrate
information into patterns, and compare it to goals. Operators want automation that acts
as a partner to integrate, interpret and correlate data within context, indicates trends,
helps to understand and respond to situations, and shares data across stakeholders [5].
Context is essential for providing needed information.

2.1 Characteristics of Complex Domains

A literature review was performed to establish a contextual foundation for network
management in complex domains. Table 1 summarizes complex domains’ character-
istics that influence maintenance [5–23].

2.2 Case Study of the FAA National Airspace System (NAS)

This section describes the FAA NAS in reference to the categories in Table 1.

Pace. The NAS is operational 24 hours a day, seven days a week. At the macro level,
the NAS supports an aviation industry that creates $1.5 trillion to the U.S. economy
and serves approximately 70,000 daily flights and 756.3 million passengers per year
[24]. At the meso level, the NAS enables air traffic controllers to control traffic and
manage traffic flow, stakeholders to obtain weather and flight information, and pilots to
navigate and land aircraft. At the micro level, numerous individual systems provide
capabilities and are maintained by the Technical Operations (Tech Ops) organization.

Architecture. The FAA’s NAS is a complex System of Systems. NAS systems include
at least 168,000 managed devices [25, 26]. Many contractors developed the systems
over many decades. This resulted in numerous technologies, protocols, interfaces, and
maintenance tools. Currently, many NAS systems are not natively Internet Protocol
(IP). Configurations of the same system can vary across locations.

Location. Systems are geographically distributed across the U.S. Some are in remote
locations, difficult to access.

Resiliency. Since safety is of utmost importance, the FAA institutes multiple levels of
redundancy to continue service in degraded operations. Depending on significance, this
can range from no redundancy, a redundant device (e.g., card, power supply) or circuit,
a redundant subsystem, a duplicate system, or a unique backup system.

Data Flows. Emerging architectures are resulting in multiple systems interfacing to
provide a single end-to-end service. Capturing and maintaining these service flows can
be challenging, especially when they cross FAA programs, and changes occur over time.
As the System Wide Information Management system becomes operational, NAS data
will be more widely available to consumers who may be internal or external to the FAA.

Services. The systems provide many NAS services. Services can vary in importance.
As a result of increased data availability, new services are being offered and new roles
for stakeholders may emerge (such as the Airline Operations Centers).
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Table 1. Characteristics of complex domains that affect maintenance management

Category Characteristics

Pace of domain • Highly dynamic operations with a fast time factor
• May provide critical capabilities (e.g., health care, air traffic control,
nuclear), such that maintenance must be coordinated with
stakeholders

Architecture • “System of Systems” as a result of decades of system procurement
• Many various technologies
• Technologies may change often with obsolescence or software
updates, or may remain constant for years

Location • Distributed systems in multiple geographical locations
• Some locations may be difficult to reach (e.g., on a mountaintop)

Resiliency • Redundant elements
• Backup systems

Data flows • Complex data flow paths use multiple elements for end-to-end
connectivity

• May traverse external domains for end-to-end connectivity
• May use fixed system elements or may vary based on dynamic
routing

Services • Resources support services that accomplish the domain’s mission
• Evolution towards “service ecosystems”
• Capabilities obtained or offered as a service (e.g. XaaS) in lieu of
owning products (e.g., infrastructure (IaaS), platform (PaaS),
software (SaaS)

• Services as knowledge products offered by sharing and
transforming data through multiple interfacing networked devices,
perhaps across domains (e.g., weather data)

Insufficient tools • Independent software and workstations
• Complex data not fused
• Physical and functional information not correlated
• Alarms not correlated to root cause
• Too many alarms, especially transient, false, or low priority alarms
• Do not determine recovery alternatives
• Do not determine event significance to mission context
• Do not project future events

Range in operator domain
knowledge and capabilities

• Experts with implicit knowledge
• Those who lack site specific knowledge
• Operators lacking detailed knowledge of the technology
• Distrust of the technologies
• Having to maintain multiple mental models

Various organizational structures • Centralized control with increased responsibilities and coordination
• Distributed work where stakeholders have different roles, but their
success depends on collaboration

• Multiple organizations responding as one, requiring sharing of
people and technological resources (e.g., in incident response)

Stakeholders • Deficient communications among stakeholders
• Increasing number of stakeholders
• External stakeholders
• Third party provides service to domain
• Domain products offered as services to other parties
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Tools. Maintenance tools lack integration for end-to-end service management, and do
not offer features for prediction, decision support, or analytics. When assessing planned
or unscheduled outages, this requires personnel to mentally correlate systems’ com-
ponents forming a service thread, with current and projected status [27].

Operator Knowledge and Capabilities. In the case of the FAA, Tech Ops must be
able to isolate failure occurrence, and assess its impact in order to coordinate with Air
Traffic (AT), who must then make operational decisions (e.g., position reconfigurations
or traffic flow changes). The impact is based on NAS service significance, whether
backups are available to continue functionality, and the number of resource outages.
Operational decisions are also influenced by traffic volume and weather. As the number
of equipment items increases, Tech Ops perceives their workload as increasing. When
problem solving, they have difficulty understanding equipment functional relationships
and system-to-system relationships [25].

Organization and Stakeholders. The NAS is used and supported by multiple orga-
nizational groups within AT and Tech Ops, each with dedicated responsibilities. Tech
Ops and AT organizations are geographically distributed. Tech Ops may work in the
same facility as AT personnel, or may work from a central control facility that supports
multiple AT locations. Although the FAA is responsible for managing the NAS, they
may need to coordinate with third parties. In some cases, service providers offer and
maintain capabilities (e.g., for telecommunications or for Flight Services). In other
cases, FAA equipment is located at places that are not FAA owned (e.g., airports,
contract towers, or commercial locations). In addition, data is provided to external users
(e.g., airlines) and may be integrated within their tools. When there is a service outage,
external users may contact the FAA for troubleshooting.

There is often a lack of a common frame of reference between stakeholder groups
due to terminology and operating differences [28]. Various stakeholders need shared
situation awareness, yet information tailored to their perspectives and goals.

3 Designing Maintenance Systems

The maintenance design of a complex life-critical system is an important design aspect
in order for personnel to effectively maintain availability. The question is how to
provide information to enhance situation awareness and be effective to accommodate
stakeholder goals and perspectives within context. Design considers system require-
ments, commercial software products, standards, and models.

3.1 System Requirements

Many complex domains have become System of Systems architectures, evolved from
years of procurements. Often each new procurement defined maintenance requirements
specific to its system and the latest technological advances, in isolation from other
systems or as an enterprise. This is true for the FAA’s NAS. Because there have been
no overarching enterprise requirements for maintenance design, each NAS system has a
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unique approach, and the maintenance tools are independent from each other. This
causes increased workload.

One challenge for defining enterprise level maintenance requirements is that the
system itself may impose unique information and control requirements. For example, a
maintenance design for a satellite system necessitates different status and controls than
a computer processing system or a radar system or a simple sensor. Yet each system
may be used concurrently within one domain. In some cases a system may be a new
innovation, and maintenance tool requirements may emerge over time.

Another challenge in defining overarching requirements is understanding and
incorporating various stakeholder perspectives, especially as domains become service
ecosystems [29].

3.2 Tools

Current commercial tools tend to provide silos of network management information
(e.g., element and server managers, or bandwidth and traffic usage). Some can only
monitor IP devices, which limits capabilities for large complex domains comprised of
both analog and digital devices. Even if the infrastructure is purely IP, presenting
devices solely by their IP addresses provides limited information to support the net-
work operators. In addition, these tools do not enable information fusion of end-to-end
components that form data flows and service threads, redundancy relationships, and
other domain knowledge to support maintenance personnel’s cognitive functions for
tracking patterns in fault propagation [3, 30]. These patterns aid fault isolation and
impact assessment [31]. Domains either resort to managing their enterprises through
multiple tools (increasing operator workload), or providing custom solutions designed
with a unified user interface accessing data from a suite of commercial tools.

At the core of a network management system is its ability to receive an event
message or parameter value, compare it to a threshold, and flag nominal or outage
conditions. Historically it was much easier to assess whether system resources were
usable (i.e., up) or not usable (i.e., down). As systems become IP enabled, the definition
of an outage is more obscure. For example, Quality of Service (QoS) factors (e.g.,
latency and jitter) influence performance decisions, but there is no distinct threshold for
declaring when it becomes unacceptable [32]. Another example is at the application
layer where a software product may rely on multiple data sources. If one data source is
not available, is the software product still usable? The answer may be domain and
situation specific.

Even today, tools present too many event messages, in spite of the Three Mile
Island accident raising awareness that excessive and confusing alarms can contribute to
catastrophic consequences [33, 34]. Events should be filtered and categorized for
importance to the domain.

In a study specific to an FAA maintenance tool, the researchers identified display
information important to the maintenance operators. These included site (location),
equipment, status, event timestamp, description, and criticality [35]. In addition, users
wanted data filtered to facilities only within their responsibility.
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To promote situation awareness, tools must provide useful, reliable information, in
a format that is easily perceived and interpreted [23, 36].

3.3 Standards and Guidelines

Network management standards tend to focus on protocols for (1) obtaining device
status (e.g., Simple Network Management Protocol (SNMP), Syslog protocol, Com-
mon Management Information Protocol (CMIP)), for (2) monitoring IP data flows (e.g.,
IP Flow Information eXport (IPFIX) protocol), or for (3) IP performance metrics [37].
While it is necessary to have mechanisms to detect device status information, it is not
sufficient for today’s complex domains that require more contextual information for
equipment configurations and impact to services and stakeholders.

Human engineering standards for designing maintenance user interfaces tend to
focus on aspects related to hardware configurations (e.g., weight, reach and access) and
general user interface characteristics (visual and audible alarms, color-coding and
labels) [38, 39]. These standards, as well, focus on a limited set of factors for a modern
maintenance organization. The FAA recognizes the need for better guidance. In one
study they assessed status coding of various deployed tools to better define alarm, alert,
normal, and unmonitored conditions, and high-level events that may result in those
conditions. However, the researchers note that even if the recommendations are
implemented, it does not ensure the maintenance tool’s design is effective [40].

3.4 Models

Network management related models offer frameworks for network communication
(e.g., Transmission Control Protocol (TCP)/IP protocol suite, or the Open System
Interconnection (OSI) model), architectures, and telecommunication function models.
Architecture and function models offer some level of context, but their perspective is
towards the telecommunications service provider and its interaction in delivering and
managing ordered telecom, not the perspective of the customer enterprise in which
telecom is part of the end-to-end service supporting a domain’s mission. Common
architecture and function models include: (1) the Telecommunications Management
Network (TMN) framework; (2) the Fault, Configuration, Accounting, Performance,
Security (FCAPS) model; (3) the Fulfillment, Assurance, Billing (FAB) model; and
(4) the Information Technology Infrastructure Library (ITIL).

Classical models from human performance research in complex socio-technical
systems are Rasmussen’s Skills, Rules, Knowledge (SRK) model and the Abstraction
Hierarchy (AH) model. As systems become more complex, workers are transforming
from hands-on skilled workers of a mechanical era to knowledge workers in an
information-based era. Human performance relies on knowledge work. When faced
with an unfamiliar situation or one that involves uncertainty and risk, the operator uses
his mental models to determine an action plan, while fusing conditions, rules, and know
how. By capturing information that supports domain knowledge, less experienced
workers can more readily gain expertise, and all can make more effective decisions.
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In the AH model, cognitive processes for decision-making in response to anoma-
lous system events rely on transformation strategies of system physical to functional
properties [41]. This model is foundational for recognizing that maintenance operators
make decisions with various types of system information, but it fall shorts in addressing
distributed heterogeneous devices, expanding service ecosystems and multiple stake-
holders’ perspectives.

4 The Thing to Service Model

Based on insights from complex domains, the Thing to Service Model is proposed as a
holistic framework to elicit and structure information for an enterprise network within a
distributed, inter-twined service ecosystem (Fig. 2).

By considering the resources physical attributes in relation to service usage, mis-
sion operating rules, and key stakeholders (i.e., “social objects”) it can bridge the gap
for collecting domain contextual information needed for decision-making [15, 36]. The
model proposes that multiple perspectives are needed to support stakeholders. Infor-
mation from any perspective (or multiple perspectives) may be retrieved at any time, in
support of current tasks and goals. An event, time, and situation context affect which
perspective is requested for decision-making. An event may include performance data,
a failure indication, or the necessity to schedule a maintenance activity. Time may
reflect current or future time or a time range in conjunction with other simultaneous

Fig. 2. Thing to service model
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contextual situations (e.g., other outages or weather conditions). Domain operating
rules define how data is used, displayed, and interpreted. The rules in conjunction with
the perspectives determine status at the various levels, impact to services, and response
strategies.

Technical staff must be able to assess resource performance in order to recognize
failures and analyze trends. At the Thing Perspective, resources may be identified by
multiple naming conventions (e.g., a descriptive name, hostname, IP address, or MAC
address). Each relevant name may be useful at different times when accomplishing
decision-making tasks or corrective actions. Historically, network management tools
focused on managed devices with alarm mechanisms or performance trend data col-
lection. However, this alone provides limited information in complex domains.

When an outage occurs, maintainers must be able to locate the device, which is
provided through the Location Perspective. Location information is typically thought
of as a latitude/longitude or postal address. Geographic location information is par-
ticularly important when the enterprise is geographically distributed. Contextual
location information may include domain specific operating boundaries such as air-
spaces, regions, or landmarks (e.g., airports). Location information is useful for
grouping resource responsibilities in large distributed networks, assessing if multiple
outages are site or area specific, and informing technicians where to go to fix the issue.

The next level is the Configuration Perspective, which captures resource config-
uration information. This perspective can represent a physical configuration and con-
nectivity to provide an end-to-end capability. The Configuration Perspective can be the
hardest to represent in complex domains, especially if elements are dynamically added,
changed, or removed over time and vary across installations. A resource may be as
simple as a sensor or router. In more complex configurations, it may represent a card
within a module within a shelf within a rack within a subsystem within a system. It may
also be atypical configurations such as an antenna assembly. The resource may have
connectivity interfaces (e.g., interfaces to other system elements, cabling, Local Area
Networks, and Wide Area Networks). Connectivity information can be more difficult to
capture and assess when it is combined with the next level, the Redundancy
Perspective.

The Redundancy Perspective provides relationships of redundant configurations,
whether at the resource, subsystem, or system level. Where configurations have a
dedicated redundant component (e.g., primary/backup), it is more easily managed.
However where there are multiple non-dedicated redundant capabilities (e.g., redun-
dant routers within a network with data dynamically flowing in one of multiple paths),
it can be harder to model and assess in real-time.

The highest level is the Service Perspective. This perspective indicates usage and
encapsulates the other perspectives. The Service Perspective relays the function of
inter-connected resources, and can provide operations impact information when
assessing outage conditions. It may also have inter-connected service relationships,
such that one service is used as input to create a subsequent service, and so forth in the
service ecosystem. If it is not possible to capture all inter-relationship data flows from
one service to another, when problems occur it can be difficult to identify root cause or
spanning of affected parties. An end user may report a problem, but the problem may
actually occur at lower levels of the data flow.

442 S.S. Chinoy



Overarching all perspectives is the Stakeholder Perspective. This perspective rep-
resents the service ecosystem’s multitude of stakeholders. While the contents of this
article have focused on the maintenance organization (e.g., Tech Ops) and the primary
users (e.g., Air Traffic Control), other stakeholder information may need to be captured.
In some cases, resources may be managed by the domain’s maintenance organization,
but maintained or owned by a service provider (e.g., a telecommunications company).
Or resources may be maintained by the domain’s maintenance organization, but owned
by another party (e.g., an airport authority). Furthermore, there may be several service
consumers that extend beyond the primary users (e.g., Airline Operations Centers or
industry partners with third party tools that provide information to other customers).
When an outage occurs, it may be necessary to identify, notify, and coordinate with
many stakeholders.

The Stakeholder Perspective can also support tailoring display information. For
example, some stakeholders may be restricted or may desire to only view resources for
which they use or are responsible. Other stakeholders may not want to see any
resources, but rather only services.

Although this model has been described for usage in network management, it could
also serve as a framework for collecting foundational information for IoT ‘big data’.

5 Future Research

Future research will investigate using the Thing to Service model as a framework for
defining operational context in a network management ontology. Ontologies offer a
means to represent domain knowledge through objects, properties, and relationships,
using common semantics. Benefits include knowledge-sharing, flexibility for multiple
perspectives, inferencing of concepts, reasoning, and decision support [42–44].

6 Conclusion

As discussed, there are several challenges for network management design in large
mission critical domains. Current tools, standards, and models are not sufficient for
defining operational context to support real-time decision-making and response of
sensor data. Service ecosystems are evolving with distributed heterogeneous interfac-
ing resources, self-adapting services, and emergent stakeholder relationships. This will
be characteristic of the IoT. A new holistic paradigm is needed to provide tangibility to
these ecosystems. The Thing to Service Model offers a framework to characterize
domain knowledge related to resources, configurations, services, stakeholders, and
relationships between them. The framework is scalable for a multitude of devices
across a distributed network and service ecosystem. The model serves as a foundation
for capturing relevant information that can subsequently be used for user interface
presentation and business analytics. As the desire for “smart” products and environ-
ments continues, capturing domain-specific knowledge will remain the challenge for
obtaining relevant and useful information.
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Abstract. This paper and associated talk is based on our experience at Jefferson
Health implementing a cognitive patient concierge system. In this paper and
presentation we describe: how the environmental constraints in a typical hospital
(e.g., network security and privacy considerations) affect the design, how to use
current speech recognition technologies to deliver acceptable levels of cognitive
accuracy, how to connect various sensors and get their data correlated with
speech input, how to interface with the hospitals’ information systems and
building automation systems (e.g., to control HVAC systems), and how to
design for solution enhancement and maintenance. We also illustrate other
human factors for placement of microphones, speakers and controls in patient
rooms for both ergonomic and hygienic reasons.

Keywords: Cognitive concierge � In-patient concierge � Cognitive patient care

1 Introduction

Artificial Intelligence (AI) has been around since the 1950s. However, consumer
products with cognitive capabilities have become mainstream only recently. Amazon’s
Echo, Google’s Google Home, and other such devices are now becoming increasingly
popular. These are speech-based and users simply talk to the device to either get
information or accomplish tasks. The device answers questions with appropriate
audible information. The device fulfills simple tasks by asking compatible devices and
systems to do their part (e.g., like setting the thermostat to a given temperature). While
most of these speaker-based products primarily target consumers at home, they have
also begun to attract considerable interest from businesses in healthcare, hospitality,
retail, etc. Many leading hotel chains, hospitals and office building managers are
experimenting with natural language interactions to get work done without involving a
lot of people. Natural language understanding by systems requires some cognitive
capabilities which is a part of AI.

While we hear terms like AI, Cognitive and Machine Learning frequently these
days, there aren’t any widely-accepted common definitions for these. AI in the past was
broadly used to indicate anything that showed any kind of intelligence in machines.
Today, there are different classifications of AI. The classical AI is called general-
purpose AI where the objective is to mimic the general intelligence of humans. Another
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kind of AI, which is domain-specific or task-specific is now called pragmatic AI [1] and
it uses cognitive capabilities and machine learning algorithms to recognize patterns. For
our purposes, we will define Cognitive as something of or relating to intellectual
activity (thinking, reasoning, remembering, imagining or learning).

Pragmatic AI needs to understand and interact with things in the real-world, and to
enable this, we can associate it with IoT (Internet of Things), which we can define as
the internetworking of physical objects (things) embedded with electronics, software,
sensors, actuators, and network connectivity that enables these objects to collect and
exchange data.

The combination of Cognitive capabilities and IoT allows us to infuse intelligence
into hitherto “dumb” devices and construct systems/solutions that enable higher
end-user satisfaction while reducing the support costs. IBM’s Watson is a collection of
cognitive capabilities delivered as referenceable/callable cloud services. By appropri-
ately connecting physical objects to the Watson Cognitive IoT platform and a select set
of Watson cognitive services, we can build smarter IoT systems (Fig. 1).

Devices connected to Watson cognitive services can leverage Watson’s ability to
understand natural language, reason and learn from input data, external events, and user
interactions. As a result, the devices become smarter.

In the following sections, we illustrate this by describing in detail a solution we built
at Jefferson Health to provide automated in-patient concierge services. We will also talk
about design considerations in a typical hospital environment that include network
security, patient privacy, services provided by different vendors (e.g., TV network,
Building Management, etc.), and ergonomic and hygienic factors relating to IoT
equipment. In the last section we talk about extensions to our work and future potential.

2 Application to In-Patient Concierge Service

As illustrated earlier, IoT devices can send data and receive actions from cloud-based
cognitive platforms/services and thus act smart or cognitive. A question that we asked
ourselves was “Can a patient’s room become smart by instrumenting the room with IoT

Fig. 1. Objects connected to Watson IOT platform & Watson Cognitive Services
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devices and connecting them to cloud-based Watson cognitive services?” The answer is
‘yes’. Not only individual devices but also connected spaces like patient rooms can be
made cognitive by suitably engineering the connections, software, and operations. The
Technology Innovation and Consumer Experience team at Jefferson Health, IBM, and
Harman International worked jointly last year to produce the in-patient concierge
service illustrated below (Fig. 2).

The idea of an in-patient concierge service aided by IBMWatson cognitive services
is fairly intuitive. We place speakers with built-in microphones (custom-developed by
Harman International) in patient rooms. Whenever the patient wants to ask a question
or request something he/she simply talks to the speaker in a natural manner. The voice
is carried to IBM services, the intent (not just the words) is understood and is fulfilled
either via a voice response or by a physical action (e.g., turn on a light).

The initial objective of the project was kept fairly modest and the use cases were
limited to simple requests for information or requests for simple actions like playing
music or turning lights on/off. The primary purpose was to establish feasibility and
measure the accuracy and response times. The primary business benefits being targeted
were:

• To provide a better patient experience
• Save staff time on tasks that could be automated
• Gather information for further analysis

A summary table of use cases and their expected business benefits is presented
below (Fig. 3):

Fig. 2. Concept of in-patient concierge service at Jefferson University Hospital
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3 Solution Architecture

Figure 4 shows the solution architecture and the sequence for a simple request use case:

1. The patient asks for information, e.g. “When can my mom visit me?” The audio is
sent to the Watson Speech to Text service and is transcribed into text.

2. The text is sent to the Watson Cognitive IoT platform and a custom application built
on the Watson IoT platform.

3. The custom application on the Watson IoT platform orchestrates calling one or
more Watson services to understand the intent behind the request (the intent is
‘visiting hours’ in this example), and calling fulfillment services provided by Jef-
ferson and returning the answer in speech form back to the speaker.

Fig. 3. Use cases and business benefits

Fig. 4. Solution architecture and a use case sequence
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4. Jefferson provided fulfillment services are implemented with callable REST (Rep-
resentational State Transfer) interfaces and these serve as a thin veneer over Jef-
ferson information systems (that contain information about visiting hours, doctor
biographies, etc.) and other hospital management systems (e.g., building control
systems to manipulate temperature in a room).

5. Finally, some use cases may need sensor data to ascertain the current conditions in
the room such as current temperature via a sensor. Some sensor devices may be
directly connected to the Watson Cognitive IoT platform while some others may be
connected to the device vendor’s cloud. In the latter case, adapters need to be built
to get the sensor data from the vendors’ clouds and also to transmit commands to
the actuators in the sensors (e.g., to turn off a light/fan/etc.).

The above sequence gives an idea of how a simple use case is implemented. In
general, we observed the following design pattern for conversational systems, which
applies not only to patients in a hospital but also to other automated concierge services
in hotels, offices, etc.

The cycle depicted in Fig. 5 is fairly self-explanatory. The purple boxes indicate the
specific Watson services used to fulfill those functions. The Watson IoT platform in the
center represents both the platform and the custom applications built on it. This core
orchestrates the overall flow and talks to other fulfillment services. Though the above
diagram doesn’t depict it, the same flow can be used for gathering feedback from a
human user and improve the system over time. For example, every time a question is
answered, the verbal feedback from the user can be transcribed and understood just like
his question/request and it can be stored in a database to train the conversation and
speech recognition models to improve their accuracy.

Fig. 5. Common design pattern for cognitive concierge systems
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4 Design Considerations in a Hospital Environment

A hospital environment is unique and unlike most other environments in which such a
concierge solution could be deployed. As such, we had to consider several factors
while designing the software architecture and hardware to deliver this solution. Key
considerations are described below:

4.1 Sensitive Personal Information

Most information in a clinical environment such as a hospital could be classified as PHI
(Protected Health Information) and is defined as: “any information in a medical record
that can be used to identify an individual, and that was created, used, or disclosed in the
course of providing a health care service, such as a diagnosis or treatment.” [2].

In the early stages of development of the Proof of Concept (PoC), we only handled
non-sensitive information to test our hypothesis that the solution would work and be of
value to the patient and the organization. However, throughout the design of the
solution we planned for accommodating and handling protected health information and
thereby meeting regulatory requirements.

We dealt with questions about where we would store the audio files generated via
speech before they were transmitted to the Natural Language Processing (NLP) engine
to be parsed into text, where that text would be stored so that it could be analyzed by
Watson, etc. We also had to consider how and where we would store data so that we
could use shared Watson services.

Other considerations in handling sensitive personal information included authen-
ticating users on the device in the room, ensuring that the system is not always-on and
listening (which could be viewed as invasion of privacy) but triggered by the user, that
the audio output is contained within the boundaries of the room and that patient
confidentiality is ensured in replaying recorded information.

4.2 Controlling Equipment in a Hospital Environment

The next challenges we faced were around controlling devices/equipment in the
environment of care using the IBM Cognitive IoT (Internet of Things) platform. The
first challenge is to ensure that there is a centralized system for building automation
controls and it has application programming interfaces (APIs) to control heating and
air-conditioning in patient rooms. In some older hospitals and with some vendor
equipment (HVAC, TV, etc.) this may turn out to be a big challenge and thus it needs
to be addressed early on.

The next challenge area is with sensors and actuators in the room. In phase 1
however, we did implement use cases that connected smart devices (e.g., lights) to a
smart hub and controlled lighting in the room. Sensors and actuators, although inex-
pensive, are not easily connected to platforms they are not natively built for and usually
store data in their own cloud platforms, which meant developing software adapters to
extract this data and get it to our cognitive IoT solution platform of choice, especially
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since some service providers don’t have open APIs for such data extraction. Thus, it is
important to consider the feasibility of integrating sensors/actuators with your chosen
cognitive solution platform.

Additionally, and most importantly, hospital environments are highly guarded,
secured and controlled. They already have complex equipment that sometimes can
interfere with IoT sensors. Thus one has to consider both hospital-network-security
compliance and interference with other equipment.

4.3 Importance of Training Cognitive Services

The cognitive services used, like speech-to-text or intent classification, need to be
trained with domain-specific data. For example, when a patient asks to know more
about a particular doctor, the system should be able to recognize the name of the
doctor. Given that speech recognition systems don’t know proper names they fail to
recognize such utterances. IBM’s Watson speech-to-text service has a customization
feature which allows it to be trained with domain-specific vocabulary. Likewise, careful
design of intent classes and training are necessary to attain high levels of accuracy and
thus customer satisfaction.

5 Ergonomic and Hygiene Considerations

The unique hospital environment also presented us with challenges and considerations
surrounding hygiene and ergonomics for the device in the room. To this end, Harman
International worked closely with us to determine the standards for such devices in the
hospital setting and addressed some of the challenges in early prototypes and is con-
tinuously improving them. Some of these challenges are highlighted below. Note that
in dealing with these challenges in early development, we are producing a solution that
is relevant to real hospital settings and is a viable commercial offering.

5.1 Speaker Design Challenges

A key technical challenge with the speaker systems was the ability to manage multiple
such systems remotely using a platform and this is where Harman International played
a key role in the project. Harman designed a commercial product especially for this
initiative that could be connected via Ethernet or WiFi to secure networks in clinical
environments and that could be managed remotely using a software platform. For
example, we may have to refresh the firmware on a number of speakers all at once, or
we may want to selectively enable/disable them, or we might want to wipe the data
clean on these devices. This kind of centralized manageability feature vastly differ-
entiates our solution from any bootstrapped systems that use consumer or off-the-shelf
products, most of which do not have such features.

Other speaker design challenges included designing a speaker/multi-purpose device
(e.g. a clock radio) that would meet hospital hygiene standards and that could be
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cleaned using harsh (but effective) disinfecting solutions that are common in clinical
environments and designing it in a way that it would be best positioned to collect audio
and return audio.

6 Future Directions

6.1 Future Vision

We have a lot of exciting future plans for this solution, some of which are described in
Figs. 6 and 7 below and include infusing the cognitive platform into other apps such as
our “At Your Service” (a custom mobile app developed by and used at Jefferson
Health) administrative patient rounding app that enables our leadership to regularly
collect feedback from employees and patients, enabling them to effect changes to the
environment of care while they are with these employees or patients and do so via the
Cognitive IoT platform using voice or application commands. We also plan to
remember patient room preferences and use them when patients visit us, providing a
more personalized environment.

The future for this system is very bright and we are only scratching the surface with
these potential use cases. Our leadership and design teams have already defined several
other use cases that are now being validated and architected for development in future
phases.

6.2 Building a Cognitive Platform

Our current implementation is only a modest beginning. A lot more can be done by
exploiting IoT device data in combination with other sources of data. For example, we
can provide personalized services by knowing the heating/cooling preferences or

Fig. 6. Using the cognitive patient concierge with hospital rounding systems
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TV-watching preferences of a patient. We can also make the user’s speech interpreted
in context instead of running each request through a text classifier mechanically. This
makes the verbal interactions more natural. We can also incorporate learning into the
system and update the user profile based on past actions requested by a patient and
his/her reactions to the responses provided. We can also imagine accumulating data and
running analytics on data to anticipate the needs of the patients and catering to them
with the intention to engage, delight, and build a reputation for customer service.

These kinds of uses will only grow with time and to be able to support them, we
need a flexible platform that allows multiple tools to be used in different combinations.
For example, we will need the ability to ingest different kinds of data (structured and
unstructured data), store, cleanse, connect with other sources of data, analyze (i.e., run
analytics) and generate actionable insights. Furthermore, once these insights are gen-
erated they should be easily incorporated into the hospitals’ operational systems and
business processes.

Key Attributes of the Platform

• Ability to enable natural language conversations (including interrupting the con-
versation, starting another conversation and then resuming the original conversa-
tion). Humans can switch context and so should the systems we build.

• Ability to train for various domains of knowledge. For example, doctor biographies,
facility information, curated medical information, etc.

• Ability to extend with varied new capabilities (a.k.a. skills) to accomplish different
tasks (e.g., operate TV, lights, curtains, AC, make restaurant reservations, order
food, etc.)

• Personalized – ability to know the patient and adapt responses to him/her
• Contextual – human interactions are always understood in context
• Learning – ability to learn based on past experiences and user guidance
• Anticipate and Act – Predicting needs and fulfilling them to delight the user

Fig. 7. Using the cognitive patient concierge to deliver personalized care
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7 Summary and Conclusion

In this short paper, we have described a cognitive in-patient concierge system that we
built as a joint project between Thomas Jefferson University Hospitals, IBM, and
Harman International [3]. We have highlighted the design considerations and unique
challenges of a hospital environment. We have also indicated solutions and new
directions in which this work can be extended. A number of enterprises in various
domains are already exploiting (or planning to capitalize on) conversational chat bots
for increased differentiation, customer satisfaction, and staff efficiency. We believe we
have created a unique, practical, commercial, voice-enabled, and managed solution that
is aware of healthcare constraints and requirements. We believe it could also be used in
other environments such as hospitality and transportation to deliver a more engaging,
interactive, and consumer-centric experience, which also saves time and reduces cost in
most such environments.
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