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Abstract. The rapid growth of internet has paved the way for recommender
systems as users are inundated with a variety of choices. A computer system that
provides recommendations/suggestions to the users is called Recommender
Systems (RS). These systems are a subclass of information filtering systems that
provides suitable recommendations to users about a product, movie, song, mobile
applications etc. RS are being widely used in social networking sites like Face‐
book, Twitter, LinkedIn etc. to help users choose product/friend/job from the
various recommendations. These systems analyze patterns of user interest in
posting information, sharing posts or joining a new group to provide personalized
recommendations that suit user’s taste. RS are popular in many areas especially
for predicting/suggesting what the users want in advance and thus help in reducing
search costs. Recommendations are done using either collaborative, Content-
based filtering or hybrid approach. Content-based recommendation system
recommends based on user profile created by analyzing the items the user has
liked/rated in the past. A collaborative recommendation system, on the other hand,
does suggestions based on the preferences/ratings of our previous collaborators
(users whose liking was similar to ours). The popularity of social networking sites
is increasing with more number of users being added daily. This paper discusses
the various classification and applications of RS in some of the popular
networking sites.

Keywords: Content-based filtering · Collaborative filtering · Entity-based ·
Audience-based · Facebook · LinkedIn · Twitter

1 Background

Social networking is connecting with family, friends, customers and clients anywhere
in the world using Social media sites like Facebook, LinkedIn, Twitter etc. This helps
in expanding social/business contacts around the world. Social networking establishes
social graphs that help people to establish beneficial contacts, which they would have
unlikely met otherwise. The capacity for social interaction and collaboration is built into
many of the business applications. By being a member of a social network community,
it is easy to identify individuals whose likes and dislikes are similar. This ability has
enabled social networking sites to have RS for their sites.
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Gone are the days where users spent time searching for a product/item of their choice.
A vast majority of them depend on RS in taking such decisions. By analyzing patterns
of user’s interest in products/items RS provide personalized recommendations that suit
a user’s taste. As they provide good selection opportunities to the users, many
e-commerce leaders like Amazon, Netflix have added these systems to their websites.
The presence of RS is felt not only in retail sector, but also in the entertainment industry
and social networking sites. They make their presence in recommending movies, TV
shows, music etc. Customers rate the movies based on their level of satisfaction, and
this can be used by entertainment industries to recommend movies to particular
customers. Most recommender systems use either content-based filtering or collabora‐
tive filtering. Few hybrid approaches are also seen.

Social recommender systems give personal recommendations to its users. Informa‐
tion filtering techniques are used for peer group recommendation, topic group recom‐
mendations, favourite movie actor/actress blog recommendations etc. Thus based on
user’s taste and behavior a good social network can be created.

1.1 Collaborative Filtering (CF)

The invention of internet technology has made it possible in today’s world for anyone
sitting anywhere to buy a product or a service Online. Popular E-commerce industries
such as Amazon, Yahoo etc. are making use of innovative technologies that help the
users know the current trends and buy products. RS play a major role in marketing by
recommending a product/service to the user. Social networking sites such as Facebook,
Twitter, LinkedIn etc. helps users to do a good kind of social networking by connecting
with friends, relatives, colleagues through good social RS. Most of these systems use
different kinds of collaborative filtering. Collaborative filtering is one of the interesting
techniques that work on some assumptions. This method provides a list of recommen‐
dations to an active user by assuming that this particular user may have the same interest
on a topic/item like many other users in the network. The system analyzes patterns
followed by many users to predict the likelihood of this new user. For example: if A and
B are friends on Facebook and if both of them liked an item ‘X’ then next time B likes
‘Y’, then RS would recommend ‘Y’ to A. The different Collaborative filtering methods
are: Memory-based, Model-based and hybrid collaborative systems. Item-based and
User-based algorithms are the two types of memory-based CF algorithms. Slope-one,
Matrix Factorization (Dimensionality Reduction) method works for Model-based CF.

1.2 Content-Based Filtering

Content-based filtering recommends a product or a service by learning and comparing
the contents of that particular product. The words that appearing as the content of a
document are collected together to form a list of keywords. These keywords serve as
the basis for the user’s profile by giving detailed recommendations with the same product
that has been already selected by the user. The user’s profile can be built up implicitly
or explicitly. Users are asked to enter their personal details, interest etc. and the keywords
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are explicitly generated. On the other hand keywords are implicitly generated by using
techniques that can extract these keywords from the product or service descriptions.

2 Categories of Social Recommender Systems – Literature Review

Recommender systems for social networks can be divided into two categories namely:
Entity based and Audience based [11]. Entity based recommendation deals with tagging,
social influence, content, community and Audience based deals with friends, groups and
trust recommendations are presented (Fig. 1).

Social Network Recommender Systems

Entity based Audience based

Tag Content Context Social influenceCommunity Friends Groups Trust

Fig. 1. Classification of Social network recommender system [1]

New Group recommendation that user 
interested in

Friend of friend recommendation

Recommendations using contact

Location based recommendations

Social Recommender Systems

Machine learning 
algorithms

Fig. 2. A typical social network recommender system

2.1 Tag-Based Recommendations

Tag-based recommendations allow users to share the items they are interested in. Tags
can be assumed as a graphical model that connects different entities in the network- users
and items denote the nodes of the network and the connecting lines the tags. The tag has
significant meaning when it connects an item-item or user-item. Automatic tag recom‐
mendations for items such as images, videos, or documents can be done using user-based
or document-based approaches [8]. User-based tagging is done by studying the tagging
made by the users in their past. On the other side, document-based tagging is the method
of producing tag recommendations to documents on a specific topic or on a variety of
topics. Studies [8] prove that the performance of user-based tagging is not that satis‐
factory since it is difficult to build an appropriate model that produces good
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recommendations. The user-based tagging is not adaptable in monitoring the changes
in the user patterns with the time. For document-based approaches, contents in docu‐
ments are filled enough to provide a strong tag recommendation. In [8] authors proposed
two methods for document-based tagging which showed better performance than user-
based approaches. Various studies have been conducted in order to deal with the sparsity
problem of tag recommendations. A single model combining content and relations anal‐
ysis [18] was built to solve this problem. An approach to tag recommendation based on
user’s interest based on lattice matching (UILM) algorithm which applies to the neigh‐
bourhood users and recommends tags on the basis of similarity between those users and
current users is proposed in [9]. Their experiments showed that this approach was effi‐
cient and feasible showing improved personalized recommendations.

2.2 Context-Based Recommendations

Contextual information can improve the performance of recommender systems [19].
The contextual information such as user’s temporal, geographical features etc. should
be considered to achieve this [3]. A scheme to provide item recommendation considering
social position information is presented in [17]. A particular user is given a recommen‐
dation which is the most relevant one for the context at that moment. For e.g.: time and
location. So the recommendation showed high prediction accuracy when compared to
existing schemes. The user preference and the interpersonal influence, which is partic‐
ularly based on a relationship between the users and the social interactions are two
specific factors that can give more accurate recommendations [14]. The likelihood of a
particular user u, for an item a, is find out using the naive measurement as follows

P
u
(a) = T

a
⋅

(
1

|A(u, a)|
∑

a′∈A(u,a) T
′

a

)
 [14] where A(u, a) is the set of items adopted by

user u excluding a, and Ta is the topic distribution of item a. The interpersonal influence
from user-user interactions on social networking sites is described by calculating the
percentage of recommended items adopted by u from the item a:

I
u
(a) =

(
1

|V(u, a)|
∑

v∈V(u,a)
|S(u, v) ∩ A(u)|

S(u, v)

)
 [14] where V (u, a) is the set of senders

who send item a to user u, S(u, v) is the set of items sent from v to u, and A(u) is the set
of items that u adopts [14].

2.3 Community-Based Recommendations

A community-based recommendation system is proposed in [20], to the real world social
networking sites Twitter and Weibo. Instead of depending on the tweet content to
produce recommendation (which have low precision) for a user, community-based
approach is used which can even reduce data sparsity problems. It analyzes features of
the community rather than a particular user. This approach proves to be scalable also.
Another feature of community-based recommendation is it can resolve cold start issues
[12]. The user which is new to a particular dimension but is already present in another
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social network will be recommended based on his historical activities or interest in that
network

2.4 Content- Based Recommendations

These recommendations are particularly based on the textual information about the items
(e.g.: topic based). In [10] the authors proposed a framework for content aware CF by
learning the user’s information and content. They found the performance improvement
in warm-start and cold-start problems. The similarities between two users are taken into
account for producing the recommendations [4]. In [4] the personal recommendations
are given by using recommendation score. SONAR, a social network aggregation system
is used to get the user’s social network content [4]. It extracts the relationship among
the users in an organization and collects them to construct a weighted network for users.
Similarity network is used to find out the profile similarity such as hobbies, preferences
for music, movies etc. and rating overlap [4]. Familiarity network is the network of
known people to the user. The overall network was also examined. SONAR relationship
score is used to find the same usage of the tags, bookmarking of the same web page, and
commenting on the same post by two or more users in the networks. Recommendation
score, RS can be calculated as

RS(u, i) = e
−𝛼t(i)

∑
v∈NT (u)

S
T [u, v]

∑
r∈R(v,i)

W(r) (4)

where t(i) is the total number of days from the date of item i is created; α is a decay
factor; NT(u) consists of set of individuals in the user u’s network of type T, T ϵ
{familiarity, similarity, overall}; ST[u,v] is the SONAR relationship score between u
and v based on the network of type T; R(v,i) contains the set of all relationship types
between user v and item i, given by the unified search system (authorship, membership,
etc.); and W(r)(r ∈ R(v, i)) is the corresponding weight for the user-item relationship
type between user v and item i [4].

2.5 Social Influence-Based Recommendations

Jianming et al. [7] introduced a social network-based recommendation system (SNRS)
using a probabilistic model that retrieves the information of person to person interactions
from large dataset base especially focussing on the influence of friend relationships in
items and ratings to find out the similar tastes of users.

2.6 Friend Recommendations

Facebook, Twitter, Google+, LinkedIn are some of the most familiar sites who are well
versed in giving friend recommendations. The recommendations in the social
networking sites such as Facebook is done based on the friend-of-friend method. In [6]
the authors designed a recommendation system to a social networking site. The recom‐
mendations to a familiar friend in the same organization where the user exists, in his
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contacts are done using four algorithms: (a) a content matching algorithm used for
matching the users having same interest in an item (b) content plus link algorithm to
find out a link between an unknown person in the network (c) friend of friend algorithm
to find a friend who is a friend of many other friends of the current user (d) an algorithm
to find out the information about relations from different sources using intranet. Recom‐
mendations were done in a trustful way and the four algorithms were effective in finding
a friend. In [28] authors designed a framework to online friend recommendations, using
similarity measures. For this study, they identified users having the same interest and
then used the k-medoid algorithm for clustering the users of same interest to provide
high-quality recommendations. [21, 23] shows studies on different types of friend
recommendations.

2.7 Group Recommendations

The groups in social networking are formed based on some relationships like peers,
relative, co-workers, neighbourhood based on some common theme. Group recom‐
mender systems focus on recommending common information related to the group
theme. For example, if it is a group of relatives the group will post information about
the family discussion, family events, pictures, tagging of the members. The upcoming
events for that group will be notified to all of the other group members. Group recom‐
mendations are produced considering the individual taste. Individual tastes are taken
into consideration as preferences [13]. Aggregation functions are used to aggregate the
preferences. The social influence and individual interests are the major factors that are
taken for good group recommendation [13].

2.8 Trust-Based Recommendations

There are some classes of recommender systems which gave more emphasis on trust
between the users [2, 5]. The trust between users is identified by studying the patterns,
interests and likes that two users show.

Figure 3 shows a graph model of a trust-based recommender system. Consider there
are N nodes in the network where ‘N’ represents a number of users. Suppose node 1
shows a similar interest relationship on an item, with node 3 and node 3 has a similar
relation with node4 then trust recommendations can be made with node 1 and node 4.
The trust recommendations can be based on the item or profile on which the similarity
was found. The review conducted in [15] discusses that trust is a factor based on the
computing the trustworthiness with the peer.

4

1 3

2

N

Fig. 3. A social graph depicting an example of a trust-based social network model.

724 V.R. Revathy and A.S. Pillai



3 Real Time Scenario of Social Recommendations

Figure 2 shows a typical social network recommender system. Facebook is structured
as a graphical model built upon on a multi-dimensional array of 10 genomes such as
shared friends, location, age, interests (likes and reactions), tagging, events, religion,
groups, movies, education. This multi-dimensional array is filled with binary values
which give information whether a user is interested in that particular genome or not.
Facebook is not a kind of homogeneous social network. This nature of Facebook seri‐
ously influences the recommendations given to a user. To make better recommendations,
authors [27] proposed a network topology related approach which shows the relevance
to a new friend recommendation to the target user. The Pareto-optimal genetic algorithm
generates a ubiquitous list of likes for each user and learns the links formed. Link
recommendations are done through a refinement process by recommending a list of
friends to a person with pertinent and high-class prediction accuracy. Jeff Naruchitpar‐
ames et al. [27] selected 100 Facebook users and experimentally proved that their meth‐
odology provides the robust friend recommendations and learned the way the users get
into the friendship in the network.

Pinterest is the another popular networking site where we can get online multimedia
content, pin them and arrange them on a board under a topic. Like Facebook, a user can
follow another user and can repin the multimedia content [23]. Pinterest shows a variety
of interesting features which make it unique from other social networking sites [24].
The pins in the boards will display the user’s likelihood to the items because it is pinned
by that person himself. The user will have a clear intention behind pinning an item. If
any user finds interests in pins of this particular user he can repin that item. The repinning
of items will make repeated memory refinements and save of pins [24]. This repeated
saving of pins will form a chain of links to these pins which form a relationship. The
item-item recommendations can be strengthened effectively by using the user curation
of connected pins having a relationship. This will also solve the traffic problems in the
Pinterest network [25]. Board recommendations are done by analyzing different features
of the items users are pinning to a board. The individual based board relevance can also
be considered. The board can be created based on a particular category. Another feature
is the metadata about the pins written as labels. The individual to individual interaction
with a particular board is the next key to extract the feature. Support Vector Machine
(SVM) can make good recommendations to Pinterest [22].

LinkedIn, the largest job recommendation site is a social network of job providers
recommends the job and job seekers can upload their resumes. CF approach for LinkedIn
is known as Browsemaps [26]. LinkedIn creates recommendations based on individual,
job or entity. A particular entity, user or job can be searched and found out easily because
of the link flows all over the network. This model shows the co-occurrence among users
in the sense that the users who are interested to see a particular person’s profile with
some pattern may also like to see the current user profile which have the similar pattern.
The company recommendations are also available that are provided to get updates from
a particular company can follow. To produce Browsemaps graph association rule mining
is used [26]. Hadoop’s batch processing is applied for whole statistical computations.
Browsemaps provides the users with a variety of entity based recommendations as well
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as audience based. The entities will be performing different actions. When users upload
the resumes for the first time the relevant job recommendations are done and users are
continuously notified about the jobs. Each user can see and then apply for jobs. The
recommendations are updated regularly and out-of-date job recommendations are
removed. The module called Voldemort uses the Browsemaps graphs. This module
stores graphs in the form of key-value pairs and helps the interface module in handling
online queries [26]. An item or a user connected to LinkedIn is given a well versed
navigational aid. Another application of LinkedIn is company recommendations
“Company You May Want To Follow”. These are done by learning the company view
graph, personal profile graphs, descriptions from profiles and they are listed as a table
of < user, company > format. From this table, the high potential recommendations are
taken to produce recommendations. The Browsemaps also help in increasing the number
of companies by extending the current company of that person. Another application is
to find out the qualified user profiles for recruiters to find out the candidates with certain
qualifications [26]. Profile update notifications are another interesting feature of Link‐
edIn. LinkedIn recommends companies to its users even on a location basis. Lead
recommendations are an application of LinkedIn for commercial recommendations.

Twitter is another social network giant. Twitter retrieves and shows all tweets
posted from the person whom a particular individual is following. The individual/
group of people who is/are following a particular user is/are known to be follower/s
and the user followed by the users are known as followees. The impact of tweets is
found to be in areas such news, education, public figures such as political leaders.
Kywe, S.M et al. [16] in their survey of recommender systems in Twitter discussed
that Twitter shows recommendations for the features such as tweet, retweet, follow
and mention. Retweets are forwarded tweets from one to other as a means of sharing
some interesting messages. Follow is the feature that makes the user–user connects
so as to continuously receive updates from the follower when maintaining a social
relation. Followee recommendations and hashtag recommendations will make the
user receive trending and interesting information. The metadata about tweets stored
as tuples that contain information about the users involved in the tweet. Mention is
like tagging feature in Facebook. This feature adds those users who are involved in a
specific interesting tweet. According to Wikipedia, in March 2016, Twitter’s active
users have crossed 301 million. So we can assume the voluminous data each day
twitter is handling. Studies are conducted to give good personalized recommenda‐
tions in spite of information overload, limited tweet length etc.

4 Performance Comparison of the Different RS

The performance of RS can be understood by learning the system’s response towards
the cold-start, data sparsity, scalability problem and the accuracy of the recommenda‐
tions.

Cold-start user problem: This problem arises when a number of user ratings available
are not sufficient to recommend a user or an entity. Studies are carried out to solve this
problem. e.g.: studying the user preferences in [12].
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Scalability: The recommender system should scale enough with the increasing amount
of users joining the networks day-to-day. Some studies use personalized recommender
systems, clustering methods [13] etc. solve this problem.

Sparsity problem: Data sparsity problem shows the high impact on the standard of
recommendations. A number of ratings available may be less, but these ratings will have
high impact. Associative rule mining [21], finding out similar latent features [21] over‐
comes this problem (Table 1).

Table 1. Comparison of social recommender systems

Category of recom‐
mendations

Existence of challenges Benefits in recom‐
mendationsCold start problem Sparsity problem Scalability problem

Tag-based Yes Yes. Yes Feasibility, Effec‐
tiveness [9, 18].
Sparsity problem is
comparitively
reduced in [9, 18]

Context- based Yes Yes Yes High Prediction
Accuracy. Better
performance showed
in [14]

Community-based Yes Reduced Reduced Better performance
[12, 20]

Content-based Reduced Yes Yes Better performance
due to user similarity
measures [10]

Social influence
based

No No Yes Better performance,
Coverage problem
solved by influence
of distant friends [7]

Friend Yes Reduced Reduced Better performance
[28]

Group Reduced Reduced Reduced Better performance
[13]

Trust -based Reduced Yes Yes Accuracy in predic‐
tions, robustness in
CF, No better
performance [5]

5 Conclusion

In this review, various classifications of social recommender systems and their appli‐
cations are discussed. Though there are a number of RS available, they can still be
improved if we are able to add Natural Language Processing capability to better under‐
stand the needs of the users. For better recommendations, RS should be designed by
combining different factors that influence social networking such as social relation, trust
and diversity of the domain.
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