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Abstract. Association rule mining is one of prominent techniques to
discover the relation between data items of a transactional data. The
process of mining has been simplified by considering only the frequent
itemsets. Pincer search is one of the frequent itemset mining method
which combines top-down and bottom-up search techniques to get the
benefits of both. Top-down approach in Pincer search reduces the number
of candidates in pass of iterations and saves a lot of computing resources.
In this work, we present a Parallel Pincer Search (PPS) which is based
on distributed implementation on Spark framework. We have converted
the search algorithm according to the Spark framework to make it run in
parallel. Spark provides a lot of features for the iterative algorithm such
as in-memory execution, efficient data structure, better fault tolerant
method, etc. We implemented the PPS on a Spark cluster with multiple
datasets and analysed the performance.

Keywords: Pincer search -+ Frequent itemset mining - Apriori
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1 Introduction

Knowledge discovery from the large data is a primary task of data mining tech-
niques. Data mining [1] is a complex task which consumes a lot of computation.
To simplify the knowledge discovery process, a few steps of pre-processions are
applied which may change the structure or dimension of the data. All organiza-
tions keep the storage of their historical data to analyse and produce some good
future strategies. For a last few decades, many techniques have been discovered
to fetch a great evolution in the area of data mining. Data mining algorithms
such as classification, clustering, association rule mining, prediction, abnormal
findings, pattern discovery, etc. have achieved a great attention by the researchers
and developers. Association rule mining is a process to determine the correlation
between data objects. Many decision making applications are based on the asso-
ciation rule mining and further can be extended for the data analysis process.
Association rule mining is a time consuming task due to the examination of all
possible rules. Therefore, to reduce the search space it requires to consider only
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the rules with frequent itemsets. A constrain called support measure is consid-
ered to discover the frequent itemsets. Support of an itemset is the count of that
item in transactional data. A frequent itemset have the support count more than
the user defined support threshold. Higher the support threshold can decrease
the number of frequent itemset and vice versa. Therefore, always an adequate
value of support threshold is chosen.

A large number of researches has been performed in the area of frequent item-
set mining. Apriori algorithm [2] is one of the classical method which approach in
bottom-up manner for searching for frequent items. This iterative algorithm dis-
covers lower cardinality of frequent items in starting passes and the process goes
with the higher cardinality of frequent items in further passes. There are many
limitations of the apriori algorithm such as a huge number of candidate sets are
generated and large number of passes are carried out if some frequent itemsets
are large in size. Therefore, this kind of approach requires a lot of computing
power and memory to process on large data. Pincer search [3] is another method
which combines both bottom-up and top-down search methods to reduce the
deficiencies of apriori algorithm. A top-down search starts with the discovery of
frequent maximal itemsets and closure property is applied to deduce the other
frequent itemsets. Pincer search discovers set of frequent items in each pass same
as apriori algorithm, however, at the same time it computes and accumulates the
set of frequent maximal itemsets. All the subsets of frequent maximal itemset
are also frequent, hence many of candidates need not require to be processed.
This approach optimizes the performance drastically if in starting passes, we get
some large frequent maximal itemsets. To keep the track of maximal itemsets
a data structure which is known as Maximal Frequent candidate set (MFCS) is
introduced.

In the recent years, a big evolution in technology and science has increased
the data size up to Exabyte and Zettabyte. This data is not only large in size
but also unstructured and semi-structured in nature which causes intricacy in
processing. Such data are termed as ‘Big Data’ [4] which has got great attention
in the last few years. Big data requires a large set of resources for storage and
processing. So, a traditional single machine computing is not enough to deal this
problem. Hence, multi machine processing came into usage to accumulate and
process such large amount of data. There are many multi machine distributed
frameworks available for this purpose, such as MPI [5], Hadoop [6], and Dryad [7]
etc. Hadoop is an open source framework for big data processing. Hadoop utilises
the MapReduce library for programming model which provides the environment
to write an application and run it across a cluster of machines in a distributed
manner. Although, MapReduce is not suitable for iterative algorithms because of
its performance decay due to network and I/O overhead. Spark is an alternative
framework which has gained popularity in batch and interactive processing and
also assures the high performance over MapReduce. Spark optimizes the process
execution by introducing the job caching in main memory and a better approach
for fault tolerance.
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In this paper, we convey a Parallel Pincer Search (PPS) based on the Spark
framework. Pincer search has performance degradation if frequent maximal item-
sets are lengthy and scattered. Even for big data mining efficiency can’t be
achieved by Pincer search. Hence parallelize the search method is a better way
to distribute the computing among multiple nodes to reduce the processing time.
Apache Spark provides a lot of advantages over MapReduce and enhance the per-
formance. Transactional data is loaded as data objects into main memory and
implicitly distributed among the cluster nodes. We apply an iterative process
which finds k- frequent itemsets by using the (k—1) - frequent itemsets in bottom-
up manner (same as Apriori). In the same pass, we also find the set of all maximal
frequent set using top-down search method. Spark framework in-memory execu-
tion and better fault tolerant approach provide us a fare computation time. We
run PPS over a Spark cluster for various datasets and test the performance in
terms of speedup and scale up.

The organization of this paper is as follows. Section2 describes the back-
ground information to understand this paper, i.e., Spark framework, apriori,
Pincer and important definitions. Related work is discussed in Sect. 3. Section 4
describes our proposed work in detail. Experiment details and result analysis are
given in Sect. 5. Finally the manuscript is concluded in Sect. 6.

2 Background

This section includes some background knowledge and prerequisites to under-
stand some definitions and concepts. In this, we provide the introduction of
Spark along with its advantage and definitions related to frequent itemset min-
ing algorithms i.e. Apriori and Pincer.

2.1 Spark

Spark [8] is an open source framework for big data processing and data ana-
lytics on distributed cluster computers. This framework was developed at the
University of California, Berkeley’s AMPLab and donated to the Apache foun-
dation for maintenance and further advancement. Apache Spark provides many
enhancements over Apache MapReduce of Hadoop framework [9], hence it is
faster and efficient in terms of performance. The basic feature of Spark is in-
memory processing which leads to the fast execution in iterative computation.
In addition, intermediate data generated after each iteration is stored in pri-
mary memory which reduces the I/O cost. Spark has introduced an immutable
data structure known as resilient distributed dataset (RDD) [10] for execution
in primary memory. RDD objects are distributed on a cluster and processed in
parallel in a fault tolerant manner. Spark has a better mechanism of fault tol-
erance where faulty RDD objects can be reconstructed by keeping the track of
operations.
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2.2 Prerequisites

(a) Frequent Set: We assume a transactional dataset D={T},T5,...,T,, }, where
n is the number of transactions. Each transaction can be represented as a k set
of items i.e. T= {iy,ia,...,ir}. Let a user defined minimum support threshold s
is criteria to define the frequent itemset. An itemset X CT is called frequent if
Support(X) > o. Let n is 10 and 0=50%, an itemset X will be frequent if X
appears at least 50% of transactions i.e. 5.

(b) Closure Properties: To find a frequent set from large transactional data
creates a big problem as it needs to consider all possible itemsets which is a
very lengthy process. Let suppose, k is the number of items then we require
to check the support for each possible combination (i.e. 2k-1 itemsets) which is
computationally very costly. The search space is reduced by adding an iterative
procedure which does not process any infrequent itemset further. Following two
closure properties are defined to reduce the candidate set in each pass of iteration.

Property 1. All the supersets of an infrequent itemsets are also infrequent.
Property 2. All the subsets of a frequent itemset are also frequent.

(¢) Maximum Frequent Set: The frequent itemsets are categorized into the
maximal frequent set, closed frequent set and frequent set. A frequent itemset
XCT is called maximal frequent set if there exist no frequent supersets. On
the other hand, frequent itemset X is known as closed frequent set if there
exists no frequent superset of same support count. Remaining frequent itemsets
are ordinary frequent sets. A maximum frequent set (MFS) is the collection of
all maximal frequent itemset. All the nonempty subsets of a frequent maximal
itemset are also frequent by the property 2. Hence MFS is helpful to find the
frequent itemsets very quickly. Each iteration uses the MFS to reduce the size
of candidate set and number of passes.

2.3 Apriori Algorithm

Apriori algorithm is the basic algorithm to mine the frequent patterns in a set
of transactions. It was developed by R. Agrawal and R. Srikant in 1994. The
concept of the algorithm is to iteratively scan the transactions and find the
frequent items. The frequent itemsets generated in one iteration are used to find
larger itemsets in the next iteration. Although, searching of all possible subsets
is a complex task. To reduce the search space a property called anti-monotone
is used. This is also termed the apriori property as described below:

— All the nonempty subsets of a frequent set are also frequent.
— If a set of item is not frequent then its superset also can’t be frequent.

An itemset is called frequent if it qualifies the minimum support threshold.
Frequent itemset is represented by L; for i*"* -Ttemset. There are two major
operations in apriori algorithm.
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Join Operation: A set of candidates are generated in each iteration by joining
the frequent itemsets of last iteration. So Ly is generated by joining of Li_; by
itself, which is called candidate set denoted by Cy. At the time of join operation,
apriori property is applied to reduce search space.

Pruning Operation: The candidate set Cj goes through a pruning phase to
find the frequent itemsets Ly.

Each iteration applies these two operations on data to process in a bottom-up
manner and produces frequent sets.

2.4 Pincer Search

Pincer search technique for frequent itemset mining is a bi-directional method,
which includes the advantages of both bottom-up and top-down search. Each
pass of iteration discovers frequent itemset in bottom-up manner like the apriori
algorithm. Also, each pass finds the set of maximal frequent itemset in a top-
down manner. If some of large MFS are searched out, then all the subsets of
frequent maximal itemsets are pruned from the list of candidates. It saves a lot
of computation and also decreases the number of passes if all larger itemsets are
already discovered in earlier passes.

The two way search proceeds by using a new data structure called maximum
frequent candidate set (MFCS). The MFCS accumulates the list of all maximal
itemsets which can either be frequent or not. At the start of the search, all the
frequent items are part of MFCS. Obviously, MFCS is a superset of MFS, which
is updated after each pass. The Database is scanned to find the frequency check
of each of maximal itemset in MFCS.

3 Related Work

A extensive research works have been carried out in the area of frequent itemset
mining. Many algorithms are presented which are proven to work well for small
scale of transactional data. Some of the popular algorithms such as apriori [2],
EClat [11] and FP-growth [12] work in bottom-up fashion. There are some other
algorithms which work in top-down fashion like maxclique [13], max-miner [14]
and Pincer [15]. Pincer algorithm is a hybrid algorithm which combines both
bottom-up and top-down approaches in each iteration.

When we introduce big data, all frequent itemset mining algorithms does
not fit for processing such large data. All these algorithms are proposed before
more than a decade, hence generated data used to be small in size and can
be processed on a single machine. Nowadays, the single machine system is not
enough to process such huge data. Hence, we need to switch towards multi
machine computing system. Distributed computing using Hadoop and Spark
frameworks are popular because of their parallel processing. Many research works
adopted the Hadoop framework with MapReduce programming engine for fre-
quent itemset mining on big data. Ye [16] introduced a distributed approach
for processing big data using the apriori algorithm. This methodology comprises
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a trie data structure to enhance the speed of frequent itemset mining. Lin [17]
has proposed apriori implementation using Hadoop in three different algorithms,
namely SPC, FPC and DPC. SPC is a single pass counting algorithm in which
each map and reduce phase finds k-frequent itemsets while FPC combines a fixed
number of passes (default is 3) in a map and reduce phase. On the other hand,
DPC selects the number of passes to combine dynamically. A parallel version of
apriori algorithm is presented by Li [18], which iteratively produces k-frequent
itemsets for huge data. Although it has adopted only the basic functionality of
apriori algorithm like SPC. Yu [19] suggested another MapReduce based apri-
ori implementation which processes the data in a single phase and produce all
possible frequent itemsets. Each cluster node requires a huge memory to store
all possible candidates, otherwise, the job might fail. Another frequent itemset
mining algorithm known as ECLAT has been also implemented in the distrib-
uted environment of Hadoop to process on big data [20]. There is more Hadoop
based implementation of apriori algorithm has been given in [21,22] which are
almost similar to the above work.

All the algorithms, given above, are implemented in MapReduce over Hadoop
framework either in single stage or multistage. Although Hadoop is not suitable
for iterative algorithms as it requires to save intermediate data to HDFS and read
it back, which takes a high I/O cost. Spark is a cluster computing framework,
which deals with an iterative algorithm in an efficient way and performs in-
memory process to faster the execution. In recent years, many Spark based
implementations of apriori algorithms are carried out. Implementation of basic
Apriori algorithm in Spark is presented in YAFIM [23]. Yang [24] has introduced
an innovative matrix based pruning stage in apriori which reduces the number of
candidate sets generated. There are other Spark based implementation of apriori
algorithms are presented in [25,26].

4 Proposed Work

We propose a Parallel Pincer Search which contributes the model and implemen-
tation of Pincer search in a distributed environment. Classical Pincer search is
written to work in standalone mode. With the rapid growth of data, we require
to process big data in parallel on multi machine setup. Hence, for frequent item-
set mining from big transactional data, we cast the Pincer search to work in the
distributed environment of Spark. PPS is divided into 2 passes, where pass 1
searches the 1-frequent itemset along with the MFCS and MFS. Pass N itera-
tively searches the frequent itemset of more than 1 cardinality. In addition, each
iteration makes the efficient use of MFS of last iteration and update the MFCS.
Both the passes are described as follows.

4.1 Pass1

This phase is responsible for search of 1-frequent itemset in a bottom-up manner
and also finds the MFS at the same time in top-down manner. Initially, data is
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loaded in RDD and distributed on cluster nodes. We separate the items from
the transaction ID and extract each item using flatMap() method. Each item is
mapped in (key, value) form where a key is an item and value is the count of the
item in transaction i.e. 1. Count of each item is added using the reduceByKey()
which gives the another (key, value) pair, where key is an item and value is the
count of that item in the entire dataset. A frequency check using the minimum
support is applied to each item using the filter() method. All the frequent items
are accumulated into MFCS which is the maximal candidate set. We further scan
the entire data to count the support of MFCS. Itemset from MFCS is assigned to
MFS, if it is frequent. The algorithmic instance of passl is shown in Algorithm 1.

Algorithm 1. Pass 1

Require: D: Transactional dataset
min_sup : Minimum support threshold

Ensure: MFCS: RDD of maximum frequent candidate set
MFS: RDD of maximum frequent set
FrequentSet: RDD of Frequent

1: for each transaction ¢ in D do

2 flatMap (trans_ID, t)

3 for each item [ in ¢t do

4 itemCount = map( I, 1)

5: end foreach

6

7

8

: end foreach
: sumCount= itemCount.reduceByKey ()
: frequentSet=sumCount.filter(min_sup)
9: MFCS=frequentSet.keys()
10: Scan the transactions to determine support for MFCS
11: for each maximal item MIS in MFCS do
12: if support(MIS) > min_sup then
13: MFS=MFS U MIS
14: end if
15: end foreach
16: output (MFCS, MFS, frequentSet)

4.2 Pass N

Pass N of PPS is an iterative procedure which discovers the frequent itemsets
more than 1 cardinality i.e. 2-frequent itemset, 3-frequent itemset and so on.
Each iteration takes the input, i.e. MFCS and MFS from the last iteration and
utilise MFS to reduce the candidate itemsets. All subsets of a maximal itemset in
MFS are separated from the potential candidates list. Moreover, each iteration
also finds the frequent set in the bottom-up manner. Pass N of PPS is described
in the form of pseudo code in Algorithm 2. Initially, data is loaded into RDD
and distributed among the nodes. Steps from 1 to 7 in algorithm are working to
accumulate all distinct itemsets. All possible combinations of certain cardinality
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(according to the value of the pass) of itemsets are created using the combina-
tionGenerator() function. The set of all maximum frequent itemsets (MFS from
the last iteration) are distributed among all the nodes using broadcast variable.
We check, if MFS is not empty, then a list of itemsets are separated which are
available as a subset of one of maximal itemset in shared MFS.

Each candidate from the finalCandidates: RDD is processed to compute
support count and mapped to (candidate, count) where count is the support
for that candidate. Each candidate is pruned using the filter method. Itemsets
which qualifies min_sup threshold are assigned into frequentIS:RDD and rest
are assigned into nonfrequentIS:RDD. The current MFCS and nonfrequentIS is
passed to MFCSGen() function which updates the MFCS. The MFCS_updated is
pruned and assigned to MFS_updated which is further used in the next iteration.

Algorithm 2. Pass N

Require: D_frequent: Transactional Dataset with frequent itemsets only
MFCS: RDD of maximum frequent candidate set
MFS: RDD of maximum frequent set
min_sup: Minimum Support Threshold
pass: Pass of iteration
Ensure: frequentlS: RDD of Frequent itemsets
MFCS _updated: RDD of updated MFCS
MF'S _updated: RDD of updated
1: for each transaction ¢ in D_frequent do
2 flatMap(trans_-ID, t)
3 for each item I in ¢t do
4: itemList= I.distinct
5: end foreach
6
7
8

end flatMap

: end foreach

: candidates=combinationGenerator(pass, itemList)
9: shared_M FCS=broadcast(M FCS)
10: shared_M FS= broadcast(MFS)
11: if (!(shared-M FS.value.isEmpty())) then
12: finalCandidates= candidates.filter(shared_M F'S)
13: else
14: finalCandidates=candidates
15: end if
16: for each itemset 1S in finalCandidates do
17: support] S= map(IS = (IS, supportCount(IS, D_frequent)))
18: end foreach
19: frequentIS= supportlS filter(min_sup).keys()
20: nonfrequentIS= supportIS filter(min_sup).keys()
21: MFCS_updated= MFCSGen(shared_-M FCS, nonfrequentIS)
22: MFS_updated=prune(M FCS_updated, min_sup)
23: output(M FCS_updated, M FS_updated, frequentIS)




PPS: Parallel Pincer Search for Mining Frequent Itemsets Based on Spark 359

5 Experimental and Result Analysis

This section describes the implementation of PPS on a cluster of Spark and
analyzes the performance for different datasets. Pincer search is already proved
better than apriori algorithm, hence we do not compare PPS with distributed
implementation of apriori. Instead of this, we consider different datasets and
performance metrics, i.e. execution time, number of rounds and scalability. We
prefer Spark framework in place of Hadoop because of its fast execution of itera-
tive algorithms. As per our knowledge, PPS is the first implementation of Pincer
search in a distributed environment. We have set up a Spark cluster and run PPS
over it and measured the results.

5.1 Cluster Setup

We implemented the PPS in the distributed environment of Spark framework.
A cluster of 4 nodes is set up which is hedgerows in nature. Three nodes of
the cluster are configured on virtual machines on server which have Intel Xeon
CPU E5-24070 clocked at 2.20 GHz and one core to each VM. One more node
is configured on a workstation which consists Core(TM) i7-4510U CPU clocked
at 2GHz and 4 cores. We allot 7 GB of RAM to each node and connect them
via 100 Mbps Ethernet switch. Each node is configured with Spark version 2.0.0
and Scala version 2.11.8. Program code of PPS is written in Scala programming
language and tested the cluster for different data sets.

5.2 Datasets

We run PPS for 4 different benchmark datasets and analyzed the results. First
dataset is mushroom dataset [27] which comprises the various attributes of 23
species of grilled mushroom. Second dataset is a chess game dataset [27] which
includes the end positions of the game for king vs king and rook. Third one is a
synthetic dataset which is generated by data generator of IBM [28] and known
as T1014D100k. Last dataset is a retail dataset [29] of a UK-based online store
which enlist all the transactions occurred between 01-12-2010 and 09-12-2011.
All four datasets are depicted in Table 1.

Table 1. Datasets with attributes

Dataset Number of items | Number of transactions
Mushroom 119 8124
Chess 75 3196
T1014D100k | 870 100000
Retail 16470 87988
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5.3 Result Analysis

We run PPS for each dataset for different minimum support threshold and
recorded the running time of each pass of iteration. We have chosen minimum
support as 80%, 75%, 70% and 60% of total transactions for chess dataset. Exe-
cution time for initial passes are lower and keeps grow for later passes as depicted
in Fig. 1la. The Number of candidate sets is not affected by MFCS and MFS in
pass 1. Execution time for the pass 2 may be reduced if a larger maximum
frequent itemsets are identified which significantly reduces the number of candi-
dates to be processed. PPS is also run for mushroom dataset and recorded the
execution time with respect to the threshold value of 30%, 25%, 20% and 15%
as shown in Fig. 1b. Synthetic dataset T1014D100k has larger number of trans-
actions which consumes highest running time in pass 2 and then goes lower in
further passes as shown in Fig. 1c. Execution time of PPS for retail dataset with
various support threshold 0.25%, 0.50%, 1.0% and 1.75% is illustrated in Fig. 1d
It demonstrates that drops after 2nd pass is impact of large MFS. Running time
goes a bit higher after 4th pass, due to no larger itemset remains in MFS.
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Fig. 1. Performance of PPS with various datasets for different support threshold

We also check the performance of PPS for different scale of nodes. We run the
PPS for mushroom dataset, synthetic data set T1014D100k and retail data set
with 15%, 1.5% and 1.75% of the support threshold respectively on the cluster by
varying the number of cores on each node. We found that by scaling the configu-
ration of nodes the performance does increase significantly as depicted in Fig. 2.
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6 Conclusion

This paper discusses about the frequent pattern mining for big transactional
data. We choose one of the appropriate algorithm, i.e. Pincer search for search-
ing frequent items in both top-down and bottom-up manner. We derive a Parallel
Pincer Search (PPS) which is suitable to run parallel in the distributed environ-
ment of Spark. Original Pincer search is developed for single machine system
and acquired great advantages over the apriori algorithm. In addition to apriori,
Pincer also searches the frequent maximal itemsets which may prune a lot of
candidate sets in each iteration and generate the frequent itemsets of larger car-
dinality. Two data structures MFCS and MFS contribute to process the data in
bottom-up manner. Spark is one of the suitable framework over Hadoop, which
runs iterative algorithms very rapidly. Spark inherent data structure, i.e. RDD
and in-memory processing provide a better performance. We tested the perfor-
mance of PPS with respect to multiple dataset on a Spark cluster. We analysed
the speedup and scale up of PPS is accurate for different size of data and cluster
conditions.
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