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Abstract. In string combinatorics, the sets of strings that have no over-
laps (i.e. the prefix of one string does not coincide with the suffix of
another string) are extensively investigated since they play an important
role in the context of string matching and coding. The notion of overlap
can be extended naturally to two dimensions; two pictures p and ¢ have
an overlap if one can put one corner of p on some position in ¢ in such a
way that all symbols in the common positions coincide. A picture with
no self-overlaps is called unbordered and it is a generalization in two
dimensions of an unbordered (or bifix-free) string.

We study the problem of generating all unbordered pictures of fixed
size and present a construction of non-expandable non-overlapping sets
of pictures together with some examples.

Keywords: Two-dimensional language - Overlap - Unbordered picture

1 Introduction

Pictures are a generalization of strings to two dimensions and they are repre-
sented by two-dimensional (rectangular) arrays of symbols taken from a finite
alphabet Y. The size of a picture with m rows and n columns is indicated by
(m,n). Single row or column pictures can be always identified with strings.
Extending results from the formal string language theory to two dimensions
is a very challenging task. The intrinsic complexity of two-dimensional structures
is evident even in the generalizations of the basic concepts and definitions. For
example, the definition of “prefix” of a string can be naturally extended to a
picture by considering its rectangular portion in the top-left corner; neverthe-
less, if one deletes a prefix from a picture, the remaining part is not a picture
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anymore. Despite such difficulties, several results from string language theory
have been worthy extended to pictures. Many researchers have investigated how
the notion of recognizability by finite state automata can be transferred to two
dimensions to accept picture languages [2,6-8,20,25,26,28,31]. Moreover two
dimensional codes were studied in different contexts [1,17,21,29] and recently
two-dimensional prefix codes were introduced as the two-dimensional counter-
part of prefix string codes [3,4,8,10,11].

In the combinatorics of strings, the study of the structure and the special
patterns of the strings plays an important role both from the theoretical and the
applicative side. Given a string s, a bifiz or a border of s is a substring x that
is both prefix and suffix of s. A string s is bifiz-free or unbordered if it has no
other bifixes besides the empty string and s itself. Bifix-free strings are connected
with the theory of codes [18] and are involved in the data structures for pattern
matching algorithms [24,27]. From a more applicative point of view, bifix-free
strings are suitable as synchronization patterns in digital communications and
similar communications protocols [30]. The combinatorial structure of bifix-free
strings over a given alphabet was studied by Nielsen in [30]; he provided an
algorithm to enumerate all bifix-free strings of the same length n over a given
alphabet. A set of strings X in which no prefix of any string is the suffix of
any other string in X is called a cross-bifiz-free code. Constructive methods for
cross-bifix-free codes are widely investigated in [14,19,22].

In this paper we investigate the notion of overlaps in pictures. It can be very
naturally extended from the string theory since it is not related to any preferred
scanning direction. Informally, we say that two pictures p and g overlap when it
is possible to place p somewhere on ¢ in such a way that all the superimposed
positions hold the same symbol. In other words, two pictures p and ¢ overlap
when we can find the same rectangular portion z at one corner of p and at
the opposite corner of g. Observe that there are two different kinds of overlaps
depending on the pair of opposite corners involved. If such common rectangular
part x is found at the top-left corner of p (and bottom-right corner of ¢) we will
say that p and ¢ tl-overlap; if x is found at the bottom-left corner of p (and
top-right corner of ¢) we will say that p and ¢ bl-overlap. Moreover, special cases
of overlaps will occur when such common part z is a “string” (for example there
is a prefix of the first row in p that is a suffix of the last row in ¢). We refer to
them as frame-overlaps.

The notion of overlap leads easily to the notion of border, when we consider
overlaps between a picture p and its copy p’. As for overlaps, we can have tI- and
bl-borders. A picture p is unbordered if it has no proper borders. Unbordered
pictures are connected both to picture codes and to two-dimensional pattern
matching. We are interested in computing all the unbordered pictures of a fixed
size (m,n) on a given alphabet.

It can be verified that the recursive construction of bifix-free strings given by
Nielsen in [30] cannot be directly generalized to generate unbordered pictures.
Nevertheless, a bidimensional version of Nielsen’s construction produces a bigger
set of pictures to which we referred to as quasi-unbordered pictures in [5]. The
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quasi-unbordered pictures can have only certain particular types of borders. The
unbordered pictures can then be extracted from this set. In this paper we discuss
more in detail the advantages of using quasi-unbordered pictures as an interme-
diate step in the construction of the unbordered ones. In particular we show that
the probability that any quasi-unbordered picture is actually unbordered goes
to 1 when the size of the picture grows. Moreover we prove that unbordered
pictures can be obtained by intersecting two different sets of quasi-unbordered
pictures.

Next we consider particular sets of unbordered pictures where no picture
can be overlapped on another one of the same set. We refer to them to as non-
overlapping sets. They are therefore a generalization of cross-bifix-free codes of
strings and they correspond to a family of picture codes. In particular, non-
overlapping sets of pictures are two-dimensional comma-free codes (recently
studied in [12]) with a stronger property.

Using a naive algorithm, a non-overlapping set of pictures of a fixed size
(m,n) can be “extracted” by getting pictures one by one from the set of all
unbordered pictures, by checking at each step that the current picture does
not overlap with all the previously chosen ones. This procedure can be useful for
getting small sets. The major problem is to find non-expandable non-overlapping
(NENO) sets of pictures, i.e. sets to which it is not possible to add other non-
overlapping pictures of the same size.

Very recently, in [15,16], some sets of non-overlapping matrices have been
presented by exploiting some techniques from the string case. The problem of
finding non-expandable non-overlapping sets was left open. Note that also in the
string case the corresponding problem of finding large non-expandable cross-
bifix-free sets is difficult [14,19,22]. In [9] a first example of a family of NENO
sets of pictures is proposed. It is constructed by exploiting some conditions on
the frames of the pictures of NENO sets. (The frame of a picture is the quadruple
of strings corresponding to its first and last rows and columns). Once fixed the
“right” set of frames F that avoid frame overlaps, the NENO set is found as
subset of all the pictures with frame in F.

The method can be applied to obtain further examples. It was not clear the
role of the frame for the selection of the pictures of the NENO set; in particu-
lar it was left open the problem whether fixing the frame set could univocally
determine the NENO set. In this paper we solve this problem by exhibiting two
different NENO sets with the same frame set.

2 Preliminaries

We recall some definitions about two-dimensional languages (see [26]). A picture
over a finite alphabet X is a two-dimensional rectangular array of elements of
Y. Given a picture p, |p|row and |pleo denote the number of rows and columns,
respectively, while size(p) = (|p|row, |Plecor) denotes the picture size. We also
consider all the empty pictures that correspond to all pictures of size (m,0) or
(0,m). The set of all pictures over X' of fixed size (m,n) is denoted by X™™.
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The set of all pictures over X is denoted by X** while X7 refers to the set X**
without the empty pictures. A two-dimensional language (or picture language)
over X' is a subset of X**.

In order to locate a position in a picture, it is necessary to put the picture
in a reference system. Let p be a picture of size (m,n). The set of coordinates
dom(p) = {1,2,...,|Plrow} X {1,2,...,|p|cor} is referred to as the domain of a
picture p. We let p(i, j) denote the symbol in p at coordinates (i, j). We assume
the top-left corner of the picture to be at position (1,1), and fix the scanning
direction for a picture from the top-left corner toward the bottom right one.
Moreover, to easily detect border positions of pictures, we use initials of words
“top”, “bottom”, “left” and “right”; then, for example the tl-corner of p refers
to position (1,1) while the br-corner refers to position (m,n). Furthermore, we
denote by rr(p),rr(p) € X™ the first and the last row of p, respectively and
by cr(p),cr(p) € X™ the first and the last column of p, respectively. Then, the
Jrame of p is frame(p) = (rr(p), ro(p), cr(p), cL(p))-

For the sequel, it is convenient to extend the notation for the frame of a
picture to languages. Let X C X™". Let us denote by Rp(X) C X™ the set
Rp(X) = {rr(p) | p € X} of the first rows of all pictures in X. In a similar
way, Rr(X), Cp(X), and CL(X) will denote the sets of the last rows, of the first
columns, and of the last columns of all pictures in X, respectively. The frame of
X is the quadruple frame(X) = (Rp(X),Rr(X),Cr(X),Cr(X)).

A subdomain of dom(p) is a set d of the form {¢,i+1,...,¢}x{4,j+1,...,5'},
where 1 < ¢ < <m, 1< j<j <mn, also specified by the pair [(3, j), (¢/,7")].
The portion of p corresponding to positions in subdomain [(4,7), (¢',j')] is
denoted by p[(4,7), (',5’)]. Then, a non-empty picture x is subpicture of p if
z = pl(i,7), (i, 7")], for some 1 < i <4 <m, 1 <j <j <n; wesay that =
occurs at position (7, ) (its tl-corner).

Observe that the notion of subpicture generalizes very naturally to two
dimensions the notion of substring. On the other hand, the notions of prefix
and suffix of a string implicitly assume the left-to-right reading direction. In two
dimensions, there are four corners and four scanning-directions from a corner
toward the opposite one. Hence, we introduce the definition of four different
“prefixes” of a picture, each one referring to one corner.

Given pictures p € ™", x € X with 1 < h < m, 1 < k < n, we say that
x is a tl-prefiz of p if x is a subpicture of p occurring at position (1,1); z is a
tr-prefiz of p if x is a subpicture of p occurring at position (1,n —k+1); z is a
bl-prefiz of p if  is a subpicture of p occurring at position (m —h+1,1); z is a
br-prefiz of p if x is a subpicture of p occurring at position (m—h+1,n—k+1).

Some operations can be defined on pictures. Let p,q € X** be pictures of
size (m,n) and (m/,n’), respectively. The column and the row concatenation of
p and ¢ are defined by horizontally and vertically juxtaposing p and ¢ and are
denoted by p & ¢ and p O g, respectively. They are partial operations, defined
only if m = m/ and if n = n/, respectively. The reverse operation on strings
can be generalized to pictures and gives rise to two different mirror operations
(called row- and col-mirror) obtained by reflecting with respect to a vertical
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and a horizontal axis, respectively. Another operation that has no counterpart
in one dimension is the rotation. The rotation of a picture p of size (m,n), is the
clockwise rotation of p by 90°, denoted by p°°°. Note that p?*° has size (n,m).
All the operations defined on pictures can be extended in the usual way to sets
of pictures.

We conclude by remarking that any string s = y1y2 - - -y, can be identified
either with a single-row or with a single-column picture.

3 Overlaps in Strings and in Pictures

In the string theory, patterns and overlaps are widely investigated. Two strings
s and s’ overlap if there exists a string x that is a suffix of s and a prefix of
s’, or vice versa; we will equivalently say that s overlaps s’. In this framework,
the cross-bifiz-free sets have been introduced in [13] by taking back a notion
introduced in early sixties. A set of strings X is cross-bifix-free when no prefix
of any string is the suffix of any other string in X (i.e. no two strings in X
overlaps); it is non-expandable if no other element can be added to X without
falsifying the property of the set.

The case when a string overlaps with itself leads to the notions of border (or
bifiz) of a string and unbordered (or bifiz-free) strings. A string x that is both
prefix and suffix of s is called a border or a bifix of s. The empty string and
s itself are trivial borders of s. A string s is unbordered or bifix-free if it has
no borders other than the trivial ones. In [30] Nielsen proposed a procedure to
generate all bifix-free strings of a given length that is based on a property of
string borders; we will give some details of this procedure in Sect. 4.

This notion of overlap of strings can be extended very naturally to two dimen-
sions by taking into account that now four different corners exist. Informally, we
say that two pictures p and g overlap when we can find the same rectangular
portion at a corner of p and at the opposite corner of ¢. Observe that there
are two different kinds of overlaps depending on the pair of opposite corners
involved. The definitions here reported can be found in [9].

Definition 1. Let p € X™" and g € ™",

The pictures p and q tl-overlap if there exists a picture x € SMF, with 1 <
h <min{m,m'} and 1 < k < min{n,n’'}, which is a tl-prefiz of p and a br-prefix
of q, or vice versa.

The pictures p and q bl-overlap if there exists a picture x € X"* with
1 < h < min{m,m'} and 1 < k < min{n,n’}, which is a bl-prefix of p and
a tr-prefiz of q, or vice versa.

The pictures p and q overlap if they tl-overlap or they bl-overlap.

The picture x is called an overlap of p and q, and its size (h, k) is the size of
the overlap.

For the sequel, it is useful to identify some special cases of picture overlaps
and we list them in the definition below. Note that the same overlap can be of
different types. Let p € Y™™ and ¢ € 2™ ™ | then
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p and q properly overlap if they have an overlap x with z # p and x # ¢

p and ¢ h-slide overlap if they have an overlap € X"* with h = m = m/

p and q v-slide overlap if they have an overlap x € X* with k =n = n/

p and q frame-overlap if they have an overlap z € ¥"* with h=1or k = 1.

Examples are given in Fig. 1.

0 1 1 01 1 0 1 1 0 1 1

111 0|1 O 111 0 1 1 0 0 0 1{1]0 O

110 0|1 O 110 0 1 0 0 1 1 1|01 1
01 1 0 0 1 1 1 1 0 0

Fig. 1. From left to right: a pair of pictures that tl-overlap, h-slide overlap, v-slide
overlap, frame-overlap (and also bl-overlap).

Consider now the case when a picture overlaps with itself; this case leads to
the generalization of the notion of border from strings to pictures.

Definition 2. Given pictures p € X™" and x € Em/'f",, with 1 <m’ < m and
1 < n/ < n, the picture x is a tl-border of p, if = is a subpicture of p occurring
at position (1,1) and at position (m—m’+1,n—n'+41); picture x is a bl-border
of p, if x is a subpicture of p occurring at position (m—m’+1,1) and at position
(I,n —n' + 1) Moreover x is a border of p if it is either a tl- or a bl-border.

As special cases, p is a trivial border of itself, and x is a proper border of p
if it is not trivial. A tl-border is called a diagonal border in [23]. Notice that
a tl-border x of a picture p of size (m,n) can be univocally detected either by
giving the position where it occurs in p (besides position (1,1)) or by giving its
size. The same holds for bl-borders. Examples of pictures together with their
borders are given below.

0 10000 1?81? 0100
R ORI e B I O R A
00T 110| {10 pel (111 0011
01 1010 |1y, o L0 IT[0100
111110 5ol 1 1111

Note that if a picture p has a tl-border z, then the rotation p?° has a bl-
border (that coincides with 2°°). In the figure above, the second picture is the
rotation of the first one.

Definition 3. A picture p € X" is bordered if there exists a picture x that
is a proper border of p. Picture p is unbordered (or border-free) if it is not
bordered.
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In the next two sections we consider two main problems. Firstly we discuss
the problem of generating the set of all unbordered pictures of fixed size and
secondly we study sets of unbordered pictures that also do not overlap each
others and that are non-expandable. Such sets, we call NENO sets, are the
generalization to two dimensions of cross-bifix-free sets of strings.

4 Unbordered Pictures

The aim of this section is to construct all the unbordered pictures of a fixed size
(m, n). Some of the results in this section can be also found in [5]. Let us denote
by Us(m,n), or simply U(m,n), when the alphabet can be omitted, the set of
all unbordered pictures of size (m,n) over the alphabet X.

Few simple results useful in determining the unbordered pictures can be
immediately listed. They hold for any alphabet X' and integers m,n > 1.

The set Us(m, n) is closed with respect to the col- and row-mirror operations,
and with respect to permutation of symbols in Y. Moreover, U 2(m7n)900 =
Us;(n,m). The first row (column, resp.) of an unbordered picture p of size (m,n)
must be different from its last one, otherwise p would have a border of size (1,n)
((m, 1), respectively).

The opposite corners of an unbordered picture p of size (m,n) must contain
different symbols otherwise p would have a border of size (1, 1). This last simple
remark allows to give a bound on the cardinality of the set of all unbordered
pictures, |U(m,n)| < 1/4|X™™

The unbordered pictures of size (1,n) or (m, 1) coincide with the unbordered
strings, which have been widely investigated in the literature. In particular, as
we recalled in the previous section, Nielsen proposed a recursive procedure to
generate all bifix-free strings of a given length (cf. [30]). Let us report briefly the
main steps of this construction.

The construction is based on the result that a string s of length n is unbor-
dered if and only if it has no “short” border, that is no border of length ¢ for
1 <4 < |n/2]. Unbordered strings of length n are constructed from unbordered
strings of shorter length, by inserting extra symbols in the central positions.
The starting set of unbordered strings of length 2 is simply the set of all strings
ab with a,b € X and a # b. Then, the unbordered strings of odd length n are
obtained by inserting any symbol in the middle of any unbordered string of
length n — 1. The unbordered strings of even length n are obtained by inserting
two symbols in the middle of any unbordered string of length n—2 and excluding
those strings that have a border of length n/2.

Before studying the general case let us consider the case of the binary alpha-
bet X = {0,1} and of pictures of “small” size. It is immediate to see that there
are no unbordered pictures of size (2,2), since there is no way to have different
opposite corners and different first and last row. For similar reasons there are no
unbordered pictures of sizes (2,3),(3,2) and (3,3). The “smallest” unbordered
pictures are of size (4,2) and they all are listed below:
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00 00 11 11
10 01 01 10
0 1}’ 1 0) 10| 01
11 11 00 00

To generate the 40 unbordered pictures of size (4,3) we can generalize
Nielsen’s construction, and construct them by inserting a suitable middle row
in the unbordered pictures of size (4, 2) listed above. Unfortunately, this proce-
dure does not work when the size of pictures grows, as shown by the following
example.

Ezxample 4. The following picture of size (5,4) is unbordered but it cannot be
obtained by insertion of a row or a column in a middle position of a smaller
picture. All the pictures obtained by deleting either the third row or the second
column or the third column (or both the second and the third column) are
bordered pictures.

O OO OO
OO
—_— o = OO
—_ O = O

The main reason why Nielsen’s construction of unbordered strings can not
be directly generalized to pictures (as in Example4), is that the result that any
string with a “long” border has necessarily a “short” border too, does not hold
in two dimensions. For pictures we have the following weaker result claiming
that if a picture has a “large” border then it necessarily has a “small” or a
“middle” border. More precisely, [5], if a picture p € X™"™ has a border of size
(i,4) with ¢ > |m/2| +1 and j > |n/2| + 1 then p has a border of size (h, k)
with h < |m/2] or k < [n/2].

A simple generalization of Nielsen’s construction to pictures, presented in [5],
produces the family of quasi-unbordered pictures, which is a family containing
all unbordered pictures. In the sequel, we will recall such construction and then
discuss the ways to obtain the set of unbordered pictures of given size from the
family of quasi-unbordered pictures of that size. Notice that in the special case
of one-row pictures, identifiable with strings, the quasi-unbordered pictures are
exactly the unbordered strings and the construction presented below coincides
with Nielsen’s construction.

Definition 5. A picture p € X™" is quasi-unbordered if p has no border at
position (i,7) with 1 <i<m and [n/2]+1<j<n.

Informally, a picture is quasi-unbordered if it has no border occurring in its right
side. The set of all quasi-unbordered pictures of size (m,n) over an alphabet X'
is denoted by @x(m,n), or simply Q(m,n), when the alphabet can be omitted.
Observe that U(m,n) C Q(m,n). Moreover, a quasi-unbordered picture either is
an unbordered picture or it necessarily has a border of size (i, j), with ¢ < [m/2]
and j > |n/2] (and possibly a large one).
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In the following, the set Q(m,n) is constructed in a recursive way by the
insertion of one column in the middle of pictures in Q(m,n — 1). We introduce
first some formal notations. For any picture p € X"  the left side of p is the
subpicture pr, = p[(1,1), (m, [n/2])], containing the first [n/2] columns of p,
and the right side of p is the subpicture pgr = p[(1, [n/2] + 1), (m,n)] containing
the remaining columns. Hence p = py, © pg-

The picture obtained by inserting in the “middle” of p a column ¢ € X™!
is denoted pll® = p;, @ ¢ ® pr. We also define the inverse operation of removing
the central column in a picture. More exactly, if n is odd, then pf denotes the
picture obtained by removing the [n/2]-th column; if n is even, then pf denotes
the picture obtained by removing the (n/2 + 1)-th column.

We are now ready to sketch the algorithm that provides the set Q(m,n) of
quasi-unbordered pictures of a given size (m,n) (see [5] for more details). It
consists in the following two steps.

1. Construct Q(m, 2).

2. Recursively construct Q(m,n) from Q(m,n — 1) as follows.
If n is odd then define Q(m,n) as the set of all pictures pl®¢ for all p €
Q(m,n —1), ce Xmt
If n is even then define Q(m,n) as the set of all pictures pll® for all p €
Q(m,n — 1), c € XY™ such that pll¢ has no border occurring at a position
in c.

A detailed example of this construction can be found in [5].

After having recalled the construction for the quasi-unbordered pictures let
us now come back to the unbordered pictures. We discuss here more in detail the
advantages of using such construction as an intermediate step in the construction
of the unbordered ones.

Recall that U(m,n) C Q(m,n). In the special case of one-row pictures, iden-
tifiable with strings, Q(1,n) = U(1,n), for any n > 1. In the general case,
Q(m,n) contains all unbordered pictures in U(m,n), but it may also contain
some bordered pictures which are characterized by the occurrence of a “middle”
border in their left side.

In order to estimate the overhead of considering the set Q(m,n) as interme-
diate step for obtaining U(m,n), note that the difference in size of the two sets
sensibly decreases when n grows. This can be easily understood if we think that
the probability that a picture has a border with more than n/2 columns sensibly
decreases when n grows. More precisely, the following result holds.

Proposition 6. Let m,n,h be positive integers, 1 < h < |[m/2], and X be an
alphabet. The probability P(m,n,h) that a random picture p in Qx(m,n) has
a border in its left part of size (h,k) for some [n/2] < k < n is such that
lim,, .o P(m,n,h) =0.

Proof. Let p € Qx(m,n) and m,n,h,k be fixed as in the statement and let
P(m,n,h,k) be the probability that p has a border x in its left part of size
(h,k). Since the two occurrences of the border z inside p do not overlap,
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P(m,n,h, k) = ﬁ Suppose that n is even (the case of n odd goes similarly).

Then, P(m,n,h) = P(m,n,h,n/2) + P(m,n,h,n/2+ 1)+ ---+ P(m,n,h,n).
1——1
By simple calculations one obtains that P(m,n,h) = IEI%"/Q . ‘f_'h“{/“” .
‘2|h,

Hence, lim,,_,o, P(m,n,h) = 0. O

Let us now consider the problem of extracting U(m,n) from Q(m,n).

A first solution consists in considering any picture p in Q(m,n) and test
whether it has a “middle” border in its left side. Notice that this procedure is
more efficient (at least in terms of the necessary comparisons) than the one of
taking any picture in X" and test whether it has a border of any size inside the
whole picture. A simple bound on |Q(m,n)| is |Q(m,n)| < 1/4]X™"|, for any
m,n > 2, since opposite corners in quasi-unbordered pictures must be different.

A second way to obtain U(m,n), once Q(m,n) is constructed, is provided by
the following result, where Q(m,n)"" denotes the col-mirror of Q(m,n).

Proposition 7. For any m,n > 2, U(m,n) = Q(m,n) N Q(m,n) .

Proof. Recall that by definition Q(m,n) is the set of all pictures with no border
in their right sides. Then, Q(m,n)"" is the set of all pictures with no border
in their left sides. The intersection of these two sets gives the set of all pictures
with no border at all, that is U(m,n). O

The previous proposition motivates a further investigation to find a clever
procedure to generate Q(m,n) and Q(m,n) " in such a way to easily perform
the intersection operation.

5 Non-overlapping Sets of Pictures

In this section we consider the generalization to two dimensions of the notion of
cross-bifix-free sets of strings, introduced in [13]. They are special sets of unbor-
dered pictures such that all the pictures do not overlap each others. Moreover,
in analogy to the case of cross-bifix-free sets of strings, we will consider sets of
pictures of fixed size.

Definition 8. A set of pictures X C XY™™ is non-overlapping if for any p,q €
X, p and q do not properly overlap.

A set X C X"™" s non-expandable non-overlapping, NENO for short, if X
is non-overlapping and for any p € XY™™\ X, there exists ¢ € X such that p and
q overlap.

We here consider the problem of constructing NENO sets, continuing the
investigation in [9] where all the missing proofs can be found.

Notice that a way to obtain a NENO set X of pictures of size (m,n) is to
consider the set U(m,n) of all unbordered pictures, constructed following the
results in Sect. 4; pick a picture p € U(m,n) and put in X; then add one by one
the other pictures in U(m,n) after checking that they do not cause conflicts.
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For example, a NENO set X of pictures of size (4,2), can be obtained from the
set U(4,2) shown in Sect.4. By an exhaustive procedure, one can show that,
for any picture p € U(4,2), the set {p} is a NENO set. This kind of technique
does not shed light on the structure of NENO sets. Indeed, our aim is to give a
description of some families of NENO sets.

In general it seems not too complicate to construct sets of non-overlapping
pictures by selecting ad-hoc pictures; the hard part is to let them satisfy the
non-expandability property. In [9] the problem is tacked in a sort of reverse way.
First, it is generated a set of pictures X non-expandable with respect to the non-
overlapping property. This set X is defined by imposing particular conditions
only on the frames of the pictures. Then, the problem is reduced to finding a non-
overlapping set inside such X, by stating some conditions on the internal part
of the pictures. We briefly report here the main steps of this procedure (all the
proofs can be found in [9]) and subsequently, we discuss some questions related
to the choice of the conditions on the internal part of the pictures. Moreover we
introduce some significant new examples of NENO sets.

Recall that the frame of a picture language X is the quadruple of the sets of its
first and last rows and columns, frame(X) = (Rp(X), R(X),Cr(X),CL(X)).
Note that not any quadruple (S, Sa,Ss,S54) of string languages Sy, S, C X"
and Ss,.54 C Y™, can be the frame of a set of pictures since the corresponding
strings need to match in the corner positions. If there exists a picture language
X C XY™™ guch that frame(X) = (S1,S2, S5, 54) we say that the quadruple is
frame-compatible.

The following definition captures a sufficient condition for a set X to be non-
expandable with respect to the overlapping. (Note that pictures inside X could
possibly overlap each others).

Definition 9. Let X C X™". X is frame-complete if for any p,q € X, p and q
do not frame-overlap, and if for any picture p € X™™\ X there exists a picture
q € X such that p and q frame-overlap.

Frame-complete sets of pictures can be constructed by exploiting the follow-
ing proposition.

Proposition 10. Let S1,5; C X", 83,54 C XY™ and (S1,52,S53,54) be a
quadruple of frame-compatible string languages. If for each pair (M,N) =
(S1,82) or (M,N) = (S3,S4) the following properties hold

1. MNN = 0.

2. foranyu € M, v € N, u and v do not overlap.

3. for any w ¢ M UN, there exist u € M, v € N such that w and u overlap,
and w and v overlap

then the set X of all the pictures p with frame(p) € S; x Sy x S5 x Sy is
frame-complete.

The next proposition states some sufficient conditions for a subset Y of a
frame-complete set X to be NENO. The idea is that, providing that Y has the
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same frame as X, we can choose Y as a maximal non-overlapping set inside X.
Moreover, in order to choose the pictures in Y, we need only to check overlaps
of size (h, k) with h, k > 2; that is we do not need to take care of frame-overlaps
in this next step.

Proposition 11. Let X C XY™™ be a frame-complete set. If a subset Y of X is
such that

(a) frame(Y) = frame(X)
(b) Y is non-overlapping
(c) for any p € X \'Y there exists ¢ € Y such that p and q overlap

then'Y is a NENO set.

A first example of a NENO set is given in [9] by exploiting Proposition 11.
A particular frame is chosen in a way that the set X of all pictures with that
frame is frame-complete and then the NENO set Y is extracted from X. It was
not clear the role of the frame in extracting Y. The problem whether, once fixed
the frame, the set Y was uniquely determined, was left open. Here, we show that
there can be different NENO sets with the same frame. Let us start defining the
frame.

Ezample 12. Let ¥ = {0,1} and let F = (51, S2, S5, S4) be a quadruple of string
languages defined as follows:

— 51 = {1w0 | |lw| =n — 2,w # 0"~ 2, w with no suffix in 110*} C X"
~ S, = {11072} C zn

S5 = {1wl | w € {0,1}™~2} C ™

- Sy={0m}cxm

After comparing the first and last symbols of the strings in S;, we note that F
is frame-compatible. Let us show that the pairs (S1,52) and (S3,S4) verify all
the conditions in Proposition 10.

Consider the pair (S1,S2). The sets S; and Sy are disjoint and no strings
u € S1 and v € Sy overlap by definition. Let s be any string s ¢ Sy U So. If
s = Oz then s overlaps any string in S; and the string in S5 with an overlap of
length 1. If s = 1y1 then s overlaps any string in S7 and the string in So with an
overlap of length 1. If s = 120 then, since s ¢ S1, two cases are possible: either
z € 0" or z has a suffix, say r, in 110*. In the first case, s overlaps some string
in 57 with an overlap of length 2 and s overlaps the string in Sy with an overlap
of length |s| — 1. In the second case s overlaps some string in Sy with an overlap
of length |r| and s overlaps the string in So with an overlap of length |r| + 1.

Consider now the pair (S3, S4). The sets S3 and Sy are disjoint and no strings
in S3 can be overlapped with a string in S;. Moreover, let s be any string
s ¢ S3US,. Two cases are possible: s = Ox or s = 1y. In the first case, s overlaps
the string in S4 with an overlap of length 1. Moreover, since s ¢ Sy, we can write
s = 0F1r for some k > 1, and then s overlaps some string in S3 with an overlap
of length k£ + 1. In the second case, s overlaps any string in S5 with an overlap
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of length 1. Moreover, since s ¢ Sz, we have s = 120 and therefore s overlaps
the string in Sy with an overlap of length 1.

Finally, by Proposition 10, we can affirm that the set of all the pictures in
XY™™ that have frame in (S, Sa,S3,.54) is frame-complete.

We now define a set P(m, n) of pictures of size (m, n), which have the quadru-
ple (S1, 52,53, .54) of Example 12 as their frame, while their internal part is filled
with all 0’s, apart for the positions in the second column that can hold either 0
or 1. See the leftmost picture in Fig.2 for a generic picture in P(m,n), where
x,y,w € {0,1}*, w # 0"~2, and w has no suffix in 110*.

Definition 13. Let ¥ = {0,1} and m,n > 4. Let S1, 52 C X™ and S5,S54 C X™
be the languages S; = {1w0 | |w| =n — 2,w # 0" =2, w with no suffiz in 110*},
Sy = {11072}, S5 = {lwl | w € {0,1}™2} and Sy = {0™}. Let X(m,n) C
Y™ be the set of all the pictures p with frame(p) € S1 x So X S3 X Sy.

The set P(m,n) C X(m,n) is the set of all the pictures p € X(m,n) such
that p(i,j) =0 for2<i<m-—-1and3<j<n-—1.

Proposition 14. The language P(m,n) in Definition 13 is a NENO set, for
any m,n > 4.

Proof. Let X (m,n) and P(m,n) be the languages defined in Definition 13. The
set X (m,n) is frame-complete as shown in Example 12. Let us show that P(m,n)
satisfies the conditions (a), (b), and (c), of Proposition 11.

(a) frame(P(m,n)) = frame(X(m,n))
It is obvious.

(b) P(m,n) is non-overlapping.
Let p,q € P(m,n). The pictures p and ¢ cannot frame-overlap, because
the pairs (Rp(X(m,n)), Rp(X(m,n))), (Cr(X(m,n)), Cr(X(m,n))) sat-
isfy condition 2 of Proposition 10 (as shown in Example 12).
The pictures p and ¢ cannot h-slide overlap, because the last row of
any picture in P(m,n) is unbordered. The pictures p and ¢ cannot v-
slide overlap because, for any p,q € P(m,n), p(1,3)p(1,4)...p(1,n) #
q(%,3)q(i,4) ... q(i,n), for 2 <i < m.
Moreover, p and ¢ cannot tl-overlap. Indeed, since they cannot h-slide or
v-slide overlap, and p(1,1) = ¢(1,1) = 1, then p and ¢ could eventually
tl-overlap only with an overlap of size (h,n — 1) with 1 < h < m. But this
would imply that the first row of a picture in P(m,n) is of the form 1w0
with w = 0”2 and this is impossible.
Finally, p and g cannot bl-overlap. Indeed, since they cannot h-slide or v-slide
overlap, and p(m,1) = g(m,1) = 1, we have that p and ¢ could eventually
bl-overlap only with an overlap of size (h,n — 1) with 1 < h < m. But this
would imply that position (h,3) of a picture in P(m,n) carries symbol 1
and this is impossible.

(c) For any p € X(m,n)\ P(m,n) there exists ¢ € P(m,n) such that p and q
overlap.
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1 w 1ol ol 10 1| o] 1] o] 0 1 1)1/ 1|0
0...0 0| 1{ o 0 0| 0 0
zly | 0o ol o 0 0l 0 1 1/ 0ol o
0.. 0 1/ 0 0| 0 0
1 1]0...0[0 1[ 1] o| o| 0 1] 1/ o] o] 0 1| 1| o] o] 0

Fig. 2. From left to right: a generic picture in P(m,n) and three pictures in X (5,5) \
T(5,5) that violate condition (1), (2) and (3), respectively, in the positions in bold.

If p € X(m,n)\ P(m,n) then frame(p) € S1 xSz x S3x Sy, but there exists
(4,7), with 2 <4 <m—1and 3 < j <n—1, such that p(i, j) = 1. Let (0, jo)
be the rightmost among the lowest positions such that p(ig, jo) = 1. Then,
one can find in P(m,n) a picture ¢ such that p and ¢ tl-overlap, since there
exists in P(m,n) a picture ¢ with its tl-prefix of size (m —ig+1,n— jo+ 1)
equal to the br-prefix of p of size (m —ig + 1,n — jo + 1). O

We now define another set of pictures T(m,n) with the same frame as
P(m,n). This time the positions in the internal part of the pictures can hold 0
or 1 everywhere, except for some special forbidden configurations. For example,
there cannot be rows with a suffix in 110", or some particular L-shapes. Here
below is the formal definition, while some forbidden configurations are illustrated
in Fig. 2.

Definition 15. Let X(m,n) C X"™" be the set given in Definition 13. The set
T(m,n) C X(m,n) is the set of all the pictures p € X(m,n) such that

1. if there exists (i,7), with 2 < i < m —1 and 2 < j < n — 2, such that
p(i1) = p(i,2) = - = pli- ) = 0 and p(1, J) = p(2.9) = ... = pli~1,4) = 0,
then there exists (¢/,7"), with 1 < ¢ < i and 1 < j < j — 1, such that
p(@ 3,5 +1)...p(i', ) € 110%.

2. there exists no index i, 2 < i < m—1, such that p(i,1) = 1, p(¢,2) = p(4,3) =
c.o=plt,n—1)=0andp(l,n—1)=p2,n—1)=...=p(i—1,n—1)=0.

3. there exists no (i,7), with 1 < i < m—1and 1 < j < n —1, such that
p(i,5)p(i,j +1)...pli,n) € 110

Proposition 16. The language T'(m,n) in Definition 15 is a NENO set, for any
m,n > 4.

Proof. The set X(m,n) is frame-complete (see Example 12). Let us show that
T'(m, n) satisfies conditions (a), (b), and (c), of Proposition 11. Condition (a) is
trivially true.

(b) T(m,n) is non-overlapping.
Let p,q € T(m,n). The pictures p and ¢ cannot frame-overlap, because the
pairs (Rp(X(m,n)), Rp(X(m,n))), (Cr(X(m,n)), Cr(X(m,n))) satisfy
condition 2. of Proposition 10 (as shown in Example 12).
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The pictures p and ¢ cannot h-slide overlap, because the last row of any
picture in T'(m, n) is unbordered. The pictures p and ¢ cannot v-slide overlap
because of condition (3) in the definition of T'(m,n).

Moreover, p and g cannot tl-overlap. Indeed, suppose that p and ¢ tl-overlap
with an overlap of size (h, k) and w.l.o.g. suppose that the tl-corner of p is
inside q.

If Kk =n — 1 then p violates condition (2) with i = h.

If k < n—1, then we have p(h,1) = p(h,2) = ... =p(h, k) = 0 and p(1, k) =
p(2,k) = ... = p(h — 1,k) = 0. By condition (1), there exists (i, j), with
1<i <hand1 <j <k—1,suchthat p(, j")p(i',5'+1)...p(#', k) € 1107.
Therefore, picture ¢ violates condition (3) in its (m — h + ¢’ + 1)-th row.
Finally, p and ¢ cannot bl-overlap. Indeed, suppose that p and ¢ bl-overlap
with an overlap of size (h, k) and w.l.o.g. suppose that the bl-corner of p is
inside ¢. In this case ¢ violates condition (3) in position (h,n —k + 1).

For any p € X(m,n) \ T(m,n) there exists ¢ € T'(m,n) such that p and q
overlap.

If p € X(m,n)\ T(m,n) then frame(p) € S; x Sy x S3 x Sy, but p does
not satisfy at least one condition among (1), (2) and (3) in Definition 15.
Let (ig,jo) be the highest position of p that violates some condition.

If in position (g, jo) condition (1) is violated, then there exists ¢ € T'(m,n)
with the br-prefix of ¢ of size (ig, jo) equal to the tl-prefix of p of the same
size i.e. p and ¢ tl-overlap. Note that the maximality of (ig, jo) implies that
g does not violate neither condition (1) nor condition (2). Moreover, since
there exists no (i, j'), with 1 < 4’ < ip and 1 < j' < jp — 1, such that
p(#', 7 )p@’', 7" +1)...p(i, jo) € 110T, then ¢ does not violate condition (3).
Similar reasonings show that there exists ¢ € T(m,n) such that p and ¢
tl-overlap, also when in position (ig, jo) condition (2) or (3) is violated. O

We have defined two NENO sets of pictures P(m,n) and T'(m,n) with the same
frame. Note that the two languages are different, actually they are disjoint. It
would be interesting to investigate the relationships among NENO sets with the
same frame together with the role of the frame in their definitions.
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