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Preface

Human factors in energy focus on the oil, gas, nuclear, and electric power industries
that aim to address the critical application of human factors' knowledge to the
design, construction, and operation of oil and gas assets, to ensure that systems are
designed in a way that optimizes human performance and minimizes risks to health,
personal or process safety, or environmental performance. This book focuses on
delivering significant value to the design and operation of both onshore and off-
shore facilities. Energy companies study the role of human behavior for safety and
accident prevention; however, third party providers and different operators have
different standards and different expectations. While oil and gas exploration and
production activities are carried out in hazardous environments in many parts of the
world, offshore engineers are increasingly taking human factors into account when
designing oil and gas equipment. Human factors in fields such as machinery design,
facility and accommodation layout, and the organization of work activities have
been systematically considered over the past twenty years on a limited number of
offshore facility design projects to minimize the occupational risks to personnel,
support operations and maintenance tasks, and improve personnel well-being.
Better understanding for human factors' issues also supports the nuclear industry's
move from analog to digital control rooms. Human considerations, such as lighting,
temperature, and even ergonomics, play important parts in the design. This book
will be of special value to a large variety of professionals, researchers, and students
in the broad field of energy modeling and human performance.

This book will be of special value to a large variety of professionals, researchers,
and students in the broad field of energy research and human performance who are
interested in situation awareness, training, and intelligent operator support. We
hope this book is informative, but even more that it is thought provoking. We hope
it inspires, leading the reader to contemplate other questions, applications, and
potential energy solutions in creating good designs for all.
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When is a Human Factors Review
Appropriate? Development of a Human

Factors Screening Tool for Nuclear Regulatory
Commission Project Managers

Brian D. Green(&)

U.S. Nuclear Regulatory Commission,
11555 Rockville Pike, Rockville, MD 20852, USA

brian.green@nrc.gov

Abstract. Human factors experts in many industries experience challenges
communicating the importance of human performance issues with people from
outside the human factors community. Human factors staff at the Nuclear
Regulatory Commission (NRC) are addressing this situation by conducting
outreach activities to ensure that NRC project managers understand the scope of
human factors activities. Human factors principles were used to create a
decision-support tool to help NRC project managers promptly and accurately
identify human factors issues in license applications. Since the rollout and
implementation of the tool, there has been a noticeable increase in prompt and
accurate routing of licensing actions to the human factors experts. A description
of the process used to create the desk guide and a summary of outreach activities
is included in the hopes that other organizations may achieve similar results.

Keywords: Human factors � Project management � Screening tool � Desk
guide � Job aid � Outreach

1 Introduction

The Nuclear Regulatory Commission (NRC) regulates the civilian use of nuclear
power. This is done through a variety of different processes and affects many different
industries. Perhaps most notable, is the licensing of nuclear reactors. Organizations that
wish to construct a new nuclear power plant, or modify an existing nuclear plant, must
formally submit various licensing documents for NRC approval. These license appli-
cations are then reviewed by subject matter experts in a variety of technical domains to
ensure that the design of the plant will not jeopardize the safety or security of the
public. One of the technical areas of review is human factors. In order to ensure that
operators can safely operate the plant, a human factors review assesses the character-
istics of the design that may affect human performance such as the human-system
interfaces, procedures, training, organizational structures and others.

Like many organizations, the NRC uses project managers to assign and manage
large-scale work projects. One function of project managers at the NRC is to identify
appropriate cognizant engineers to review specific issues found in license amendment

© Springer International Publishing AG (outside the USA) 2018
P. Fechtelkotter and M. Legatt (eds.), Advances in Human Factors in Energy:
Oil, Gas, Nuclear and Electric Power Industries, Advances in Intelligent Systems
and Computing 599, DOI 10.1007/978-3-319-60204-2_1



applications. This includes identifying the subset of licensing actions that need to be
reviewed by human factors engineers and subsequently routing these license applica-
tion materials to the appropriate organizations. Not all licensing actions require human
factors review; and correctly identifying those that do require it is often not entirely
straightforward.

Project managers screen all incoming licensing actions to identify issues that need
to be reviewed. When a project manager identifies a human factors issue he/she will
contact the human factors group to confirm that they should be included in the review.
If the human factors team agrees, then the formal human factors review process is
started. The human factors team may also decide that a review is not necessary, in
which case no human factors review will be conducted.

This process depends, in part, upon the project manager correctly identifying
human factors issues. The degree of familiarity with human factors concepts varies
greatly within the project management organization; some project managers have
significant human factors experience, while others have little or none. The lack of
understanding of human factors issues coupled with the inherently complex nature of
human factors principles can make proper identification of license applications a dif-
ficult and error prone task. There are several tools available to help project managers
decide which groups should review a particular license application. These tools work
well most of the time, however, there are occasional failures.

The timing of identification of issues is important. For the sake of this discussion,
“prompt identification,” is defined as when the project manager correctly identifies the
need for a human factors review when one is necessary during his or her initial
screening of a license application. In contrast, “late identification” is any time the need
for a human factors review is identified after the initial screening. This can occur as a
result of a variety of processes intended to ensure that license applications do not miss
review from cognizant engineers.

It is unclear if there are instances when a human factors review was missed that lead
to safety consequences at a nuclear plant.1 However, there have been multiple instances
where late identified issues have caused inefficiencies in the review process, adding
additional cost and frustration to both the NRC and licensees/applicants. Therefore,
staff in the Probabilistic Risk Assessment Operations and Human Factors Branch
(APHB) of the Office of Nuclear Reactor Regulations (NRR) applied human factors
concepts (signal detection theory, and basic job-aid development principles) to develop
a strategy to minimize the likelihood of late identified and/or missed opportunities for
human factors review of appropriate license applications.

Failing to promptly and correctly identify the appropriate cognizant reviewers can
have negative consequences including: (1) slippage of NRC and licensee schedules,
(2) displacement of other work when reviewers have to adjust their schedules to
accommodate unexpected reviews, (3) establishment of poor precedent if licenses are
amended without proper assessment (i.e. reviewers may face certain legal challenges

1 The NRC did not conduct human factors reviews prior to the Three Mile Island accident of 1979. So,
although this was an event caused, in part, by human factors considerations, this would not be a
relevant example to the current discussion because the review process at the time was not comparable
to the process used today.

2 B.D. Green



when correcting precedent during subsequent reviews), (4) potential negative conse-
quences if issues are identified by other reviewers or advisory groups during late stages
of the reviews (such as the Advisory Committee for Reactor Safeguards or external
stakeholders), and (5) potential safety issues at plants if license amendments are
approved and implemented without appropriate review.

A desk guide based on existing NRC human factors guidance was developed to
help NRC project managers quickly and accurately identify those licensing actions that
may need to be reviewed by human factors experts. A description of the human factors
principles used to develop and implement the desk guide are included below. The desk
guide is currently being used to improve communications between the human factors
staff and the project management organization.

Challenges communicating human factors issues are not unique to the NRC. The
methods described in this paper demonstrate how human factors principles can be used
to conduct outreach activities with people who are unfamiliar with human factors
principles. This method has the potential to be adapted to other organizations and
applications. The use of screening questions, like those found on our desk guide, may
facilitate useful discussions about how to effectively communicate about the breadth of
scope of human factors work.

2 Method

2.1 Goal

The goal of this project was to create an intervention that would help ensure that project
managers promptly and accurately identify human factors issues in licensing processes,
thereby reducing any delays and costs caused by late routing and preventing approval
of licensing actions without review of human factors staff. Any intervention developed
had to be low cost and require minimal effort to implement. Also, the intervention
needed to provide obvious value to the project management organization and be able to
work across organizational boundaries because the human factors group has no
authority over how the project management organization conducts business.

2.2 Theoretical Considerations

It was suspected from the beginning of this project that the problem described above
was a signal detection issue. Some project managers were relatively unaware of what
human factors issues looked like, and were therefore unable to identify them when they
were present in licensing actions. Other project managers were familiar with routine
human factors issues, but had difficulty identifying novel issues.

This problem can be defined in terms of signal detection theory [1]. In this case, a
hit is when the project manager correctly identifies that a human factors review is
necessary when there are human factors issues in a license application during the initial
screening process. A miss is defined as when the project manager fails to identify a
human factors issue during the screening process when there is a human factors issue
in the application (i.e. late identification or no identification). A false alarm occurs

When is a Human Factors Review Appropriate? 3



when the project manager thinks there is a human factors issue, but after a brief review,
human factors staff determines that the issue does not need NRC review (such as when
there is no regulatory basis to review the issue). Finally, a correct rejection occurs when
the project manager correctly decides that there are no human factors issues that need to
be reviewed. Table 1 below illustrates the signal detection conditions.

Careful consideration was given to the costs associated with errors (misses and
false alarms). The costs of a single miss could be severe, including schedule delays and
potential safety implications. On the other hand, the cost of a single false alarm was
minimal: a human factors reviewer would review the application, come to the con-
clusion no review was necessary, and document his/her decision. This process typically
takes only 15–30 min. However, the cost of many false alarms has the potential to
accumulate, thus robbing time away from the amount of time available for actual
technical reviews. This meant that an increase in project manager sensitivity (d’)2 was
preferable to an increase in project manager response bias (beta).3 An increase in beta
would be expected to increase both the number of hits and false alarms, while an
increase in d’ would lead to an increase of hits without a significant concurrent increase
in false alarms. Furthermore, a moderate increase in false alarms was deemed
acceptable as long as APHB was not overwhelmed with false alarms.

2.3 Development of Desk Guide

Training can be an effective means of increasing sensitivity in some signal detection
tasks [2]. Therefore, it was hoped that a desk guide, paired with a brief training session,
could be an effective way of improving project manager sensitivity.

Table 1. Identifying human factors issues in license reviews is a signal detection task. This table
defines the signal detection conditions for this task.

State of the world: Human Factors
(HF) issues in license amendment?
HF review
needed

HF review NOT
needed

Project Manager
(PM)
behavior

PM promptly requests HF review Hit False alarm
PM does NOT promptly request HF
review

Miss Correct rejection

2 Increasing sensitivity (or d’) would be indicative of increasing the ability of the project manager to
distinguish human factor issues from non-human factors issues (noise). We would expect the number
of hits to increase (and misses to decrease) with a minimal effect on the number of false alarms.

3 Increasing the response bias (or beta) would increase the probably of the project manager saying
“yes, a human factors review is necessary”. We would expect both the number of hits and false
alarms to increase. Misses would also decrease, but an additional cost is incurred as false alarms
increase.
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Figure 1 shows the front of the desk guide. The two-sided, half-sheet card has a
diagram illustrating common human factors processes on the front that span the breadth
of NRC human factors activities as well as a brief written summary of human factors
activities. This helps to show readers the wide breadth of activities that human factors
reviews affect. In addition, there is also a brief description of how the card should be
used.

The back of the desk guide (see Fig. 2) has several “yes/no” questions that project
managers can use to screen licensing actions for human factors reviews. Answering
“yes” to any question indicates that human factors experts should be consulted. Human
factors technical reviewers then decide whether the application needs a formal review
or not.

The screening questions were developed by combining, simplifying, and reducing
information in several NRC human factors related guidance documents [4–7]. These
guidance documents consist of hundreds of pages of human factors concepts and
review criteria used in assessing a variety of licensing applications. They are available
to all project managers, however, it is not expected that the project managers will have
read these documents in their entirety or that they will have in-depth knowledge of the
material in them. Human factors experts use this guidance regularly and have a tech-
nical background consistent with the technical material in these documents. Therefore,
it was necessary to reduce the scope of the screening questions and strip away human
factors jargon to ensure that all project managers would be able to use the desk guide.

To do this, a systematic approach was employed. An initial set of screening
questions was reviewed by senior human factors staff who then added questions related

Fig. 1. The front of the desk guide provides a high-level overview of several human factors
related processes [3].

When is a Human Factors Review Appropriate? 5



to other, less frequently used processes. A draft version of the desk guide was then
reviewed by a branch chief, NRC project manager, and division management to ensure
that the language used was sufficiently free of human factors jargon that may be
confusing to non-human factors staff.

2.4 Implementation and Outreach

Several methods were used to bring awareness of the problem of late identified reviews
and to propose solutions.

APHB started sharing draft versions of the desk guide with various levels of
management whenever a late identified review was identified in practice. A description
of the problem was provided and APHB offered to give presentations about the scope
of human factors reviews.

In September of 2015, APHB provided a formal presentation to the NRR project
management organization. This presentation: (1) gave a high-level introduction to what
the field human factors really is and addressed some common misperceptions,
(2) provided examples of licensing actions that had human factors issues that were not
obvious to most project managers, (3) described the costs associated with late identi-
fication of human factors issues in the licensing process, (4) introduced the desk guide,
and (5) had a question and answer session so that project managers could learn from
their own experiences.

Fig. 2. The back of the desk guide has several yes/no screening questions that can be used to help
project managers decide if human factors experts should review a particular licensing action [3].
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In addition, a digital version of the desk guide was made available to all NRC staff
via a SharePoint page and in the Agencywide Documents Access and Management
System (ADAMS), the NRC document management system which is available to the
public. This increased the probability that staff seeking more information about human
factors would find the guidance. For instance, a project manager seeking more infor-
mation about human factors might come across the desk guide as a result of a search
query.

The desk guide has also been shared informally with organizations internal to the
NRC in the hopes of communicating human factors issues project managers around the
agency.

3 Results

Unfortunately, formal metrics do not exist to estimate the number of misses that occur
during reviews so it is impossible to quantify the impact of the desk guide. However,
the number of false alarms has increased modestly, so it is likely that the number of hits
has also increased. Although it is impossible to conclude with certainty that the number
of misses has been reduced, it is highly likely because of the apparent increase in beta.

In addition to the apparent change in hit/false alarm rate, there was an increased
number of conversations about human factors, the breadth and scope of reviews, and
technical details (especially for first of a kind reviews). These conversations were
typically informal, but provided excellent opportunities to continue educating project
managers about the value of human factors.

4 Discussion

Since the formal roll out of the desk guide in September of 2015, there has been a
noticeable increase in engagement between the project managers and APHB human
factors staff. As expected, a dramatic increase in screening requests was observed. The
increase in false alarms was likely indicative of a reduction in misses, and was not so
dramatic as to significantly distract staff from technical review duties. Therefore, the
intervention was considered a success.

Several positive qualitative differences were observed. First, an increased dialog
was observed between project managers and human factors experts. Detailed technical
conversations began to occur as part of the screening process, rather than during the
formal technical review process. This is contrary to what happened prior to the
intervention (project managers often read the application independently and routed the
review based upon their own experience.) These informal technical conversations allow
the human factors experts to help decide if a human factors technical review is nec-
essary, thus increasing the accuracy of the process.

These informal conversations may also have secondary benefits. They provide
opportunities to educate the project managers about the human factors issues. Project
managers now have the opportunity to learn about human factors issues as they are
exposed to the less obvious human factors issues in reviews. These educational

When is a Human Factors Review Appropriate? 7



opportunities have the potential to further improve the sensitivity (d’) of project
managers. These discussions also help the human factors staff remain cognizant of
important licensing actions going on around the agency. Not all licensing reviews
require human factors engagement, but the human factors staff can remain in the loop
about agency activities outside the human factors domain.

There may be an additional benefit. The NRC has a focus on staff fungibility, in
being able to move project managers from one organization to another. It is advanta-
geous, from an organizational perspective to be able to take project managers from one
office and reassigning them to another office with a different mission. Teaching NRR
project managers about human factors can have positive effects on other NRC offices
when the project managers are reassigned and take this new knowledge with them. This
intervention may eventually increase the level of human factors knowledge and
awareness throughout the agency.

However, nothing comes without cost. As expected, there was a noticeable increase
of the number of screening requests since the intervention. Human factors staff must
spend time getting up to speed with a particular licensing action to determine if an
amendment requires human factors review. Often, this can be done in just a few
moments (such as for routine license applications). In this case, the cost is minimal; the
reviewer simply reads the introductory material, and communicates the need for a
formal review to the project manager. However, when novel license amendments are
received, this process can become much more labor intensive. In these cases, reviewers
can begin by completing word searches for common human factors terms (such as:
controls, alarms, displays, manual action, etc.) If the words are found, the reviewer can
read the surrounding text to make an initial screening determination. Sometimes
however, these types of words cannot be found and the reviewer must read large
portions of application to make a determination. Applications vary in length signifi-
cantly from less than a few dozen pages to several hundred. Luckily, the increase in the
number of false alarms, has not been so extensive that they have detracted significantly
from review work; therefore, they can be tolerated.

5 Conclusions

The NRC is guided by the following mission statement: “The NRC licenses and
regulates the Nation’s civilian use of radioactive materials to protect public health and
safety, promote the common defense and security, and protect the environment” [8].
Accordingly, NRC technical reviewers (including human factors technical reviewers)
focus on design issues that affect safety/security of nuclear plants (and other uses of
radiation). This mission has served the NRC well for many years, and while opinions
may vary about the appropriateness of the scope, we believe it is reasonable and
appropriate for a regulator to focus on safety and security.

However, the broader discipline of human factors is capable of addressing aspects
of workplace design that go well beyond the scope of the NRC mission (for instance,
designing for efficiency, user enjoyment, reduction of workplace injuries, etc.) As a
result of this limitation of scope, NRC human factors staff rarely get to demonstrate
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skills and methods that are outside of the scope. Therefore, it is possible that some
NRC staff are completely unaware that human factors staff possess these types of skills.

Improving the efficiency of NRC internal work processes, ultimately helps staff
serve the goal of protecting the safety and security of the public. Therefore, it is
important to occasionally turn the metaphorical magnifying glass toward ourselves to
ensure that our work processes are well calibrated. Human factors insights and per-
spectives can be instrumental to this process. This paper illustrates one way of doing so.

On September 15, 2015, the White House issued an Executive Order instructing
government workers to use behavioral science insights to better serve the American
people [9]. Although the order does not specifically mention human factors, it is clear
that human factors principles and methods are consistent with the intention of the order.
This paper illustrates one way in which human factors staff at the NRC have applied
human factors principles to improve their own work processes to ultimately benefit the
American people. Although the activities described in this paper were already under
way when this Order was issued, we feel that this work demonstrates one example of
how behavioral science insights can benefit the American people.

It’s not usual for human factors experts to feel like their work is misunderstood or
under-valued. By applying our human factors skills to our own work processes we have
the potential to improve our own working conditions, and perhaps more importantly,
improve the experience with our consumers, clients, licensees, members of the public,
and others with whom we interact. We hope that other organizations will benefit from
similar outreach activities that turn the human factors practices and principles back
upon their own organizations. This gives co-workers a chance to see these skills in a
new light, and an opportunity to witness first-hand the type of process improvements
that are possible. In this sense, we can all use human factors to improve our own work
processes and continue to build the credibility of the field.

Acknowledgments. The positions described in this paper are those of the author and do not
necessarily represent the views of the U.S. Nuclear Regulatory Commission or the U.S.
Government. Special thanks to Joe Giitter, Sam Lee, Sunil Weerakkody, Aida Rivera-Varona,
George Lapinsky, Steven Lynch, and Niav Hughes for your support and for reviewing and
improving the desk guide.

References

1. Green, D.M., Swets, J.A.: Signal Detection Theory and Psychophysics. Wiley, New York
(1966)

2. Macmillan, N.A., Creelman, C.D.: Detection Theory – A User’s Guide, 2nd edn. Lawerence
Erlbaum Associates, New York (2005)

3. Green, B.D.: When is a Human Factors Review Appropriate? A Desk-Guide. U.S. Nuclear
Regulatory Commission, Washington, DC. ADAMS Accession No. ML16020A423 (2016)

4. Nuclear Regulatory Commission: Standard Review Plan, Chapter 18: Human Factors
Engineering (NUREG-0800, Chapter 18, Revision 2). U.S. Nuclear Regulatory Commission,
Washington, DC (2007)

When is a Human Factors Review Appropriate? 9



5. O’Hara, J.M., Higgins, J.C., Fleger, S.A., Pieringer, P.A.: Human Factors Engineering
Program Review Model (NUREG-0711 Revision 3). U.S. Nuclear Regulatory Commission
(2012)

6. O’Hara, J.M., Brown, W.S., Lewis, P.M., Persensky, J.J.: Human-System Interface Design
Review Guidelines (NUREG-0700 Revision 2). U.S. Nuclear Regulatory Commission (2002)

7. Higgins, J.C., O’Hara, J.M., Lewis, P.M., Persensky, J.J., Bongarra, J.P., Cooper, S.E.,
Parry, G.W.: Guidance for the Review of Changes to Human Actions (NUREG-1764
Revision 1). U.S. Nuclear Regulatory Commission (2007)

8. Nuclear Regulatory Commission. https://www.nrc.gov/about-nrc.html
9. Executive Order No. 13707: Using Behavioral Science Insights to Better Serve the American

People. 3 C.F.R. 56365-56367 (2015)

10 B.D. Green

https://www.nrc.gov/about-nrc.html


A GPP-Based Sectionalization Toward a Fast
Power Transmission System Restoration

Saeedeh Abbasi1, Masoud Barati2, and Gino Lim1(&)

1 Industrial Engineering Department, University of Houston,
Houston, TX 77204, USA

{sabbasi5,ginolim}@uh.edu
2 Electrical and Computer Engineering Department, University of Houston,

Houston, TX 77004, USA
mbarati@uh.edu

Abstract. High voltage transmission lines, in outdoor area, are in danger of
extreme events such as tornadoes and hurricanes. Accordingly, terrible damage
of transmission lines will cause a power grid blackout. Sectionalization as a part
of a restoration process can make a power grid resilient by splitting it into
multiple smaller areas. Then a diminutive portion of the total load is supplied at
each area by black-start (BS) generation units with their self-start capability. To
find the optimal sectionalization and perform a fast consumer electrification, a
mathematical model is designed upon the association between the power
transmission system sectionalization (PTSS) and graph-partitioning problem
(GPP). The proposed GPP-based PTSS model finds the optimal sectionalization
and restoration plan through a bi-level programming structure with sectional-
ization and restoration levels. Furthermore, pre-emptive goal programming
(PEGP) supports the multiple objective termsof both levels. The model’s effi-
ciency is analyzed by IEEE 14- and 118-bus test systems.

Keywords: Graph partitioning problem � Power system restoration �
Resilience � Sectionalization

1 Nomenclature

Sets Parameters

g Index for generators, g ¼ f1; . . .;NGg x Restoration time cost rate
vector

m Index for sections, m ¼ f1; . . .;NGg c Marginal cost of generators

b; �b Index for buses, b ¼ f1; . . .;NBg KG Bus-unit incident matrix

d Index for demand loads,
d ¼ f1; . . .;NDg

KL Bus-line incident matrix

t Index for time, t ¼ f1; . . .;NTg KD Bus-demand incident matrix
l Index for transmission lines,

l ¼ f1; . . .;NLg
D Real power demand matrix
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Parameters Variables

PG;min
g =PG;max

g Maximal and minimal generating
capacity of generation unit g

PG
gt Generated power of unit

g at time t

RUG
g =RD

G
g Ramp up/down rate of unit g LS= �LS Load shedding matrix per

demand/section (hourly)

PL;max
l

Power line capacity of line l sbm State of bus b at section m

T Total restoration time matrix PL
lt Power flow on line l at

time t
xl Reactance of line l hbt Phase angle of bus b at

time t
VOLL Value of loss of load TLoad

d Load pick up time of
demand d

ab�b Connection state between bus
b and �b

}t Auxiliary current time
equal to t at time t

yb�b Tie-line state between bus
b and �b

nm The number of buses in
section m

2 Introduction

An electric power system includes three sub-systems: power generation, power
transmission, and power distribution. The transmission system as a network includes
long transmission lines, transformers and outdoor substations, which are mostly located
in open wide areas. It would most likely be affected by any extreme weathers or
disasters such as ice or dust storms, hurricanes or earthquakes. Although these dis-
ruptions are rare, they have high impact on transmission networks resulting in cases of
complete blackouts. For instance, Hurricane Sandy caused long and huge outages over
17 states of the United States in 2012. It also brought terrible monetary losses of over
$25 billion dollars to businesses affected [1].

Occurrence of blackouts because of shocks is almost inevitable and the repairing
process usually takes time to bring the systemback to its normal state. Hence, it is required
to investigate in reducing the losses byeither preventing theoutagesor enabling the system
to be restored fast. In a restoration process, critical loads could be supplied by additional
self-starting generation resources that decrease a large portion of loss of load in a power
system. In this order, power networks are equipped with self-starting generation units
called BS units. These units can contribute into the sectionalization process, to recover the
system with a maximum resiliency [2]. The sectionalization method is a build-up
approach. In a build-up restoration, some separated sections are made to be restored
individually. Then, a quick restoration process can be conducted by restoring the sections
in a parallel fashion. The power system restoration also can save time for the repair crew to
fix or replace all damaged components. Therefore, the system can be reconfigured and
synchronized to return to its normal state [3, 4].
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The quality of a sectionalization-based restoration is dependent on the points of
disjoints in the network that can make different topologies over the sections. Depending
on the sectionalization pattern, restoration time and the amount of satisfied load might
be different. Sectionalization can be performed by minimizing the restoration time [5]
or the amount of unmet demand [6, 7]. It is also possible to find an optimal solution
with minimum “electrical distance” within each section [8]. From the tie-lines’ per-
spective, minimizing the number of tie-lines could developmore robust sections and
consequently a successful restoration [9]. A GPP approach divides a network into a
given number of partitions while minimizing the disjoint edges [10]. Therefore, con-
sidering the power system network as a connected graph, its buses could represent the
graph’s nodes and the transmission lines could be equivalent to the graph’s edges.
Consequently, a joint model of PTSS and GPP can be presented to find the optimal
parallel restoration solution.

In this study, a mathematical model is proposed to minimize multiple objective
terms including total MWh load shedding, total restoration time and total number of
disjoint edges. Furthermore, the power generation cost term is added to the objective to
find a restoration plan at lower cost. In order to solve the multi-objective model,
preemptive goal programming (PEGP) is used to support optimization of all objective
terms at the same time. The model is subjected to the constraints of PTSS and
GPP. The PTSS model includes the optimal power flow (OPF) model constraints to
perform the restoration as well as sectionalization.

In order to reduce the complexity of the model, a decomposition is applied to divide
the model into two levels: the upper level or sectionalization model and the lower level,
which is called restoration model. An iterative optimization algorithm (IOA)is used
beside PEGP to solve the model. This study brings following major contributions to the
literature:

1. Merging the PTSS and GPP models to sectionalize a de-energized power grid.
2. Minimizing the total number of tie-linesconsideringthe place of BS units.
3. Restoring most of the grid’s loads within the first hours of a restoration process.

The rest of the paper is structured as follows: Sect. 3 presents the mathematical
optimization model. The solution methodology is explained in Sect. 4. Section 5
shows the numerical results and the conclusion is performed in Sect. 6.

3 Model Description

The GPP model minimizes the disjoint edges to split a graph into a given number of
partitions as depicted in Fig. 1. The size of each partition could be given as an input or
could be found optimally within the model solution. Hence, by combining PTSS and
GPP the proposed model will optimize the section sizes while considering the capacity
of power generation and minimization of load shedding in each section. Furthermore,
cost of restoration time and power generation are minimized to achieve a fast and
economic restoration. These objectives are subjected to GPP constraints and PTSS
constraints. The GPP mathematical model individually is presented as follows:
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min f GPP ¼
XNB

b0¼1

XNB

b¼1
ybb0 � abb0 : ð1Þ

ybb0 ¼ 1�
XNS

m¼1
smb � smb0 ; 8b; b0: ð2Þ

XNS

m¼1
smb ¼ 1; 8b: ð3Þ

XNB

b¼1
smb ¼ nm; 8m: ð4Þ

XNS

m¼1
nm ¼ NB: ð5Þ

The PTSS model is constrained with upper and lower limits of power generation
capacity (6), ramp up and ramp down limits of generation units (7).Transmission line
power flows constraints are also presented with Eqs. (8)–(10). Since there is no power
flow on tie-lines,yb�b is considered in both (8) and (9) to ensure it. In this study, we
set all buses with BS generation units as the reference buses in each section (10). The
real power balance at each bus is given in equality constraint (11).

PG;min
g �PG

gt �PG;max
g ; 8g; 8t: ð6Þ

�RDG
g �PG

gt � PG
gðt�1Þ �RUG

g ; 8g; 8t: ð7Þ

Tie-line#1

Tie-line#2

Tie-line#3

Fig. 1. Graph partitioning example.
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PL
lt

�� ���PL;max
l ð1� ybb0 Þ; 8l�ðb; b0Þ; 8t: ð8Þ

PL
lt �

ðhbt � hb0tÞ
xl

����

�����M � ybb0 ; 8l�ðb; b0Þ; 8t: ð9Þ

href ;t ¼ 0; 8t: ð10Þ

KG � PG �KL � PL þKD � LS ¼ KD � D: ð11Þ

Furthermore, it is desired to minimize the total load shedding cost, f LS, cost of
restoration time, f T , and total power generation cost, f Gen. Therefore, the summation of
these three terms is minimized in the objective of PTSS:

min f LS þ f T þ f Gen ¼ VOLL � LSþxT � ðT � sÞþ cT � PG: ð12Þ

Where VOLL is the value of loss of load which is equal to $1000/MWh, x is the
outage cost vector ($/h) and is predefined for each class of demand, and c is the
marginal cost of power generation ($/MWh). There is a Hadamard product (�) between
T and s which means an element-wise multiplication of these two same-size matrices
[11]. The matrix T is a given restoration time which is approximated with the minimum
possible operational delay to restore a load within each section and load pick-up time of
that load which is explained in detail in Sect. 4.

To combine these two models and solve as a linear model, it is required to linearize
Eq. (2) by replacing it with the following two inequalities:

�ybb0 � smb þ smb0 � 0; 8ðb; b0Þ � l; 8m: ð13Þ

�ybb0 þ smb � smb0 � 0; 8ðb; b0Þ � l; 8m: ð14Þ

In order to solve the model in a lower complexity, the combined GPP-PTSS model
is recast as a bi-level programming.

3.1 Bi-level Programming

The GPP-PTSS model in a bi-level programming structure includes two models: upper
and lower levels. The sectionalization would be done through the upper level, which is
called “sectionalization” model. The sectionalization model includes GPP constraints
as explained and for the sake of simplicity, the PTSS constraints are shown without the
line power flow constraints. Therefore, GPP’s constraints take care of the power sys-
tem’s network structure and the optimal power flow would be analyzed at lower level,
which is called “restoration” model. In the restoration level, the sections’ pattern is
fixed and the optimal values of load shedding and restoration time could be obtained.

To exclude the transmission line’s power flow from the sectionalization level it is
required to revise the load balance Eq. (11). Without the line power flow, it is enough
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to find the load balance per section hence, the network’s line power flow limits could
be replaced by the total load balance constraint at each section:

s � PG þLS0 ¼ s � D: ð15Þ

Where the first term in (15) is linearized by the given Lemma in [12].
Consequently, the total load shedding cost, f LS, needs to be modified by replacing

LS (load shedding per load) with �LS (load shedding per section), and replacing VOLL
with NB�VOLL

NS . Finally, the upper level minimizes the modified PTSS objective function
and f GPP with respect to linearized GPP’s constraints and constraints (6), (7), and (11).

The restoration model is constrained by (6)–(11) to minimize the objective function
(12). One of the main tasks of the restoration model is to find the optimal restoration
time by finding the optimal period taken by BS units to supply the demand, which is
called “load pick-up time” [13]. Constraint (16) is in charge of this task while in the
objective function f T is modified to �xT � TLoad. The new f T is negative due to the fact
that constraint (16) will find the earliest time to have the zero-load shedding value.
Therefore, to avoid TLoad

d ¼ 0, TLoad
d should be maximized in the objective function,

which is equivalent to minimizing the negative value of it.

TLoad
d �}t þM � LSdt; 8d; 8t: ð16Þ

In the next section, the taken solution methodology to solve the proposed model is
described.

4 Solution Methodology

A typical bi-level program can be solved via different approaches such as iterative
optimization algorithm (IOA), mathematical programming with equilibrium constraints
(MPEC), and penalty function methods. In this study, the IOA method has been applied
and the result has been compared to the MPEC approach [14]. In addition, the PEGP
method is taken to solve the model at each iteration by considering the multiple
objective terms with different scales and priorities.

4.1 Iterative Optimization Algorithm

Iterative optimization method on a bi-level programming is a heuristic algorithm,
which solves each level individually and sends updated variables under its control to
the other level. The details of the method is illustrated by the flowchart in Fig. 2. As
explained in Sect. 3, restoration time is composed of a constant and a variable terms.
The constant term contains all delays including switching time, operators handling
time, and unexpected delays that are assumed to be given [5]. The variable term is the
load pick-up time (TLoad

d ) which is under control of the lower level model (restoration
model) and it is initiated with TLoad

d ¼ 0. Therefore, by the initial restoration time, the
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IOA method can start from the upper level (sectionalization model) and iteratively
solve the model until stopping criteria get satisfied. Here, the stopping criterion is
defined based on the same sectionalization pattern at two consecutive iterations, sk and
sk�1, as follows:

sk � sk�1
�� ��

2¼ 0: ð17Þ

4.2 Pre-emptive Goal Programming Method

Pre-emptive goal programming divides the goals into different priorities’ sets and
optimization would be started at the highest priority set, then the next sets are con-
sidered such that the optimal value of the previous set is preserved by limiting the
feasible area to minimum violation from the optimal value set [15]. In the restoration
model, different decision makers come with different priorities in terms of the objective
function. In this paper, the importance of each objective term in GPP-based model are
chosen as total number of disjoint edges, total load shedding cost, the cost of
restoration, and the power generation cost.

At the first step, inequality constraint (18) is the first generated constraint:

f GPP � f GPP� þ eGPP: ð18Þ

Where f GPP
�
is the optimal value of f GPP and eGPP is the deviation amount from the

optimal value, which is penalized at the next objective function:

Fig. 2. Iterative optimization algorithm supported by preemptive goal programming
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min f LS þ jGPP � eGPP: ð19Þ

In the new objective function jGPP is a fixed coefficient for the penalty term to
ensure its minimization beside f LS. The same approach is taken at the next steps until
particular optimal value of all terms gives the final optimal solution.

The efficiency of the proposed model is examined on two case studies in Sect. 5.

5 Numerical Results

To analyze the performance of the proposed model, the standard IEEE 14- and 118-bus
test systems are chosen as small and large-scale test cases. The data regarding these two
cases is available at [16]. The small-scale test case assumed to be equipped with three
black start (BS) generation units on buses 1, 6, and 10 and the large-scale test case has
eight BS units, pre-located on buses 10, 25, 49, 59, 69, 80, 89, and 100. The model is
solved with CPLEX 12.3.0.0 under GAMS 24.8.3 on a PC with Intel Xeon 2.53 GHz,
12-core, and 128 GB of RAM. The both cases are solved within the first 24 h after a
disturbance. It is also assumed that the systems’ post- disturbance statuses are com-
pletely de-energized and given as-is.

5.1 Small-Scale Test System Results

Implementing the model on an IEEE 14-bus test system, the optimal sectionalized grid
is illustrated by Fig. 3. The sections are well connected and formed by cutting just five
lines from 20 lines of the 14-bus grid. The IOA approach converged at the first
iteration. The load shedding percentage, restoration time, and line availability per-
centage are shown in Table 1. Since the IEEE 14-bus test system is not included by the
selected comparable study [13], the respected results are produced by the authors of
this paper based on the MPEC approach. Table 1 emerges the values of all three
investigated elements achieved by GPP-IOA versus MPEC. The main observed reason
for the better results by GPP-IOA solution approach is the stronger connectivity, 75%
line availability, which causes the higher quality in the restoration process as well.

Fig. 3. The sectionalized IEEE 14-bus test system.
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5.2 Large-Scale Test System Results

The optimal sectionalized grid for IEEE 118-bus test case is presented at Fig. 4.

Figure 5 shows the total load shedding cost vs the total cost of power generation
over iterations. The results as plotted in Fig. 5 shows a drop within the first iterations
on load shedding cost while the required power is generated and jumped up as depicted
by the cost of generation’s curve.

The restoration time is also decreased sharply at the first four iterations as presented
by Fig. 6 while a temporary pick value is observed at iteration 2 on the cost of
restoration time and both have been stabled since iteration 5 with a restoration time of
10.55 h.

Table 1. Comparison between GPP-IOA and MPEC results.

Case Solution approach Load shedding % Restoration time Line availability%

Small-scale GPP-IOA 26% 12.66 h 75%
MPEC 39% 13.11 h 65%

Large-scale GPP-IOA 18% 10.55 h 83%
MPEC 26% – 75%

Fig. 4. The sectionalized IEEE 118-bus test system.

A GPP-Based Sectionalization Toward a Fast Power Transmission System Restoration 19



In general, the GPP-based model has a fast convergence and its performance is
comparable with the selected study’s results solved by MPEC with the same large-scale
case study without GPP approach [13]. As presented in Table 1 the GPP model solved
by IOA achieved better results in total load shedding value and available line
percentages.

6 Conclusion

A power system subjected to a complete blackout must be restored in the lowest
restoration time. In a resilient power system, a sectionalization approach would be
utilized to have a fast and effective restoration. In this study, a graph partitioning
technique is developed to build the sections. The proposed GPP-based PTSS presents a
bi-level program solved via IOA and PEGP solution methodologies. The model’s
efficiency is examined with two case studies: IEEE 14- and 118-bus test systems and

0

0

0

0

0

0

0

0

0

100

200

300

400

500

1 2 3 4 5 6 7 8 9 10

L
S 

 $
 (×

10
6 )

cT
P G

$ 
(×

10
3 )

Iteration

Power Generation Cost
Load Shedding Cost

Fig. 5. Total cost of generation vs total load shedding cost on the large-scale case.

10.5

10.6

10.7

10.8

10.9

11

11.1

11.2

400

405

410

415

420

425

1 2 3 4 5 6 7 8 9 10

T
H

ou
r

w
T
T

$ 
(×

10
3 )

Iteration

Cost of Restoration Time
Average Restoration Time

Fig. 6. Cost of restoration time and average restoration time on the large-scale case.

20 S. Abbasi et al.



the results have been compared with a MPEC method’s results from another study. The
comparison of the large-scale results shows 8% lower load shedding percentage and
8% higher line availability percentage via IOA solution method in contrast with the
MPEC model from the selected study. In conclusion, the presented GPP-based PTSS
model develops an efficient optimization framework which gives well-interconnected
sections while most of demands are satisfied.
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Abstract. Two hundred and thirty-nine coal miners’ vision, color discrimina-
tion, dark adaptation, depth perception, vision response time and Critical Flicker
Fusion Frequency (CFF) were tested. The results showed that, with the age
increasing, the coal miners’ dark adaptation ability, vision response ability and
visual sensitivity declined; there were significant differences in vision response
ability and visual sensitivity from different types of work; the miners with better
vision had stronger dark adaptation ability and visual sensitivity; the miners with
stronger dark adaptation ability had stronger visual sensitivity. In the end, some
proposals were given to coal miner selection and management.

Keywords: Coal miners � Vision ability � Dark adaptation � Visual sensitivity

1 Introduction

The input and output of human information play important role in the work process.
The input of human information mainly depends on human sense system, such as
vision, hearing, etc. The output of human information is the response and action
according to external stimuli. During the work process, vision is frequently used, which
is the main channel for understanding the physical world receiving information [1].
About 80% of the information is obtained through the visual channel [2].

Coal miners work underground for long time. They are often in dark environment,
and their vision field is limited. On the one hand they need stronger vision ability, on
the other hand the harsh environment of coal mine will do harm to the miners’ vision.
The older miners’ visual function usually decline, such as dark adaptation and color
discrimination [3]. In typical physical examination, visual ability is measured by the
vision and color discrimination. The vision is measured with far distance naked eye-
sight, and color discrimination is measured by identifying the main color (such as red,
yellow and green, etc.).

Far distance naked eyesight is an important measure in professional selection, such
as pilots, military and so on. Color discrimination is an important indicator for pro-
fessionals in transportation industry [4].

Dark adaptation is the ability of the eye recovering its sensitivity in the dark after
exposure to bright lights [2] and it is usually measured by a Dark Adaptation Tester [4].
Kowalski-Trakoxer et al. analyzed that in general older people suffered a loss of contrast
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sensitivity, decreases in dark adaptation ability and declines in color sensitivity [3].
Zhang et al. studied technical test of dark adaptation for drivers and showed significant
difference of dark adaptation ability between accident and non-accident group [4].

Depth perception refers to one’s ability to determine relative and absolute distances
within a visual scene [2]. Depth perception can be measured by Depth Perception Tester.
One having weaker depth perception ability has weaker spatial perception and stereo
perception. Guo et al. tested truck drivers’s depth perception ability and found that
drivers with weaker depth perception ability were prone to suffer traffic accidents [5].

The response time mainly consists of vision response time and auditory response
time. Depending on how much stimulus presentation, the response time can be divided
into simple response time and choice response time. Simple response time means
response time based on a single stimulus presentation; choice response time means
response time based on two or more of the stimulus presentation [2]. Mihal et al. found
the choice response time of driver was significantly associated with the accident rate,
while simple response time was not. An et al. tested 134 effective participants in a
mining company and their results showed that the miners with poor spatial perception
and weak response ability performed unsafer [7].

Critical Flicker Fusion Frequency (CFF) is a measure of visually sensitivity. The
higher the CFF is, the higher visually sensitivity is. Cui et al. analyzed the change of
pilots’ cognitive ability by indicators of CFF and vigilance [8].

Existed studies on vision ability of professionals mainly focused on traffic industry,
and their test indicators are not comprehensive, not systematic [4–6]. In this paper, the
vision, color discrimination, dark adaptation, depth perception, vision response time
and CFF of coal mine workers from a coal mine in China were measured and analyzed.
Base on the findings, some ergonomics interventions were proposed for coal miner
selection and management in China.

2 Method

2.1 Participants

239 coal miners participated in this test study. Each of them was given a souvenir for
the participation. Before the test, the participants needed to provide their basic
demographic information questions, including age and type of work. There were four
response levels for the question on ‘age’. 1 meant age <= 30; 2 meant 30 < age <= 40;
3 meant 40 < age <= 50; 4 meant age > 50. On the question on “type of work”, there
were nine items for choice including digging miner, gas detection miner, carriage
miner, coal mining miner, water detection miner, blasting miner assistant, blasting
miner, electromechanical miner and miner of other work types. In this study, 237 valid
samples were collected, and the valid rate of the test was 99.2%.

2.2 Instruments

Standard logarithmic vision chart, color discrimination chart, Dark Adaptation Tester,
Depth Perception Tester, Response Time Tester, and CFF tester, were used for

Test and Analysis of Chinese Coal Miners’ Vision Ability 23



measuring participants’ vision, color discrimination, dark adaptation ability, depth
perception ability, vision response ability and vision sensitivity of the participants,
respectively.

2.3 Procedures

Firstly the participants were told that the tests did no harm to their bodies and health
and the process was shown. The tests were conducted in a fixed sequence for all the
participants, in sequential order of Vision and color discrimination test, dark adaptation
test, depth perception test, vision response time test, and CFF test. Between the tests,
the participant was given a rest for one minute.

Vision Test and Color Discrimination Test. Standard logarithmic vision chart was
used to measure far distance naked eyesight of the participants in proper environment
lighting. The data of vision ranges 4.0 to 5.3. The average value of both eyes was
recorder for analysis. Color discrimination chart was applied for participants. 1 means
good color discrimination, while, 0 means poor color discrimination.

Dark Adaptation Test. The task of the participant was to observe and read the
numbers shown from the viewing window of the tester. The participant was seated in
front of the Dark Adaptation Tester and was exposed to strong light surrounding (the
surrounding illuminance level was 2000 lx) for 30 s. The tester showed ten number
signs one by one in weak light surrounding (the surrounding illuminance level was
1.5 lx). Each sign was presented for five seconds and the participant was required to
read it out. The experimenter counted the dark adaptation index, which was the per-
centage of inaccuracy according to the comparison of the reported and actual number.
The higher the dark adaptation index is, the weaker the dark adaptation ability of the
participant is.

Depth Perception Test. In this study, Depth Perception Tester was applied, which can
measure the participants’ depth perception effectively [5]. The participant was seated at
a distance of two meters away from the display window of Depth Perception Tester.
From the window, two fixed standard stimuli and one compared stimulus of the tester
were observed and judged by the participant. Originally, in vertical orientation, the
compared stimulus and two fixed standard stimuli were not in a straight line. The
participant operated teleswitches of the tester to move the compared stimulus along a
guide rail in horizontal orientation to keep the two standard stimuli and the compared
stimulus in a vertical straight line. After the participant finished the operation, the
experimenter observed and read the distance error between the compared stimulus and
two standard stimuli from scale readings of the tester. Each participant was tested twice
and two depth perception error data of the participant was read by the experimenter.
The mean of absolute value of the two depth perception error data was calculated and
noted. The higher the participant’s depth perception error is, the weaker the partici-
pant’s depth perception ability is.

Vision Response Time Test. Response time tester was used to measure vision choice
response time in the study. There were four kinds of visual stimuli including red,
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yellow, green and blue. Participants gave a response according to the different stimulus.
Each participant was tested 20 times. The mean of absolute value of the twenty vision
response time data was counted and noted. The higher the vision choice response time
is, the weaker the vision response ability is.

CFF Test. CFF tester was used to measure CFF in the study. The mean of absolute
value of the two CFF data was counted and noted. The higher the CFF is, the stronger
the vision sensitivity is.

3 Results

Only three samples had weak color discrimination, so color discrimination of these
miners was good in whole. The tested data was analyzed below, except for color
discrimination value.

3.1 The Comparison of Vision, Dark Adaptation, Depth Perception,
Vision Response Time and CFF of the Coal Miners from Different
Age Groups

The tested data was analyzed with Analysis of Variance (ANOVA). The mean com-
parisons of vision, dark adaptation, depth perception, vision response time and CFF of
the coal miners from different age groups were shown in Table 1. There were signif-
icant differences in dark adaptation index (p = 0.000), vision response time (p = 0.000)
and CFF (p = 0.001) between the coal mine workers from different age groups. It may
be seen from the increase in dark adaptation index values with age that dark adaptation
ability of the coal mine workers decreased with increasing age. Vision response time
increased with age showing that vision response ability of the coal mine workers
decreased with age. CFF decreased with age showing that visual sensitivity of the coal
mine workers decreased with age.

Table 1. Compare means and Std. deviations of the coal miners from different age groups

Age groups Vision Dark adaptation
index

Depth
perception error

Vision
response time

CFF

1 Age < = 30
(N = 26)

4.94 2.54 1.57 690.62 34.41
(0.27) (1.99) (1.16) (131.24) (1.97)

2 30 < Age <= 40
(N = 93)

4.99 3.17 1.80 748.10 32.81
(0.22) (2.09) (2.30) (163.48) (2.00)

3 40 < Age <= 50
(N = 109)

4.96 3.93 2.35 806.97 32.30
(0.23) (2.34) (2.91) (138.05) (2.84)

4 Age > 50 (N = 9) 4.90 6.56 3.09 909.89 32.65
(0.25) (2.19) (2.82) (109.02) (1.70)

p 0.515 0.000*** 0.187 0.000*** 0.001**

Note: N = 237; *** p < 0.001, ** p < 0.01
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3.2 The Comparison of Vision, Dark Adaptation, Depth Perception,
Vision Response Time and CFF of the Coal Miners from Different
Types of Work

The vision, dark adaptation, depth perception, vision response time and CFF of the coal
mine workers doing different types of work was analyzed using Analysis of Variance
(ANOVA) and the results are shown in Table 2.

There were significant differences (p = 0.018) in vision response time between the
coal mine workers doing different types of work. The highest vision response ability
was for water detection miner, followed, in order of declining level of vision response
ability, by electro-mechanical miner, carriage miner, coal mining miner, blasting miner
assistant, miner of other work types, digging miner, gas detection miner and blasting
miner.

There were significant differences (p = 0.032) in CFF between the coal mine
workers doing different types of work. The highest visual sensitivity was for electro-
mechanical miner, followed, in order of declining level of visual sensitivity, by gas
detection miner, carriage miner, coal mining miner, miner of other work types, digging
miner, blasting miner, water detection miner, and blasting miner assistant.

3.3 Correlation Amongst Vision, Dark Adaptation, Depth Perception,
Vision Response Time and CFF

The correlations among the data of vision, dark adaptation, depth perception, vision
response time and CFF were analyzed using SPSS 17, and the results are shown in
Table 3. It was found that age correlated significantly with dark adaptation index
(r = 0.295, p < 0.01) depth perception error (r = 0.138, p < 0.05), vision response time

Table 2. Analysis of variance results of vision, dark adaptation, depth perception, vision
response time and CFF of coal miners from different types of work

Types of work Vision Dark
adaptation
index

Depth
perception
error

Vision response
time

CFF

Digging miner 4.99 ± 0.18 3.49 ± 2.12 1.81 ± 1.44 809.54 ± 180.31 32.30 ± 2.80
Gas detection miner 4.86 ± 0.32 4.38 ± 2.50 2.65 ± 2.90 821.31 ± 101.26 32.99 ± 1.39
Carriage miner 4.99 ± 0.25 3.91 ± 2.33 1.60 ± 1.35 731.43 ± 134.60 32.84 ± 2.42

Coal mining miner 4.96 ± 0.25 3.46 ± 2.36 2.89 ± 4.18 766.41 ± 167.83 32.47 ± 2.45
Water detection miner 5.05 ± 0.07 2.00 ± 1.41 1.05 ± 0.64 642.00 ± 55.15 31.47 ± 3.49

Blasting miner assistant 5.03 ± 0.17 2.25 ± 1.26 2.73 ± 2.39 800.25 ± 69.53 30.98 ± 2.37
Blasting miner 5.01 ± 0.11 3.14 ± 1.57 1.08 ± 0.81 868.29 ± 179.16 31.83 ± 2.18
Electromechanical miner 4.92 ± 0.26 3.60 ± 2.28 2.51 ± 3.12 719.52 ± 116.74 33.84 ± 1.80

Miner of other work types 4.99 ± 0.22 3.70 ± 2.79 1.39 ± 0.87 803.05 ± 140.07 32.42 ± 2.70
p 0.609 0.779 0.156 0.018* 0.032*

Note: N = 237; * p < 0.05
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(r = 0.304, p < 0.01) and CFF(r = −0.217, p < 0.05). Vision correlated significantly
with dark adaptation index (r = −0.595, p < 0.01), depth perception error (r = −0.266,
p < 0.01) and CFF (r = 0.162, p < 0.01). CFF correlated significantly with dark
adaptation index (r = −0.227, p < 0.01) and vision response time (r = −0.166,
p < 0.05).

4 Discussion

4.1 Chinese Coal Mine Workers’ Vision Ability

For the Chinese coal mine workers tested here, dark adaptation ability, vision response
ability and visual sensitivity of mine worker declined with increasing age. This was
similar with Kowalski-Trakoxer et al.’s study [3], which indicated that the vision of
older miners declined. Color discrimination of these miners was good in whole. This
was different from Kowalski-Trakoxer et al.’s study [3], which concluded that the color
discrimination of older miners declined.

There were significant differences in vision response ability and visual sensitivity
for coal miners workers doing different types of work. The type of work with the
weakest vision response ability was blasting miner, while the type of work with the
highest vision response ability was water detection miner. The type of work with the
weakest visual sensitivity was electro-mechanical miner, while the type of work with
the highest visual sensitivity was blasting miner assistant. It seems likely that different
types of work or work tasks affected vision response ability and visual sensitivity of the
mine workers because some type of work required higher vision response ability and
visual sensitivity than other types of work.

The coal miners with better vision had stronger dark adaptation ability, stronger
depth perception ability and stronger vision sensitivity. From physiological perspec-
tive, the indicators of vision ability (such as dark adaptation ability, depth perception
ability, vision sensitivity) was related with one another. So the vision of coal miners is
an important indicator to measure their vision ability.

Table 3. Correlation amongst age, vision, dark adaptation, depth perception, vision response
time and CFF

Factor Age Vision Dark
adaptation
index

Depth
perception
error

Vision
response
time

CFF

Age 1
Vision −0.043 1
Dark adaptation index 0.295** −0.595** 1
Depth perception error 0.138* −0.266** 0.265** 1
Vision response time 0.304** −0.07 0.126 0.017 1
CFF −0.217** 0.162** −0.227** −0.001 −0.166* 1

Note: Values are Pearson’s correlation. N = 237; * p < 0.05; ** p < 0.01.
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The coal miners with stronger dark adaptation ability had stronger depth perception
ability and stronger vision sensitivity. Coal miners worked in relative dark surround-
ings, so the dark adaptation ability of coal miners should be paid with serious attention.

4.2 Ergonomics Proposals

Vision ability, such as dark adaption ability, may have relationship with accident
proneness of coal miners [9]. Vision ability test should be well considered in time of
coal miners’ selection. The dark adaptation ability test and vision test should be taken
in coal miners’ selection. Dark adaptation ability test has been widely explored in
driver selection [4]. It can be applied in coal mine industry.

Regular physical examination including vision ability test is needed for the coal
miners. The dark adaptation ability is important for coal miners. The frequency of
physical examination including dark adaptation test and vision test should be raised for
the older coal miners [10]. The type of work for the older coal miners should be
adjusted appropriately.

5 Conclusion

The present study is the first study to explore the vision ability of coal miners sys-
tematically and comprehensively. The findings of this research could serve as a useful
reference for the government and related organizations when formulating the policies
and strategies to help the coal mine improve management. Different high-risk industries
can learn from each other in safety management [11]. The present study may give some
inspirations to some other industries.
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Abstract. The situation of global change, competition and decreasing crude oil
price have affected many aspects of the petroleum industry in Indonesia and its
economic growth. One of the aspects is energy, where there is the choice of oil
and gas, or petroleum. Petroleum is still have the biggest demand for the
country’s development. Meanwhile, in the past few years, there is the reduction
of the crude oil prices, which can be both an advantage and disadvantage.
Beginning with disadvantage, it is literally affecting human resources, in this
case, the petroleum industry’s workers. Many workers in the petroleum industry
were cut off from their jobs. The decreasing oil price mainly affects oil fields
exploration projects, which are high risk, high cost and relies on skilled
man-power. One of the possible solutions to overcome current challenges is
entrepreneurship. Entrepreneurs can make significant economic growth for the
country and can help people retain their jobs. This paper discussed how inno-
vations in the petroleum industry can help growth and prosperity in Indonesia.
Indonesia possesses a variety of renewable energy resources, including geother-
mal, solar, micro-hydro, wind and bio-energy. Alternative fuels have been
researched and developed as renewable energy. But it still has challenges, either
with the cost, land and regulation. As a result of this analysis, there will be
knowledge sharing for many solutions (for example, being an entrepreneur of
renewable energy).

Keywords: Indonesia � Youth � Petroleum � Energy � Develop � Sustainable

1 Introduction

The situation of Indonesia’s economic growth has been influenced by its natural
resources as one of the most important aspects, specifically, fossil energy or petroleum.
Petroleum as the fundamental energy for daily and industrial use with high demand. In
2015, the world oil prices have fallen sharply as the figure shown below (Fig. 1):

From the figure below, in the beginning of 2015, crude oil prices have fallen from
more than $100/barrels to $50/barrels. Things that affecting the fallen of oil prices are
weak demand in many countries due to insipid economic growth, coupled with surging
US production. US oil production levels were at their highest in almost 30 years. It has
been this growth in US energy production, where gas and oil is extracted from shale
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formations using hydraulic fracturing or fracking that has been one of the main drives
of lower oil prices [1].

The impact of lower oil prices in Indonesia has its positive and negative sides. The
positive sides are the decrease of oil prices will encourage the improvement of
Indonesia’s current account deficit [2] and give rise of other commodities; for example
palm oil and coal. Indonesia is the world’s largest producer and exporter of CPO, while
the country is also a leading producer and exporter of coal (especially low grade
thermal coal) hence collecting valuable foreign exchange through the CPO and coal
business. The negative side of the decrease of oil price is, based on Confederation of
Prosperous Labor Unions warned that a significant portion of 300,000 employees,
contract worker and sub-contractor workers in the oil and gas companies are at risk of
being laid off, exacerbating the country’s unemployment problem. The unemployment
rate in Indonesia reached 6.18% in August 2015, with some 7.6 million people out of
Indonesia’s 122 million strong workforce out of a job, compared to 7.24 million, or
5.9%, in the same month a year earlier, according to the latest data from the Indonesia’s
Central Statistics Agency [3].

Facing the uncertainty and volatility condition on economic growth that based on
fossil energy or petroleum are the challenges and opportunities for Indonesia. Espe-
cially for youth petroleum engineer. Why youth, because based on National Youth Law
of Indonesia no. 40 year 2009, youth has 3 (three) main roles for country development,
there are; as morality empowerment, social control and agent of change. Then, why
petroleum engineer? Because, the main impact is faced by petroleum engineer who
directly work on petroleum industries.

Fig. 1. Crude oil prices graphic from year 2010–2017 [1].
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2 Indonesia’s Economic Growth Overview Based on Natural
Resources

The Indonesian economy has recorded strong growth over the past few decades, and in
recent years, the firm price of economic expansion accompanied by reduced output
volatility and relatively stable inflation. Indonesia’s economic performance shaped by
government’s policy, the country’s endowment of natural resources and its young and
growing labor force [4].

Indonesia has launched the Law on Energy Number 30 year 2007 to regulate
sources, purpose, management of, and policies regarding energy use in Indonesia.
Energy by its definition is an ability to produce heat, light, mechanical, chemical and
electromagnetic activity (Law of the Republic of Indonesia, 2007). New energy may
come from renewable and non-renewable sources, with renewable sources character-
ized as sustainable and ongoing, including geothermal energy, wind, bio-energy, solar
energy, water movement and oceans. Non-renewable sources cannot be sustained and
will ultimately run out; they include oil, natural gas, coal and peat. In the national
energy mix as of 2006, oil was the main source of energy (52%), followed by natural
gas at 29%, coal at 15%, hydropower at 3% and geothermal energy at 1%. Assuming
“business as usual” until 2025, the composition of the national energy mix presumes oil
to maintain its position as the major energy source at 42%, followed by coal at 35%,
natural gas at 21%, hydro power at 1.9%, geothermal energy at 1.1%, and mini/micro
hydro power at 0.1% [5].

The indicator of economic growth is from its Gross Domestic Product
(GDP) growth. An economy’s growth is measured by the change in the volume of its
output or in the real incomes of its residents. The 2008 United Nations System of
National Accounts (2008 SNA) offers three plausible indicators for calculating growth:
the volume of gross domestic product (GDP), real gross domestic income, and real
gross national income. The volume of GDP is the sum of value added, measured at
constant prices, by households, government, and industries operating in the economy.
GDP accounts for all domestic production, regardless of whether the income accrues to
domestic or foreign institutions [6]. For Indonesia, the figure below shows on GDP
growth for the last 10 years, from 2005–2015 (Fig. 2).

Based on the figure below, the annual GDP growth on the declining oil prices on
2015 is 4.8%, and the graphic shows a declining from 2010. At the following figure,
there will be shown total natural resources rent as follows (Fig. 3):

In 2015, the total natural resources rents is 2.324%. According to the two graphics
above, natural resources affecting the percentage of GDP. Natural resources give rise to
economic rents because they are not produced. For produced goods and services
competitive forces expand supply until economic profits are driven to zero, but natural
resources in fixed supply often command returns well in excess of their cost of pro-
duction. Rents from nonrenewable resources - fossil fuels and minerals - as well as
rents from overharvesting of forests indicate the liquidation of a country’s capital stock.
When countries use such rents to support current consumption rather than to invest in
new capital to replace what is being used up, they are, in effect, borrowing against their
future [7].
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Oil price decline had affecting on the beginning of 2015. Based on GDP and total
natural resources rents, the graphics shows the decline as well. It assumes that lower oil
prices affecting on economic growth, especially on natural resources.

3 Challenges and Opportunities: Youth Petroleum
Engineer’s Role

With the declining of oil price and its affection to economic growth, it is obvious that
the main challenge is unemployment. The lack of investment in petroleum industry,
make several oil and gas companies laid off their employees. Rate of unemployment

Fig. 2. GDP growth (annual %) [6].

Fig. 3. Total natural resources rents (% of GDP) [7].
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were rising in between year 2014 to 2015, which means the oil price decline was
happen on those years. The figure below shown about Indonesia Unemployment Rate,
as follows (Fig. 4):

Young people especially petroleum engineers, have key role for the country
development and should take action for implementing a sustainable development.
Nowadays, there has an action that called Sustainable Development Goals (SDGs),
where it is the continue action after Millennium Development Goals (MDGs). SDGs
are the United Nations (UN) initiative that contained 17 goals with 169 targets covering
a broad range of sustainable development issues. These included ending poverty and
hunger, improving health and education, making cities more sustainable, combating
climate change, and protecting oceans and forests (Fig. 5).

All of SDGs goals related to solve the challenges and take the opportunities in order
to develop economic growth. However, there are several main goals to reduce

Fig. 4. Indonesia unemployment rate [8].

Fig. 5. Sustainable development goals [8]
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unemployment. Thing that youth can do to reduce unemployment are being entrepreneur;
not as a job seeker yet as a jobmaker. This thing relatedwith SDGs no. 1 (No Poverty) and
SDGs no. 8 (Decent Work and Economic Growth). In Indonesia, entrepreneurship on
youth people, especially for petroleum engineer has raised (Fig. 6).

The problems and solutions for the affection of oil prices are the unemployment
issues and the rise of alternative fuels related to renewable energy. The problem of
unemployment in Indonesia, with approximately 700 workers had been cut off from
their jobs, thought to be addressed by increasing the number of entrepreneurs. One
entrepreneur can help ten people fight poverty. The whole explanation of the problem
and solution development in Indonesia is very important to be fixed in order to support
sustainable development in Indonesia, especially to help in economic growth. For
young generation, it is a mandatory to be aware for these global issues and address
them to overcome economic challenges in Indonesia.
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Fig. 6. World bank’s entrepreneurship survey and database [9]
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Abstract. The emerging of BIM (Building Information Modeling) techniques
will change traditional procedures of design and maintenance for electric sub-
stations. In addition, Computational Holography, supported by wearable com-
puters, has the potential to allow simultaneous engineering work, based on
mixed reality and computer vision capabilities. It is believed that this set of tools
will increase engineering design decisions. In this work, we propose a set of
techniques to support a complete substation design, which is created by using
BIM concepts that explore the Holographic world benefices. Experiments have
shown that the coupling of these techniques has the potential to reduce the
learning curve of the users, since it changes the way of collaboration among
different professional specialists considering simulation intents.

Keywords: Computational holography � Building information modeling �
Mixed reality � Power electrical substation

1 Introduction

An electric power substation is considered as a highly engineering critical system.
Therefore, computer-based simulation tools play a very important role in preparing
engineers to deal with their safety issues. In recent years, with the advance of multi-
media and virtual reality, the energy sector has been benefited in deriving simulation
environments, based upon such techniques.

In fact, these systems allow for reducing maneuver times, facilitating communi-
cation between remote control rooms and on-site operators as well as improving the
quality of the service [1, 2]. In addition, Mixed Reality (MR) has profited from this
progress, both on sophisticated and popular platforms [3]. Unlike Virtual Reality (VR),
which transports the user to the virtual environment, Mixed Reality keeps the user in
their physical environment and transports a 3D model into the user’s space, allowing a
natural and intuitive interaction.

Some studies have explored MR for many architectural and construction applica-
tions. For example, [4] used MR to overlap sites of utility lines in real world views to
demonstrate the potential of MR to help maintenance workers, avoiding buried
infrastructure and structural elements [4]. This technology is being improved based on
interaction devices to allow more natural hands manipulation of the virtual objects
inside the user space.

© Springer International Publishing AG 2018
P. Fechtelkotter and M. Legatt (eds.), Advances in Human Factors in Energy:
Oil, Gas, Nuclear and Electric Power Industries, Advances in Intelligent Systems
and Computing 599, DOI 10.1007/978-3-319-60204-2_5



In the same way, BIM initiatives has grown with design tools that provide capa-
bilities required for a full specification of a complete Substation at the project phase, for
example SDS Design Suite® for Inventor® [5].

Actually the Computational Holography term can also be classified as a Mixed
Reality technique that allows a complete representation of Virtual Models mixed with
the real world provided by wearable devices using computational vision capabilities.

Microsoft HoloLens® provides a set of algorithms to interact with virtual and real
information in a very natural way. With gesture and speech commands, it allows one to
visualize and work with the engineering project as part of the real world [6]. Thus, the
general objective of this work is to demonstrate the feasibility of the association of BIM
practices and Mixed Reality application, associated to a Microsoft HoloLens®, for
management and planning of electrical substation procedures. Power substation pro-
jects are increasingly complex and require shorter delivery times. Besides, the need to
reduce costs compels engineers not only to optimize their layouts, but also to use
design procedures with the maximum efficiency, without giving up maximum security
with respect to the information generated [7].

1.1 BIM

The National Building Information Model Standard Project Committee (NBIMSPC)
defines BIM in the following manner [8]: “BIM is a digital representation of the
physical and functional characteristics of a facility. It consists of a single, shared source
of information about an installation, constituting a reliable database for decisions
throughout its lifecycle, from preliminary studies to the end of its useful life”.

In this way, BIM brings quantities and properties of components such as technical
characteristics, examples and manufacturers, not just a 3D design, that is, a model
contained by the geometry of the installations. BIM makes it imperative to represent a
project as a combination of “geometric models”, their attributes, and the relationship of
these “geometric models” with other components. One aspect of BIM software is that
they define the objects in parametric terms and from relations with other objects, so that
if a parameter of an object is changed, all dependent parameters are automatically
updated [7].

BIM offers the opportunity to realize the project in ‘virtual’ space and to define the
necessary information before the use of resources and to commit to the construction of
an installation that will exist for twenty years or more. Instead of encountering prob-
lems and conflicts during the construction phase, BIM offers the opportunity - to all
participants in the design process - to use computer-based applications to, for example,
visualize the 3D model, so to anticipate problems while the projects are still in con-
ceptual phase. This makes it possible to identify and select the most appropriate form of
action in the correction or improvement of the project, long before the detail, speci-
fication or construction of the installation [8].

For professionals involved in a project, BIM allows the virtual model to be
transferred from the design team to the construction and assembly teams, including
sub-suppliers, and then to the owner. Each professional adds their discipline-specific
data to the database, which will be shared with the entire team. This reduces the loss of
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information that traditionally occurs between different teams involved, and provides
more complete information to owners of more complex facilities. With this, the BIM
philosophy is useful and should be applied to the substation design process. For the
specific case of large electrical substations, the BIM process can be further accelerated
if the BIM tool allows the use of standardized components, structures and assemblies,
and by the reuse of these sets in the projects [7].

1.2 Mixed Reality/Computational Holography

Second [9] Mixed Reality (MR) can be defined as the “amplification of sensory per-
ception through computational resources”. It allows a more natural interface when
working with computer-generated data and images across computing data and
real-world information.

One of the most important characteristics of MR is that the interaction occurs with
the environment that surrounds the user interacting, guaranteeing him the conditions to
interact with this data naturally. Thus, MR uses the association of VR and real envi-
ronment, offering the user a better perception of the environment and favoring their
interaction.

Some of the main features of MR are real-time processing and combining real and
virtual elements. By such characteristics, the design of Mixed Reality solutions requires
components that allow the assessment of the position of the user (user registration),
point of view, and generate the virtual elements to finally combine them with the real
world, by means of a projection system. Thus, Mixed Reality systems require hardware
to capture information from the environment where the user is, software for real-time
generation of virtual elements and hardware to map such elements in the real world [3].

Thus, one of the systems of projection, mapping and processing capable of creating
augmented reality is HoloLens®. This device is a wearable computer that designs
holograms on the environment that the user is. User interaction is quite realistic because
it is done through gestures and voice commands. All features of the glasses are inside
the device, including CPU, GPU and an “HPU” (Holographic Processing Unit), letting
the user move freely in any environment. The holography that HoloLens® produces
can be classified as a particularity of MR called mixed reality (MR). A can be defined
as the overlapping of computer-generated three-dimensional virtual objects with the
physical environment, shown to the user, supported by some real-time graphic com-
puting device [10]. The goal of a Mixed Reality system is to create such a realistic
environment that the user does not perceive the difference between the virtual elements
and the actual participants of the scene, treating them as one thing.

2 Related Work

AR habilitation technologies have been researched in a growing number of studies in
recent years. By presenting contextual information in textual or graphic form, the
real-world user’s view is increased or increased beyond normal experience. The
addition of such spatially localized computer-generated contextualized information to
the user can aid in the performance of various scientific and engineering tasks.
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Thus, some studies related to the development of applications based on Virtual or
Augmented Reality techniques that used the concepts of BIM for design, maintenance
or teaching with the development of engineering systems [11] were studied. The
Building Information Modeling and Mixed Reality strings were used to define the
selected jobs.

1. The Collaborative Augmented Reality Based Modeling Environment for Con-
struction Engineering and Management Education [11]. This paper presents the
initial results of a project aimed at the learning process in construction, an inter-
active Mixed Reality (MR) learning tool was designed and implemented to help
students develop a comprehensive understanding of construction equipment, pro-
cesses, and operational safety. Figure 1 index 1 shows a step of the system.

2. BIM | MAR: Assembling physical objects by virtual information [12]. In this paper,
an investigation was made with the objective of creating a prototype tool that could
overcome the most common errors in each of the four stages of the assembly
process of civil construction structures, designed by BIM, And developed a low
cost solution to translate geometry and data from a BIM to an AR environment.
Figure 1 index 2 shows a step of the system.

3. Augmented Reality for Substation Automation by Utilizing IEC 61850 Commu-
nication [13]. This article combined IEC 61850 with augmented reality to add
user-visible information to a power substation. This used markers and a smartphone
to implement the system, which connects with SCADA to receive the information.
Figure 1 index 3 shows a step of the system.

4. Mobile Cross-Media Visualizations made from Building Information Modeling
Data [14]. Six types of demonstrators made from the same data were presented
using similar workflows for different output devices. These devices range from
head-mounted monitors to smartphones and tablets with positioning tracking from
the inside out. They display cross-media previews that ranged from a sophisticated
car-based AR-setup, wired and wireless VR, to view through AR in smart glasses
and video-based AR on tablets. Figure 1 index 4 shows a step of the system.

5. WebVis BIM: Real Time Web3D Visualization of Big BIM Data [15]. In this work
a BIM data organization strategy for interactive WEB3D was developed. It was
possible to visualize BIM in real time on the web, and due to the large volume of
data the authors realized that it was impossible without a progressive loading. They
used tool like bigIFC, incremental Frustum of Interest (FOI) and they divided the
products of the exterior interior of the building. Figure 1 index 5 shows a step of the
system.

6. Virtual Training of Fire Wardens Through Immersive 3D Environments [16]. This
article presented an interactive RV application to train occupational risk prevention
specialists and more precisely on fire safety in buildings. The platform allows the
simulation of fires throughout the building. Simulated fire will react with envi-
ronment, propagating itself in different ways depending on several factors. The BIM
standards were applied to the logistics of the simulation, giving information about
the building. Figure 1 index 6 shows a step of the system.
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2.1 Comparative Work

As can be seen in Fig. 1, we have representative images of related works.
Table 1 presents a judgment of the works correlated to the pertinent aspects in the

elaboration and use of BIM and RA.

With the study, it was possible to verify that, no work associated holography, BIM
and electric power substations. So, the goal of this work is to use HoloLens® to
synchronize the current location and insert a BIM model into the real environment.
This will give each user the ability to go to a workplace and see the future of building
within the model, from their own perspective, interacting with the other users. With the
wealth of data that BIM provides, the user will can visualize a proposed 3D model in
the real environment, even if it is in a space to be remodeled [7].

3 Description of the Developed Environment

The methodology proposed in this paper is composed of the following stages (Fig. 2):

Fig. 1. Image of related works

Table 1. Comparative table of related works.

Published works BIM AR with using bookmarks VR Energy substation

1 X X
2 X X
3 X X
4 X X
5 X X
6 X X
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(a) Acquisition of information regarding the features of the substation (CAD plans,
photos, videos and equipment catalogues), by means of a standardized protocol;

(b) Definition of techniques to model three-dimensional components of a substation
contemplating its constructive and necessary information for the purposes of
simulation control and maintenance;

(c) Automatic generation of the three-dimensional environment (automatic posi-
tioning of equipment from the library, reuse of electrical arrangements, topology
for equipment start-up);

(d) Standardized interface templates for best navigation control, reading of electric
component information and command sending.

3.1 Creating and Exporting BIM Information to Unity

Due to the large amount of information contained in a BIM model this becomes a
candidate to be imported into a game engine to build a realistic virtual environment.
However, this process requires several steps and may vary depending on the use of the
environment as shown at Fig. 2.

From the photos and construction documents (CAD, component files, manufacturer
documentation etc.), one initiates the construction of 3D models that will go on to
construct the virtual environment (physical and information modeling), in Inventor®.
The animation each model is modeled in 3DSMAX®, then is validated and inserted
into a Model Library, which further groups together photos and other documents.

Thus, the system allows for the converting of CAD models into virtual environ-
ments (semi-automatic generation for virtual environments, by means of the 2D CAD
project) [17].

By using such a mechanism, an incomplete VR environment is generated, without
cables and connections between the distinct virtual objects. To simplify the process
cables and connections was suppressed. In turn, the design is sent forward to the
association stage. Here, each element from the virtual model is associated to an
identifier within the SCADA system [18], thus generating conditions in the virtual
environment, for presenting the state of each monitored component.

3.2 Acquisition Protocol

A site survey at the substation location is necessary for obtaining the wealth of pictures
essential to providing the real profile and connection between its elements (e.g. cables,
electric bus, etc.). This procedure was used as a cheaper and faster alternative to 3D

Inventor® BIM 3DS MAX® Unity 3D® HoloLens®

Fig. 2. Pipeline of the prototype.
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Scan, guarantying precision and similarity. The digitalization process is the first
challenge [17] when it comes to obtaining the 3D model of each component of the
power substations. Hence, one of the main causes of delay encountered in the execution
of projects that require 3D modeling is the lack of the necessary documentation for
carrying out the entire process. Elements that make up this documentation include
CAD plant design, photos and videos with a substation and equipment field survey,
plus technical equipment catalogues (data sheets), such as circuit breakers, discon-
necting switches, and other substation components, all of which are paper based
documentation, due to the fact that many power substation have been in operation for
more than 10 years.

3.3 Mixed Reality (MR) Environment

The developed MR environment allows for the construction mode of a complete
scenario of the power substation, presented in Fig. 3.

3.4 Demonstration of the Prototype

In order to support engineer project and maintenance of electrical substation, the use of
BIM practices and holography bring to us concurrent engineering (CE). It is systematic
approach engineering to the integrated can be defined simultaneous to be design of a
product and the related processes, including manufacturing and the other support
functions.

Some benefits of CE that [19] studies were producing higher products at lower cost
and in less time than previously. Because the quality of designs increases around 50%,
development cycle time reduced by as much as 40–60%, manufacturing costs reduced
around 30–40%, scrap and rework reduced by as much as 75% and reduced
maintainability.

Fig. 3. Complete substation (construction mode)
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In this context, an interaction between users and system has been developed to
facilitate team work, maintenance and administration of the work. Therefore, after the
generation of the virtual substation environment, the template containing the full
interface description is added to it. This, in turn, will be incorporated across all sub-
stations, thus reducing the time spent for adjusting these components.

Through the means of an internal architecture, data referring to the state of the
electrical equipment (turned on or off, electrical measurements) is received and pro-
cessed in real time via WebService. These data are made available by the SCADA
system at the Cemig Control Center [17].

The prototype of this work, in Fig. 3, shows the holography created by Hololens®.
This is shared to computer screen HMD VIVE® by internal network. The substation
seen in Holography, Figs. 4 and 5, is a perfect copy of a substation that is operating in
the state of Minas Gerais (CEMIG).

To interaction be more natural we choose don’t do any menu. Then, to interact to
the system we configure commands with gesture and voice. In Fig. 6 a switch dis-
connector was selected, with this selection the substation is deactivated. For infor-
mation about this key it is necessary to say “information” and, while it is selected, by
saying “open” it will initiate the opening animation.

This system is integrated with the SCADA (supervisory control and data acquisi-
tion) [18] through interface integration. This interface, besides making the connection
between the SCADA and the prototype, behaves as a layer of compatibility between the
two systems and permitting the continual flow of information related to management. It
prevents the direct connection to SCADA, and ensures access to various data sources,
such as the names and properties of the elements of substations and power plants, as
well as the parameters and measurement values of each element.

Fig. 4. Interaction between the computer, HoloLens® and HTC VIVE®.
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Fig. 5. Holography seen through HoloLens®.

Fig. 6. User interaction with electrical disconnect switch

4 Conclusions

In Mixed Reality, people, places, and objects of their physical and virtual worlds merge
into a blended environment that becomes the user’s vision. Feeling present in the
environment is a key aspect of mixed reality, allowing you tomove naturally, interact and
explore in three dimensions dynamically. Microsoft HoloLens®, through blended real-
ity, allows you to interact with content and information in the most natural way possible
as it allows you to view and work with the project as part of your real world [3, 17].

With it is possible to work close to reality, with the location of the mapped project
and geolocation, the project can be viewed in real size, shared works with colleagues
and modified in real time. Thus, it makes the decision making smarter and lessens the
chance of errors.
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A BIM-associated Mixed Reality system enhances the spatial perception of BIM
geometric models and contributes to a better understanding of what is being proposed
[1, 20]. Thus, performing an initial validation of the BIM and MR, it can be reported
that HoloLens® presented a satisfactory performance, even with limited processing.
And due to the natural interaction that HoloLens® allows the user an easy cognition of
the application [7].

Through the creation and application of the protocol for acquiring information from
substations, it was possible to manage in an effective manner the issues related to the
data necessary for initiating the construction process, which also made it an effective
instrument for the validation of this material.

Regarding the convention rules for modeling, it was possible to identify that these
are fundamental to the process that is associated with automation tasks, besides pro-
viding improved performance and fluidity while navigating through the system.

For future work we intend to create a large library of models so that the user can
modify the environment, implement functionalities such as cost calculation and vali-
date the system in conjunction with a team of specialized designers.
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Abstract. This paper proposes a human-centered approach to Dynamic Posi-
tioning systems which combines multiple technologies in an intelligent operator
support system (IOSS). IOSS allows the operator to be roaming and do other
tasks in quiet conditions. When conditions become more demanding, the IOSS
calls the operator to return to his bridge position. In particular, attention is paid
to human factors issues such as trust misalignment, and context-aware
interfaces.

Keywords: Cognitive systems engineering � Personal assistants � Dynamic
positioning � Predictive analytics

1 Introduction

Dynamic positioning (DP) is a computer-controlled system which aims to maintain a
vessel’s position and heading using dedicated propellers and thrusters. DP operations
form the basis of Floating Production, Storage and Offloading (FPSO) platforms and
are a typical example of a highly automated control task that still requires human
supervision: four operators are working in shifts 24/7 to monitor the system and resolve
malfunctions in the rare case that this cannot be done automatically by the DP system.
Sensor values that exceed threshold values lead to alarms, and serve as the primary
means to trigger operators to solve malfunctions and abnormalities.

Because the DP operator (DPO) is not busy most of the time, relatively high
personnel costs are spent on little work, and the operator could suffer from problems
like drowsiness and boredom. A more self-sufficient control system capable of dealing
with an increased range of conditions, would not solve this problem by itself. The DP
operator would be even less occupied during his work shift, but would still be required
to solve ‘left over’ incidents.

We believe that alarm-based DP systems cannot be advanced further to solve this
impasse (which is sometimes referred to as the automation paradox [1]). Therefore, we
propose a human-centered approach to DP systems which combines multiple tech-
nologies in an intelligent software agent, called IOSS (intelligent operator support
system). IOSS functions as a team-partner of the DPO [2] and allows the operator to be
roaming and do other tasks in quiet conditions. When conditions become more
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demanding, the IOSS calls the operator to return to his station position at the bridge.
Ultimately, this could save costs by deploying personnel more efficiently. Furthermore,
it creates a more varied job description for DPO’s than just system monitoring.

We have followed a systematic approach that integrates technological, human
factors (HF), and operational perspectives (i.e. situated Cognitive Engineering
(sCE) [3]) to develop the first prototype of IOSS. The four steps in the process are
depicted below (Fig. 1).

In the first phase, we conducted a task domain analysis, and identified the most
important operational, human, and technological drivers. From a technological per-
spective, we have identified predictive analytics as a crucial technology to enable a
roaming operator. Predictive analytics can be used to predict future situations based on
data from the past using machine learning algorithms. For example, to predict whether
conditions are expected to remain stable, allowing the operator to leave, or to predict
when alarms are likely to appear, requiring the operator to return to stationary position.
From a human factors perspective, we identified a number of potential problems,
related to trust, cognitive overload, and other issues well known in the HF literature [4].
For example, misalignments of operator’s trust in the system could occur, because the
performance of predictive analytics changes over time as more training data is used.
These concerns must be adequately addressed in the design specification. In the second
phase, we have specified the design specification which aims at providing a solution to
the problems in the task domain. We will present these results in terms of user
requirements, design patterns, and claims (which specify the rationale behind a design
decision). The design specification is implemented in software modules in the third
phase. We have implemented the most important patterns and user requirements in an
early prototype of IOSS, which enables us to test if they bring about the expected
results. To test IOSS (the fourth phase), we have set up a simulation environment,
which allows us to give feedback on the earlier phases of the design process based on
experiences in a semi-realistic end user environment.

The paper is structured around the four phases of the methodology. Section 2
describes the task domain analysis of the DP domain, followed by the design speci-
fication of IOSS in Sect. 3. Section 4 describes the software components and their
interaction, followed by a description of the demonstrator which we used as a way of
early testing IOSS (Sect. 4). The results of this test and our experiences while devel-
oping IOSS are described in the Sect. 5 (Conclusion).

Task
domain 
analysis

Operational drivers

Human Factors drivers

Technological drivers

Design 
Spec.

Software 
Modules

Situated design 
rationale

Partially
implemented
prototype

Test

Fig. 1. Steps in the situated cognitive engineering methodology
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2 Task Domain Analysis

As described in the introduction, the operational innovation we aim for is to allow an
operator to be roaming and perform other tasks if conditions allow. This section
describes relevant human factors and technological considerations when designing a
system that allows these type of operations.

2.1 Human Factors

We have identified the following human factors issues to be relevant for IOSS.
Firstly, IOSS should address the issues of maintaining operator’s Situation

Awareness (SA). As the human operator is increasingly supported by intelligent
technologies, the role of the human has evolved from direct system operator, to con-
troller of automation, to supervisor of automation. Overall, this has had great positive
effects on performance and costs, but research has shown that negative effects may
arise due to lack of situation awareness [5] and out-of-the-loop problems [6]. This
prevents operators from making effective decisions and causes errors [5]. These issues
can lead to disastrous incidents in case automation fails. Particularly for roaming
operators, we cannot take for granted that an operator’s SA is at an appropriate level
when (s)he returns to the task of operating DP after having been away for a while.

Secondly, IOSS must ensure the establishment of an appropriate level of trust, i.e.
avoiding situations of overtrust and undertrust [7]. Overtrust occurs when the opera-
tor’s trust in the system exceeds the system’s capabilities. This situation could result in
erroneous behavior as system mistakes are not corrected by the human supervisor.
Undertrust occurs when operator trust falls short of the system’s capabilities. This
situation could lead to unnecessary operator workload, which in turn could lead to
errors. As IOSS aims at establishing a higher degree of automation, the range of tasks
that are performed by the system increases, and addressing trust concerns with respect
to these tasks becomes even more important.

Thirdly, IOSS must establish an appropriate level of cognitive task load (CTL),
avoiding both cognitive overload and underload. Cognitive overload occurs when the
human cannot process all information that is provided by the system. An example of
this in DP operations is known as alarm flooding, when the operator cannot timely
respond to each alarm anymore [8], leading to suboptimal performance. Cognitive
underload occurs, when the operator experiences insufficient workload, leading to
drowsiness and inattentive behavior. This is a common problem for operators of highly
automated DP systems, especially at night.

Fourthly, IOSS must adapt the interaction to the dynamic context of use, also known
as context aware interaction. This issue becomes particularly relevant when we adopt
the notion of a roaming operator. Because, the question of how often and in which way
notifications should be sent highly depends on what the operator is doing [9].
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2.2 Technological Drivers

We have identified a number of technological trends that will play a major role in future
DP operations. Three of these technologies are outlined below.

Firstly, predictive analytics techniques are expected to have a major impact on the
maritime world [10]. One possible application is predictive maintenance where large
quantities of sensor data is collected and used as input for a machine learning algo-
rithm. Over time, the algorithm should be able to recognize system failures before they
occur, using data of the past. Such a classifier would be useful to our DP application
where potential component failures are important to the operator. Many other appli-
cations of predictive analytics to DP are conceivable, for example, predicting
position-loss based on weather data, or predicting operator’s drowsiness based on
physiological data (see [11] for an example in the automotive domain).

Secondly, Internet of Things [12] can be regarded as having a major impact in the
maritime domain by allowing an unprecedented amount of data to be gathered and
shared on a vessel. Virtually every component of a ship could become an information
processing node in a large network. Applications in the DP domain could be moni-
toring the location of an operator, and disclosing vast amounts of additional infor-
mation sources to the DP system to enable it to function more accurately.

Thirdly, computers are becoming more and more used as personal assistants (e.g.,
Siri1, and google home2), which changes the relation between human and computer
from that of a reactive tool to a more proactive entity (e.g. teammate [13]). As
explained in the remainder of this paper, IOSS should be viewed as a personal assistant.

2.3 Combining Perspectives

The different drivers discussed in the previous sections are summarized in the fol-
lowing table (Table 1).

In this early phase of design, it already becomes apparent that the technological
drivers of IOSS do not straightforwardly match with human factors drivers. For
example, we could expect operator mistrust in a system that is based on predictive
analytics algorithms. This is because the performance of such a system changes over

Table 1. Operational, human factors, and technological drivers

Operational Human factors Technological
Roaming operator Maintaining SA Predictive analytics

Appropriate level of trust Internet of Things (IoT)
Appropriate level of CTL Personal assistants
Context aware interaction

1 http://www.apple.com/ios/siri/.
2 https://madeby.google.com/home/.
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time and is dependent on the amount of training data it has used. We cannot take for
granted that the operator is capable of making proper judgements of the prediction’s
trustworthiness. Another problem could be information overload of the operator,
caused by the massive amount of data made available by the IoT. Also, the use of
mobile devices could lead to smaller graphical interfaces that convey fewer information
than the stationary displays, having a direct effect on situation awareness.

A solution to these problems is proposed in the next Section.

3 Design Specification

Following the sCE methodology, the design specification is described from multiple
perspectives. From a functional perspective, the Human-machine team functions are
specified in terms of high level user requirements. From an interaction design per-
spective, different parts of the design solutions of IOSS are described in terms of design
patterns. From an ontological perspective, the most important concepts and relations
are defined that are used in the knowledge representation of IOSS [14].

3.1 Functional Perspective

Following the sCE methodology [15], the functional design is specified using use cases
(that specify relevant environmental context, i.e. situatedness), core functions (speci-
fying the main functionality of IOSS), and claims (specifying the reason why the
function is required, i.e. design rationale).

An excerpt from envisioned core functions for IOSS is shown in Fig. 2:

The core functions are divided in five parts, each of which will be briefly discussed
below. The requirements for adaptive automation aim to ensure a balanced workload

Adaptive Automation
- IOSS should be adaptable w.r.t. task division and communication style 
- IOSS should adapt its communication style according to user state  
- IOSS should prevent cognitive overload of its user 
- IOSS should behave according to a mixed initiative interaction style 

User interface 
- IOSS should support mobile and stationary UI’s 

Situational Awareness
- IOSS should support prediction of future situations 
- IOSS should support change detection 
- IOSS should support procedure awareness 

Trust calibration
- IOSS should be able to explain itself 
- IOSS should have a recognizable appearance 

Agent architecture
- IOSS should be capable of acting in an open system 
- IOSS should be capable of integrating information from multiple sources

Fig. 2. Excerpt of core functions of IOSS
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which is tailored to the current situation of the user. This impacts the density of
information that is communicated between user and IOSS, and finding a proper balance
is regarded to be a responsibility of both, i.e. mixed initiative interaction. This means
that the user is capable of instructing the computer when and how it wishes to be
notified about which information by making working agreements [16]. The system also
adapts its communication style to match the user’s state (e.g., being brief when the
operator is busy, and being more elaborate when the operator is not that busy). The user
interface requirements state that both mobile and stationary user interfaces are needed
to allow the concept of a roaming operator. The Situation Awareness requirements are
intended to provide the operator with a sufficient level of SA [4]. At their most fine
grained level (not shown in Fig. 2), these requirements specify exactly which infor-
mation must be communicated in which types of situations. However, as stated above,
these are adaptable to the user’s preferences using working agreements. The require-
ments regarding trust calibration aim to prevent distrust by ensuring that the agent is
capable of explaining the outcomes of the predictive analytics algorithms (i.e.,
explainable AI [18]). Because IOSS is used complementary to the DP-system (and its
alarm system), a different trust relation should be built up with the DP system (which
produces alarms that legally require a response [17]), and IOSS which learns over time
and could mistakenly produce wrong predictions. To make it clear to the operator if he
is interacting with IOSS or with the DP system, the IOSS must have a recognizable
appearance. The last set of requirements deals with architectural issues, such as
openness of the system, and access to digital information sources.

3.2 Interaction Design Perspective

Whereas the functional specification describes what IOSS should be capable of, the
interaction design patterns specify how this must be established [19]. For IOSS, we
have specified multiple design patterns. For example, one design pattern describes a
notification (called a smart notification) in which interactive dialogues can take place to
achieve explainability. Unlike an alarm, which contains a brief text statement about a
problem, a smart notification presents the message in layers that can be exposed using a
dialogue. Another design pattern describes how a user can deal with multiple smart
notifications, set irrelevant notifications to inactive, and relevant notification to monitor
mode. A detailed discussion of design patterns for human agent teams is beyond the
scope of this paper. For more information about the specification and implementation
of these design patterns, the reader is referred to [19]. In the following sections, the
implementation in the software prototype is discussed in more detail.

3.3 Ontological Perspective

To realize the adaptable interaction between IOSS and the DPO, ontologies are
required that specify the shared concepts that enable communication. IOSS utilizes
several ontologies at different levels.
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The most basic ontology behind IOSS can be seen in Fig. 3. This ontology defines
several basic concepts, such as what an agent and action are and how these relate to
each other. In addition, this ontology specifies the concept of a policy decision.
A policy is an implementation of a working agreement in the form of “if <condition>
then <create PolicyDecision>”. A PolicyDecision can be about prohibiting or obli-
gating a certain Action for a certain Actor (e.g., that IOSS must initiate a dialogue with
the DPO to communicate a certain piece of information.

Besides the basic ontology discussed above (which is very generic and abstract),
domain specific ontologies are used to represent the knowledge required to create
adequate working agreements. This removes the need for a large generic ontology of
everything that is often difficult to comprehend. An example of a domain specific
ontology is an ontology that defines the incoming sensor-data of the ship. With this, the
user can create working agreements with IOSS that trigger on sensor values. Another
ontology used by IOSS is the ontology of interactions (or smart notifications) that is
used to describe the different ways in which the DPO can be informed.

4 Software Implementation

To implement the system described above, we have chosen to abandon the paradigm of
alarm-based control systems for DP, in favor of the agent based paradigm [20]. An
agent functions as a standalone component which monitors the user and provides
assistance based on the current context. Instead of sending only factual information to
its user, the agent has the capability of participating in a meaningful dialogue, express
judgements, provide advice, or discuss remarkable situations. The agent may even be
mistaken at times, just like humans. This is why it is important that the operator is
allowed to develop accurate levels of trust in the agent. To facilitate this, the agent has a
recognizable appearance, a so-called avatar.

For the IOSS, we designed an agent-based system architecture that allows multiple
technologies to be combined. As shown in Fig. 4, we distinguish between three
components within the social-technical system: the DP operator, the agent (IOSS) that
supports the user, and the shared environment that contains digital information that can
be accessed by both the operator and the agent.

Fig. 3. One of the basic ontologies behind IOSS
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The DP system remains unchanged and becomes part of the shared environment. In
this way, all legacy systems are kept intact and IOSS is built on top as a layer of
additional functionality. Other parts of the environment are the IoT (e.g., containing
location tracking sensors) and a policy engine. As argued by Bunch et al. [21], a policy
engine can be used to specify notification rules that allow users to adapt when and how
the user is notified. We follow a similar approach and specify policies in the Drools
expert system language3. An example of a policy in our case is:

If wind speed is greater than 6 bft and the operator is roaming
then IOSS must suggest to the operator to come back to stationary
position

An important feature of our policy engine is that these rules are understandable for
non-programming experts, which allows them to adapt these rules to their liking.

4.1 Demonstrator

With the monitoring ability of IOSS, mobile devices, proximity sensors, and notifying
devices we demonstrated that the concept of a roaming operator is feasible4.

The agent, called IOSS, is the smart component that combines machine learning,
IoT, and intelligent interfaces (as discussed in the previous section). We are currently
developing the machine learning components with which it is possible to predict alarms
in an early stage. That is to say, to learn to detect events, circumstances and weak
signals which in the past have led to problems. With early detection on the basis of

Fig. 4. Architectural overview of the human agent team.

3 https://www.drools.org/.
4 Human Enhancement by Maritime Adaptive Automation, TNO, https://youtu.be/MH0Vj-rChrM.
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weak signals and data analytics, we hope to achieve that the window in which a
problem is detected and solved can be enlarged and that the attention of the operator is
aroused and is ‘drawn’ into the loop.

The IoT technology is used to locate the position of the operator on board of the
vessel. For example, to determine whether the operator is sitting in front of the DP
workstation or is roaming. If the DPO is roaming, what is the distance to the work-
station, and what is the estimated ‘return time’ of the operator? This is important input
for the intelligent interface which must decide if the interaction should take place on the
operators’ mobile device (a tablet or smartwatch), or on the stationary interface.
Figure 5 depicts a screenshot of the interface where the agent (shown by the avatar in
the lower left corner) engages in dialogue with its user.

The next figure (Fig. 6) shows the use of IOSS in the stationary condition (the left
screen), where the operator uses IOSS in combination with traditional DP interfaces
(the two large screens on the right).

In stable conditions, the operator can be roaming and do other things. A photo of
the roaming condition is provided below (Fig. 7).

Fig. 5. Screenshot of IOSS

Fig. 6. IOSS in stationary condition
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In the roaming condition, IOSS can advise the operator to return to stationary
position, i.e. the bridge. If the operator is not looking at his screen (because he is busy
doing other things), IOSS will notify the operator using a tactile signal on the
smartwatch.

5 Conclusion

This paper proposes an intelligent operator support system (IOSS) for dynamic posi-
tioning systems. The IOSS functions at a high level of autonomy allowing the operator
to be roaming in stable conditions. IOSS is aware of its limitations, and calls back the
operator to stationary position in more demanding conditions. We have developed a
first design specification and prototype and dealt with a number of (conflicting)
operational, technological, and human factors demands. When designing a highly
autonomous system such as IOSS, the classical risk of automation paradox (i.e. that the
system’s disadvantages overshadow its advantages) is very relevant. This paper pro-
poses an agent-based approach that not only considers the problem-solving technology
itself (e.g. predictive analytics), but also considers the technology that is required to
team up with humans to avoid the automation paradox (e.g. personal assistants
technology such as smart notifications, working agreements; IoT technology such as
location tracking, multiple mobile devices). This paper demonstrates the possibility to
combine these components in a meaningful way as a start to develop an IOSS that acts
as a true teammate of DPO’s.

Because the design of these different components is highly interdependent, much
work remains to be done to evaluate and refine the working of IOSS. We are currently
performing tests in a controlled end user environment allowing us to refine the system.
Ultimately, these tests should prove that DP operations can be performed as safe with a
roaming operator and IOSS as they can using a stationary operator.

Fig. 7. Using IOSS in mobile condition
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Abstract. Investigating the knowledge, perceptions, as well as attitudes of the
public concerning various aspects of environmental issues is of great importance
in promoting sustainable development. An integrated understanding of the role
of the effective use of renewable resources can provide proper support for the
planning of the construction of new installations. In this sense, human factors
and knowledge play an important role in conceptual models in the field of the
effective use of renewable energy. This work is focused on the effective use of
geothermal water and renewable energy for the future needs of modern sus-
tainable, effective management of the geothermal water resources. The research
field includes key new areas of study: an improvement in the management of
geothermal and freshwater resources through the use of residual geothermal
water and the development of the comprehensive utilization of water in agri-
culture, balneotherapy, and the tourist and leisure sectors.

Keywords: Sustainable energy � Human factors � Renewable resources �
Geothermal water

1 Introduction

Damage to the ecosystems that support our existence is particularly troubling amidst
the growing concern about climate change, loss of biodiversity, changes in worldwide
biogeochemical cycles, land transformation, and potential decline in non-renewable
energy resources on which we depend [1–3]. Tatcher and Yeow [3] showed that these
interdisciplinary problems are complex and interconnected (Table 1). Also Dul et al.
[4] noted that the human factor mainly takes a systems approach. We need to under-
stand what is meant by a sustainable system. Wilson [5] commented that a system is an
organised whole with interacting components contained within the boundaries of the
whole. Looking at it from a different angle, Costanza and Patten [6] found a dictionary
definition of a sustainable system which is quite straightforward, suggesting that it is
simply a system that can persist indefinitely. However, this definition does not address
the questions of which sustainable system needs to be considered and what time frame
is considered sustainable from the point of view of the human factor. So, we can only
believe that we are now at a point where we can start to demonstrate the practical
applications of the human factor for a sustainable future.
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The best solution for reaching sustainable (harmonious) socio-economic develop-
ment on the regional level is to diversify regional specialisation by using innovations
and modern technologies based on endogenous resources. The efficient and sustainable
management of natural resources, primarily energy resources, and increasing the share
of renewable sources of energy are both goals of European Union Member States in the
era of the fight against global warming. These objectives, especially economic ones,
should undoubtedly be harmonised with environmental protection [7]. In this context,
one important challenge is to explore and identify the opportunities for using renewable
energy. Depending on local conditions, considerations are directed towards the use of

Table 1. Ecological consequences of human activity (after [3]).

Ecological
consequences

Human activity causes Impacts

Climate change Greenhouse gas accumulation (i.e.
CO2, methane, etc.); aerosols

Change in rainfall patterns;
desertification; excessive
temperatures; severe weather
systems; changes in disease
distributions (e.g. malaria)

Loss of
biodiversity

Alien invasion; monocultures
through farming, agriculture, and
industry; climate change

Species extinction; loss of
potential medicines; loss of
ecosystems; loss of resilience and
adaptability of ecosystems; loss of
bio-services

Biogeochemical
disruptions

Disruptions to the carbon cycle;
disruptions to the nitrogen cycle;
freshwater pollution; drawing on
ancient aquifers; increased
concentrations of heavy metals,
polychlorinated biphenyls
(PCB’s), and volatile organic
compounds (VOCs)

Increased carbon in the
atmosphere; acid rain; ocean
acidification; freshwater pollution;
respiratory problems; ozone
depletion

Land
transformation

Monocultures through farming,
agriculture, and industry;
urbanisation and built
environments

Reduction in biomass through
deforestation for agriculture,
building materials and fuels;
destruction of wetlands;
overgrazing; ineffective nutrient
circulation; freshwater scarcity;
issues of sanitation; disruptions to
the nitrogen cycle

Non-renewable
energy resources

Peak and decline of energy
resources; inefficient use of
energy; inefficient transportation
networks

Greenhouse gas accumulation;
climate change; concentrations of
nuclear waste

Population
pressures

Over-population; land
transformation

Social conflict; poor water quality;
famine; lack of adequate
sanitation; poverty; cultural
intolerance
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solar energy, wind or geothermal energy. Each project always has an individual
character. Investigating the knowledge, perceptions, as well as attitudes of the public
concerning various aspects of environmental issues is of great importance to promoting
sustainable development. An integrated understanding of the role of the effective use of
renewable resources can properly support the planning of the construction of new
installations. In this sense, human factors and knowledge play an important role in
conceptual models in the field of effective usage of renewable energy.

Geothermal energy is used for power generation, space heating/cooling, buildings,
soil and water (including water for aquaculture), the drying of crops and grain, and the
heating of greenhouses. The use of geothermal energy, which is a constant heat source
available 24 hour a day, 365 days a year, is often underestimated.

At the end of 2014, the total installed worldwide capacity from geothermal power
plants reached 12,635 MWe, which corresponds to a worldwide production of 73,549
GWh of electricity per year [8]. The installed capacity on individual continents, as well
as in individual countries, varies greatly (Fig. 1). A definite leader is the United States
of America (USA). The present gross installed capacity for electricity is 3,450 MWe
with 2,542 MWe net (running), producing approximately 16,600 GWh per year.
Geothermal electric power plants are located in California, Nevada, Utah and Hawaii
with recent installations in Alaska, Idaho, New Mexico, Oregon, and Wyoming [8].

In addition to power generation, the main uses of geothermal waters in the world
are space heating, district heating, spas, balneology, aquaculture and greenhouse
heating [9]. Direct utilisation of geothermal energy in a total of 82 countries is an
increase from the 78 reported in 2010, 72 reported in 2005, 58 reported in 2000, and 28
reported in 1995. An estimate of the installed thermal power for direct utilisation of
geothermal energy at the end of 2014 is 70,329 MWt, almost a 45% increase over the
2010 data, growing at a compound rate of 7.7% annually with a capacity factor of
0.265. The thermal energy used is 587,786 TJ/yr (163,287 GWh/yr), about a 38.7%
increase over 2010, growing at a compound rate of 6.8% annually [9].

Fig. 1. Installed capacity in 2015 worldwide [12.6 GWe] (after [8]).
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There are a lot of examples of this type of system around the world and of different
technologies used [9–11], depending on the temperature of the geothermal resources.
Also some methods of analysis of the main advantages and disadvantages of the
systems are presented in the literature. But, in many cases, apart from the technological,
and also legal and financial elements, the human factor plays a crucial role in the field
of promotion, multivariate optimisation, and comprehensive utilisation of the resource
potential [12].

This work is focused on the effective use of geothermal water and renewable energy
for future needs in modern sustainable and effective management of geothermal water
resources. The main objective of the proposed solution is to determine the potential for
the cascade use of geothermal resources, and also the direct coupling of the use of
geothermal energy with desalination processes. The key issue in the research is the
presentation of the human factors in planning sustainable energy and water manage-
ment. The research field includes key new areas of study: an improvement in the
management of geothermal and freshwater resources through the use of residual
geothermal water and the development of the comprehensive utilisation of water in
agriculture, balneotherapy, and the tourist and leisure sectors.

2 Cascade Systems for the Direct Utilisation of Geothermal
Heat

Sustainable and efficient management of geothermal energy should be focused on the
comprehensive utilisation of resources obtained and extracted from the reservoir.
Designs promoting energy efficiency should be targeted to achieve the highest possible
Δt (t1–t2), the difference between the outflow water temperature (t1) and temperature of
the cooled geothermal water (t2). In many cases a cascade system for using geothermal
energy is the best solution for its effective utilisation. Space heating requires temper-
atures in the range 50–100 °C, with 40 °C useful in some marginal cases and
ground-source heat pumps extending the range down to 5 °C. Cooling and industrial
processing normally require temperatures over 100 °C [11, 13]. Agricultural and
aquacultural uses require the lowest temperatures, with values from 25 to 90 °C.

Agricultural and agro-industrial uses form a very important part of geothermal
energy applications [14]. Popovski [15] identified four types of direct application of
geothermal energy in agriculture: (1) greenhouse heating; (2) aquaculture (fish farming
and algae production); (3) agro-industrial processes; (4) soil heating (of open-field plant
root systems). Geothermal waters were first used in greenhouse heating in Iceland in
the 1920s [16]. In Greece, the use of geothermal waters for greenhouse heating started
in the early 1980s [17] and in the cultivation of Spirulina in the late 1990s. In the region
of Klamath Falls (Oregon, USA) a system with a temperature of 27 °C to 93 °C makes
use of a cascade for agriculture and aquaculture. The main well is used for greenhouse
heating at 93 °C. The use of geothermal energy for heating and agriculture in a cascade
has also been carried out in the Mineral and Energy Economy Research Institute of the
Polish Academy of Sciences (PAS MEERI) in Bańska Niżna [18]. The first geothermal
plant in Poland was constructed and put into operation in the Podhale Basin in southern
Poland. The cascaded heat supply included five stages of heat distribution based upon a
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secondary circulation loop. The first step provides hot water for district heating for
apartments and buildings and hot water for domestic use (85–65 °C). After the first
thermal utilisation, the water had a temperature of 60–65 °C, which was enough for a
timber drying building. The next steps included a parapet greenhouse (45 °C), a fish
farm for thermophilus fish (35 °C) and the final step provided ground heating (30 °C)
for polytunnels [18] (Fig. 2). This arrangement permits studies to be carried out on the
multidirectional development of geothermal energy.

The use of geothermal energy in cascade systems, however, requires the integration
of activities and the involvement of interdisciplinary teams of people. In industrial-
scale solutions, each element of the cascade is a separate element of economic activity
that, in certain circumstances, requires implementation in close proximity. So, the
human factor is the issue of the integration and co-operation of designers in the fields of
geology, hydrogeology, energy engineers and potential businessmen - investors
interested in the recovery of geothermal energy in new recreational facilities, agri-
culture, aquaculture and other fields. Local environmental values, as well as the supply
and demand for manufactured products, play an important role. Geothermal energy
management in cascading systems is therefore a complex system of environmental and
economic interactions. Sustainable energy use requires sustainable investment plan-
ning, potential business partnerships, and cooperation to enable all stakeholders to
achieve their goals. According to Szymańska and Chodkowska-Miszczuk [19] the
development of renewable energy is based on the dissemination of innovations.

It is thus assumed that the initiators of renewable energy development are of
working age. Human capital (age, education) contains stimuli for innovation. The
young, better educated and mobile are often open-minded and creative and become
leaders who introduce innovations [19].

Fig. 2. The cascade system for the utilisation of geothermal energy in PAS MEERI in Poland.
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3 Cascade Systems for the Direct Utilisation of Geothermal
Water

Electricity production with heat recovery for space heating is well known where there
are high enthalpy sources of geothermal energy, with examples from Iceland, USA,
Italy, and other countries. But following the initial use of the geothermal steam and
water, its secondary use is, in effect, making use of resources which should be used in a
balanced manner. The most popular spa in Iceland, the Blue Lagoon, uses the same
geothermal water that is exploited for the Svartsengi Power Station (Fig. 3). The
electric power station, next to Reykjavik, was the world’s first geothermal power plant
for electric power generation and hot water production for district heating [20]. Apart
from the direct method of electricity production, a binary system based on the Organic
Rankine Cicle (ORC) is here exploited to promote the use of clean energy. The total
generating capacity of the plant is 46.4 MWe and 200 MWth (2700TJ/year) in the form
of hot water for the district heating [21]. Water rich in minerals like silica and sulphur is
used in one of Iceland’s popular bathing resorts, the Blue Lagoon (landscape: a per-
meable lava field) which is the most visited attraction in the country.

For low-enthalpy geothermal resources, the warm water can first be run through a
space heating installation and then cascaded to swimming pools, greenhouses and/or
for heating aquaculture ponds. This type of project maximises the use of the resource as
well as improving the economics, geothermal resource management and sustainability.
Key factors that determine the conditions in which geothermal waters are used, the
amount of energy obtained and the manner in which cooled water is utilised include the
water salinity and the presence of specific minerals. The geothermal waters present in
the geological structures are fresh waters and waters with low mineral content as well
as brines with mineral contents exceeding 100 g/L [22, 23]. In consequence, the

Fig. 3. Svartsengi power plant flow diagram (after [21]).
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salinity of geothermal waters varies widely. Elevated salinity levels and the presence of
microelements such as boron, barium, strontium, fluorides, bromides and heavy metals
[24] may often lead to difficulties related to the utilization of spent waters. Low mineral
content and fresh geothermal waters are mostly made available for heating and leisure
purposes. So, depending on the mineralisation of geothermal waters, the cascade
system can also include balneotherapeutic and leisure purposes, not only in the field of
energy use for heating pools but especially in relation to water utilisation. One should
note that people have been using geothermal baths to stay healthy and feel good for
thousands of years. This is why balneology, i.e. using natural spring geothermal water
for medicinal purposes, has a very long history [25]. Ancient Greeks, Turks and
Romans were known for developing bathing facilities practically everywhere where
they went with their conquests. Baths were taken from Persia to present-day England
[25]. The 21st century has brought a new approach to “travelling for health” and to
treatment itself. Economic development and the related rise in the standard of living
have changed people’s attitude to their appearance, fitness and state of mind [25].
Nowadays, classic health resorts using balneological therapy have to satisfy the
expectations of more and more demanding customers. The geothermal health resort is
classically located in places where medical mineral water, especially natural hot water,
medical peloids and natural gases, are used for bathing, drinking, inhalations, water
jets, jacuzzi, body masks, etc. Balneotherapy, hydrotherapy and climatotherapy are the
main (and basic) elements of healing in these resorts [25, 26].

The therapeutic value of geothermal waters is determined by their temperature,
variety of dissolved ions, gases and trace elements. In Poland, groundwater which is not
contaminated and containing natural variations in physicochemical parameters and at
least one specific pharmaco-dynamic factor such as 2 mg F−/L, 1 mg I−/L, 1 mg S(II)/L,
70 mg H2SiO3/L, 10 mg Fe(II)/L, 74 Bq of radon/L, 250–1000 mg free CO2/L and/or
has a temperature above 20 °C is then considered as therapeutic water [27]. Moreover,
whole mineral water (mineralization more than 1 g/L) can be medicinal water, regardless
of whether it contains specifically mentioned components. Based on temperature, bal-
neologists classify therapeutic waters as: cold (<20 °C), hypothermal (20 < 30 °C),
thermal (30 < 40 °C) and hyperthermal (>40 °C). The use of geothermal waters for
medicinal purposes in European countries is enhanced by health resorts employing
qualified medical staff cooperating with hospitals, university hospitals and research
institutes. This certainly raises the prestige of health resorts. At the same time, limiting
the financial resources allocated for health resort treatment (provided by the national
health care systems of specific countries) reduces interest in such treatment [25].

4 Geothermal Waters as a Source of Freshwater

Geothermal systems not only provide a valuable renewable energy, but can also be
considered as the source and solution for fresh water production. Water is the basis of
life and culture. Nowadays, when a common problem in the world is a shortage of
drinking water, research plays a very important role in the better utilisation of
geothermal water and its wastes. First of all, geothermal water can be an energy source
but after treatment processes can then be used as a source of drinking water and/or for
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the public water supply. Crucially, the implementation of such solutions on an
industrial scale would reduce the negative impact of the discharge of saline waste
geothermal water to streams. Waste recycled in this way could be reused, which is very
important, especially in areas with problems of a lack of water or water deficit. The
most important application of research is the recycling of waste geothermal water and
profiting from them due to the specific micro- and macroelement content, good quality,
and lack of salinity components. Waters with a mineralisation below 1,000 mg/L
normally meet the requirements for drinking, potable, and sanitary water. High quality
geothermal waters are exploited as an energy and fresh water source in Mszczonów
(central Poland). Water with a low mineral content (ca. 0.5 g/L) and with an intake
temperature of 42 °C has been extracted since 2000 from the Mszczonów IG-1 well
(Lower Cretaceous horizon composed of sandstones interbedded with mudstone and
claystone). These are high-quality Cl-HCO3-Na-Ca waters that are fed into the
municipal water supply network as drinking water following cooling and simple
treatment [22]. A similar method of utilising of geothermal waters is envisaged in
Poddębice (central Poland) where geothermal water exhibits a mineralization of ca.
0.4 g/L at the intake. There are also some examples of using geothermal water as a
drinking source in other European countries. Borovic and Markovic [28] present an
analysis of the total geothermal water resource in Croatia, in which five natural springs
and one deep borehole are directly exploited as sanitary water (e.g. in Stubičke toplice),
one natural spring and one deep borehole are used for the public water supply and one
borehole is used for table water. Geothermal water is also bottled as table and mineral
water.

Gude [11] suggests that in many cases the cascade system of geothermal energy use
can include desalination plants. Figure 4 presents an example of a design for an
integrated configuration to produce power, followed by desalination using both thermal
and membrane processes, then for applications in food processing, refrigeration plants
and district heating or cooling systems, space heating of buildings, greenhouses and
soil heating, industrial process heat, agricultural drying, and fish farming. One of the
first proposals for the treatment of geothermal water for the purpose of producing
potable water was presented by Houcine et al. [29]. The brackish geothermal
groundwater (2.8 g/L, 30 °C) of the Chott EI-Fejij (70 km from the city of Gabes,
Tunisia) was used to feed the reverse osmosis desalination plant in the city of Gabes at
a flow rate of 2,000 m3/h. The authors explain the advantage of the productivity of RO
membranes (water flux) with increasing temperature of geothermal feed water, as long
as the temperature tolerance of the membrane is respected. The viscosity of water
decreases with increasing water temperature and in consequence membrane produc-
tivity increases about 2–3% per 1 °C. This is an important fact because really small
water resources occur in African countries where more than 70% of the population does
not have access to potable water [30]. The results of a study using an electrical
resistivity model aimed at investigating the potential of geothermal and groundwater
aquifers in the Mayo Kani area (Cameroon) to contribute to the improvement of the
living conditions of the population have been presented by Kana et al. [30]. The
presence of two potential low enthalpy geothermal reservoirs, which can also be used
as a potable water source, have been discovered at Djangal and Moundjou. In Eburru
(Kenya), the cascade utilisation of geothermal water proposed includes the much

Sustainable Energy: Human Factors in Geothermal Water Resource Management 67



needed potable water. Mburu [31] suggests that this will be used as a demonstration
centre for the utilisation of geothermal energy as well as a source of income to the local
community. Countries which have good geothermal conditions are ideal candidates for
producing fresh water from brackish water [32].

Given the increasing deficit of freshwater worldwide, opportunities should be
considered for desalinating and treating geothermal waters for drinking and household
purposes. Nowadays, in countries with warm climates, cooled and treated geothermal
water is mainly used for the irrigation of agricultural crops [33, 34]. Pilot studies have
been carried out in Poland relating to the evaluation of the possibilities of using
selected membrane techniques for desalinating geothermal waters [35]. The results of
investigations have demonstrated that, after treatment, spent geothermal water may
provide an alternative resource leading to the decentralisation of the supply of water for
drinking and household purposes. It has been demonstrated that the use of a hybrid
system based on iron removal, ultrafiltration, and reverse osmosis with BWRO
membranes enables water (permeate) of high quality to be obtained. Taking into
account the low pressure of 1.1 MPa used at the reverse osmosis stage, an efficient and

Fig. 4. Integrated configurations for geothermal energy sources – polygeneration for multiple
benefits (after [11]).
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stable desalination process was achieved for geothermal waters with a mineralisation of
up to 7 g/L. with relatively high retention factors [35, 36]. The results of the quality
tests conducted for the treated geothermal waters with respect to the requirements for
water intended for human consumption have demonstrated the compliance with these
requirements in terms of physical and chemical, microbiological and radiological
indicators. In this context, the extraction of geothermal energy and the efficient and
rational management of spent water may result in a number of benefits – not only in
terms of energy and economy, but of social impact as well [22]. A very important
aspect when undertaking such measures is the sustainable management of natural
resources and respecting all elements of the natural environment at every stage of
business activity.

5 Conclusions

In order to meet future energy policy targets, effective energy systems based on
geothermal water need to use more environmentally friendly management. However,
the successful and widespread implementation of the proposed use of geothermal
energy in a cascade has been presented as a new approach - geothermal water as an
important source for fresh water production. The examples presented provide guide-
lines for the engineering community and stakeholders at decision-level regarding an
acceptable design from a user’s perspective and the relevance of the technical char-
acteristics such as the security of the energy source and at the same time the heat source
for spa use, balneology, aquaculture and greenhouse heating, and fresh water supply.

It must be emphasised that the most crucial factor in determining sustainable
geothermal water management is the human capital. In this sense, the human factor is
the issue of the integration and co-operation of designers in the fields of geology,
hydrogeology, energy engineers and potential businessmen - investors interested in the
recovery of geothermal energy in new recreational facilities, agriculture, aquaculture
and other fields. Geothermal energy and the management of geothermal water in
cascade systems is therefore a complex system of environmental and economic inter-
actions. Sustainable energy use requires sustainable investment planning, potential
business partnerships, and cooperation to enable all the stakeholders to achieve their
goals.
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Abstract. This study aims to develop an autonomous algorithm to control the
safety systems of nuclear power plant (NPP) by using the deep learning that is
one of machine learning methods. The autonomous algorithm has two main
goals. First, it achieves a high level of automation for nine safety functions of
NPP. Second, the algorithm controls the nine safety functions in an integrated
way. The function-based hierarchical framework is suggested to represent the
multi-level structure that models NPP safety systems with the levels of goal,
function and system. The function-based hierarchical framework is used to
model the NPP for the application of the multi-system deep learning network.
Multi-system deep learning network is applied to develop the algorithm for
autonomous control. This approach enables the systematic analysis of power
plant system and development of the database for the deep learning network.

Keywords: Systems engineering � Deep-learning � Autonomous algorithm

1 Introduction

With the help of artificial intelligence, the autonomous control is being applied to many
industries, e.g., power system [1], autonomous ground vehicles (AGV) [2, 3], auton-
omous underwater vehicles [4] and robotics [5]. The AlphaGo and the google car are
the representative examples. The AlphaGo has a go ability equivalent to a professional
human Go player through the deep learning algorithm [6]. The google car is aiming at
the autonomous operation system without a driver.

Control systems with high degrees of autonomy have power and ability for self-
governance in the performance of control functions. To achieve significantly higher
degrees of autonomy, the controller must be able to perform a number of functions as
well as the conventional control functions such as tracking and regulation [7].

Nuclear power plants (NPPs) are an industrial area where automatic (but not
autonomous) control plays an important role in the safety and operation. The
automation is applied due to many different reasons such as regulatory requirements,
improvement of efficient, reduction of human errors, and harsh environmental condi-
tion. Especially, safety functions are those that are performed by the automatic control
system. Goals of safety functions are shutting down the reactor, removing the heat and
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preventing radiation release. There are some reasons for the automation of safety
functions in NPPs as follows:

– Regulation requires automatic actuation of safety functions.
– Those functions require high reliability, accuracy, and speed for which the auto-

matic system is known to be better than human operators.

This application of automation is even more highlighted in a current trend of
nuclear industry, which is the development of small modular reactors (SMRs).
An SMR has advantages of safety, convenient construction and plant operation com-
pared to large nuclear power plants [8]. SMRs are to be constructed in the area where
peoples are difficult to access (e.g. space, island, desert, polar regions). Therefore,
SMRs require the high level of automation that is the self-operation or autonomous
operation. Some studies have already been conducted to increase the automation level
of NPPs to the autonomous control [9, 10].

However, the level of automation for the safety functions of current NPPs does not
reach the autonomous control, because the intervention by operators is important in a
large portion of control. For instance, although the actuation of systems is automated,
maneuvering, reset, and termination still need to be performed by operators. In addi-
tion, the functions are operating independently, not interrelated functionally, even if
they have a common goal, i.e., the safety of NPPs.

This study aims to develop an autonomous algorithm to control the safety systems
of NPP by using the deep learning network that is one of the machine learning method.
The autonomous algorithm has two main goals. First, it achieves a high level of
automation for nine safety functions of NPP. Individual safety functions can be
operated without any intervention of operators unless the autonomous control is
abnormal in itself. Second, the algorithm controls the nine safety functions in an
integrated way. It monitors/initiates/adjusts/terminates the functions interactively to
achieve the goal of safety. This study suggests a conceptual design for the autonomous
control in achieving the safety in NPPs. Section 2 shows the hierarchical framework
and process used for analysis to complex systems of NPPs. In addition, it introduces a
structure of the multi-system deep learning network. Section 3 presents the
multi-system deep learning network and the hierarchical framework for the safety
system in a NPP.

2 Approach

Function-based hierarchical framework for modeling systems and concept of
multi-system deep learning network have been applied to autonomous algorithm design
of NPP safety systems. The hierarchical framework was suggested to analyze complex
systems of a NPP. The framework is used to model the NPP for the application of the
deep learning network. Multi-system deep learning network is applied to develop the
algorithm for autonomously controlling non-linear parameters of a NPP.
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2.1 Function-Based Hierarchical Framework

This study suggested a function-based hierarchical framework to analyze a complex
structure of NPP safety systems. The framework is the multi-level structure that models
NPP safety systems with the hierarchical levels of goal, function and system, as shown
in Fig. 1.

The function-based hierarchical framework consists of three parts: structure, pro-
cedure and database form. The structure of function-based hierarchical framework aims
at representing the hierarchical relation of goal-function-system for achieving the safety
of NPPs. Goal level means the ultimate goal, i.e., safety of NPP. Function level
represents the functions that should be satisfied to reach the goal. The function includes
reactivity control, heat removal, and pressure/temperature control in NPPs. System
level represents systems that the NPP implements to satisfy functions. The structure of
framework can provide an understanding of the overall system.

The procedure is a sequential process for transforming the information of structure
on the safety goals, functions, and systems to the database. The process consists of nine
steps. The description of each step is presented in Table 1.

The database includes the information on the structure of safety goals, functions,
and systems as shown in Fig. 2. This database is used for modeling the NPP in
applying the deep learning network, providing the input/output of each system network
in multi-system network. The database includes goal, function, system, function
redundancy of system, component of system and required values (input, output) of
system. The analyzed information defines goal, function, and system corresponding to
each level of structure and considers the functional redundancy of the system. Func-
tional redundancy means that a system can be used for more than one function.

Database form Structure of frameworkProcedure

Goal se ng

Define func on

Start func on
analysis

Define system Start system
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Analyze System 
input/output

value
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Next
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func on
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Next

func on
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Next
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End procedure
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Fig. 1. Function-based hierarchical framework
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2.2 Multi-system Deep Learning Network

The multi-system deep learning network is applied to develop the algorithm for
autonomous control. Deep learning network, which is a type of machine learning,
requires careful engineering and considerable domain expertise to design a feature [11].
Deep learning networks are defined as the input/output values of the system analyzed in
the function-based hierarchical framework.

A multi-system network integrates multiple deep learning networks modeling
systems, based on the multi-modal deep learning [12]. It presents an integrated control
structure for NPPs safety systems. The function and systems for the function organize a
multi-system as based on the information analyzed in the function-based hierarchical

Table 1. Procedure of nine steps

Step number Content

(1) Goal setting
(2) Define function
(3) Start function analysis
(4) Define system
(5) Start system analysis
(6) Analyze system input/output value
(7) Check remaining system
(8) Check remaining function
(9) End procedure

Goal Func on System ComponentFunc on 
redundancy

Func on 1Goal System 1 Valve 1, Pump 1Func on 1, Func on 2

Func on 1Goal System 2 Valve 2x

Input

System 1 input
Output

System 1 output
System 2 input

System 2 output

Goal Level

Func on Level

System Level

Goal

Func on 1 Func on 2

System 1 System 2

Valve 2

Input Output

Pump 1

Input Output

Valve 1

Input Output

Func on 2Goal System 1 Valve 1, Pump 1Func on 1, Func on 2
System 1 input

System 1 output

Fig. 2. Database form of function-based hierarchical framework
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framework. Individual networks are trained using deep learning network in advance.
Figure 3 is structure of multi-system deep learning network.

3 Modeling NPP Safety Systems for Multi-system Deep
Learning Network

This section models NPP safety systems as a result of constructing the database of the
function-based hierarchical framework and the structure of multi-system deep learning
network. The structure of goal-function-system for the NPP safety is shown in Fig. 4.

The ultimate goal of hierarchical framework is the NPP safety. The NPP safety
aims at preventing core damage and release of radiation the public [13]. In order to
achieve the goal, nine safety functions are generally implemented in NPPs. Table 2
shows the nine safety functions and purpose of functions.
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3.1 Reactivity Control

The purpose of Reactivity control is to shut reactor down to reduce heat production. It
consist of Plant Protection System (PPS), Digital Control Rods System (DCRS), Safety
Injection System (SIS) and Chemical and Volume Control System (CVCS). Table 3
shows the database to define the modeling elements about Reactivity Control. The
number of system redundancy indicates the number of safety function in Table 2.

3.2 Reactor Coolant System (RCS) Inventory Control

The purpose of RCS Inventory Control is to maintain a coolant of reactor coolant
system. It consist of systems as Safety Injection System (SIS) and Chemical and

Table 2. Safety functions and purpose of functions

Number Safety function Purpose of functions

(1) Reactivity control Shut reactor down to reduce heat production
(2) Reactor coolant system

inventory control
Maintain a coolant of reactor coolant system

(3) Reactor coolant system
pressure control

Maintain a coolant pressure of reactor coolant
system

(4) Containment environment Keep from damaging containment
(5) Containment isolation Close opening in containment
(6) Maintenance of vital

auxiliaries
Maintain operability of systems needed to
support safety systems

(7) Core heat removal Transfer heat from core to a coolant
(8) Radiation emission Control radioactivity to protect public
(9) Reactor coolant system heat

removal
Transfer heat out of coolant system medium

Table 3. Reactivity control

Goal Function System System
redundancy

System
component

System input System output

Prevent
of core
damage

(1)
reactivity
control

PPS x CEDM Power, flow,
temperature,
pressure

Reactor trip signal

DCRS x CEDM Temperature,
neutron flux,
power

Rod control signal

SIS (1), (2),
(3), (7)

SI pump, SI tank,
SI valve

RCS pressure,
RCS level,
RCS
temperature

Safety injection
signal

CVCS
(boration)

x Boric acid tank,
makeup pump,
makeup flow
valve

Boron
concentration

Make up flow valve
control signal, Boric
acid pump signal
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Volume Control System (CVCS) charging and letdown. Table 4 shows the database to
define the modeling elements about RCS Inventory Control.

3.3 Reactor Coolant System (RCS) Pressure Control

The purpose of RCS Pressure Control is to maintain a coolant pressure of reactor
coolant system. It consist of systems as Safety Injection System (SIS), Chemical and
Volume Control System (CVCS) charging and letdown, Safety Depressurization and
Vent System (SDVS), Reactor Coolant Gas Venting System (RCGVS), RCS Sec-
ondary Heat Removal System (SHRS) and Pressurizer Pressure Control System
(PPCS). Table 5 shows the database to define the modeling elements about RCS
Pressure Control.

Table 4. Reactor coolant system inventory control

Goal Function System System
redundancy

System component System input System
output

Prevent
of core
damage

(2) RCS
inventory
control

SIS (1), (2),
(3), (7)

SI pump, SI tank,
SI valve

RCS
pressure,
RCS level,
RCS
temperature

Safety
injection
signal

CVCS
(charging
and
letdown)

(2), (3) Charging flow
control valves,
letdown orifice
isolation valves

RCS
pressure,
RCS level

Valve
state
signal

Table 5. Reactor coolant system pressure control

Goal Function System System
redundancy

System component System input System
output

Prevent
of core
damage

(3) RCS
pressure
control

SIS (1), (2),
(3), (7)

SI pump, SI tank, SI
valve

RCS pressure,
RCS level, RCS
temperature

Safety
injection
signal

CVCS
(charging
and
letdown)

(2), (3) Charging flow control
valves, letdown orifice
isolation valves

RCS pressure,
RCS level

Valve state
signal

SDVS (3), (9) POSRV RCS pressure Valve state
signal

RCGVS x RCGV Valves RCS pressure Valve state
signal

SHRS x MSSV, ADVS Steam generator
pressure and
level

Valve state
signal

PPCS x PZR spray isolation
valve, PZR spray valves,
Pressurizer heaters

PZR pressure
and temperature

Valve state
signal,
heater
signal
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3.4 Containment Environment

The purpose of Containment Environment is to keep from damaging containment. It
consist of systems as Containment Spray System (CCS), Containment Fan Cooling
System (CFCS), Hydrogen Mitigation System (HMS) and Containment Hydrogen
Purge System (CHPS). Table 6 shows the database to define the modeling elements
about Containment Environment.

3.5 Containment Environment

The purpose of Containment Environment is to keep from damaging containment. It
consist of systems as Containment Spray System (CCS), Containment Fan Cooling
System (CFCS), Hydrogen Mitigation System (HMS) and Containment Hydrogen
Purge System (CHPS). Table 6 shows the database to define the modeling elements
about Containment Environment.

3.6 Containment Isolation

The purpose of Containment Isolation is to close opening in containment. It consist of
systems as. Table 7 shows the database to define the modeling elements about
Containment Isolation.

Table 6. Containment environment

Goal Function System System
redundancy

System
component

System input System
output

Prevent of
core damage

(4)
containment
environment

CCS x Containment
spray

Containment pressure
and temperature

Spray state
signal

CFCS x Fan cooler Containment pressure
and temperature

Fan state
signal

HMS x Hydrogen
ignitors

Hydrogen
concentration

Ignitors
state signal

CHPS x Hydrogen
purge

Hydrogen
concentration

Purge state
signal

Table 7. Containment Isolation

Goal Function System System
redundancy

System
component

System
input

System
output

Prevent of
core damage

(5)
containment
isolation

CIS x Containment
isolation valve

Leakage
rate

Valve
state
signal
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3.7 Maintenance of Vital Auxiliaries

The purpose of Maintenance of Vital Auxiliaries is to maintain operability of systems
needed to support safety systems. It consist of systems as supply AP and DC power
system. Table 8 shows the database to define the modeling elements about Mainte-
nance of Vital Auxiliaries.

3.8 Core Heat Removal

The purpose of Core Heat Removal is to transfer heat from core to a coolant. It consist
of systems as Safety Injection System (SIS) DVI and Reactor Coolant System (RCS).
Table 9 shows the database to define the modeling elements about Core Heat Removal.

3.9 Radiation Emission

The purpose of Radiation Emission is to transfer heat out of coolant system medium. It
consist of systems as Release Path & Monitoring Control System (RMS). Table 10
shows the database to define the modeling elements about Radiation Emission.

Table 8. Maintenance of vital auxiliaries

Goal Function System System
redundancy

System component System
input

System
output

Prevent
of core
damage

(6)
maintenance
of vital
auxiliaries

Supply
AP
power
system

x Emergency diesel generator
(EDG), unit aux
transformer, alternate AC
diesel generator (AADG),
S/by aux transformer

Load
sequencing,
voltage &
frequency

Component
state signal

Supply
DC
power
system

x Station batteries Voltage &
frequency

Component
state signal

Table 9. Core heat removal

Goal Function System System
redundancy

System
component

System input System
output

Prevent of
core
damage

(7) core
heat
removal

SIS
(DVI)

(7), (9) Direct vessel
injection
(DVI) nozzle

Containment
pressure

Nozzle
state
signal

RCS x Reactor Coolant
Pump (RCP)

RCS
temperature
and pressure

Pump
state
signal

Table 10. Radiation emission

Goal Function System System
redundancy

System component System
input

System output

Prevent of
core damage

(8)
radiation
emission

RMS x Isolation valve,
monitoring
component

Radiation
level

Valve state signal,
monitoring data
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3.10 Reactor Coolant System (RCS) Heat Removal

The purpose of RCS Heat Removal is to transfer heat out of coolant system medium. It
consist of systems as Main Feed-Water System (MFWS), Start-up Feed-Water System
(SFWS) Auxiliary Feed-Water System (AFWS), Safety Depressurization and Vent
System (SDVS), Shutdown Cooling System (SCS) and Safety Injection System
(SIS) DVI. Table 11 shows the database to define the modeling elements about RCS
Heat Removal.

4 Conclusion

This paper has discussed an approach to the autonomous algorithm to control the safety
systems of NPP by using the deep learning network. NPP has a complex physical
system and it is appropriate to use the hierarchical framework to analyze NPP safety
system. This approach enables the systematic analysis of the power plant system and
development of the database for the deep learning network. The developed database is
to be applied to the deep learning network.
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