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First we thought the PC was a calculator. Then we found out how to turn numbers into 
letters with ASCII — and we thought it was a typewriter. Then we discovered graphics, and 
we thought it was a television. With the World Wide Web, we’ve realized it’s a brochure.

—Douglas Adams

The technological changes over the last four decades have perhaps rightly been 
termed as “the third industrial revolution.” It was some 36 years ago on 12 August 
1981, when IBM launched its first PC. The first IBM PC had an Intel 8088 processor 
that ran at the speed of 4.77 MHz, it had a base memory of 16 kB expandable to 
256 kB, and it carried no hard disk drive and only benefited from two 5–1/4  in, 
160 kB capacity “floppy disk” drives.

Comparing what was on offer then and now, where significant computing power 
is packed in our smart devices, demonstrates the amazing journey of technological 
advances over the past four decades. Devices capable of easily and seamlessly 
exchanging “terabytes” of data, processors capable of over 4.5 GHz of processing 
speed, and a global connected community over a billion strong point to a different 
world and possibilities that would have been very hard to imagine in 1981. As histori-
cal evidence shows, the development of human society has always been associated 
with significant social and economic costs. It is therefore not surprising that the cur-
rent phenomenal growth also comes with significant costs in terms of energy that is 
required to keep a 24/7365 virtual world running and for us to access as we wish.

The current volume, second in our four-part series on sustainable futures, 
attempts to shed some light on some of the key concepts surrounding the impact of 
technology on our future.

Section one of this volume is dedicated to “Internet of things” (IoT) and “smart 
living,” where subjects and concepts such as cloud computing, big data, “fog” com-
puting, cognitive middleware, and context aware interaction in a smart living envi-
ronment are explored.

Section two of the volume is dedicated to a number of very interesting case studies 
related to “smart living.” Case studies around data science applications for independent 
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and healthy living and a comprehensive framework for elderly healthcare monitoring 
in a smart environment are presented.

The final section of the book deals with the “technological” as well as some of 
the “environmental” challenges we face. Issues around environmental responsibil-
ity, energy consumption by network infrastructure and how we can monitor and 
reduce it, the ethical dimension of designing health technologies, and virtual vulner-
ability are discussed.

Eric Schmidt, executive chairman of Google, “In Tech We Trust and The Future 
of the Digital Economy” at Davos 2015, stated that: “Everyone gets smarter because 
of this technology… and the empowerment of people is the secret to technological 
progress. [In the future], the Internet will disappear… you won’t even sense it, it 
will be part of your presence all the time…” While the development of the past 40 
years certainly provides the ground for such predictions, we should also be very 
mindful that this future is not marred by developing further divide between the north 
and the south and the “haves” and “have-nots.” There is no doubt in my mind that 
we can and we should use technology as a force for good and for developing a bright 
future for humanity, but this can only happen if we are aware of the shortcomings as 
well as the strength of the emerging trends and technologies and ultimately who 
controls them. The current volume goes some way to provide the bases for some of 
these discussions.

Suffolk, UK� Mohammad Dastbaz
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Chapter 1
IoT-Enabled Smart Living

Ah-Lian Kor, Colin Pattinson, Max Yanovsky, and Vyacheslav Kharchenko

1.1  �Introduction

By 2020, a quarter of Europeans will be over 60 years of age, and this will impact 
on our health care, economy, and social security systems.1 According to EC, Europe 
is already spending nearly 10% GDP on health care due to EU aging population.2 
Consequently, the EU Health20203 aims to “significantly improve the health and 
well-being of populations, reduce health inequalities, strengthen public health and 
ensure people-centered health systems that are universal, equitable, sustainable and 
of high quality.” In order to support action plan for healthy aging,4 this proposal 
aims to provide an inclusive, integrated, and user-centric IoT-ecosystem and ser-
vices to promote smart health care, smart quality of life, and smart social 
inclusion.

1 https://ec.europa.eu/research/social-sciences/pdf/policy_reviews/kina26426enc.pdf
2 http://ec.europa.eu/research/participants/portal/doc/call/h2020/common/1587763-08._ 
health_wp2014-2015_en.pdf
3 http://www.euro.who.int/en/health-topics/health-policy/health-2020-the-european-policy-for-
health-and-well-being/about-health-2020
4 http://www.euro.who.int/__data/assets/pdf_file/0008/175544/RC62wd10Rev1-Eng.pdf
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1.1.1  �Project Objectives

The following list of concrete objectives will help achieve the aforementioned goals 
of SMART-ITEM system and services:

Objective 1  Provide a user-centered service where users are co-creators of good 
health. In order to ensure user-centeredness and co-creation, users are extensively 
involved throughout SMART-ITEM iterative development life cycle (i.e., require-
ments phase, development phase, evaluation phase, and integration). Users will be 
empowered to make health-related decisions (with or without clinicians) and 
responsibly act on information provided in their respective secured e-health pass-
ports. Access to SMART-ITEM services is facilitated via multimodal (and lingual) 
facility and devices (PDAs, mobile phones, tablets, laptops, desktops, etc.).

Objective 2  Provide an integrated one-stop shop portal for IoT-enabled services 
for smart living within a secured living environment. The rationale for such a portal 
is to coordinate the multiple services provision and afford a business model which 
offers users easy access to multiple services in one “location.”

Objective 3  Provide real-time user health information and analysis. User’s 
self-monitoring health data (e.g., through multi-sensor physiological monitoring – 
heart rate, respiration, temperature, oxygenation, etc.) will be securely transmitted 
(via wireless technologies), analyzed in real time (by an intelligent data system), 
and fed back via the e-health passport application. Permission will be granted by the 
user to a third party so that they could view the e-health passport information 
(e.g., clinicians, family members, carers, etc.).

Objective 4  Provide synchronous and asynchronous user activity information and 
analysis. Wearable activity tracker could be employed to track physical and health 
activities (e.g., steps taken, stairs climbed, sleep hours and quality logged, distance 
travel, etc.).

Objective 5  Provide an IoT-based smart, safe, and secured living environment 
(i.e., smart homes). This will help manage temperature, air quality, etc. and detect 
falls, intrusion, gas leaks, etc.

Objective 6  Build an online community for users. The community will comprise 
smart living experts and users (that are stratified based on needs, demographics, and 
languages). The primary communication channel will be via social media. It aims to 
facilitate knowledge transfer (from experts to novices) and knowledge/experience 
sharing (among users with similar needs); facilitate social interaction, engagement, 
and integration; and provide emotional support.

Objective 7  Bring about benefits to users and stakeholders. A range of impact anal-
yses will be conducted to determine the benefits of SMART-ITEM (e.g., cost-
effective analysis, economic impact analyses, user satisfaction, environmental 
impact analysis, health economics analysis, financial performance analysis of health 
economy, etc.).

A.-L. Kor et al.
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In summary, in this project, we shall seize a list of opportunities: (i) empower 
elderly population to manage their own health and stay active, healthy, and indepen-
dent as long as possible; (ii) develop IoT-enabled systems which are people-centered 
and home-based integrated care; and (iii) support an economy which adapts to new 
categories of clients and their needs (note: with ICT-driven innovation we can tap into 
the growing Silver economy of 85 million consumers over 65 and € 3000 billion).

1.2  �Related Work

IBM’s vision of a smarter home enabled by cloud technology5 has the following char-
acteristics: Instrumented, the ability to sense and monitor changing conditions; 
Interconnected, the ability to communicate and interact, with people, systems, and other 
objects; and Intelligent, the ability to make decisions based on data, leading to better 
outcomes. According to IBM, the categories of smarter home services are as follows:

Entertainment and convenience – the Internet-enabled television will be processed 
to personalized entertainment content via a portal.

Energy management  – management of home electrical appliances to deliver 
automatic savings to home owners (e.g., automatically synchronized lighting, 
climate control sensors, etc.).

Safety and security – as an example, deployment of centralized alarm services using 
sensors and cameras and instant notification of relevant parties could enhance 
home security.

Health and wellness – smarter home scales and sensors monitor fitness, well-being, 
and consistent activities.

These home devices could collect evaluative information about current health 
condition for disease prevention and overall wellness. In SMART-ITEM, we shall 
categorize smart home services into three categories which are integrated into a 
one-stop web portal for ease of use: smart health and care, smart quality of life, and 
SMART-ITEM and community of support.

1.2.1  �Smart Health and Care

The domain of e-health is extended with wearables or mobile IoT devices for home-
based or on-the-go (mobile) monitoring of vital data.6 Some examples of these 
devices are wirelessly connected glucometers, heart rate and blood pressure monitors, 

5 http://www.ibm.com/smarterplanet/global/files/uk__uk_en__cloud__a_smarter_home_enabled_
by_cloud_computing.pdf
6 http://www.itu.int/en/ITU-T/academia/kaleidoscope/2014/Pages/SpecialSessionE-health, 
-IoT-and-Cloud.aspx

1  IoT-Enabled Smart Living
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scales, oximeter, etc. Tracking health and well-being information is vital for the 
elderly population. However, current e-health systems require users to manually 
input their vital data through smart phones or tablets (e.g., Vitrucare System7 by 
Dynamic Health Systems, Wellness Layers Digital Therapeutic Platform,8 Honeywell 
Lifecare Solutions9 (e.g., Honeywell HomMed), Philips eTraC program and eCare 
Companion,10 etc.). Garmin11 and Fitbit activity and sleep trackers with their fitness 
apps afford the following facilities12: progress and performance of all day activity, 
sleep goals and trends, stay connected with family and friends, provides guidance 
and tools for nutrition and weight goals, and access through smartphones or desk-
tops. In the same vein, Garmin activity trackers13 and smart scales and apps14 provide 
the following functionalities: personalized activity goals, track progress and perfor-
mance, analysis of sleep trends, wellness and weight management, heart rate analy-
sis, and smart notifications. A synergy of IoT and cloud-based technologies will 
provide the means for smart devices to automatically transmit and platforms to ana-
lyze as well as store data. This will automatically remove the limitations of manual 
data collection. In August 2013, Cooking Hacks launched a new version of the first 
biometric shield for Arduino and Raspberry Pi: the e-Health Sensor Platform V2.015 
which allows users to run biometric and medical applications for body monitoring 
using ten different sensors connected to the shield via cables: pulse, oxygen in blood 
(SPO2), airflow (breathing), body temperature, electrocardiogram (ECG), glucom-
eter, galvanic skin response (GSR – sweating), blood pressure (sphygmomanome-
ter), patient position (accelerometer), and muscle/electromyography sensor (EMG). 
Biometric information gathered is then wirelessly transmitted to the cloud using one 
of the following six connectivity options: Wi-Fi, 3G, GPRS, Bluetooth, 802.15.4, 
and ZigBee depending on the type of application. The cloud will provide the follow-
ing facilities: permanent storage and processing and analysis platform. Analyzed 
data could be visualized in real time and sent back to a laptop or smartphone (with 
iPhone or Android OS).

Senno Pro16 is a smart insole gait analysis system17 which consists of smart 
insoles that can be placed in shoes and a data analyzer, which are connected via 

7 http://www.dynamichealthsystems.co.uk/vitrucare-supported-selfcare
8 http://www.wellnesslayers.com/solution-3-2/
9 https://www.linkedin.com/company/honeywell-hommed
10 http://www.usa.philips.com/b-dam/b2bhc/master/Products/Category/enterprise-telehealth/etrac/
eTrAC.pdf
11 http://sites.garmin.com/en-GB/wellness/
12 http://www.fitbit.com/uk/apphttp://www.fitbit.com/uk/app
13 https://buy.garmin.com/en-US/US/wearables/activity-tracking/c10002-atFILTER_
USERPROFILE_ACTIVITYTRACKING_01-p1.html
14 https://buy.garmin.com/en-US/US/prod530464.html
15 https://www.cooking-hacks.com/documentation/tutorials/ehealth-biometric-sensor-platform-arduino- 
raspberry-pi-medical/
16 http://www.gait-analysis-smart-insole.com/
17 http://www.cse.buffalo.edu/~wenyaoxu/papers/conference/xu-petra2012a.pdf
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wireless communication protocols so that users’ activities can be monitored in 
real time. Digitsole18 smart shoes are connected, interactive, heated, and shock 
absorbent with automatic tightening that can be controlled via smartphones. 
This innovative footwear product is designed for health and comfort. 3 L Labs’ 
FootLogger19 affords the following health-care facilities: activity tracking (calories, 
distance, and time), early prediction of accidents from falling, early prediction of 
dementia and spinal disease, monitors rehabilitation or recovery after operations, 
and monitors safety and activity of senior citizens.

SMART-ITEM e-health and activity differentiation is as follows:

	 (i)	 Low-cost sensing, gateway, and cloud-based platform system (e.g., for 
SMART-ITEM estimated total cost for weight and SPO2 monitoring is 
£205.98 – Raspberry Pi 3 Model B (£26 per unit); iHealth PO3 Wireless Pulse 
Oximeter (£79.99 per unit); and iHealth HS6 Body Analysis Wireless Scale 
(£99.99 per unit). On the other hand, the price of MASIMO Radical 7 Rainbow 
RAD-720,21 is US$1795 (equivalent to £1268). Honeywell HomMed22 esti-
mated total cost is US$26,350 (equivalent to £18,680) – Genesis DM Pro BP, 
wireless scale and SPO2 Kit (US$4500 per unit), Genesis Touch Kit (US$1000 
per unit), Genesis DM peripherals and cables (GPRS – US$450; Software for 
LifeStream Base Platform US$5000; and LifeStream Connect US$10000; 
Training (Clinical Strategic Planning Meeting Onsite US$1800; Clinical 
Strategic Planning Meeting via teleconference US$600; Clinical Training 
Initial Day-Onsite US$1800; Additional Consecutive Day US$1200).

	(ii)	 Automated wireless data transfer (from devices to gateway and finally the 
cloud) to reduce the risk of errors.

	(iii)	 Allows a single point of access to a range of services and apps.
	(iv)	 Interoperability with a variety of medical and fitness devices including their 

natively available apps.
	(v)	 HIPAA compliance.23

	(vi)	 Use cloud-based service-oriented platform that adopts the service-oriented 
architecture (SOA) approach which is a paradigm for organizing and utilizing 
distributed capabilities that is under the control of different ownership domains 
and implemented using various technology stacks.24

18 http://www.digitsole.com/smartshoes
19 http://www.footlogger.com/
20 http://masimo.co.uk/rainbow/radical7.htm
21 http://www.ebay.com/itm/MASIMO-Radical-7-Rainbow-RAD-7-Factory-Refurbished-in- 
the-box-/152023656222
22 http://www.vnaa.org/Files/CorporatePartnerships/MVPDocuments/Honeywell-2013-pricing.
pdf
23 http://technologyadvice.com/blog/healthcare/the-importance-of-hipaa-compliance-and-health- 
app-security/
24 http://www.adobe.com/enterprise/pdfs/Services_Oriented_Architecture_from_Adobe.pdf
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Such architecture is scalable and modular where its services are accessible 
from external applications via application programming interfaces (APIs).

In summary, SMART-ITEM will be an e-health and well-being innovation 
because it will offer a low-cost solution which harnesses the power of wireless data 
transfer, synergy of private, public, and hybrid cloud-based computational power, 
aggregation, and storage, as well as display of analyzed active living-related data 
which is not accessible before. Users’ vital and activity data will be collected over 
time and analyzed using a range of complex algorithms. The analyzed data could be 
sent to caregiver (note: this is an optional functionality) for further analysis and 
review. This could be exploited to enable preventive care and allow prompt diagno-
sis of possible complications. SMART-ITEM decision support system will help users 
make appropriate decisions based on recommendations given by the system. 
SMART-ITEM will support local council’s promotion for active aging for the 
elderly population (e.g., Age Friendly Leeds,25 Leeds Older and Active,26 etc.).

1.2.2  �Smart Quality of Life

The category will encompass the following: smart home automation and safety and 
security. Smart devices can be used to collect relevant data about the home. As an 
example, smart thermostats could collect data about occupancy and homeowners’ 
temperature preferences followed by appropriate adjustments. Samsung has launched 
the Smart Home Ecosystem27 which connects home devices (e.g., televisions, home 
appliances, and smartphones) using a single integrated platform. These devices can 
be controlled by users through an application which connects the devices in a home. 
Samsung SmartThings Starter Kit28 provides everything needed to create a smart 
home. It is iOS, Android, and Windows phone compatible. SmartThings Starter Kit 
provides the following functionalities: (i) home monitoring from anywhere, (ii) home 
control with an app, (iii) home security and protection from damage and danger, and 
(iv) scalability by increasing hundreds of compatible smart devices to enhance home 
automation. Its components are hub to connect smart sensors, lights, locks, cameras, 
etc.; motion sensor to monitor movement in the home; multi-sensor – to monitor 
whether doors, windows, drawers, or garage are open or closed; presence sensor to 
know when people, pets, and cars arrive or leave home; and a power outlet to control 
lights, electronics, and small appliances. The Smart Home Cloud API29 provides 
methods to control and monitor Samsung Smart Home devices. Through this Smart 
Home Control Service, a partner’s application can connect with various devices and 

25 https://betterlivesleeds.wordpress.com/age-friendly-leeds/
26 http://www.altogetherbetter.org.uk/leeds-older-and-active
27 http://www.computerweekly.com/news/2240212008/Samsung-launches-Smart-Home-ecosystem- 
to-connect-home-devices
28 http://www.samsung.com/uk/consumer/smartthings/kit/kit/F-STR-KIT-UK/.
29 http://developer.samsung.com/smart-home
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provide enhanced services to their customer. This service operates through cloud-to-
cloud integration between the Partner Cloud and Smart Home Cloud. This is facili-
tated by the provision of several REST API by Samsung for partners so they are able 
to integrate their system to the Samsung Smart Home Cloud. The body of the REST 
API uses a standard JSON document (called Smart Home Data), and this means that 
partner developers will need to understand the JSON document.

Apple Homekit30 is Apple’s vision for the future smart home with a set of intercon-
necting apps and devices (via Bluetooth or Wi-Fi technologies) that control lighting, 
heating, and the cycles of your washing machine. HomeKit is a framework31 for com-
municating with and controlling connected accessories in a user’s home. Users can 
configure HomeKit accessories in the home or create actions to control those devices, 
group actions together, and trigger them using an iOS device32 or Siri (an Apple per-
sonal voice assistant).33 Thus, it is a technology platform which cannot be bought 
because it is aimed at app developers and manufacturers but consumers can only buy 
HomeKit-compatible gadgets. The focal point of the HomeKit framework is a unify-
ing protocol (i.e., standardization via a singular SDK) to act as the conduit for devices 
or gadgets to communicate with iOS34 and to make a public API for the configuration 
and communication with these devices.35 The object orientation (OO) or ontological 
model has been used to organize the hierarchy of classes and subclasses of objects, 
and thus it is essential for developers to understand the relationships among the 
objects in the model. Finally, HomeKit is privacy compliant because HomeKit data 
is always encrypted so that only people in the household the settings of the lights and 
thermostats. A list of accessories that are Homekit-enabled is found here.36

Google has launched its new IoT platform and language, Brillo and Weave.37 
Brillo is an Android operating system for IoTs, while Weave provides a common 
language to facilitate devices connection via Wi-Fi, Bluetooth, or Thread (an 
IPv6-based wireless network protocol).38 Brillo39 is optimized to run on devices with 
a small computing footprint. It consists of a kernel, for managing input and output 
commands to the device, as well as a hardware abstraction layer, which will make the 
operating system interoperable across disparate hardware devices. The hardware 
abstraction layer then connects to the wireless networking protocol (such as Wi-Fi, 
Bluetooth, or Thread) that the device uses to access a gateway or the Internet. Weave40 

30 http://www.wareable.com/smart-home/apple-homekit-essential-guide-2016
31 https://developer.apple.com/homekit/
32 http://www.apple.com/uk/ios/homekit/
33 http://www.apple.com/uk/ios/siri/
34 http://www.programmableweb.com/news/how-to-get-started-apple-homekit/how-to/2014/11/28
35 https://developer.apple.com/library/ios/documentation/HomeKit/Reference/HomeKit_ 
Framework/
36 http://www.apple.com/uk/shop/accessories/all-accessories/home-automation?page=1
37 http://9to5google.com/2016/01/05/brillo-weave-devices-ces/
38 http://www.iotjournal.com/articles/view?13089/
39 https://developers.google.com/brillo/
40 https://developers.google.com/weave/

1  IoT-Enabled Smart Living

http://www.wareable.com/smart-home/apple-homekit-essential-guide-2016
https://developer.apple.com/homekit/
http://www.apple.com/uk/ios/homekit/
http://www.apple.com/uk/ios/siri/
http://www.programmableweb.com/news/how-to-get-started-apple-homekit/how-to/2014/11/28
http://www.apple.com/uk/shop/accessories/all-accessories/home-automation?page=1
http://9to5google.com/2016/01/05/brillo-weave-devices-ces/
http://www.iotjournal.com/articles/view?13089/
https://developers.google.com/brillo/
https://developers.google.com/weave/


10

will ensure that the IoT devices talk to each other, talk to the cloud, and talk to the 
Android phone. Standardized schemas are used to help devices “understand” the 
programming language that refers to a command (e.g., a command for locking and 
unlocking an electronic door lock will be understood by the following relevant 
devices that work with that lock: gateway, alarm system, and user’s Android phone). 
Google has also launched a certification program that enables developers who 
employ Weave application programming interfaces (APIs) that will be able to make 
sure that connected devices interoperate as they should. Weave can work in conjunc-
tion with Brillo, or it can run on another software stack. Nest Automation41 is Google’s 
plan for a smart home, and some of the Nest products are Learning Thermostat 
(smartphone controllable thermostat, capability of learning heating preferences, and 
creating custom heating schedules), Nest Protect (a reinvention of the standard 
smoke detector), Nest Cam (aims to keep the home secured with 24/7 live streaming, 
advanced night vision, and motion and sound alerts), and Nest Weave (involves 
developer-friendly Nest IoT protocol to connect more and more Nest-compatible 
products; offers a high level of security with predefined application planes and appli-
cation-specific keys, low latency interaction, low power requirements, and zero reli-
ance on Wi-Fi). The new Nest cloud API42 or the Nest Developer Program provides 
developers of other products to make even more smart home connections.

OpenHAB Home Automation43 uses the Raspberry Pi, and it is a mature, open-
source, and integrated home automation platform that runs on a variety of hardware 
with an interoperable protocol which is a common language that allows the different 
varieties of hardware to talk to each other so as to create a really automated and 
smart environment within the home. OpenHAB is a piece of software that integrates 
different home automation systems and technologies into one single solution and is 
thus a solution for the most flexible smart home hub. In summary, OpenHAB has 
the following characteristics44,45: is absolutely vendor-neutral as well as hardware or 
protocol agnostic, integrates a range of home automation technologies into one, has 
a powerful rule engine to fulfill any automation needs, comes with different 
web-based UIs as well as native UIs for iOS and Android, is extensible to integrate 
with new systems and devices, and provides APIs that can be integrated into other 
systems in order to provide uniform user interfaces.

Homebridge46 is a lightweight NodeJS server that runs on a home network and 
emulates the iOS HomeKit API. Raspberry Pis running Homebridge can create 
HomeKit smart home47 which controls Samsung SmartThings, Philips Hue lighting, 

41 http://www.appcessories.co.uk/nest-automation-googles-plan-for-your-smart-home/
42 https://developer.nest.com/
43 http://www.makeuseof.com/tag/getting-started-openhab-home-automation-raspberry-pi/
44 http://www.openhab.org/
45 http://www.openhab.org/features/introduction.html
46 https://github.com/nfarina/homebridge
47 http://www.automatedhome.co.uk/apple/smartthings-raspberry-pi-homebridge-siri-homekit-
controlled-smart-home.html
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and Sonos. RaZberry48 uses the Raspberry Pi platform with Z-Wave which is the 
leading wireless communication technology for smart homes. The Razberry plat-
form adds all the components needed to turn a Raspberry Pi board into a fully opera-
tional and inexpensive Z-Wave gateway. They are:

	 (i)	 Hardware and operating system – Raspberry Pi board and Rasperian OS
	(ii)	 Z-Wave hardware – RaZberry daughter card which connects to the GPIOs of 

Raspberry and carry the Sigma Designs’ Z-Wave transceiver
	(iii)	 Z-Wave firmware – runs on the transceiver and is compatible to the original 

Sigma Designs’ firmware spec
	(iv)	 Z-Wave stack – first certified Z-Wave communication stack, handles all Z-Wave 

network communication, Java script automation engine, built-in web server
	(v)	 User interface  – web-based Z-Way Demo User Interface using the Z-Way 

JSON API and demonstrating all functions of Z-Way
	(vi)	 User application – Bluetooth’s Gateway Smart Starter Kit49 provides guidance 

on how to connect Bluetooth® sensors to IoT via the web using Bluetooth 
RESTful APIs by creating a simple Bluetooth gateway on a Raspberry Pi board

This kit also shows how to move data from all of Bluetooth sensors into the cloud 
without a mobile device while giving users the ability to communicate and control 
all of them from one place in the web.

1.2.3  �IoT and Security Management

Growth in IoTs brings increased security risks. According to Symantec,50 IoT sys-
tems are often highly complex, requiring end-to-end security solutions that span 
cloud and connectivity layers. Resource-constrained IoT devices are not sufficiently 
powerful to support traditional security solutions. Symantec suggests that compre-
hensive IoT security should encompass four cornerstones:

	 (i)	 Communications protection  – requires encryption and authentication for 
devices (e.g., elliptic curve cryptography in resource constrained chips like 8 
bit, 8  MHz chips of IoT, and embedded “device certificate” keys into IoT 
devices (e.g., embedment of X.509 certificates51 into a hardware device during 
manufacturing, which allows service providers to perform strong authentica-
tion to prevent unauthorized devices from obtaining access to services), helping 
mutually authenticate a wide range of devices including cellular base stations, 
televisions, etc.

48 http://razberry.z-wave.me/index.php?id=1
49 https://www.bluetooth.com/develop-with-bluetooth/developer-resources-tools/gateway
50 https://www.symantec.com/content/en/us/enterprise/white_papers/iot-security-reference-archi-
tecture-wp-en.pdf
51 https://www.symantec.com/en/uk/device-certificate-service/
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	(ii)	 Devices protection – requires code signing, ensures all code is authorized to 
run, and runtime protection. Code signing cryptographically ensures that codes 
are not overwritten and host protection in order to protect devices after code 
has begun running. This entails the verification that all codes running on each 
IoT device have been authorized for that device and protected by a strong root 
of trust.

	(iii)	 Devices management – over-the-air (OTA) manageability must be built into 
the devices before they are shipped.

	(iv)	 Understanding of the system – it is imperative to have an IoT Security Analytics 
capability to understand one’s network by flagging anomalies that might be 
suspicious, dangerous, or malicious.

1.3  �Underlying Concept and Methodology

1.3.1  �Overall Underpinning Concept

The SMART-ITEM project will be anchored on an adaptation of biomimicry basic 
life’s principles52 (see Fig. 1.2).

1.3.1.1  �Adapted Biomimicry Life’s Principles

Biomimicry is an emerging approach to innovation that seeks sustainable solutions 
to human challenges by emulating nature’s time-tested patterns and strategies and 
its goal is to create sustainable products, or processes.53 The ultimate goal for 
SMART-ITEM is to create conducive conditions (based on biomimicry life’s prin-
ciples depicted in Fig. 1.2) for the development and deployment of an IoT-enabled 
ecosystem system and services which is sustainable, efficient, effective and benefi-
cial to target users and the elderly population. The principles are as follows:

	 (i)	 Evolve to survive: replicate strategies that work (note: SMART-ITEM will be 
built on Vitrucare and Wellness Layers’s success stories on smart health care 
and also other work listed in Scope 4: Exploitation of previous work)

	(ii)	 Be resource efficient: use multifunctional design (as depicted in Fig.  1.1, 
SMART-ITEM will afford multifunctionalities to support users in their self-
empowered independent journey)

	(iii)	 User-centered design will be employed throughout the entire life cycle of 
SMART-ITEM IoT ecosystem and services

	(iv)	 Be locally attuned and responsive: use feedback loops and leverage cyclic pro-
cesses, cultivate cooperative relationships (among the users and stakeholders 

52 http://www.being-here.net/page/2531/applying-biomimicry-to-global-issues
53 http://biomimicry.org/what-is-biomimicry/
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in SMART-ITEM), use readily available materials (e.g., use and extend 
Vitrucare and Wellness Layer’s existing platform)

	(v)	 Adapt to changing conditions: incorporate diversity (e.g., diversity of support-
ing activities shown in Fig. 1.2), embody resilience through variation redun-
dancy and decentralization (note: users will be responsible for their own 
healthy aging process), maintain integrity through self-renewal (note: this is 
made possible via continuous improvement and updates)

	(vi)	 Integrate development with growth: build from the bottom-up (note: the 
SMART-ITEM IoT-enabled ecosystem and services will be built based on col-
lated user requirements and analysis) and combine modular and nested compo-
nents (see Fig. 1.1 for SMART-ITEM modular cross-layered architecture)

1.3.2  �SMART-ITEM System Architecture Requirements

The technical requirements for SMART-ITEM layered architecture (shown in 
Fig. 1.1) will be based on relevant ITU and IOT-A recommended requirements. The 
recommendation ITU-T Y.206854 (2015) has 2068 possible IoT requirements which 
have been coded into the following categories with examples provided by ITU (ibid) 
and IOT-A55:

54 http://www.itu.int/rec/T-REC-Y.2068-201503-I
55 http://www.iot-a.eu/public/requirements/copy_of_requirements

Evolve to
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conditions

Integrate
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with growth

Creates
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Be resource
efficient

Use user-
centred
design

Fig. 1.2  Adaptation of biomimicry basic life’s principles for SMART-ITEM
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1.3.2.1  �Functional Requirements

Implementation, Operability, and Integration Requirements  Interoperability of 
technologies, applications, services, and management functionalities; autonomous 
collaboration between devices and services; integration with existing systems using 
process modeling; involves process execution engine; cross-layered architecture; 
self-configuration, self-optimization, self-protection, self-management, and auto-
bootstrap management.

Application Support Requirements  Support interworking between different appli-
cation protocols. OGC (Open Geospatial Consortium) has developed the open 
SensorThings API56 standard to provide an open and unified way to interconnect IoT 
devices, data, and applications over the web. It builds on web protocols and the 
OGC Sensor Web Enablement standards and applies an easy-to-use REST-like style.

Service Requirements  Service description (e.g., ITU-T F.74457 – service descrip-
tion and requirements for ubiquitous sensor network middleware), organization, 
composition, programmability, orchestration including orchestration engine, meter 
service reputation, service prioritization, usage tracking, service subscription 
according to application domain, and implementation.

Communication Requirements  Autonomous communication; distributed commu-
nications; multi-cast messages; communication stacks with small data footprints; 
low power and lossy network communication; stateless communication methods; 
common addressing schemes such as IPv6; routing over heterogeneous network; 
network handover and handoff support; single, simple, and standardized manage-
ment interfaces for all communication protocols; support for intermittent and 
command-based communication with devices.

Device Management Requirements  Unique identification of devices, resource con-
trol, support for sleepy devices, support for multi-homing devices, translational 
functionality for IoT gateways, sensors will be web accessible.

Data Management Requirements  Data acquisition, data filtering, handling, aggre-
gation/fusion, data integrity, data flow modeling, information retrieval, CRUD func-
tions, and data freshness.

1.3.2.2  �Nonfunctional Requirements

Privacy, Trust, and Security Requirements  Anonymity support, security of data 
transfer and communications, access control, authentication, user authorization, 
encryption, non-repudiation, device security, privacy at atomic level, location 
privacy, infrastructure services (e.g., resolution services, security services, manage-

56 http://ogc-iot.github.io/ogc-iot-api/
57 https://www.itu.int/rec/dologin_pub.asp?lang=e&id=T-REC-F.744-200912-I!!PDF- 
E&type=items
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ment services) that are trustable, untraceable digital activities, unlinkability, 
communication confidentiality, communication integrity, pseudonymization mech-
anisms, unobservability, data portability, security management (e.g., secure over-the-
air/over-the-network device management), and identity management (e.g., identity 
and access control  – subject-based, role-based, or attribute-based; multiparty 
authentication and cryptography in the IoT; group authentication and authorization; 
authorization, authentication, and credentials requirements; uniquely addressable; 
ownership transfer; anonymous devices and blinded identities

Semantics Requirements  Semantic description of physical entities and services, 
self-description of things (e.g., sensors, actuators, and processors) using standard 
encoding or model language (e.g., OGC’s encoding standard, SensorML58).

Resilience Requirements  Performance; reliability – support the appropriate level 
of reliability in aspects such as communication, service, and data management 
capabilities to meet system requirements; fault tolerance; availability; integrity; 
scalability; evolvability; timeliness; and modularity – support components that can 
be combined in different configurations to form systems as needed.

Extensibility Requirements  Use of external computing resources, for example, the 
cloud, for information processing.

Quality of Service (QoS) Requirements  Transport (a.k.a network) layer fairness).

Accessibility and Usability Requirements  Support end user accessibility/usability 
preferences and requirements based on user-centered design and accessibility/
usability based on W3C guidelines59 and IEC/PAS 62883:2014(E)60 which specifies 
a framework for adaptive handling of explicit interaction among humans and AAL 
spaces. This will also include usability for developers of IoT systems who will be 
involved in the configuration, operation, and management of the system.

Discoverability Requirements  Support discovery services for sensors and sensor data.
Awareness Requirements  – Location Awareness, e.g., location and distance; 

locating physical entities based on geographical parameters, standardized location 
model, location information representation; time-awareness – should support time 
synchronicity among the actions of interconnected components when using com-
munication and service capabilities; context awareness: enable flexible, user cus-
tomized and autonomic services based on the related context of IoT components 
and/or users; and content awareness: to facilitate services such as path selection and 
routing of communications based on content.

Manageability  Support management capabilities to address aspects such as data 
management, device management, network management, risk management (e.g., end 
point controls, gateway controls, network controls, cloud and application controls, 
overall systems controls), and interface maintenance and alerts.

58 http://www.opengeospatial.org/standards/sensorml.
59 https://www.w3.org/WAI/intro/usable.
60 https://webstore.iec.ch/webstore/webstore.nsf/publication/7577.
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Energy Awareness Requirements  Manage energy consumption of devices, applica-
tions, networks, limit communication range, limit local processing and storage 
capacity (note: this is the reason for moving these functionalities to the cloud), and 
support sleeping modes.

Standard and Compliance Requirements  Regulation compliances, standard com-
pliance, etc.; OGC Standards in the Sensor Web Enablement (SWE)61 framework are 
as follows:

Observations and Measurements (O&M) – general models and XML encodings for 
observations and measurements

PUCK Protocol Standard – defines a protocol to retrieve a SensorML description, 
sensor “driver” code, and other information from the device itself, thus enabling 
automatic sensor installation, configuration, and operation

Sensor Model Language (SensorML)  – standard models and XML schema for 
describing the processes within sensor and observation processing systems

Sensor Observation Service (SOS)  – open interface for a web service to obtain 
observations and sensor and platform descriptions from one or more sensors

Sensor Planning Service (SPS) – an open interface for a web service by which a 
client can determine the feasibility of collecting data from one or more sensors 
or models and submit collection requests; SWE Common Data Model – defines 
low-level data models for exchanging sensor-related data between nodes of the 
OGC® Sensor Web Enablement (SWE) framework

SWE Service Model – defines data types for common use across OGC Sensor Web 
Enablement (SWE) services

oneM2M62 develops standards for M2M and IoTs and published technical specifi-
cations which address the need for a common M2M service layer – functional archi-
tecture, technical requirements, security solutions, service layer core protocol 
specification, management enablement, CoAP protocol binding, HTTP protocol bind-
ing, MWTT protocol binding, common terminology, and interoperability testing. ISO/
IEC 29182 encompasses Sensor Network Reference Architecture (SNRA) for sensor 
networks, and it consists of seven parts, namely, ISO/IEC 29182-1: 201363 (general 
overview and requirements for sensor networks), ISO/IEC 29182-2: 201364 (vocabu-
lary and terminology), ISO/IEC 29182-365 (reference architecture views), ISO/IEC 
29182-4:201366 (entity models), ISO/IEC 29182-5:201367 (interface definitions), ISO/
IEC 29182-668 (applications), and ISO/IEC 29182-769 (interoperability guidelines). 

61 http://www.opengeospatial.org/domain/swe#standards
62 http://www.onem2m.org/about-onem2m/why-onem2m
63 https://webstore.iec.ch/preview/info_isoiec29182-1%7Bed1.0%7Den.pdf
64 https://webstore.iec.ch/preview/info_isoiec29182-2%7Bed1.0%7Den.pdf
65 https://webstore.iec.ch/preview/info_isoiec29182-3%7Bed1.0%7Den.pdf
66 https://webstore.iec.ch/preview/info_isoiec29182-4%7Bed1.0%7Den.pdf
67 https://webstore.iec.ch/preview/info_isoiec29182-5%7Bed1.0%7Den.pdf
68 https://webstore.iec.ch/preview/info_isoiec29182-6%7Bed1.0%7Den.pdf
69 https://webstore.iec.ch/preview/info_isoiec29182-7%7Bed1.0%7Den.pdf

1  IoT-Enabled Smart Living

http://www.opengeospatial.org/domain/swe#standards
http://www.onem2m.org/about-onem2m/why-onem2m
https://webstore.iec.ch/preview/info_isoiec29182-1%7Bed1.0%7Den.pdf
https://webstore.iec.ch/preview/info_isoiec29182-2%7Bed1.0%7Den.pdf
https://webstore.iec.ch/preview/info_isoiec29182-3%7Bed1.0%7Den.pdf
https://webstore.iec.ch/preview/info_isoiec29182-4%7Bed1.0%7Den.pdf
https://webstore.iec.ch/preview/info_isoiec29182-5%7Bed1.0%7Den.pdf
https://webstore.iec.ch/preview/info_isoiec29182-6%7Bed1.0%7Den.pdf
https://webstore.iec.ch/preview/info_isoiec29182-7%7Bed1.0%7Den.pdf


18

IEEE has published standards for IoT,70 and some of examples of relevant standards 
are for Ethernet, Telecommunications and Information Exchange Between Systems, 
Air Interface for Broadband Wireless Access Systems, Scalable Storage Interface, 
Smart Transducer Interface for Sensors and Actuators, Interconnecting Distributed 
Resources with Electric Power Systems, Monitoring, Information Exchange, and 
Control of Distributed Resources Interconnected with Electric Power Systems, 
Design, Operation, and Integration of Distributed Resource Island Systems with 
Electric Power Systems, etc.

Impact Requirements  Support components, services, and capabilities which lead to 
minimal environmental impact but optimal economic as well as social impact of an 
implementation.

1.3.3  �SMART-ITEM System Architecture

The high level SMART-ITEM system layered architecture with functional entities 
is shown in Fig.  1.1. Physical entities in a sensor network consist of hardware, 
actual devices, sensor nodes, gateways, components, etc., while functional entities 
represent tasks that may be carried out by or on the physical entities.71

SMART-ITEM detailed architecture (in Fig. 1.3) is adapted from the sensor net-
work functional architecture in ISO/IEC 29182-3.72 The three domains in the func-
tional architecture are sensing domain, network domain, and service domain. The 
core functions of the system are coded into two broad categories:

1.3.3.1  �Data, Information, and Communications-Related Functions

	 (i)	 Data acquisition – (or collection) from the sensors.
	 (ii)	 Data filtering – based on selected criteria.
	(iii)	 Data processing – data aggregation (i.e., raw data collected from a range of 

sensors) and data fusion (i.e., combining and process aggregated data).
	 (iv)	 Data analytics and intelligence – i.e., to extract feature from the data using data 

mining techniques, supervised or unsupervised machine learning algorithms, 
etc. which result in information or intelligence that will trigger off an appropriate 
event and could be visualized in various modes such as pie charts, graphs, etc.

	 (v)	 Data storage
	(vi)	 Data communication – this involves the transmission of data (e.g., from the 

sensing layer to the data layer, from the data layer to the platform layer, etc.), 

70 http://standards.ieee.org/innovate/iot/stds.html
71 https://webstore.iec.ch/preview/info_isoiec29182-4%7Bed1.0%7Den.pdf
72 http://www.sis.se/PageFiles/15118/Study%20Report%20on%20IoT%20Reference%20
Architectures%20and%20Frameworks.pdf
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and this encompasses connectivity protocols for home devices and also for the 
network.

	(vii)	 Data semantics – encompasses description and meaning of data.

1.3.3.2  �Control and Management-Related Functions

	 (i)	 Resource Management – provides efficient and effective management of IoT 
resources (e.g., discovery of devices and services, location awareness, etc.)

	(ii)	 Service Management – supports service orchestration, discovery, app service 
management to support users, etc.

	(iii)	 Device Management  – encompasses functions such as registration, device 
configuration, address and identification, and management of a group of 
devices.

	(iv)	 Security and Privacy – some of the relevant functions are privacy and trust 
management, authentication and authorization, secure data exchange using 
encryption and secured protocols, security controls through firewalls, intrusion 
detection, runtime verification and malware detection, key management, 
device tampering detection, and bootstrapping.

Fig. 1.3  SMART-ITEM detailed architecture

1  IoT-Enabled Smart Living
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Figure 1.4 depicts the data flow for the smart health and care as well as the smart 
living modules. The first image shows the integration of Garmin Wellness Portal, 
Wellness Layers Platform, DHS Vitrucare Platform, and SMART-ITEM platform. 
On the other hand, the second image shows the integration of Samsung SmartThings 
sensor data and other home automation sensor data (e.g., air quality, temperature, 
etc.) using a Raspberry Pi 3+ integrated gateway which will be customized for the 
project so that it will be interoperable for a range of communication protocols (e.g., 
ZigBee, Bluetooth, Z-Wave, etc.). Data processing, analytics, and storage will be 
executed in private clouds across eight cities (note: these are hosted in academic/
research institutions and co-shared with city councils or medical organizations) in 
the first instance to save costs but will be later migrated to the Amazon EC2 for scal-
ability and sustainability purposes.

Fig. 1.4  Data flow in the smart health and care and smart living modules

A.-L. Kor et al.
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1.3.4  �SMART-ITEM Integrated Software Architecture

SMART-ITEM integrated software architecture (depicted in Fig. 1.1) is modular and 
cross-layered. The design and development of each module in the SMART-ITEM 
system and services will be based on the component-based software design and devel-
opment approach73 with the following principles: (i) Components are independent 
(note all the SMART-ITEM modules can be developed independently at the initial 
stage; (ii) communication is through well-defined interfaces (note: in SMART-ITEM, 
the interaction among the modules are made possible via integrations; and (iii) com-
ponents have shared platforms (note: in SMART-ITEM, a cloud-based platform will 
be used). As previously discussed, the architecture consists of six layers (i.e., sensing 
layer, data layer, platform layer, application and services layer, secured network layer, 
and access layer) and three modules (smart health and care, smart quality of life, 
SMART-ITEM community of support). The Microsoft .NET framework will be 
employed to support the access and application/services layers because it will support 
the software required for the development of all the modules. Additionally, this will 
facilitate deep customization, scalable, and integration. The flexible structures will be 
cost-effective and allow timely deployment (as in the agile methodology).

1.3.5  �SMART-ITEM Open Platform

The SMART-ITEM open platform will be developed using security, compliances, 
and QoS-related tools from existing open platforms (i.e., FIRE+ and FIWARE74) 
that are currently exploited by CTI and LTU for their smart cities projects. It will 
also adopt existing standards (e.g., one M2 M, ITU/ISO/IEC standards for IoT). 
Examples of IoT services enablement75 which will be relevant for this project are (i) 
Generic Enablers for advanced middleware and interfaces to network and devices; 
advanced web-based user interface; applications/services and data delivery; cloud 
hosting; data/context management; and security; and (ii) backend device manage-
ment GE76 and IoT data edge consolidation77 (IDEC) GE – addresses the need to 
process data in real time. Implemented features include filtering, aggregating and 
merging real-time data from different sources. It is fully integrated with other 
enablers of FIWARE, especially using the Open Mobile Alliance (OMA) Next 
Generation Service Interface Context Enabler (NGSI 9 / NGSI 10) which is a very 
useful and easy format to encapsulate all data and events from RFID tags, Zigbee, 
or IETF devices, as many other smart things.

73 http://cs.ecs.baylor.edu/~maurer/CSI5v93CLP/Papers/JAsCo.pdf
74 https://www.fiware.org/2015/03/25/fiware-a-standard-open-platform-for-smart-cities/
75 http://catalogue.fiware.org/chapter/internet-things-services-enablement
76 http://catalogue.fiware.org/enablers/backend-device-management-idas
77 http://catalogue.fiware.org/enablers/iot-data-edge-consolidation-ge-cepheus
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UniversAAL78 aims to create an open platform and standards necessary for the 
development of Ambient Assisted Living solutions.79 Security for the different layers in 
a universAAL platform (which are relevant to SMART-ITEM system and services) are:

Platform services security – basic security such as user authentication, authoriza-
tion, secure communication, and functional manifests

Application services security – provides value-added security to the universAAL 
platform such as document encryption and consent management

Container security – container-specific security features (e.g., provided by OSGi or 
Android) where OSGi security contributes to the security of the universAAL 
infrastructure such as OSGi service bundle signing, bundle permission manage-
ment, and sandboxing. OSGi security also supports some of the security plat-
form services such as secure communication

Java security – provides the Java security model such as the Java sandbox and basic 
security primitives (note: this is further enhanced with third-party cryptographic 
libraries)

Device and operating system security – which provides a secure environment for 
computing and data storage by ensuring a trustworthy execution environment, 
separation of applications and user accounts, etc.

UniversAAL and its tools80 could be exploited to create, run, and publish univer-
sAAL applications.

1.4  �Methodology

The SMART-ITEM project will employ the following integrated approach/method-
ology: (i) user-centered design approach, (ii) agile methodology for software devel-
opment (integrated with PDSA (plan, do, study, act) with three iterative cycles with 
3 years), and (iii) integrated software architecture.

1.4.1  �User-Centered Design Approach

According to Norman et al. [1], there are two sides to a system interface, namely, sys-
tem perspective and user perspective. The system perspective is changed through 
proper design while the user perspective is changed through training and experience. 
User experience will be positive if the user has a good conceptual understanding of the 
system which has been designed and built around the user needs and requirements 
(user requirement analysis). Thus, the user-centered design which focuses on the user’s 

78 http://ercim-news.ercim.eu/en87/special/universaal-an-open-platform-and-reference-specification-for- 
building-aal-systems
79 https://github.com/universAAL/platform/wiki
80 https://github.com/universAAL/platform/wiki/RD-Available-Tools
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needs will entail the following [2]: user requirements analysis, activity/task analysis 
(necessary for the user interaction), initial testing and evaluation, and iterative designs.

1.4.2  �Integrated Agile Methodology for Software  
Development (with PDSA)

The PDSA Cycle (also known as Deming Wheel/Cycle)81 is a systematic series of 
steps for continuous improvement of the SMART-ITEM IoT-enabled ecosystem 
and services. The steps are (i) Plan: identify a goal or purpose, define success met-
rics, and action plan; (ii) Do: implement action plan (e.g., make a product); (iii) 
Study: monitor outcomes, validate the plan, and identify areas for improvement; and 
(iv) Act: revise step (i) based on results in step (iii). These four steps are iterated as 
part of a continuous improvement cycle (Fig. 1.5).

Agile methodology [3, 4] for software development will be adopted for this proj-
ect due to its simplicity, flexibility, and adaptability. Just like PDSA, the agile meth-
odology is iterative and incremental, with every aspect of the development life cycle 
(i.e., requirements, design, implementation, evaluation, etc.) being continually 
revisited for continuous improvement. In the agile paradigm, it will provide greater 
user satisfaction because it delivers a potentially consumable solution for each itera-
tion and enables users to enhance (i.e., evolve for the better) their requirements 
throughout the entire project [3]. Additionally, it has a quicker delivery compared 
with the traditional waterfall methodology. Figure 1.6 depicts our integrated agile 
methodology and PDSA. The steps involved are:

	 (i)	 PLAN: Define requirements (Research) – user requirements: elderly popula-
tion (greater or equal 65 years old) sample from several European cities; tech-
nical requirements; standards; legal and compliance requirements (for all the 
participating countries)

	 (ii)	 PLAN: Design models (Design) – user stories (i.e., begins with understanding 
the user, capture it in the form of a persona (a tool to help visualize the user 
and needs, followed by using the tasks and goals of the “personas” to support 

81 https://www.deming.org/theman/theories/pdsacycle

Fig. 1.5  PDSA cycle
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decisions on system functionalities82), scenario-based designs (i.e., grounding 
design in an understanding and capturing the interrelationships of tasks users 
carry out over time),83 model-based designs (e.g., Object, View, and Interaction 
Design, or OVID [5] which systematically builds models using based on a 
specification of the user model (Design, Modeling, and Architecture)

	(iii)	 DO: Test and verify design models (Design, Modeling, and Architecture) in 
(ii) using simulations or experimental environment

	(iv)	 DO: Implement (Development and Integration)  – Develop system and ser-
vices for the real environment with at least three complete cycles (shown in 
Fig. 1.7) for SMART-ITEM web portal, modules (SMART health and care 
(with secured individual personalized view), smart quality of life, and SMART-
ITEM community of support)

	 (v)	 DO: Integrate and Test (Development and Integration)  – integration within 
and between the six layers: sensing layer, data layer, platform layer (i.e., data 
access layer and cloud integration layer), application and services layer, 
secured network layer, and access layer)

	 (vi)	 Study: Evaluation of SMART-ITEM System and Services (Evaluation: 
Research) – expert appraisal, users, impact analyses (Evaluation: Impact Analyses)

	(vii)	 Act: Next iteration if revision is required (note: the entire cycle will be 
repeated – possible evolution of requirements, revision of designs, changes in 
implementation, etc.).

82 http://usability-bremen.de/wp-content/uploads/2013/03/Winter-Holt-et-al-2012-Persona-
driven-agile-development.pdf
83 http://www.ie.zjut.edu.cn/htm/uploadfiles/2007101052010670.pdf
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Fig. 1.6  Integrated agile life cycle and PDSA (Extracted from [6, 7])
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On the other hand, if the evaluation results meet the SMART-ITEM system and 
services goals, then, it shall be deployed in the real environment.

1.4.3  �Pilot Study for the Design, Development, 
and Deployment of SMART-ITEM System and Services

Users will be employed for the pilot tests (i.e., age must be more than 65 years of age 
living at home or in a care home). Initially, a small-scale pilot of 50 users will be 
conducted only within a private cloud environment. Three iterations of large-scale 
pilots are conducted (note: number of target users is 2200). During the first two itera-
tive cycles, only the distributed private clouds (one for each city and hosted in the 
academic/research institutes) are used. However, during the third iterative cycle, the 
services are migrated to the public cloud for future scalability and sustainability.

1.5  �Some Relevant Technologies for SMART-ITEM

Each SMART-ITEM system element is depicted in Fig. 1.1. Relevant technologies for 
SMART-ITEM ecosystem system and services are tabulated in Table 1.1. The system 

Fig. 1.7  Iterative component-based software development life cycle
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Table 1.1  Some key technologies for SMART-ITEM layers and modules

Layer/others Description Key technology

Sensing layer Smart health and care
Telemonitoring 
devices for activity 
tracking and vital 
signs (with wireless 
capabilities)

Garmin Vivo smart (activity and heart rate) 
vívosmart® HR (Part Number: 010–01955-06)
Weighing scale (Garmin Index smart scale –  
white)
ONTEC CMS50EW color OLED bluetooth 
fingertip SPO2 monitoring pulse oximeter

Smart quality of life
Smart home 
automation

Raspberry Pi 3: Model B+ (Internet gateway)
SAMSUNG SmartThings Starter Kit
Samsung Galaxy Grand Prime DUAL SIM 
Simfree 5 inch Touchscreen Smartphone – Gold

Data layer Data integration (for 
the telemonitored 
data and patient 
health record data) 
and data storage

.NET Framework for data integration of XML and 
relational data using ADO.NET. A list of data 
integration solutions in the cloud: proprietary 
solutions (e.g., Informatica, Pendaho, SnapLogic, 
Azure Biztalk Services, etc.); open-sourced 
technologies for data integration (e.g., JSON, 
XML, Hadoop and Apache Spark, etc.). Open-
source web-/cloud-based MySQL will be used for 
data storage

Platform layer Platform Cloud-based platform – Microsoft Azure which 
supports the Microsoft .NET framework

Application and 
services layer

Database, access, and 
manipulation

PHP and MYSQL in Azure, XML, and C# (for 
simple and scalable data manipulation)

Data analytics and 
visualization

Python for .NET (pythonnet), IronPython, R.NET 
(statistical language)

Expert system CLIPS rule-based programming language, CLIPS.
NET (user interface for CLIPS), fuzzyclips

Machine learning Infer.NET (bayesian network), Accord.NET 
framework, Machine Learning Python (MLPY)

Social community Social Networking in .NET, ASP.NET Discussion 
Forum, ASP.NET Community Suite

Access layer User interface Jquery, Ajax (for enhanced interactivity and 
responsiveness), ASP.NET, C#.NET, APIs

Cloud 
infrastructures

Private cloud (servers 
and storage)

HP ProLiant DL380p G8
Storage
HDD Tray Hard Drive Caddy 2.5″
Intel DC S3710 Series 200GB 2.5″
Seagate ST2000NX0273 2.5 inch 2 TB Internal 
Hard Drive
RAM
16GB RAM Memory for HP-Compaq ProLiant 
DL380p G8 (DDR3-10600 - Reg)

Public cloud and 
services

Amazon EC2 (Europe, Ireland) – web portal
Amazon S3 (Europe, Ireland) – storage
Amazon SNS (Europe, Ireland) – Simple 
Notification Service
AWS Data Transfer Out
AWS Data Transfer In
AWS IoT Suite

Modeling Simulations Matlab and Simulink

A.-L. Kor et al.
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elements are interdependent. The four types of interactions are data flow, information 
(processed data) flow, access, and integration (between and within layers).

1.6  �Impact Analyses

Different categories of IoT technology impact assessment have been tabulated in 
Table 1.2.

1.7  �Conclusion

The SMART-ITEM project will be a valuable project because of the scale and vari-
ety of potential users. The pilot target audience for SMART-ITEM use cases across 
eight cities in six countries is 2200 users. Secondly, users are co-creators of health 
and well-being. The project involves the development of an innovative and seamless 
integrated IoT-enabled ecosystem and services to support smart living. The SMART-
ITEM system and services complex modular and vertically cross-layered architec-
ture consists of three modules and six layers (see Fig. 1.1). Currently, integrating 

Table 1.2  Impact assessment methods

Methods Description

Economic  
impact  
assessment

Benefit/costs analysis
B/C = present value of project benefit divided by present value of project 
cost by definition
Cost-effectiveness
This is the ratio of cost per unit of desired results (e.g., cost per person use). 
This test is applicable when the benefit measure cannot be reliably translated 
into money terms (e.g., carbon footprint reduction). It is most usefully applied 
when there is a clear goal (measure) for the desired level of benefit results
Net present value
NPV = present value of project benefit minus the present value of project 
cost (present value is at the point of decision-making)
Gross value added
GVA – measures the contribution to an economy of an individual producer, 
industry, sector, or region. It is used in the calculation of gross domestic 
product (GDP)
Return on investment
Benefits derived from investment on some resources

Environmental 
impact  
assessment

ISO 14001 – identify and evaluate environment assessment of IoT 
solutions
The life cycle assessment of the IoT technology would be conducted 
according to ETSI’s LCA methodology for Environmental Engineering (EE); 
Life Cycle Assessment (LCA) of ICT equipment, networks, and services

Health informatics 
impact assessment

Examples are time efficiency, user effectiveness, user behavioral change, 
etc.

http://www.etsi.org/deliver/etsi_ts/103100_103199/103199/01.01.01_60/ts_103199v010101p.pdf
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IoT solutions from different providers is challenging because they are accompanied 
with proprietary apps and web access. Additionally, the interoperability between the 
different IoT devices poses another challenge due to the varying communication 
protocols. Using a customized Raspberry Pi 3+ as an integrated gateway for differ-
ent sensors data will be beyond the state of the art.
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Chapter 2
Emerging Trends in Cloud Computing, Big 
Data, Fog Computing, IoT and Smart Living

Amin Hosseinian-Far, Muthu Ramachandran, and Charlotte Lilly Slack

2.1  �Introduction

There can be many definitions towards the explanation and delivery that cloud 
computing has on the impact of the current twenty-first-century generation, too 
many for anyone to have achieved a rigorous meaning. According to Babcock [1], 
the ‘cloud’ is mostly specified and put into the software category labelled as a ser-
vice, where a software application can be accessed online, at free hand. The main 
challenge to defining cloud computing is because much like other descriptive buzz-
words within the technology industry, there can be many definitions to each indi-
vidual or firm. Cloud computing provides ‘ubiquitous’, ‘convenient’ and 
‘on-demand’ access to a networked and common group of configurable computing 
assets argued by Samani et al. [2]. ‘As of now, computer networks are still in their 
infancy. But as they grow up and become more sophisticated, we will probably see 
the spread of ‘computer utilities’ which, like present electric and telephone utili-
ties, will service individual homes and offices across the country’ [3]. This concept 
by Leonard Kleinrock in 1969 was the familiar quote that inspired the development 
of the Internet today. Also, dating back to 1960, John McCarthy referenced that 
‘computation may someday be organized as a public utility’, defining what is today 
the ‘cloud’ [4]. Armbrust et  al. state that ‘Cloud Computing refers to both the 
applications delivered as services over the Internet and the hardware and systems 
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software in the datacentres that provide these services’ [5]. Compared to the types 
of services involved in cloud, and its overall commitment, Dhar (2012) gives the 
most defined yet infonaut definition. Dhar (2012) states, ‘Cloud Computing is a 
style of computing in which dynamically scalable and often virtualized resources 
are provided as a service over web browsers and the Internet’ [6]. Cloud computing 
has many benefits and concepts from the Web 2.0, offering infrastructure as its 
service [7].

Figure 2.1 outlines the concept of multitenancy within cloud computing environ-
ments [8]. The notion of multitenancy is simply referring to resource sharing within 
the cloud environment. In the first rectangle on the left, this resource sharing is 
illustrated as an example for a private cloud environment in a schematic way. On 
right, this resource sharing is presented in a public cloud environment. Multitencancy 
in public cloud can be considered as one of the major barriers for expansion of cloud 
computing due to existing security risks [9]. Risks such as losing privacy and/or 
integrity in public cloud may prevent many decision makers to authorise the imple-
mentation of digital services using cloud computing in a smart city.

2.2  �Cloud Models

Cloud computing provides three types of services such as software as a service 
(SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS). This sec-
tion will look at each of these services.

Fig. 2.1  Multitenancy (Adapted from Cloud Security Aliance [8])
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2.2.1  �Service Models

Due to the continuous evolution of the cloud, several cloud models have come to 
exist to keep up with the market demand and the Internet’s continuous evolution. In 
the National Institute of Standards and Technology (NIST), Mell and Grance (2011) 
have defined three different service models [10]:

Cloud Software as a Service (SaaS) – SaaS has an offer to applications that are 
provided on their cloud infrastructure [11]. Overall, accountability and manage-
rial organization is ran by SaaS, operating the applications too. The user is 
responsible of managing the app settings.

Cloud Platform as a Service (PaaS) – PaaS offers a structure to position apps that 
are already past the development stage, using certain programming supported for 
the PaaS. As stated before, and by Mell and Grance, the responsibility is upon 
the SaaS, who do not have control over the users’ settings and apps. The user is 
again responsible for the settings and configurations [11].

Cloud Infrastructure as a Service (IaaS) – IaaS provides the correct resources and 
tools to suit the users system and app. The user has a responsibility of their oper-
ating system, storage and apps and network configurations [10].

The three indicated service models allow the use of multi-tenancy environment, 
apart from when the IaaS model is in use as the users are in total control over 
responsibility (see Fig. 2.2 for a detailed illustration of the details).

The software as a service category is mainly comprised of the APIs, applications, 
data and the required presentation platform for the software on the cloud. This 
would sit on the platform as service where the platform for hosting the software is 
offered as a service within the cloud environment. Lastly, there is the infrastructure 
as a service which is comprised of the necessary hardware, facilities and the associ-
ated protocols.

2.2.2  �Deployment Models

There are several deployment models available in regard to the cloud today, and 
more and more will develop as the cloud technicalities expand [11]. The models 
stated below are the current models involved in cloud services so far and can be used 
with any of the service models listed above (SaaS, PaaS or laaS) [11].

Public Cloud  – When discussing the topic of cloud, it is often specified and 
referred to as ‘the public cloud’. This is due to the most well-known and popular 
cloud services being open to the public eye [2]. These service examples include 
e-mail services, such as Hotmail, Apple iCloud or the popular storage services, such 
as Dropbox. All of these cloud services are made available to the public, who can 
access the services via the Internet. Whilst many of the general public customers 
from a particular firm may use a ‘public cloud’ service, the nature of the public 
model will mean that it is available to any individual customer [2].
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Private Cloud – Whilst the public cloud uses a substructure for several customers, 
the defined ‘private cloud’ is reserved to one individual person, a single customer. 
Whether the infrastructure of the firm is on sight, or off sight, the individual client 
will be the only one with access and control to its location and placing [2]. Only one 
organization constructs within their personal cloud [11]. Operated in the ‘private 
cloud’ is only information that will be or is regulated and controlled, such as personal 
information and data that should not be duplicated or repeated outside of this cloud. 

Fig. 2.2  Service models (Adapted from Cloud Security Aliance [8])
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It is a preferred model for hosting private data where restrictions and boundaries can 
be applied. In comparison to the ‘public cloud’ and ‘community cloud’ (see below 
and Fig. 2.3), a private cloud can be ‘trusted’ with limited access [2].

Community Cloud – A community cloud extends the concept of a private cloud, 
to allow multiple known members to incorporate into shared concerns in the private 
cloud. The community of this particular cloud is multiple stakeholders, with similar 
goals or the same preferences for security, and through the whole party, these stake-
holders are provided and granted the same data access [2]. The members in the cloud 
may wish to review those looking and seeking entry in their cloud community [12]. 
The community cloud may be organized, and managed by the firms, or outsourced to 
a third party [11]. In a busy cloud market position, many cloud service providers can 
differentiate themselves better using ‘community cloud’ [13] (see Fig. 2.3).

Hybrid Cloud  – In between the original ‘private’ and ‘public’ cloud, without 
contrast to the ‘community’ cloud, is the ‘hybrid’ cloud. The ‘hybrid cloud’ is 
designed to prepare for the implementations that are in between the public and pri-
vate cloud [2]. The hybrid is an integrated cloud service, which can utilize the pri-
vate and public to perform the different functions that are needed within the 
community of the firm [14]. The hybrid cloud involves several different cloud infra-
structures, with different deployment models combined [11].

As discussed earlier in this chapter, resource sharing is one of the objectives of 
cloud computing as it would benefit storage, processing and manipulation of data 
across shared resources. However, security, privacy and integrity of the data in a pub-
lic cloud are often a concern for many decision makers. The public cloud is the desired 
and relevant deployment model that can be used in a smart city, nonetheless appropri-
ate strategies should be arranged for maximising data security, privacy and integrity.

Fig. 2.3  Disparate resource-sharing requirements in different companies (Adapted from Lu 
et al. [15])
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2.3  �Cloud Services

The cloud services today have many providers, which are familiar with the common 
public, including Dropbox, iCloud and Google. All these cloud services involve vari-
ous services, where files and information are kept on their servers, which are con-
nected to the Internet. Therefore, instead of having to keep them on a single computer, 
you can use any online device to access the same files. This is useful for the day-to-
day business concept of having your important data backed up and having easy 
access anywhere to ‘the cloud’. With the security aspect for the product, the security 
of these services plays an important role in the development of software systems, 
such as the cloud. Security requirement is often considered after the design of the 
system, which is shown by an analysis of software development processes [16].

2.3.1  �Security and Compliance

Some of the most important concerns in cloud computing are security and privacy 
issues [17]. Throughout the use of the cloud, there is a constant need for large 
amounts of personal data, and sensitive data is also managed in the process. The 
security concepts and the privacy image of the cloud are among the primary reason-
ings for the cloud’s existence, as several surveys state. For different firms, it is 
essential that the analysis and concept of the security and privacy issues that adopt 
the cloud-computing infrastructure are understood, before its adoption into business 
culture [17].

The cloud service is based on the storage of personal and sensitive information, 
and the safety of its data, which raises concerns as to whether the cloud context can 
be trusted. Many industries for solutions have made sure to take into account the 
understanding of organizational structures and laws and regulations that are bound 
around the social aspects of the situation. When a firm participates into the cloud IT 
infrastructure, their data and important documentation is then stored in a different 
environment, which is managed and maintained externally to their organization. 
From this there is a sudden feel of lack of control within the organization. The orga-
nization is appropriately giving up their administrative control and processes. 
Therefore, with respect to the security of the cloud, the consideration of elements 
including data integrity, data transfer and recovery should be revised [17].

Considering the cloud security landscape, if overall there becomes a failure to 
ensure appropriate security and safety when the cloud services are in use, this could 
result in higher costs and potential loss of business [18], thus disregarding any poten-
tial benefits that cloud computing can have on these specific measures for the firm 
[18]. If the consideration in a firm is to move to the cloud computing process, the 
stakeholders, including customers, must have a clear mentality and approach [18]. 
They also need to understand the probable security benefits and risks associated with 
cloud computing and set realistic expectations with their cloud provider [18].
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2.3.2  �Cloud Security Controls

Cloud security and its procedures can only be effective if the right security measures 
are in place and implemented correctly. The security management of the cloud ser-
vice should be in place according to the cloud architecture that provides the control 
of the service. With the precise security management in place, the security controls 
can then be used and identified to prevent any issues from occurring. These indi-
vidual controls can be put into place to avoid any flaws and reduce the chance of an 
attack on the systems. An example would be a logon warning, which ensures the 
person is aware of the right to enter the information storage and the cloud storage 
site [19]. The cloud security controls are the key pillars of cloud security [20].

Deterrent Controls  – Deterrent controls are measures to diminish any sort of 
attacks that may occur when on cloud architecture [21]. An example of this could be 
a warning sign on a housing property, or a pop up on an IT structure, suggesting 
further action should be proposed when using software. These are the same as deter-
rent controls, stating there will be opposing concerns and consequences if they were 
to proceed [19].

Preventive Controls – Preventive controls ensure that any security issues that will 
intendedly arise will have already been approached. With the managing of certain 
issues, damage can then be limited [19]. An example of this would be the proxy 
server. The preventative acts as a ‘bouncer’ personality between your information 
and the person wanting to access it. On request for this information, it can be granted 
and passed through servers, reducing the risk of a security crack [19]. With the cor-
rect preventive controls, damages on the cloud system will be minimized [21].

Corrective Controls – Corrective controls are exactly what its name says and 
are security issues that can be resolved quickly and efficiently after an attack or an 
attempt on damage has been made; this real-time security is important [19]. An 
example of a corrective control in place may be a limitation on how much time is 
spent on your cloud storage service, thus minimizing potential breaches. Compared 
to preventive controls, the correctives ones take control as an attack is taking 
place [21].

Detective Controls – Detective controls are the ‘detectives’ of the cloud controls. 
They detect any illegal users, who are working against the preventative and correc-
tive controls to make sure there is minimal damage. Usually with detective controls, 
they can stop an attack before they even begin [19] by detecting the potential attack 
before it happens [21].

Furthermore, having the four storage cloud controls when accessing, or using a 
Cloud service, can maintain its quality and storage [19]. The potential damage that 
can be limited due to the use of the controls can prove extremely useful by the end 
of the online use to the cloud; the security of sensitive information can be com-
pletely secure if used properly. To make sure that the security of the cloud is secure, 
up to date and attack free, the security has to be in line with the standard security 
guidelines [21] with these security controls in place.
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2.4  �Cloud Users and Organisations

Many users today have an idea of the cloud being a glamourous security to their 
data and private documents, which delivers sufficient services based on their desires 
[22]. From a cloud user’s view, a good cloud service will accommodate copious 
amounts of resources for its technicality. This means a user will always feel the need 
to be able to request more resources according to his/her need [22]. From an organ-
isational perspective, the service is always providing elasticity, where the cloud 
resources are adaptive to the business and user needs [22]. There are also several 
cloud security principles, which summarise the essential security principles when 
there is an evaluation towards the cloud services and why they are important to an 
organization [23]. Some organisations wish to satisfy many of the security princi-
ples whilst many subsidize.

2.5  �Big Data Notion

Since the emergence of databases, businesses have immensely benefited from the 
data organisation capabilities that the databases offer. The history of relational data-
bases traces back to 1974 when IBM initiated a project called IBM System R aim-
ing at developing a database system for research purposes [24]. Though, the first 
commercial relational database was developed by Oracle in 1979 [25]. Relational 
databases are using tables (relations) to organise data records. Since then, there have 
been various techniques and architectures for relational database development. One 
of these initial established well-known techniques is the Cobb’s normalisation tech-
nique for redundancy reduction in the database [26]. Further extensions were added 
to Codd’s notion of normalisation. There were other novel techniques for develop-
ing object-oriented relational databases. Attaran and Hosseinian far proposed a hier-
archical novel algorithm that derives the database from the relations of the system’s 
classes [27]. Big data was initially defined by Magoulas in 2005 as ‘big data is when 
the size of the data becomes part of the problem’ [28]. Goes associated big data with 
the four V’s attributes [29]. Volume is the first characteristic by which manipulation 
of large volumes of data is often considered within the realm of bi data science. The 
second characteristic is variety. The data types used for analytics in data science are 
varied and may belong to different industries and sectors. They are also often pre-
sented in different patterns and structures [30]. Most of this large volume of data is 
needed for real-time analytics, and therefore the speed of transactions and data cre-
ation is often fast. Examples can be found in many sectors, e.g. financial sector and 
banking in which transactions are to be updated in real time or the stock market 
prices are to be analysed and informed rapidly [31]. The last V stands for veracity 
by which the reliability of the gathered data is assessed. The big data veracity is very 
context dependent; for instance the data produced within the social networking con-
text may contain irrelevant details including spams which would make the analytics 
task very challenging [32].
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2.6  �Fog Computing

Fog computing has emerged to address the need for low latency, location awareness, 
widespread geographical distribution, strong mobility, strong wireless access, 
strong presence of streaming and real-time applications and a support for the needed 
heterogeneity. All these characteristics of fog computing coupled with the advance-
ment for wireless sensor networks (WSNs) and Internet of things (IoT) devices 
make it suitable for the future of smart living. However there are research chal-
lenges that remain active on security and privacy of cloud computing, fog comput-
ing and IoT [9]. Our earlier work on cloud security has developed a generic 
framework known as cloud computing adoption framework [33]. However, privacy 
issues have not been addressed with respect to emerging IoT sensors, devices, cars, 
home appliances, drones and other applications that are expected to reach and use 
magnitude of location data as well as personal data.

The following section aims to forecast how these four emerging technologies, 
i.e. cloud computing, big data analytics, fog computing and Internet of things, will 
work together for smart living.

2.7  �Smart Living

The notion of smart living and cities is often described as a governmental initiative 
with a view to improve citizens’ lives and living standards. Jimenez et al. believe 
that ‘interoperability’ between different organisations and departments is the main 
challenge to achieve smarter city perception [34]. There are a number of enabling 
technologies which some are mentioned within this paper. There are numerous 
applications to transform cities to smart cities, from education, communications, to 
infrastructure and energy and beyond. Considering the application, an area of tech-
nology is required to enable the transformation process. The Internet of things with 
its various technologies such as wireless sensor networks (WSNs) is often consid-
ered to be an indispensable necessity. The overall idea is to reduce the energy con-
sumption and costs, increase efficiency and enable faster data transfer from point A 
to B. Smart grid is also considered as essential enabling technologies which would 
reduce energy consumption intelligently. Narrow-band power-line communication 
(PLC) is an established technology which allows data transfer over the low-noise 
internal electricity wiring, whilst the broadband PLC intends to transfer data over 
the city electricity grid. The main challenge in implementation of broadband PLC 
would be to overcome the noise [35]; nonetheless, currently, electricity providers 
across the UK are moving towards smart metering (Fig. 2.4).

Real-time monitoring and reduction of CO2 footprints is an essential step to 
ensuring the environmental friendliness of a smart city. A good example of this can 
be explained within the perspective of the London Plan. The London Plan autho-
rised by the Greater London Authority (GLA) is a longitudinal development plan 
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for the city of London, UK, which outlines different policy principles for improving 
the quality of life and the city. The plan has undergone many modifications since its 
introduction in 2004. One of the sub policies of this spatial development plan is to 
reduce the CO2 footprint by 2050 [36]. Such a policy disposes the CO2 reduction 
through the use of solar panels, combined heat and power (CHP) and micro CHB 
and insulation of the residential and industrial buildings (energy efficiency initia-
tives) as the applied approach to the policy [37]. These are accompanied by a set of 
executive targets; for instance, within the initial plan, the CO2 reduction is to be 
monitored every 5 years. This plan was followed by the ‘Smart London Plan’ [38] 
in which the exploitation of big data, IoT, cloud computing and in general digital 
technology could facilitate the initial longitudinal strategy. Big data technologies 
together with IoT would facilitate many of the monitoring and analysis tasks dis-
cussed within the initial proposal. The sensor networks could offer real-time moni-
toring of the smart city’s polluters, road traffic and any application in which the 
real-time monitoring is essential.

Cloud computing would improve ‘data storage’, ‘handling’ and ‘caching’ in the 
application of smart grid [39]. Rimal et al. have developed a novel resource manage-
ment framework which utilises cloud computing for infrastructural networking 
[39]. Their research results assess the use of cloud for broadband access traffic 
without affecting the performance in traditional architecture.

Fig. 2.4  Cloud and fog computing, IoT and data generation (own elaboration)
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2.8  �Conclusions

Cloud computing, big data analytics, fog computing and Internet of things (IoT) are 
emerging and disruptive technologies that can enable smart living. This chapter 
aimed to outline an overview of these technologies and highlight the factors that 
would be necessary to consider before strategizing resources and applying the tech-
nologies within the context. Although the technology may seem not to be the bottle-
neck anymore for implementing digital systems in smart cities, nonetheless security, 
privacy and integrity are some of the notions that are alerting many policy makers 
and strategists before realising smart living through digital technologies.
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Chapter 3
Toward a Cognitive Middleware for  
Context-Aware Interaction in Smart Homes

Obinna Anya and Hissam Tawfik

3.1  �Introduction

Over the last decade, the smart home technology has gained increasing research 
attention as an approach for addressing the world’s growing aging population and 
supporting active and independent living. A smart home for the elderly integrates 
multiple IoT-enabled home devices and computing subsystems, including ubiqui-
tous ICT devices, aimed at providing context-aware and ambient assisted living 
services to the elderly, often facilitated by remote home control. From an interaction 
design perspective, a smart home donates a physical space within which an elderly 
user cocreates and shares information with intelligent home devices in a way that 
corresponds to, and meaningfully caters for, the needs and values of the user. An 
overarching principle in smart home design is the seamless integration of a wide 
range of technologies such as wireless sensor networks, IoT devices, big data, ambi-
ent intelligence, and cyber-physical systems, as well as increased automation of 
activities of daily living with the goal of providing the elderly with services for 
active aging and social inclusion as well as technologies for overcoming physical 
and cognitive limitations imposed by old age. As a result, smart homes are most 
often characterized in terms of their level of augmentation through ICT, sensor-
based technologies, and IoT devices, as well as their degree of enriched user support 
through automation and artificial intelligence.

Although the value of the smart home market is projected to grow from 39.9 billion 
USD in 2016 to 79.9 billion USD by 2022 [a] and several prototype applications 
for elderly care have been proposed [13–15], the landscape of smart home solutions 
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for elderly care has been to date one with very little or no commercial applications. A 
major obstacle, among other factors, to the uptake of smart homes for the elderly is the 
lack of adequate models for managing interaction between users and system [1]. 
Several context-aware applications with the capability to detect human activity and 
offer different levels of personalized services have been developed. However, studies 
have shown that the elderly faces a uniquely different set of challenges when it comes 
to engaging with digital technologies. For example, owing to declining physical and 
cognitive abilities in old age, elderly users have a different attitude to technology than 
younger users [6] and are often challenged by pervasive and frequency changes in 
device user interfaces [3].

This paper presents a framework for the design of effective models of interaction for 
smart home applications for the elderly through the use of a cognitive middleware for 
managing the landscape of interaction between an elderly person and IoT devices in a 
smart home. The cognitive middleware will primarily serve to mediate and manage 
how an elderly person engages with a smart device – it learns about the person’s life-
style interests, habits, and preferences, as well as their contexts and situations, and 
consequently determines suitable interaction models for a given user context. Enabling 
effective and meaningful interaction between elderly persons and intelligent devices in 
a smart home will require approaches that are based on clearly defined models of con-
text and system software architecture, as well as a systematic application of usability 
and user-centered design principles geared toward tackling such challenges as: how do 
we design smart home systems that accommodate and adapt to an elderly person’s level 
of physical and cognitive capabilities? How do we design smart home technologies 
with the ability to intelligently coordinate actions between collections of heterogeneous 
networked devices in a way that primarily supports the varying needs of an elderly 
user? The foundation for such a middleware is arguably a user modeling system that, 
given historical data about user lifestyle interests, habits, and preferences, as well as a 
sequence of user actions and data about user environment, identifies a meaningful and 
intuitive interaction model that corresponds to satisfying user needs in a given context. 
Using a middleware allows for reusability and good architectural design by abstracting 
the interaction mechanism away from the core purpose of a particular smart device.

We start off the rest of this paper with a brief description, in Sect. 3.2, of an exam-
ple highlighting the need for a cognitive middleware for managing context-aware 
interaction in smart homes. In Sect. 3.3, we discuss background work followed by a 
discussion of the relevance of middleware in context-aware interaction in Sect. 3.4. 
We describe our proposed interaction model in Sect. 3.5 followed by discussion and 
conclusion in Sect. 3.6.

3.2  �Motivating Example

Although new technologies have emerged that help us keep track of multiple things 
such as our health regime, social connections with friends and family, and even our 
favorite programs, many elderly people have difficulty integrating these technologies 
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into their daily life. John, aged 72, lives alone in his home. His children who have 
moved away to different locations have made efforts to equip John’s home with 
numerous IoT gadgets including a diabetic monitor system for testing his blood glu-
cose level four times a day; an automatic room temperature controller; Skype and 
Facebook technologies for social collaboration; a neckband alert system that John 
has to press for emergency services, e.g., in the event of a fall; a medication time 
reminder system; and a FaceTime connection to John’s physician.

Like most elderly people with chronic ailments, John requires routine medica-
tion with changing dosage according to his physician’s prescription. At 72, John 
equally enjoys his favorite meals, daily newspapers, and TV channels. However, 
John often forgets to take his medication on time and finds it difficult to coordinate 
his use of different gadgets that allow him, for example, to reach his physician when 
he wants to or to call his family. John also has difficulty managing his meal and 
often makes poor food choices.

Many of the issues in supporting elderly people to live quality life independently 
can be improved with the use of a cognitive middleware for managing their engage-
ment with technology devices and gadgets in their smart home. The cognitive mid-
dleware learns about John’s lifestyle interests including his food choices and his 
usual habits, e.g., his favorite TV times and channels, as well as his changing medi-
cation prescriptions. The middleware equally has a knowledge of the different roles 
of each of the devices in the homes, and is able to automatically manage their inter-
actions in the context of specific activities that John engages in at various times, for 
example, to trigger a FaceTime call to John’s physician. The cognitive middleware 
is able to leverage knowledge of John’s behavior, lifestyle, and preferences, con-
necting to a history of events, things, and places around which he has progressively 
built his life, in ways that ensure that the help and services offered by the smart 
technology are both welcomed and genuinely useful.

3.3  �Background

In this section, we discuss a number of background issues pertinent to understand-
ing the challenges of context-aware interaction in smart homes for the elderly. We 
review relevant research projects on smart homes for the elderly, taxonomies of 
interaction in smart homes, and research in context-aware computing. Finally, we 
highlight the key features that distinguish the approach proposed in this chapter.

3.3.1  �Smart Home Projects for the Elderly

Several smart home technologies have been proposed conveying different forms 
of  IoT-enabled devices with increasing sophistication and have gained a lot of 
attention as potential solutions for the provision of enhanced quality of life for the 
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elderly [18]. Recent reviews by Alam et al. [13] and Chan et al. [14] provide a gen-
eral overview of past developments, present research, and future challenges. Other 
related reviews, such as [15] focusing on context-aware tools and monitoring ser-
vices for smart homes, highlight the role and challenges of context-aware interac-
tion in smart homes. While remarkable progress has arguably been made in smart 
home research, developing usable smart home technologies for elderly use remains 
a huge challenge [1]. The more sophisticated the underlying algorithms and archi-
tectures of a smart home are, the more difficult it is for an elderly person to engage 
with a system underlying such arrays of smart tools and interfaces. From a program-
ming perspective, it is almost impossible for a designer to program all contingency 
plans for every context that an elderly person could possibly be in without the sys-
tem performing in unexpected ways. Employing a machine learning approach is 
equally challenged because of the inherent difficulty in collecting training examples 
with appropriate scenarios for how an elderly person lives and behaves for all pos-
sible contextual situations. A fundamental problem then becomes: how do we 
design smart homes that employ sophisticated algorithms and yet are simple enough 
for an elderly person with varying degrees of physical and cognitive impairments to 
easily and comfortably interact with in a way that creates value?

Over the years, the task of building smart homes has integrated other approaches 
in healthcare for increased success. One example is telemedicine or “telehomecare” 
where clinical consultations and treatments are provided virtually to an elderly in a 
smart home via ICT technologies – a technique that has been used for disease pre-
vention and monitoring of the elderly. Others include “the intelligent room,” which 
combines robotics, vision and speech technology, and agent-based architectures in 
order to provide computation and information services for people engaged in day-
to-day activities with the goal of pulling the computer out into the real world of 
people [40]; “integrated home systems,” which provide for the elderly a single 
human-machine interface to household systems and gadgets [41]; “rehabilitation 
integrated systems” for better access and ergonomics for the elderly [43]; and the 
“adaptive house,” which uses advanced neural network to control such things as 
room temperature, heating, and lighting without previous programming by the resi-
dents [44]. Recent approaches leverage advances in context awareness, e.g., the 
context-sensitive rule-based architecture for a smart home environment [45], and 
social computing, e.g., the aware community, which allows an elderly in a smart 
home to engage with other people via social networks as well as mobile technolo-
gies, the service-oriented paradigm, and cloud-based infrastructures [32]. In addi-
tion, research in smart home has served as an environment for scientific study of 
home life, particularly the relationships between space and information, e.g., 
through approaches that integrate learning into everyday activity in a smart home 
[32], in order to provide better personalized services for the elderly.

Despite the huge progress in smart home research, realizing the vision of smart 
home presents a number of challenges. Some of these challenges stem from the fact 
that at any specific time, a smart home is required to generate data about the envi-
ronment such as temperature, humidity, medication level, and the status of doors, 
windows, and lights and about the location and behaviors of its inhabitants such as 
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sleeping, cooking, watching TV, etc. As noted by [26], the central issue becomes 
how to fuse data from multiple sources in order to form a meaningful interpretation 
of a situation, in relation to other information sources such as electronic health 
records as well as information about user needs, and subsequently provide personal-
ized care to the elderly inhabitant. A related challenge in smart homes is that the 
technologies often appear too intrusive and technologically too sophisticated and 
unusable for an elderly person [23]. Overall, existing smart homes hardly adapt to 
the personal lifestyles of the elderly [2].

3.3.2  �Taxonomies of Interaction in Smart Homes

Previous studies have categorized interactions in smart homes. A taxonomy based 
on sociotechnical and cyclic interactions is proposed in [4]. The authors observe that 
the problem of interaction in smart homes lies at two extremes. On one end, smart 
homes enable users to share digital artifacts and services across a home network 
and, at the other end, enable collections of networked devices to coordinate their 
actions. The former refers to sociotechnical interaction, and the latter cyclic interac-
tion. While relevant in enabling us to understand interactions in the smart home, the 
taxonomy does very little to address the question of how to enable effective and 
useful user-system interaction in the smart home. A taxonomy for interservice inter-
actions proposed by Kolberg et al. [5] appears particularly relevant in understanding 
how IoT-enabled devices interact with one another in a smart home. The taxonomy 
includes multiple trigger interaction, which refers to two services controlling the 
same IoT-enabled device; shared trigger interaction, which refers to a situation 
where an event is sent to two different services that consequently perform conflict-
ing actions; sequential action interaction, in which a service sends a request to an 
IoT device that in turn sends notifications to another services; and finally missed 
trigger interaction, in which a service prevents the operations of another service.

Dewsbury et al. [7] presented two categories of interactive devices in a smart 
home, namely, active devices and passive devices. Active devices are those with 
which the user can directly use and interact with, e.g., light switches or control pan-
els, whereas passive devices are those that the user cannot directly interact with, but 
which can detect user action and enable predetermined functions, e.g., sensors. 
From an interaction design perspective, these two categories present opportunities 
for the design of two broad interaction models for managing the elderly person’s 
active and passive interactions with smart home devices. The idea of active and pas-
sive interactions resonates with the distinction between explicit and implicit interac-
tion [9]. The model is based on how the interaction is initiated, where explicit 
interaction is user-triggered through a direct input device and implicit interaction is 
sensor-triggered. Another relevant taxonomy of interactive smart home devices 
appears in [8]. The authors’ categorization is based on how technology is made 
manifest in a home appliance and includes information appliances, which are 
stand-alone IoT smart home devices with well-defined self-contained interactive 
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functionalities; interactive household objects, which merge interactive capabilities 
with existing home devices to offer new forms of interaction; and augmented furni-
ture, which adds interactive capabilities to different furniture items in the home. In 
[6], Kim et al. proposed a taxonomy of interaction in a smart home based on user 
intention and attention. It includes explicit interaction, where a user issues an 
explicit command to a smart home computing system in order to achieve a specific 
purpose; perceivable interaction, where the smart home system activates an IoT 
device based on an acquired sensor input, which presents a clear output that cap-
tures user attention; and finally calm interaction, where an observed sequence of 
user actions is interpreted by the smart home system and automatically applied to 
perform actions (outputs) that are invisibly and seamlessly integrated with the home 
environment.

3.3.3  �Context-Aware Computing

Context-aware computing is fundamentally concerned with the problem of context 
capture, representation, and adaptation in interactive systems and has been the focus 
of several studies in human-computer interaction, artificial intelligence, and ubiqui-
tous computing. At the core of most of the research is an investigation of what 
context is and what it means for a system to be context-aware. We do not intend to 
carry out a complete review of context in this paper; interested readers might refer 
to [12, 17, 19, 20] as well as [21] for a survey of context-aware middleware archi-
tectures. Here, we analyze two threads of inquiry that have become prominent in 
discussions of context, which are particularly relevant in discussing middle archi-
tectures for context-aware interaction.

The first thread of inquiry, which we refer to as the bottom-up approach, views 
context as “any information that can be used to characterize the situation of an entity, 
i.e., a person, place, or object that is considered relevant to the interaction between 
a user and an application, including the user and applications themselves” [17]. This 
approach relates to the more traditional view of context as a concept for character-
izing and representing physical objects in computational forms, i.e., identify objects 
within an environment that are relevant to given situation, and consequently encode 
them in a formalism appropriate for computer-based representation and interpreta-
tion. Thus, a system is context-aware if it uses context to provide relevant informa-
tion and/or services to the user, where relevancy depends on the user’s task [17]. 
However, the problem with this approach is that it delimits the scope of the problem 
of context-aware computing to that of “search- and location-based services” [19]. 
Interestingly, the dimensions of context are much larger than physical location. For 
instance, Kirsh [20] notes that in tracking context, we need to go beyond the super-
ficial attributes of who and what is and where and when, to consider the highly 
structured amalgam of informational, physical, and conceptual resources that com-
prise “the state of digital resources, people’s concepts and mental state, task state, 
social relations, and the local work culture” (p. 305). To be context-aware, systems 
and services in a smart home environment must go beyond the physical dimensions 
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of context; they must understand the elderly users  – what they know (e.g., their 
interests), who they know, who and what they trust, and what they value [18].

The second thread of investigation of context in computer science relates to the 
top-down view of context. Central to this thread is the concept of embodied interac-
tion [11], which argues that context emerges out of interaction among objects in the 
world. In this perspective, context is viewed not as information but as a relation, 
and, as people interact with objects or devices in the world, actions do not occur in 
specific contexts, but rather context is actively produced, maintained, and enacted as 
interactions unfold [11]. What is regarded as context is therefore not a static feature 
that can be captured and encoded, but a dynamic feature that is determined by the 
setting, actors, and interaction. The interactional view of context is a notion drawn 
from social science and makes the following fundamental assumptions, namely, (1) 
context arises from activity, (2) context is an occasioned property, (3) contextuality 
is a relational property, and (4) the scope of contextual features is defined dynami-
cally [12]. From the perspective of human-computer interaction, designing from the 
viewpoint of embodied interaction provides strong underpinnings for facilitating 
the process of designing for errors, making interactions visible and transparent, 
designing for reduced user cognitive load, and maintaining consistency across a 
range of application interfaces.

The distinction between these two threads of investigation of context reflects the 
essential difference between context as a representational problem and context as an 
interactional problem. While the view of context as a representational problem 
allows us to analyze context as a set of changing features within a smart home envi-
ronment, relating to context as an interactional problem would enable us to ade-
quately understand a set of user actions that correspond to a single information 
need. The foundation for the cognitive middleware for context-aware interaction in 
a smart home constitutes a modeling of the way elderly users experience their 
engagement with IoT-enabled devices in a smart home, such that a given set of user 
actions identifies coherent contexts and predicts user need. The prediction process 
would center around the following basic concepts:

	1.	 Habits: Habits are actions that an elderly user takes on a regular basis, for exam-
ple, reading books, cooking, etc. We identify two categories of actions that give 
rise to habits: short-term actions and long-term actions. Habits are important for 
determining and modeling lifestyle of an elderly person.

	2.	 Interests: Interests include changing needs of an elderly user and like habits may 
occur on short- (i.e., may span days, weeks, or few months) or long-term basis 
(i.e., may span several months or years or often may not have an end).

We model an elderly person’s interaction within a smart home environment using 
the concept of an interaction landscape. The idea of an interactive landscape refers 
to the structure cocreated as a result of the goal-oriented interactions among users 
and IoT devices in a smart home environment, for example, in the process of 
addressing a given user need. Interactive landscape draws upon related concepts, 
such as activity landscape [25], task environment, and enactive landscape [24]. It is 
meant to capture the goal- or activity-dependent nature of a sequence of interactions 
between users and/or autonomous devices.
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3.4  �Why Middleware for Context-Aware Interaction?

A middleware denotes a software framework used to abstract the heterogeneity of 
low-level system layers (e.g., hardware, operating systems) for the purpose of 
reducing the complexity of developing high-level layers (e.g., applications). For 
example, in distributed applications middleware is traditionally used to provide ser-
vices to software applications beyond those available from the operating system 
primarily by enabling a common protocol for communication and object sharing. In 
context-aware computing, the concept of middleware has been applied as a mecha-
nism for context management, for example, to build context-aware applications 
which are able to adapt their services to users’ changing needs and situations. In 
this work, our goal is to utilize middleware services – given the peculiar challenges 
elderly people face in interacting with digital technologies as a result of age-related 
impairments – to adapt interactions between IoT-enabled smart home devices and 
elderly home occupants to the changing needs of the user. In what follows, we out-
line a number of interaction requirements and challenges for smart homes for the 
elderly. The list is not exhaustive, but is rather aimed to provide further motivations 
for a cognitive middleware for context-aware interaction in IoT-enabled smart 
homes.

•	 Constant interface: Today’s technology industry is famous for designing 
devices to last just for a couple years, and nearly every iteration comes with sig-
nificant changes in the user interface. We change the way interfaces look and feel 
on a regular basis and constantly add new functions and new ways of interacting 
with digital devices. For example, computer input has shifted from keyboard, 
mouse, and conventional computer display to gestures, speech, body movement, 
haptic feedback devices, ambient sound generator, and large smart displays. We 
have, in less than a decade, transformed the design of mobile phones from a 
conventional communication device to a smart device with support for an infinite 
number of apps and functionalities. But, as people age they would prefer devices 
with a constant interface [3]. For example, elderly people with short-term 
memory loss typically struggle to adapt to rapid changes. A cognitive middle-
ware for context-aware interaction in smart homes will potentially provide a 
layer of user interface consistency for an elderly person regardless of advances in 
device functions and features.

•	 Lifestyle-oriented and personalized support: Despite the growing trend to 
develop and deliver technology solutions fast and with rapid upgrades, research 
has shown that there is still a considerable need to create solutions that enable 
users to have long-lasting relationships with technology. A key challenge from 
the perspective of design is how to enable personalized support through lifestyle-
oriented digital interactions.

•	 Augmentative interaction: A major concern in IoT-enabled smart homes for the 
elderly is to automatically map available services to user needs via context-aware 
user interfaces, how to manage device heterogeneity at the level of device com-
munication, for example, through a common interaction protocol, and how to 
predict user intentions and appropriately augment user actions. Addressing these 
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concerns requires that our design approaches are able to provide answers to a 
number of fundamental questions, including what does a user want to do in a 
given context? What infrastructure services within the smart home would cater 
for those needs? How would the user want the services delivered?

•	 Context-based multimodal interaction: As noted in Sect. 3.3, interaction with 
digital devices in a smart home can take different forms and guises. They can be 
explicit (e.g., via keyboard) and can demand attention (e.g., through alert trig-
gers) but can also be peripheral and even invisible [6]. As such, they can also use 
natural user interfaces such as conversational interfaces or gesture-based interac-
tion. Several studies have shown that developing adaptive, natural, and multi-
modal user friendly human-computer interfaces is a major challenge in building 
future homes for assisted elderly living. A middleware with the capability to 
determine the best user interaction mode based on user context is, therefore, 
highly needed in today’s IoT-enabled smart homes.

3.5  �Proposed Model

In [22, 23], we presented the conceptual design of the ACTiVAGE (ACTiVe AGeing 
sErvices) system – a context-aware lifestyle-oriented framework for supporting per-
sonalized elderly care and independent living. The system combines an understand-
ing of user lifestyles, personal preferences and beliefs, as well as knowledge of user 
context in order to offer a model of ICT-enabled support for independent living 
(Fig. 3.1). It includes systematic data capture and rigorous analytics for uncovering 
the actual and complete picture of the elderly person’s lifestyles for the purpose of 
building a formal representation of the lifestyle concept for system design.

Knowledge of User
Lifestyle Knowledge of User

Context

Past activities, Beliefs,
Values, Usual habits,

Life events,
Behavioural models,

Experiences

Location, Time,
Situational objects,

Interactions, On-going
activities of daily

living, Task states

USER: Who, Why

USER: What, Where,
When, How

Lifestyle-oriented
Context-aware

Model

Fig. 3.1  Overview of the lifestyle-oriented context-aware model for the ACTiVAGE system
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Drawing upon our experience in designing the ACTiVAGE system as well as 
the foregoing discussions in Sects. 3.3 and 3.4, we describe a cognitive middle-
ware for supporting and managing interaction between users and intelligent 
devices in smart homes for the elderly. The goal of the middleware is to enable an 
elderly person to interact meaningfully with IoT-enabled devices in a smart home 
by providing a common protocol to ensure that interactions between elderly users 
and IoT-enabled smart devices are adapted to changing user contexts. As noted 
earlier, the foundation for the cognitive middleware proposed in this work is a 
user-centered situation model that, given a sequence of user actions, identifies 
coherent contexts.

3.5.1  �Architectural Design

The architectural design for the cognitive middleware system consists of three lay-
ers, namely, the application services layer, the cognitive and context adaptation 
layer, and the data services layer (see Fig. 3.2). Overall, the middleware system is 
designed to enable the following capabilities:

	1.	 Provide a common framework to support meaningful interaction among several 
IoT devices in a smart home based on knowledge of the elderly person’s life-
styles, interests, and preferences.

	2.	 Predict the most appropriate interaction mode (e.g., speech, gesture, human-in-
the-loop, use of a graphic reminder or imagery, etc.) for servicing user needs in 
a given situation.

	3.	 Provide explicit feedback loop to notify an elderly user about any actions before 
(feed-forward) and after action occurrence (feed-backward), e.g., by monitoring 
and displaying a set of context cues relevant to different user activities and 
situations.
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Fig. 3.2  High-level architecture of the cognitive middleware system for context-aware interaction
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	4.	 Provide alert and control capabilities to the elderly user as well as their family, 
friends, and caregiver, e.g., using different activity-driven messaging and col-
laboration services.

The cognitive and context adaptation layers include the interaction landscape, 
the context-aware reasoning module, and the learning and prediction modules. As 
noted earlier, the interaction landscape provides a structure for making sense of 
interactions among users and devices in an IoT-enabled smart home environment. It 
is responsible for gathering, processing, and interpreting the contexts implicit in 
interactions among various devices and/or users in a smart home, for example, gath-
ering interaction contexts via raw sensor data (e.g., accelerometer, beacon, etc.) 
from IoT devices and processing by determining the category to which a specific 
interaction belongs (e.g., whether it is user-enacted, system-triggered, or embedded/
calm interaction). In order to implement this structure in a computer system, a for-
malization of the interaction representation is needed. We propose the use of ontol-
ogy frameworks, such as the top-level ontology framework for smart environments 
introduced by Ye et al. [26]. The framework allows linking of the meaning implicit 
in low-level information (such as a sensor detects a rise in room temperature) to 
higher-level information that is of interest to smart home applications. In addition, 
such a framework provides generic rules for facilitating generic tasks within a 
domain, including detecting inconsistency of information and generating new 
knowledge such as new activities and new relationships between devices, apps, sys-
tems, and contexts in the application level (Fig. 3.2).

The learning and predictive modules together form the cognitive module. The 
goal of the cognitive module is to predict the most appropriate interaction require-
ments and services for an elderly user based on in-depth mining of aggregated data 
from different sources of data that describe an individual’s lifestyles, usual habits, 
and personal preferences based on prevailing contexts within the smart home. In the 
learning phase, data about users’ lifestyles (stored in the personal lifestyle data 
store) are preprocessed into a set of feature vectors suitable for the design of active 
aging services [23]. The learning module discovers patterns in user’s daily routine 
activities based on heterogeneous information about their lifestyles, interests, hab-
its, locations, time, etc. For example, the K-means clustering algorithm could be 
implemented to discover such patterns. Subsequently, semantic annotation could be 
used to determine the best K clusters in combination with algorithmic methods, 
such as the elbow method and silhouette analysis.

Based on the patterns discovered during the learning phase, the prediction mod-
ule determines mostly user interaction requirements and services for a given situa-
tion. This module could be implemented using artificial neural networks. Some of 
the suggestions of the prediction module will be automatic based on rules defined in 
the service repository. The context-aware reasoning phase is responsible for infer-
ring relations between activities generated out of interactions in the interaction 
landscape and suggested actions by the prediction module. For example, if the inter-
action landscape indicates that user has dozed off on the couch and its medication 
time, then call family member or caregiver.
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3.5.2  �Discussion

As argued in the introduction, capturing, representing, and reasoning about the con-
texts in which interactions occur is a complex task. In addressing this problem, the 
cognitive middleware proposed in this paper seeks to enable the creation of relevant 
context events out of interactions among users and IoT devices in a smart home, 
which context-aware applications can subscribe to and be notified of for the purpose 
of providing adaptive services to satisfy user interaction needs. Consider once again 
the motivating example in Sect. 3.2. Models of John’s usual habits, for example, his 
favorite meals, daily newspapers, and TV channels as well as the times for his favor-
ite TV programs, will be stored in the personal lifestyle database in the data service 
layers. Models of John’s home environments and activity contexts will be stored in 
the context models, whereas available services to meet John’s needs will be stored 
in the service repository. Based on real-life data, the cognitive middleware system 
is able to predict if John is realizing his daily routine and what devices he needs at 
any point in time to achieve that effectively or if there might be apparent incidents 
that should be reported and who are the most likely people to contact. To achieve 
this requires models of human behavior and daily habits; however, big data analyt-
ics and the growing interest in collecting and analyzing data about several aspects 
of our life provide the means for realizing this [10].

This paper has focused on a high-level description of the proposed cognitive 
middleware architecture and lacks specific details about the implementation of the 
proposed architecture. Further work will focus on developing specific details of the 
framework as well as prototype and evaluate systems based on it within a real-world 
application context and will possibly leverage a number of off-the-shelf middleware 
platforms, such as SOCAM, Gaia, the Context Toolkit, and Cobra [21]. Our goal 
here has been to highlight a number of issues from the perspectives of analytics, 
context awareness, and cognitive computing that need to be addressed for the archi-
tectural design of middleware systems that combine knowledge of user lifestyle and 
knowledge of user activity context for context-aware interaction in smart homes for 
the elderly. However, there are several challenges and problems to be considered, 
including privacy issues and the need for a standardized communication protocols 
among various IoT devices.

3.6  �Conclusion

Realizing many of the challenges of independent living for the elderly requires mid-
dleware architectures to be not only “context-aware” but also “smart and cognitive.” 
The central goal of the middleware system is to introduce a cognitive mechanism – 
that learns the habits, lifestyles, and preferences of an elderly person – into the tra-
ditional middleware so as to provide a homogeneous interface involving interactive 
context management capabilities for adapting application behaviors to the changing 
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environments and interaction requirements of an elderly person in a smart home. 
By leveraging the ACTiVAGE framework to offer a set of lifestyle-oriented active 
aging e-services, this approach will make a novel contribution to healthcare for the 
elderly through an approach that exploits the lifestyle concept integrated with mid-
dleware architectures for context-aware computing as a foundation for enabling 
new interaction design approaches for elderly people in smart homes, ultimately 
improving the usability of the smart technology for elderly care.

[a] http://www.marketsandmarkets.com/PressReleases/home-automation-control-
systems.asp
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Chapter 4
A Path Planning Approach of an Autonomous 
Surface Vehicle for Water Quality Monitoring 
Using Evolutionary Computation

M. Arzamendia, D. Gregor, D.G. Reina, and S.L. Toral

4.1  �Introduction

Ypacarai Lake is the greatest inland freshwater of Paraguay, located 25 km east 
from the capital city, Asuncion (Fig. 4.1). According to the latest bathymetry studies 
performed by the Hydroinformatics International Center (CHI) of the Itaipu Dam, 
the area of the lake is about 64 km2 [1]. Its relevance is given by the strategic impor-
tance for the preservation of local ecosystems, like the wetlands, and also because it 
is a main reservoir of freshwater for the local population.

As a consequence of the continuous disposals of wastes without treatment from 
industries and cities around the lake particularly in the last decades, the lake has 
suffered from periodic appearance of cyanobacteria. Since 2012 it has been in an 
aggressive form. This problem is also known as the blue-green algae bloom and not 
only gives a fetid smell to the lake, but also it is considered toxic for human health.

The solution will require many actions in a long-term period, and a continuous 
monitoring of the conditions of the lake should accompany this process. Since 2014, 
manual monitoring has been performed every 2 months at six locations in the lake. 
Additionally, three fixed monitoring stations provide continuous monitoring [2]. 
However, an accurate characterization of the lake is still limited. To solve this 
shortcoming, this work proposes a more flexible monitoring solution with the help 
of an autonomous surface vehicle (ASV).
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ASVs have been already considered for performing environmental monitoring 
tasks [3]. These vehicles are similar to ships; however, they do not require a crew 
on it to operate it. Consequently, their size may be smaller than a conventional 
one. This leads to a reduction of costs not only in the construction of the vehicle 
but also for its operation. The ASVs have been developed in different environ-
ments like academic labs, corporation, and government; for applications like 
bathymetric mapping, surveillance, or scouting; and for robotic research [4]. 
Basically an ASV consists of a structure that floats over the water (hull) and the 
entire payload that goes with it, which are mainly electronic components to per-
form control and measurement operations. The most typical structure in the ASV 
is the catamaran type (Fig. 4.2).

The ASV can operate via a remote control (RC). However, it is also expected that 
it travels along a predefined path, which is determined by way points. As the ASV 
travels along its path, it will be measuring the conditions of the lake with the help 
of limnological sensors. The number of possible paths is extremely large, so the 
problem can be viewed as a combinatorial problem. Particularly, this problem can 
be simplified as a traveling salesman problem (TSP) [5], but instead of cities, there 
are a number of beacons installed equally spaced along the border of the lake. 

Fig. 4.1  Location of Ypacarai Lake
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The beacons are data collection points of the information retrieved by the ASV. By 
maximizing the distance traveled, instead of minimizing it as the classic TSP, we 
would obtain a good coverage of the lake for evaluating its conditions. TSP is not a 
trivial problem, so brute force algorithms are inadequate to find the best solution. 
Instead, metaheuristics have been effectively used to find a good enough solution.

Genetic algorithm (GA) [6] is one of the mature metaheuristic optimization tech-
niques, which has been frequently and effectively applied to a variety of problems 
from different research disciplines. It is an evolution-inspired search method devel-
oped by John Holland in the 1960s and adopts the basic Darwinian principle of 
“Survival of the fittest.” It can be applied to a large variety of problems as long as 
their possible solutions meet the basic requirements of being encoded as a combina-
tion of their building blocks and having an objective function.

The main contributions of this book chapter are:

•	 The path planning of an ASV to monitor the Ypacarai Lake conditions using the 
TSP model and an evolutionary approach

•	 The demonstration of the goodness of the proposed path planning through a sim-
ulation performance evaluation

This chapter continues as follows. Section 4.2 presents the backgrounds of this 
research. It starts describing the problem of harmful algal bloom monitoring in 
lakes, then an overview of autonomous surface vehicles is provided and finally this 
section ends with some related work of ASV mobility based on AI (Artificial 
Intelligence). Section 4.3 describes of the problem of Ypakarai Lake which moti-
vates this research and the proposed approach to deal with this problem. In section 
4.4 the simulation environment and the obtained results are discussed. Finally, the 
conclusions of this work are presented in section 4.5, as well as some considerations 
about future work.

Fig. 4.2  The ROAZ II (2007), an example of ASV [3]
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4.2  �Backgrounds

4.2.1  �Harmful Algal Bloom Monitoring in Lakes

4.2.1.1  �The Environmental Problem

Bloom-forming cyanobacteria (CyanoHABs) are harmful from environmental, eco-
logical, and human health perspectives by outcompeting beneficial phytoplankton, 
creating low-oxygen conditions (hypoxia, anoxia), and producing cyanotoxins [7]. 
The presence of cyanobacteria is a symptom of the degradation of the lake that is in 
a eutrophic state, i.e., with an excess of nutrients (phosphorus and nitrogen) that 
facilitates the appearance of plants. Eutrophication is mainly due to discharge of 
raw sewage into the lake, dumping of domestic and industrial waste, and fertilizer 
and chemicals from farms. Global warming has also a positive influence in their 
appearance. There are two types of cyanobacteria that are particularly toxic, the 
Microcystis sp. and Anabaena sp. These produce the microcystin toxin which affects 
the liver. There have been several severe cases of algae blooming, for example, in 
Lake Victoria (Africa) [8], Lake Erie (USA) [9], Lake Taihu (China) [10], etc. In 
Lake Erie, one of the great lakes located at the north of USA, suffered a blooming 
during 2011, reaching a peak of 5000 km2 (of the 25,662 km2 of the lake) [8]. Levels 
of microcystin were found from 0.1 ug/L (micrograms per liter) to 8.7 ug/L, while 
the World Health Organization (WHO) recommends the exposure to 1 ug/L. In [8] 
it is concluded that trends in agricultural practices, increased precipitation, weak 
lake circulation, and quiescent conditions yielded to the record-breaking blooming. 
In Lake Taihu (2,338 km2), the main water repository for 10 million people, the 
levels of microcystin reached up to 44 ug/L in the water [9]. A prediction system 
was developed with the help of 18 fixed monitoring systems and periodic manual 
sampling. The fixed stations contain sensors for water temperature, turbidity, PH, 
chlorophyll a, phycocyanin, conductivity, dissolved oxygen, and other meteorologi-
cal measurements. From all these, the phycocyanin sensor is the main indicator of 
the presence of cyanobacteria in the lake. The predicted model included algal bio-
mass (chlorophyll a concentration), wind velocity, and precipitation. The effective-
ness of the predicted model was compared with satellite image data, resulting in an 
accuracy of 82.2 ± 11.7%.

4.2.1.2  �Hydrography Characteristics in Paraguay

Rivers are very valuable resources in a landlocked country like Paraguay. Two large 
rivers traversed the country, the Paraguay and the Parana Rivers. Many tributaries 
are derived from them that benefit one of the main economic activities which is the 
agriculture. They are not only for the agriculture but also because historically they 
have been the main transport mean for international trading and also a natural bor-
der with the neighbor countries. These reasons motivate the interest for developing 
an ASV to be applied in the following ways: first, for monitoring the quality of 
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water of the river, not only because of its importance for the agriculture but also as 
a scarce nature resource that is indispensable for human life (only 3% of all the 
water in the planet is freshwater); second, as a bathymetry tool to help the barge 
convoys during the drought season of the year when the level of the river is low, 
minimizing the risk of strand in shallow water; and finally, as a surveillance vehicle 
at the borders, to prevent illegal activities like smuggling. For example, the reservoir 
of the hydroelectric Itaipu Dam, located at the border between Paraguay and Brazil, 
is surrounded by two national parks of 43,044 hectares which is a region prone to 
smuggling, drug trafficking, and poaching.

4.2.2  �Autonomous Surface Vehicles

4.2.2.1  �Types of ASV and Their Applications

Autonomous surface vehicles (ASVs), autonomous surface craft (ASC), and 
unmanned surface vehicles (USVs) are terms used to refer to the same type of vehi-
cle, that is, vehicle capable of traveling over bodies of water (sea, rivers, or streams) 
without onboard crew. Throughout this work the term ASV will be adopted. The 
ASVs are intended to be used in a variety of applications in the aquatic environ-
ment. Typical applications include exploration, surveillance, environmental moni-
toring, search and rescue (SAR), and bathymetry.

ASVs are similar to other autonomous vehicles, like unmanned aerial vehicles 
(UAVs), unmanned ground vehicles (UGVs), or unmanned underwater vehicles 
(UUVs); however, they are adapted to aquatic environments. Even though it does not 
have the popularity of UAVs, they are less complex because they move in a 2D plane 
and not in a 3D plane like UAVs or UUVs. UUVs operate also in aquatic environ-
ments; however, they have limitations with respect to their communication range 
during their operation because electromagnetic waves are highly attenuated. Acoustic 
communication is used instead. In some cases, ASV can provide support to the UUV 
by acting as a communication relay with the remote control center at the coast.

The structure of an ASV is composed of a hull, which can be a kayak, catamaran 
(twin hull), and trimaran (triple hull). Then, there are the propulsion and power 
system provided by a propeller or water jet and a rudder for the direction of the 
vehicle. The guiding, navigation, and control (GNC) system is the main component 
as it consists of the hardware and software for managing the ASV. The data collec-
tion equipment is composed of the sensors that are related to the GNC, such as the 
inertial motion units (IMUs) and the global positioning system (GPS) in addition to 
cameras, radar, and sonar, and also the sensor related to the application that the ASV 
is used for. For example, sensors such as PH, temperature, dissolved oxygen, turbid-
ity, etc. are used to evaluate the quality of water [11].

One of the first recorded ASVs in the literature is the Deep Ocean Logging 
Platform with Hydrographic Instrumentation and Navigation (DOLPHIN) 
developed by International Submarine Engineering Ltd., in 1983 in Canada. Since 
the 1990s ASVs acquire more relevance with the development of several prototypes, 
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like the ARTEMIS or SCOUT developed at MIT. During the first decade of the new 
millennium, other countries also developed their own ASVs at their universities, for 
example, the ROAZ I and II (Portugal), SESAMO (Italy), or SPRINGER (UK). 
Since the DOLPHIN, 56 prototypes of ASVs have been surveyed in Liu et al. [11].

Most of these ASVs are stand-alone vehicles with a length of few meters. But 
instead of using a single vehicle for achieving the tasks, a concept of using a team of 
vehicles was introduced in this decade. These teams of robots could be heterogeneous 
or homogeneous teams. Heterogeneous teams are like the one presented in Pinto et al. 
[12] where a team of robots is composed of a UAV and an ASV for riverine environ-
mental applications. This ASV is a catamaran of 4.5 m that piggybacks a small-sized 
UAV. The idea behind this association is that the UAV extends the perception capability 
of the ASV, i.e., the field of vision (FOV). From the information of both vehicles, a cost 
map is built for navigation. In Machado et al. [13] two types of ASV are tested for SAR 
operations under the EU-ICARUS project. It involves the ROAZ, a catamaran-type 
ASV, and the SWIFT ASV, a water jet-based ASV. The ROAZ with a greater size and 
autonomy will carry the SWIFT near the disaster point. When this point is reached, the 
SWIFT gets off the ROAZ and will be directed to the disaster point with high speed, 
carrying on a life raft for four persons. A third example of heterogeneous network is 
seen in Busquets et al. [14] where they propose the operation of an ASV near and AUV 
to improve the communication capabilities of the AUV with the command ground 
center at the coast. Homogeneous teams present a different approach. The teams con-
sist of similar ASVs which form a swarm. But differently from the first ASVs built, the 
ASV members are smaller with less computation capabilities. In this way the cost of 
building a swarm is balanced with the cost of deploying one single ASV. The advantage 
of this strategy is that the tasks assigned to the swarm can be finished faster. Valada 
et al. [15] have introduced a Cooperative Research Program (CRP) intended to work in 
environmental monitoring of lakes and rivers. They performed tests with teams of up to 
five ASVs in the Taal Lake (Batangas, Philippines), Gowanus Canal (New York, USA), 
and Allegheny River (Pennsylvania, USA). Another swarm of ASVs is presented in 
Duarte et al. [16]. They propose neural network-based controllers for robotic tasks in a 
swarm of ten ASVs. They achieve similar performance of the simulated controllers. 
Field tests in a small water body connected to the Tagus River (Lisbon, Portugal).

4.2.2.2  �ASV for Environmental Monitoring

As the focus of this work is environmental monitoring, then related works of this type 
of application are reviewed. Sukhatme et al. [17] has been one of the first works to 
implement a monitoring system in a lake of the microbial communities in an aquatic 
ecosystem. The system consists of a mix of ten stationary buoys and one ASV. While 
the buoys provide high-resolution temporal sampling and low-resolution temporal 
sampling, the mobile boat provides high-resolution spatial sampling. The devices are 
equipped with temperature and chlorophyll sensors. Dunbabin et al. [18] also propose 
a heterogeneous system of an autonomous catamaran integrated to a 50-node floating 
sensor network for water quality monitoring in a lake. The catamaran is built with an 
arm that can take samples from down to 20  m in the water. Also, the arm has a 
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multipurpose probe that can measure environmental variables such as temperature, 
conductivity, chlorophyll, turbidity, dissolved oxygen, and incident radiation. The 
wireless sensor network provides non-line-of-sight communication with the remote 
operators. Regarding the problem of algae bloom in lakes, Pradalier et al. [19] present 
a novel ASV designed to take measurements within a range of depths with its custom-
made winch. The paper describes the conception and also shows field results on the 
way-point navigation mode. Also, the first results of a sampling campaign for moni-
toring algae blooms in Lake Zurich are presented. Combining surface mobility with 
depth measurements within a single robot allows a fast deployment in remote loca-
tion, which is a cost-efficient solution for lake sampling.

4.2.3  �Mobility of ASV Based on AI

4.2.3.1  �Path Planning

Robot path planning is one of the main research topics in robotics. It can be defined 
as the problem of finding a route between two positions in a mobile space, consider-
ing that the route should be collision-free (feasible) and satisfy certain optimization 
criteria [20]. The criteria can be the minimization of distance, time, or energy con-
sumption; however, Euclidean distance is normally the first condition because it is 
related to other aspects such as time and energy (minimum path length). In most 
cases, reducing distance also represents reducing time and energy.

The planning can be labeled global or local. Global is considered when there is 
complete knowledge of the space in which the vehicle will move, i.e., all the feasi-
ble and unfeasible regions in the area are known. If there is only partial knowledge 
of the environment or if it is a dynamic environment, then local planning is per-
formed. The global and local planning are also referred as offline and online plan-
ning, because in the first case, all the planning is calculated before the robots start 
moving with all the information available. As a difference, the online planning is 
calculated as the vehicles travel in the environment, which means that online plan-
ning needs a faster response than offline planning. In other words, online planning 
has a reactive behavior. Usually a combination of both is required; an initial path 
will be defined by the global planning, but an online planning is also carried when 
unexpected situations occur, like an unforeseen obstacle.

The final path solution consists of a sequence of intermediate way points. These 
way points can be defined by dividing the environment in a uniform grid or lattice. 
The way point could be represented as the center of each of the squares that forms 
the grid. The simplest solution consists of the way points that are closest to the 
straight line between the source and destination; however, this is not the normal case 
because the environment presents constrains in the form of obstacles or unfeasible 
regions. There are many approaches to solve this problem. For example, graph 
search algorithms like Dijkstra’s algorithm or its heuristic derived A* (A-star) algo-
rithm are used. The disadvantage of these algorithms is that they perform an exhaust 
search, and the execution time increases exponentially with the size of the problem 
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[21]. An alternative is to use metaheuristic algorithms which balance the execution 
time and the optimality of the solution. In this group are included Tabu Search (TS), 
ant colony optimization (ACO), genetic algorithms (GAs), and particle swarm opti-
mization (PSO). These algorithms might find a solution of a path with sharp edges. 
If a smoother path is desired, then Bezier curves or B-spline curves can be used at 
the expense of introducing greater complexity [22].

Another very popular technique is the use of artificial potential fields, in which 
the movements of the robot (represented as a particle) are governed by a field, which 
is usually composed of two components, an attractive potential drawing the robot 
toward the goal and a repulsive potential pushing the robot away from obstacles. The 
main drawback with potential field techniques is their susceptibility to be trapped at 
local minima [23].

The metaheuristic approach is chosen in this work due to its simplicity and effi-
ciency and particularly the genetic algorithms, which belong to the group of evolu-
tionary algorithms (EAs).

4.2.3.2  �Path Planning as the TSP

In the previous section, it was said that path planning consists of finding a sequence 
of way points while minimizing some characteristic like the distance. The traveling 
salesman problem (TSP), a famous mathematical problem, resembles very much this 
idea. The aim of the TSP is given a list of m cities, where the cost of traveling from 
city i to city j is cij, finding a route that visits all m cities once while minimizing the 
total cost of the route [24]. Despite TSP being very easy to describe, it is a challenging 
problem because of the complexity to find an optimal solution, due to the large num-
ber of possible solutions, expressed as (m-1)!/2. For instance, for a set of 15, cities 
have more than 43 × 109 solutions. This problem is known as non-polynomial (NP) 
complete problem because to date there is not a known polynomial time algorithm 
that can solve it [25]. Then brute force algorithms are impractical for use in this type 
of problems. Instead heuristics approach has been used giving satisfactory results.

TSP has been studied thoroughly, and it has become a benchmark where new com-
binatorial optimization methods are often applied. Currently, one of the main effective 
works on solving the TSP is suggested by Helsgaun [26], which is based on the Lin-
Kernighan heuristic, and achieving optimal solutions for 13,509 city problems. There 
are different ways of mathematically representing the problem, but looking at it as a 
permutation problem, and considering ℙn as the collection of all permutations of the 
set {1, 2,  … , n}, the TSP is the searching of π = (π(1), π(2),  … , π(n)) in ℙn such that
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is minimized, where c is the cost or distance between two cities. This is known as 
the tour length [25].

There have been different works that have considered TSP as the base for the path 
planning problem. In [27], an AUV is used to collect the data from an underwater 
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WSN. They admit that the task of the AUV visiting the nodes is also a TSP and that 
there are many optimization techniques for solving it. However, due to significant 
error and uncertainty of the UUV while traveling underwater, they opt to consider the 
next node to visit the closest to the current one, not guaranteeing that the total path is 
minimized. Ergezer and Leblebicioglu [28] have considered as TSP one of the steps 
for its 3D path planning for UAVs for maximum information collection [3D path plan-
ning for UAVs for maximum information collection]. In the first step of their algo-
rithm after selecting the desired regions (DRs), the visiting sequence is determined by 
pattern search, which they consider sufficient if a static environment is considered. 
Savuran and Karakaya [29] have applied the modeling of a constrained version of the 
TSP, which is the vehicle routing problem (VRP) to be used with a UAV and a mobile 
depot. The UAV should take off and land again in the same mobile depot after visiting 
a maximum number of fixed targets. Alnasser and Bennaceur [21] have evaluated the 
performance of the GA in a path planning using TSP and compared it with Tabu 
Search, showing the efficiency of GA in terms of solution quality and execution time.

4.2.3.3  �Genetic Algorithms for Solving Path Planning Problems

Genetic algorithm is the most widespread of a group of optimization techniques 
known as evolutionary algorithm (EAs) or evolutionary computations (ECs) whose 
operation is based on biological processes [30]. There are techniques that have simi-
lar principles with GA and that were even proposed earlier, like evolutionary pro-
gramming (EP) or evolutionary strategies (ES). Since then, these have inspired the 
development of many new ones.

As an optimization technique, GA has been applied for optimizing path plan-
ning, as in Alvarez et al. [31], where they study the path planning of an autonomous 
underwater vehicle (AUV) in dynamic environments. They introduce two new oper-
ators in the GA algorithm. First, the initial population is formed from the best indi-
viduals obtained from running the GA a few generations. The second operator is the 
incorporation of random immigrants into the new population at each generation. 
The path is found such that the energy of the AUV is minimized. Tuncer et al. [32] 
apply GA to a path planning problem of a mobile robot in dynamic environment, 
i.e., an environment with obstacles. In this work they also propose a mutation opera-
tor that increases the diversity of population and avoids a premature convergence. In 
the already mentioned work of Ergezer and Leblebicioglu [28], after solving the 
TSP for the DR, the GA is used to maximize a variable called collected information 
(CI) in the DR and at the same time avoid flying over forbidden regions (FR). 
Roberge et al. [33] compare the performance of the GA versus the PSO for the path 
planning of a UAV in 3D environment. Furthermore, they reduce the execution time 
by using the “single-program, multiple-data” parallel programming paradigm. After 
simulating in 3D real-based environments, it is observed that the GA performance 
is better in most cases. Ramirez et al. [34] have used a multi-objective GA for mis-
sion planning of a fleet of UAVs and a set of ground control stations (GCS). The 
algorithm has been tested optimizing different variables of the mission, such as the 
makespan, fuel consumption, and distance. It is seen that GA has been applied to 
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solve the path planning in different types of autonomous vehicles like an AUV, UAV, 
and mobile robots. One of the objectives of the work is to expand the application of 
this technique in the environment of the ASVs.

4.3  �Ypacarai Lake: A Case Study

During a monitoring campaign in 2005/2006, the presence of Microcystis aerugi-
nosa was observed with levels above the 20,000 cel/ml recommended by the 
WHO.  However, the levels of the microcystin did not surpass the safe levels (1 
ug/L) [35]. Again, between October 2012 and April 2014, a new monitoring cam-
paign was carried out. The results show elevated levels of nitrogen and phosphorus 
and the presence of Microcystis aeruginosa, especially during summer.

In 2014, with the objective of stopping the degradation, the government of 
Paraguay through the Itaipu Hydroelectric Dam provided support to several activities 
that will help in the recovery of the Ypacarai Lake. Among others, the activities were 
a new bathymetry study of the lake, the construction of a permanent laboratory of 
water in the city of San Bernardino, a consulting for the socioeconomic viability of a 
disposal treatment plant for the Yukyry stream, and a new monitoring campaign that 
will last for 2 years between 2014 and 2016. This campaign was assigned to the 
Multidisciplinary Technological Research Center (CEMIT) of the National University 
of Asuncion (UNA). It consists of performing 12 analyses operations every 2 months 
of the conditions of the Ypacarai Lake at six points and some streams that reached the 
lake (eight points). They are more detailed studies than the measurements of the fixed 
monitoring stations that provide physicochemical analysis of the water. In addition, 
the periodic monitoring provides biological analysis. The latest available report is 
from the tenth analysis in June of 2016. This report shows that the levels of phospho-
rus of all analysis (this one and the previous) have reached levels for considering the 
lake is in eutrophic state according to a definition of Vollenweider. However the 
quantity of cyanobacteria has varied at different times of the year [36].

4.3.1  �Covered Problem

Ypacarai Lake is located approximately between latitudes 25° 15′ and 25° 22′ 
(14 km) south and between longitudes 57° 17′ and 57° 23′ west (10 km). The largest 
distance between two points at the shore is about 14 km. The area that should be 
covered is around 90 km2. Its average depth is about 1.31 m with a maximum value 
of 3 m [1]. This simplifies the sampling mechanism when comparing with [17] and 
[18], because there is no need for submerging a probe for several meters under water.

For achieving the coverage task with a single drone, a wireless network of n 
beacons around the lake will serve as way points that the drone should visit at least 
once. For this particular case n = 60, as shown in Fig. 4.3. The distance between two 
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consecutive beacons is less than 1 km. This distance is the expected wireless trans-
mission range of the transceiver installed at the beacons.

In our problem, the beacons are not for reference only but also for receiving the 
collected data which is transmitted from the drone. Eventually the beacon will 
transmit updated information for the drone. Once the data is received by a beacon, 
it will be forwarded through a multi-hop route to the gateway. In Fig. 4.3b it is indi-
cated as a green square.

In order to identify each beacon, they are assigned a number between 0 and 59. 
Fig. 4.3b shows a numbering convention that will be used throughout the paper. In 
this graph, the coordinates are translated from degrees, minutes, and seconds to 
meters, considering 1 s = 30 m. One unit in both axes of the graph is equivalent to 
1 m. The origin of this graph is taken at point 25° 22′ 21″ S and 57° 22′ 57″ W, as 
shown as a red pin in Fig. 4.3. A candidate for the base station is beacon b48 (W 57 
22′ 21″ and S 25 18′ 9″), which is located at Aregua city. Another alternative is bea-
con b18 (W 57 17′ 51″ and S 25 18′45″), which is located at San Bernardino city.

4.3.2  �Proposed Approach

The GA technique is used to find the solution offline before the drone starts its 
travel. Another assumption is that there are no obstacles at the lake.

GA was coined by John Holland in his book Adaptation in Natural and Artificial 
Systems [1975]. One of Holland’s students, Ken De Jong, in his doctoral thesis in 
the same year provided a thorough description of the capabilities of the GA. In 1985 
another PhD student of Holland, David Fogel acquired notoriety with his thesis and 
the application of GA in gas pipeline optimization and later in 1989 with the book 
Genetic Algorithms in Search, Optimization, and Machine Learning [37].
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Fig. 4.3  (a) Beacon distribution and (b) numbering convention
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When applying GA to an optimization problem, all candidates are encoded into 
finite-length strings of alphabets [38]. GA adopts many terms from biology to 
describe its operation. For example, the candidate solutions are called chromosomes, 
the alphabets genes and the values of the alphabet alleles. For the case of TSP, a 
chromosome represents a route and a gene a city. The optimization mechanism is 
given through several generations, in which at each generation new individuals (can-
didate solutions) are created from previous generations’ individuals. Survival of the 
fittest describes the natural selection of the Darwinian evolution theory. The biologi-
cal concept of fitness is defined meaning reproduction success, meaning that an 
individual with higher fitness has more probabilities of passing its genetic character-
istics to future generations. Then a fitness function that describes the quality of the 
individual should be defined. If the optimization problem has only one parameter, 
then it is a single-objective problem (SOP), while if it has different parameters, it is 
a multi-objective problem (MOP). Normally in MOP the optimization parameters 
are conflicting, for example, in a two-parameter optimization problem, one param-
eter cannot be optimized without affecting the performance of a second parameter. 
For example, a multi-objective problem could be the maximization of the distance 
traveled by an autonomous vehicle while minimizing its energy consumed. A trade-
off is necessary, and this is represented by the Pareto front that will allow the user to 
select the solution from a set of possible combinations (non-dominated points) [39].

There are two genetic operators that are applied to the existing population for the 
creation of new individuals, the crossover operator and the mutation operator. The 
crossover operator combines the genetic information of current individuals, while 
the mutation operator introduces new information through small modifications. In 
GA, crossover operator is considered the main operator. Another important concept 
is the population, which is the set of individuals to whom the operators are applied 
so that new individuals are incorporated to at each new generation.

Algorithm 1  presents the pseudocode of the GA used:

1:  Make initial population
2:  Compute the evaluation function of each individual.
3:  WHILE NOT stop DO
4:               FOR Population_Size/2 DO
5:                      Select parents from the population
6:                      Produce children from the selected parents
7:                      Mutate the individuals.
8:                      �Compute the evaluation function of each 

child
9:                      �Extend the population adding the children 

to it.
10:       Reduce the extended population.
11:              IF Stop Criteria THEN
12:                     Stop = True
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First, the population is created and the quality of each individual is evaluated. 
Then, the evolution is performed by creating new generations until a given stop 
condition is satisfied. This condition may be a fixed number of generations or not 
observing any improvements in the quality of individuals after a certain number of 
generations.

Each individual will be represented by the path representation, which is the most 
natural way to express the solution in a TSP. However, there are other types of rep-
resentation, like the binary or matrix representations. The path representation indi-
cates that in a list of n cities, if the city i is the j-th element of the list, then the city 
i is the j-th city to be visited. An example of an individual would be as shown in 
Fig. 4.4, where bi is one of the 60 beacons of the network.

This representation is adequate if we would like to solve the classic TSP. However 
our problem includes further constrains; for example, a direct path from one beacon 
to any other is not always possible because the path might pass through land, as in 
the case of the path between beacon 30 and beacon 5 (b30-b5). This restriction is 
implemented in the GA by penalizing it and assigning a fitness function equals of 
−1 to all the routes that are in the same situation.

The new generation starts with the selection of pairs of individuals to which a 
crossover operator will be applied. As a result, two new individuals are created with 
information of each parent. This type of crossover is used when the chromosomes are 
represented by an ordered list, and a direct swap may produce invalid individuals.

A simple example of the ordered crossover technique is next presented with two 
individuals represented by a list of eight unique elements (Fig. 4.5): First, two cross-
ing points are selected, for example, between the third and fifth elements of the list 
for both parents. This is indicated in Parent 1 in red squares. This part will be copied 
exactly and at the same position in Offspring 1. The rest of the missing elements 
will be added starting from the second crossing point in the same order as they 
appear in the other parent (Parent 2). In Fig. 4.5, the missing elements are indicated 

b0 b1 ….. bn-2 bn-1

Fig. 4.4  Path representation (not necessarily in order)

Fig. 4.5  Crossover operation
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in green squares, and they are added to Offspring 1 following the order 1, 2, 6, 8 and 
7. Offspring 2 is created in the same way, but it is based on Parent 2 and adds the 
missing elements as they appeared in Parent 1.

Finally, a mutation operator is applied. The operation selects two positions ran-
domly and inter-exchanges their values between them. Figure 4.6 shows the appli-
cation of the operator to the Offspring 1 obtained in Fig. 4.5.

Both operators, crossover and mutation, have certain probability to occur, Pc and 
Pm, respectively. While the crossover produces individuals with the information of 
their parents, the mutation is used to explore the vicinity of potential solutions 
obtained from the crossover. Next the fitness function is calculated of each new 
individual.

The fitness function is given by the total path length, which is the sum of dis-
tances d between a beacon and the next beacon to visit in the sequence defined by the 
individual. Deriving from Eq. (4.1), the fitness function is represented as Eq. (4.2):

	
fitness d d if route valid otherwiseb b

n

i

b bn i i
= + = -

- +å
-

=

1 0 1
2

0

1, ,
	

(4.2)

4.4  �Simulation Results

This section includes the simulation results obtained. The section has been divided 
into two parts. First, we describe the simulation environment used to evaluate the 
proposed approach. Second, we show the simulation results obtained.

4.4.1  �Simulation Environment

The problem was simulated in a Debian 7.9 server with the following specifications, 
an Intel Xeon v3 E5-2603 1.6 GHz CPU and 64 GB RAM memory. The model was 
implemented in Python version 2.7.6 [40], where the GA was implemented with the 
module Distributed Evolutionary Algorithm for Python [41] version 1.0.2.

The list of simulation parameters used is shown in Table 4.1.

Fig. 4.6  Mutation operation

M. Arzamendia et al.



69

The ordered crossover exploits a property of the path representation, which is 
that the order of cities (not their positions) is important [25]. As it was mentioned in 
Sect. 3, it constructs a sub-tour of one parent while preserving the relative order of 
cities of the other parent. The tournament selection with size 3 means that three 
individuals are selected and entered into a tournament against each other. The fittest 
individual in the group wins the tournament and is selected as the parent [38]. The 
shuffle index operator shuffles the attributes (genes) of an individual. Each element 
is exchanged with another element randomly according to an independent probabil-
ity inpb (0.05) [42]. The elitism rate is the amount of the best population that will be 
preserved for the new generation. This mechanism is used to guarantee that the best 
individuals are not lost during the evolution procedure due to the probabilistic selec-
tion. The 20% of best individuals passes directly to the next generation. The popula-
tion size selected is big enough to ensure a high initial exploration. The number of 
generations used is sufficient for the convergence of the genetic algorithm as it will 
be shown in the next subsection.

4.4.2  �Simulation Results

The simulations of the GA applied to the classic TSP (no constrains) are compared 
with the GA applied to the TSP with some constrains included (land crossing con-
strains). Figure 4.8a presents the results of applying the GA to the TSP for the dis-
tributed beacons. The initial beacon is chosen randomly, and it is indicated as a red 
square, while the other beacons are blue dots. In this case, beacon b21 is selected as 
starting point. It is observed that the lake is better covered around its center, because 
more routes pass through this area. This is expected because the best next beacon to 
visit is the one at the opposite side of the lake that has not been visited yet. After 
simulations, the fitness of the best individual, i.e., the distance traveled is 576,106 m. 
The evolution of the solution of the best individual is shown in Fig. 4.8a. Here it is 
seen that the solution converges after 1000 generations.

Table 4.1  Simulation 
parameters

Parameter Value

Number of simulations 100
Population size 100
Number of generations 5,000
Crossover Ordered (OX1)
Selection Tournament (size 3)
Mutation Shuffle index (indpb = 0.05)
Crossover probability Pc 0.8
Mutation probability Pm 0.2
Elitism rate 0.2
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This solution includes some invalid routes, i.e., routes that cross the land. This 
restriction was included in the algorithm and simulated again, obtaining a solution 
shown in Fig. 4.7b. The initial beacon is beacon b5, and it is seen that all the routes 
remain inside the lake. However, the number of generations to achieve this solution 
is much higher than in the previous case, needing more than 3000 generations 
(Fig. 4.8b). The average solution is calculated considering only the valid individu-
als, and it is seen that this number is very close to best solution, almost overlapping 
it. Table 4.2 presents the statistics calculated from the multiple simulations. It is 
seen that due to the constrains of the lake, the traveled distance was reduced from 
574,335 m down to 554,754 m, about a 5% reduction. It is important to notice that 
constrains are related to the shape of the lake.

A summary of these simulations are presented in Table 4.2. This table presents 
the following scenarios:

Fig. 4.8  GA applied to our problem, (a) no constrains and (b) land-crossing constrains
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M. Arzamendia et al.



71

•	 Scenario 1: GA on TSP without constrains
•	 Scenario 2: GA on TSP with land-crossing constrains

The statistical data is related to the simulation that achieved the best result of the 
100 simulations set.

It is seen that in the unconstrained scenario (Scenario 1), there is a faster conver-
gence and a better solution (longest path). However, introducing the constrains (Scenario 
2) reduces the best solution, but still the algorithm is capable of finding a solution, even 
though it takes more generations to find it. The obtained results also show that the solu-
tion found is quite robust since the standard deviation is significantly low.

4.5  �Conclusions

An overview has been given about the application of ASV as a tool for environmen-
tal monitoring in inland water rivers, especially as a tool that helps in diagnosing the 
quality of water to prevent the appearance of harmful algal blooms (HABs). Ypacarai 
Lake is an important lake that is exposed to the problem, and even though actions 
are already carried out about the monitoring of its conditions, still it requires further 
work, and it will benefit from the use of a new type of technologies like the ASV.

The path planning of an ASV is presented as a TSP, and GA is applied to solve 
this NP problem. A ring of beacons was proposed to be used as the cities of the 
TSP. However constrains were introduced because not all the routes between bea-
cons (cities) are feasible. The simulations have shown that an optimal solution is 
found, even though constrains were introduced due to the shape of the lake. It was 
found that this was only represented in a reduction of 5% when compared to the solu-
tion with no constrains, and the number of generations for convergence was increased 
from 1000 to 3000. As future work, this problem will be translated from a single-
objective problem (SOP) to a multi-objective problem (MOP). Other aspects like the 
energy consumption and the energy source available will be introduced in the prob-
lem. Also, other metaheuristics techniques like the particle swarm optimization or 
the ant colony optimization will be compared to evaluate the performance of the GA.
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5.1  �Introduction

Paralleling the state of human progress, developments in healthcare reflect a deeply 
entrained drive to improve the parameters governing our own existence, including 
both those which threaten to disrupt our biological functions and followed by those 
which limit our ability to improve the effectiveness of the former [1, 2]. The tech-
nology of the past has allowed us to improve the conditions of our environment and 
to undertake limited medical interventions in the absence of a direct understanding 
of disease-causing mechanisms [2]. It is the arrival of the modern era that has 
opened unprecedented understanding of biological systems and disease mecha-
nisms [3–9], yet such depth of knowledge has also brought a wider realisation of the 
full complexity and scale of the systems responsible for the biological processes 
underpinning our existence [10–13]. It is clear that in order to rise to the unprece-
dented challenges presented by such novel domains, the methods at our disposal 
must be advanced accordingly to support the changing nature of our task frame-
works. The idea that representable forms of information processing may underpin 
familiar (and novel) forms of intelligence, such as the human brain, raises the pos-
sibility that intelligence itself may be practically simulated in alternative settings, 
for example, via computation, providing a capacity to sustainably address problems 
of arbitrary complexity. The field of intelligent systems, a research direction within 
the wider field of artificial intelligence (AI), is concerned with enabling the compu-
tational resources of today for the construction of systems that may respond to prob-
lems through intelligent abstractions, whose parameters differ from human 
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cognition. Through the combination of computational infrastructure and the pat-
terns of intelligence in this way, it is conceivable that the frontiers of healthcare and 
medicine may be sustainably advanced to address the broad challenges that under-
pin the current era.

Within the healthcare setting, both information requirements and data generation 
volumes are growing at an ever-increasing rate, owing in particular to advances in low-
cost sensor technologies and rapid progress in medically relevant areas of science, for 
instance, the completion of the Human Genome Project [14–23] and other ongoing 
initiatives [24–27]. The hallmarks of such a transition include the growth of emerging 
disciplines, in particular those formed at the intersection of medicine, science and 
computational techniques. Typifying examples include nanomedicine [28, 29], phar-
macogenomics [30, 31], proteomics [32, 33], translational bioinformatics [34–36], 
computational neuroscience [37], network medicine [38], regenerative medicine [39] 
and others [40, 41]. Within this rapidly advancing setting, computation represents a 
key enabling factor within both mainstream healthcare operations and within the space 
of medically related scientific disciplines, mediating an increasing depth of integration 
between human participants and machine processes within task frameworks. 
Consequently, such reliance on tight integration and advanced forms of information 
handling necessitates a wider space of computational operations that must be sup-
ported autonomously if feasibility is to be maintained, given the deepening remit. In 
particular, the fidelity and breadth of biomedical data resources are growing exponen-
tially, while the cognitive capability of human agency remains relatively constant. 
Such a rapid expansion in data acquisition capacity, however, represents an unprece-
dented opportunity within the medical sciences and mainstream healthcare operations, 
promising to realise aspirational scenarios such as those ascribed by personalised 
medicine [36, 42–50] and related paradigm P4 medicine (predictive, preventative, per-
sonalised, participatory) [51–54]. Significantly, the growing momentum of such ambi-
tion is accompanied by a wider shift in thinking, typified by the departure from 
reductionist views of medicine in favour of a systems perspective [55]. The emerging 
research of today therefore must embrace biocomplexity at all levels [33, 56–64], 
employing high-throughput and automated processing to address what may now be 
centrally framed as an information problem [65–73]. The advancement of intelligent 
systems, manifested through computation, therefore plays an essential role in support-
ing the continued and sustainable progression of modern medical research areas, in 
addition to healthcare operations as a whole [74].

5.2  �A Perspective on Intelligence

The phenomenon of intelligence represents an essential and pervasive aspect of our 
daily lives, equipping the human species with an unprecedented and distinguishing 
advantage over all other species on the planet [75]. It is clear from observation that 
the capacity for intelligence profoundly increases the potential for achievement and 
actualisation of living systems, implying trivially that the arbitrary creation of such 

R. Keight et al.



79

a capacity would trigger a transformative epoch in human history [76–79]. Despite 
such a profound and recognised presence throughout history and across fields and 
disciplines, no satisfactory definition has as yet been established to completely char-
acterise the basis for the phenomenon [80, 81]. Numerous definitions of varying 
generality have been proposed in the literature, both formal and informal, by 
researchers and practitioners grounded in various disciplines. Legg and Hutter [81] 
undertook a survey of informal definitions of intelligence in 2007, considering 71 
separate definitions drawn from a diverse cross section of the available literature, 
including results grounded in psychology, artificial intelligence and other sources 
such as encyclopedias. The authors analyse points of consensus, reporting that 
among the range of definitions suggested, intelligence is predominantly perceived 
in terms of three primary dimensions: (1) the property held by an agent as it inter-
acts with its environment; (2) the relation of such a property, as described in the 
former, to the success of the agent in respect to some objective; and followed by (3) 
the capability of such an agent to adapt to novel situations and environments. The 
authors move to formulate an overarching definition, proposing that “Intelligence 
measures an agents ability to achieve goals in a wide range of environments”.

Further researchers propose definitions to address the space of machine-based 
intelligence [82–86]. One such definition, based on text compression, is proposed 
by Mahoney in [84], while Legg and Hutter put forward a universal definition for 
machine intelligence in [82]. The verification of human level intelligence represents 
a further significant area of inquiry. The widely known “Turing test”, proposed by 
Alan Turing in 1950  in his seminal paper entitled “Computing Machinery and 
Intelligence” [87], was developed as a means of testing for the presence of human 
level intelligence. The Turing test has prompted numerous subsequent works, result-
ing in both debate [88–90] and further proposals. For example, Bringsjord et  al. 
introduce what they refer to as the “Lovelace test” [91], a proposal that stands 
among several suggested successors to the Turing test. Goertzel suggests that to 
ground such frameworks in terms of human intelligence introduces unnecessary 
bounds on the notion of intelligence, proposing that there is no a priori reason to 
suspect that the space of all possible minds is human centric [77]. The idea that the 
human mind is a realisation of a more fundamental phenomenon permits a broader 
view of intelligence that encompasses both biological and artificial systems. Within 
such a broadened view, we may consider a range of alternative processes that oper-
ate at differing scales and within varying domains, all of which appear to possess 
forms of intelligence. Indicative examples include swarm and collective intelli-
gences [92–97], intelligent processes in primitive organisms such as slime moulds 
[98, 99], plant intelligence [100, 101] and so on. It remains clear that the human 
brain, the most complex object yet identified [102], gives rise to our current leading 
example of intelligence. However, the output of such intelligence is cognitively 
bounded and therefore fundamentally limited in its operation [103, 104]. The con-
tinued advancement of our technology depends therefore on a wider interpretation 
of intelligence, permitting the introduction of intelligent agency that may both 
expand upon and differ in capability from our own.

5  Big Data and Data Science Applications for Independent and Healthy Living



80

5.3  �Computational Approaches to Intelligence in Healthcare

The general setting of artificial intelligence and machine learning encompasses a 
broad body of ideas, each ultimately directed towards the fulfilment of generalised 
intelligence within an artificial framework. Meanwhile, solutions relevant in the 
case of applied domains such as healthcare serve as a focus for many researchers, 
who seek to translate the ideas of artificial intelligence from a space of potential 
approaches towards realised intelligent capacity within the working components of 
both specialist and pervasive systems. The broad space of ideas in intelligence pres-
ents therefore an essential grounding for any discussion of the applied setting, 
where active components embody and inherit the developments and advancements 
formed principally within the artificial intelligence setting. In order to examine the 
healthcare-specific considerations and solutions, we therefore begin our discussion 
with consideration of the space of artificial intelligence, from principal methodolo-
gies, related theories and algorithmic representations. Such an exposition provides 
a suitable starting point from which the specific venue of healthcare, both a con-
sumer and driver of advancements in intelligent systems, can be elaborated.

Directions in artificial intelligence may be traced to a number of prominent ideas 
upon which specific realisations rest, including the principal areas of symbolism, 
connectionism, evolutionism, analogy and the Bayesian paradigm [105]. Such ideas 
represent fundamental yet separate directions, whose axioms are not mutually com-
patible with one another. Importantly, it is thought that given sufficient data, each of 
the former approaches may in the limit learn any possible problem. Symbolist 
approaches rely upon high-level representations, taking the view that symbol 
manipulation may serve as an essential operational primitive. Grounded in logic and 
philosophy, works of influence within the symbolist paradigm include Newel and 
Simon [106], who hypothesise that “A physical symbol system has the necessary 
and sufficient means for general intelligent action”. Expert systems represent a 
well-known symbolic approach. In contrast to the symbolic approaches, the idea of 
connectionism defines a space of operations grounded in sub-symbolic representa-
tions, where concepts are formed as an emergent property of interconnected simple 
units. The connectionist paradigm is grounded principally in neuroscience, where 
the neurons of the biological brain serve as a source of inspiration for information 
processing techniques. McCulloch and Pitts first introduced the idea of the artificial 
neuron in their seminal paper in 1943, since which time a succession of develop-
ments have led to the widespread use of artificial neural network (ANN) models, 
including the more recent extension of deep learning.

Evolutionism, also referred to as evolutionary computation, is another important 
direction in artificial intelligence. Similarly to connectionism, evolutionism is 
grounded in fundamental biological function, within the sense of a natural process.

In contrast with the connectionism paradigm, evolutionism represents a principle 
of operation derived from Darwinian evolution, which may be viewed as a form of 
global stochastic search. Techniques within the evolutionary paradigm include 
genetic algorithms (GA), genetic programming (GP) and evolution strategies (ES), 
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in addition to evolutionary programming (EP) [107]. A further paradigm in artificial 
intelligence is given by the analogy approach, which is grounded in the inference of 
similarities. The principal algorithm used within this direction is the support vector 
machine (SVM), the present form of which was introduced by Cortes and Vapnik in 
1995 [108], as built upon results from statistical learning theory [109]. The original 
SVM algorithm, originally a binary classifier, was extended during the same year by 
Vapnik to accommodate the case of regression, forming the support vector regres-
sion (SVR) algorithm [110]. The Bayesian family of approaches represent another 
principal approach within artificial intelligence. The Bayesian methods are grounded 
in Bayesian probability theory, which is attributed to Thomas Bayes in work pub-
lished in 1763 [111], in which what is now known as Bayes’ theorem was reported. 
Popular methods within such paradigm include Bayesian networks (BN), probabi-
listic graphical models (PGMs) and latent Dirichlet allocation (LDA) [112].

The application of computerised intelligence within the healthcare setting repre-
sents a specialist realisation of the principles found within the wider field of artificial 
intelligence. In order to provide a solution of relevance and utility within the health-
care setting, generalised components sufficient for intelligent utility must be suitably 
integrated and framed in terms of the concerns of healthcare platforms [113]. 
Important dimensions of healthcare fall within ethical, security and legal modalities, 
which collectively ensure that the unique concerns of human health remain integral 
to the foundation of adopted solutions. Such dimensions govern, for instance, the 
parameters of use for human medical data, in addition to the protocols and proce-
dures surrounding medical decisions that must be carried out in a variety of circum-
stances. Intelligent solutions must therefore operate within such task frameworks, 
upholding roles once occupied solely by human actors. As a result, many approaches 
from the general domain of machine intelligence must be extended to provide fea-
tures such as interpretable knowledge representation; the use of black box models 
alone, for example, may be insufficient in many applications concerning healthcare.

To compliment the analysis delivered in previous paragraphs, we provide a brief 
cross section of research exemplars, each of which serves to highlight an approach to 
intelligence, moreover within the context of a particular healthcare outlet or task 
domain. Such a series of examples may also be viewed as a limited exposition of the 
intelligence approaches at work within healthcare as a whole. ANNs are seen to 
feature across the literature [114], with variants including fuzzy ANNs [115], 
extreme learning machines (ELM) [116], echo state networks (ESNs) [117] and the 
competitive Hopfield network (CHN) [118], among others. An extension of ANN, 
deep learning (DL), can also be found across healthcare research domains, including 
convolutional neural networks (CNN) [119] and the deep belief network (DBN) 
[120]. Further approaches include the SVM [121], of which variations are explored 
by researchers, for example, in [122, 123]. Furthermore, decision trees (DTs), for 
example [124], represent another type of approach, also incorporating a space of 
extensions and enhancements such as error cost sensitivity [125] and the integration 
of fuzzy logic [126]. A further generalisation of the DT is the random forest (RF), as 
exemplified in [127], where an ensemble is constructed to enhance the performance 
of DTs through means of multiplicity. The Bayesian family of approaches represents 
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an additional modality within the literature, featuring models such as naive Bayes 
[128] and Bayesian networks (BN) [129]. Another popular model is given by the 
K-nearest neighbour algorithm, a form of lazy instance learning [130] that has 
attracted various extension including the use of fuzzy logic [131]. In other literature, 
the use of alternative approaches is given, such as case-based reasoning (CBR) [132], 
hidden Markov models (HMM) [133], Gaussian mixture models (GMM) [134] and 
cellular automata (CA) [135], in addition to nature-inspired algorithms such as arti-
ficial immune systems (AIS) [136] and quantum-inspired computational intelligence 
(QCI) [137]. Finally, we draw the readers’ attention to meta-learning and hyper-
heuristic techniques, which may be used to modulate all of the former [138, 139].

5.4  �Case Studies

5.4.1  �Case Study: Multivariate Association Mapping 
for Biological Markers in Schizophrenia

Schizophrenia is the most debilitating mental health disorder. This research aims to 
look into the genetic aetiology of the disorder using the multiple feature association 
analysis. The current work undertaken in a preliminary GWA (genome-wide asso-
ciation) study outlines the potential for genetic risk in the disorder, therefore provid-
ing a basis for the continuation and further study of the genetic aetiology. We 
introduce the methodology proposed for our study, inclusive of six procedures and 
the resulting aims of the study.

Schizophrenia (SZ) is a psychiatric disorder which affects the cognitive func-
tions of a person, a lax definition, the way in which the person thinks. Schizophrenia 
stands out as one of the most complex mental health disorders to determine and 
treat, considered to be a neurodevelopment disorder [140]. Schizophrenia preva-
lence agreeably stands at 0.5–1%, fluctuating across the world, and although not 
common, it presents an economic issue as the resulting service and total costs com-
bine to conclude an expense of 4 billion pa [141]. Mental health accounted for 7.4% 
of disease burden worldwide in 2010 [142]; SZ (acute/active) holds the highest 
disability weight comparatively against all other mental health disorders [142]. It is 
difficult to provide a definitive description of schizophrenia given its subjective 
experiences in each patient; however, there are common occurrences in the symp-
toms experienced across the spectrum of those affected which provides the basis for 
diagnosis. The period length and required knowledge of the patient behaviour and 
thoughts necessary for diagnosis are comprehensive [143, 144]; this is to ensure the 
validity of the diagnosis to approach the treatment of the patient with the most 
appropriate course of action. Although schizophrenia has held a robust position in 
the psychiatric disorder family, it is becoming more apparent that we require a 
defining feature which uses biological evidence as its representation for diagnosis 
[145]. The treatment causes difficult side effects for the patient, but given the alter-
native option of no medication, it is a decisively better option [146]. Development 
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in the area of schizophrenia must move forward with the clinical implications and 
aim to aid in the discovery of treatment and diagnostic criteria which can potentially 
improve the patient’s experience and quality of life. This case study highlights a 
novel methodology which can be applied to genetic data in order to discover the 
underlying risk variants which can be applied in the clinical setting for the purposes 
of improved pharmacological solutions, diagnostic criteria and susceptibility and 
finally the potential to identify predisposition to the disorder.

5.4.1.1  �Research Progress

Currently the work that has been undertaken remains in its early stages. The follow-
ing outlines the procedure undertaken to produce our preliminary GWAS (genome-
wide association study) results. Genetic data access was granted by GAIN (Genetic 
Association Information Network) which provided 2599 individuals from European 
ancestry along with 729,454 markers. We firstly performed quality control using the 
provided data, extracting markers and individuals that did not meet the required 
thresholds applied based on allele frequency, individual missing data, genotypic 
missing data and further assessment of data confirmation. After quality control 
checks, the study sample included 2383 European ancestry (EA) individuals, 1099 
cases and 1284 controls with 658,834 markers remained for the association analysis 
phase. Logistic regression association analysis was performed using PLINK V 7.0, 
adjusted based on genomic control and visualised using R package qqman. The 
results provided insight into the associations that were present within the sample 
cohort for schizophrenia. As can be seen from Fig. 5.1, there are numerous SNPs 
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which surpass the genome-wide significance threshold, present here at 1 × 10–5, 
which is currently the standard threshold.

A framework to identify latent features within the data which could be indicative 
of risk factors for SZ in Fig. 5.2 that consists of six phases in which the data will be 
manipulated in order to uncover associative information. The first phase is imputa-
tion which will enrich our dataset to include genetic data which has not been geno-
typed within our provided dataset. This is becoming common practice, reducing the 
cost of genotyping raw data by relying on the inclusion of imputed data which is 
readily available and improving in density of both the markers available and the 
populations. Quality control is the next phase which is a necessary step in any 
genetic analysis approach in order to ensure the validity of the data and to reduce the 
potential of false discovery; a summarised description is available in the previous 
section within the preliminary GWAS. Our association analysis phase will consist 
of numerous techniques which will be adapted based on the information required 
for analysis; the most common and favourable technique is the additive model 
which includes linear regression for continuous and quantitative variables, while 
logistic regression is applied in the presence of discrete variables. Our next phase, 
Q values, aims to incorporate more modern techniques developed in order to 
improve the rate of false discoveries which can appear when performing association 
analysis as false reports for significant associative SNPs. The previous techniques 
applied a conservative threshold, while the Q value presents a more representative 
figure. This improves the validity of the results which will be obtained throughout 
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the methodology. CI (conditional independence) mapping applies a multivariate 
analysis, incorporating genetic, phenotypic and environmental features to produce 
association maps for the discovery of highly correlated features which can provide 
indication of risk factors in SZ. The phenotypic information will take advantage of 
previous research [147] which effectively dissected the symptoms of schizophrenia 
into three dimensions, namely, reality distortion, psychomotor poverty and disor-
ganisation which hold both significantly correlated associations and commonly pre-
sented as combined symptoms. These clusters incorporate the most common 
symptoms displayed by SZ patients and as such the predominant manifestations of 
the disorders and how it affects the patients.

5.4.1.2  �Summary of Case Study 1

The provided information outlines the intended methodology for the analysis of 
genetic data with identification of potential biological markers and risk variants as 
an outlined aim. The method described in this book chapter combines some of the 
most successful techniques available in genomics currently, taking into consider-
ation new, reliable and effective approaches. The adoption of these techniques as a 
method should provide insight into the relationships that are present between phe-
notype, genetic markers and environmental factors. Conditional independence map-
ping used to combine genetic, environmental and phenotypic trait data could prove 
capable of highlighting latent features which otherwise may not have been consid-
ered. In review, the method stands to expand the possible markers for testing pur-
poses, eliminate the markers least likely to produce true associations, consider and 
decide the threshold for false discovery to produce a subset of markers and map 
these markers combined with phenotype and environmental information to produce 
an outcome which concludes the correlation found between these elements.

5.4.2  �Case Study: Foetal Intrapartum Hypoxia Monitoring

Intrauterine hypoxia is the leading cause of cardiopulmonary arrest, brain damage 
and in severe cases death. A critical review is presented based on subjective predic-
tion using the visual inspection of cardiotocography monitors. This is followed by a 
discussion on an open dataset used in the work that comprises 506 normal and 46 
pathological (hypoxic) cases. Using this dataset a robust data science methodology 
is presented that describes the data collection and preprocessing stages including a 
discussion on data oversampling.

It is estimated that, worldwide, over 130 million babies are born every year – 
3.6 million will die due to perinatal complication. One million of these will be 
intrapartum stillbirths [148]. In the UK, in 2013, there were approximately 
671,255 births with 1 in every 200 being stillbirth and 300 that died in the first 
4  weeks of life [149]. According to the Royal College of Obstetricians and 
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Gynecologists (RCOG), 500 full-term babies each year that are alive at the onset 
of labour are either stillborn, die within a week or suffer from brain injuries, as a 
result of childbirth complications . It is estimated that between 1 and 7 foetuses in 
every 1000 experience hypoxia, caused by delivery-induced stress [150] that leads 
to cardiopulmonary arrest, brain damage and in severe cases death [151]. 
Consequently, the early detection of severe intrauterine hypoxia episodes is needed 
to help avoid adverse pathological outcomes and determine when caesarean sec-
tion is required.

Clinical decisions are made using the visual inspection of CTG. However, the 
main weakness with CTG is poor human interpretation which has led to high inter- 
and intra-observer variability [152]. This has led to significant works in automated 
CTG trace interpretation techniques that have helped to reduce perinatal mortality 
rates compared with human visual interpretation when used routinely and in women 
with increased risk of pregnancy complications [149]. In one approach the foetal 
heart rate and uterine contraction pairs were modelled to estimate dynamic relations 
using an impulse response function [153] and CTG and ST waveform analysis in the 
PQRST complex [154]. The results demonstrate timely intervention for caesarean 
and vaginal delivery and a reduction in foetal morbidity and mortality.

5.4.2.1  �Materials and Methods

In this section a discussion is presented on the open dataset used and the steps taken 
to extract the feature vectors from the raw CTG data signals.

5.4.2.2  �CTG Data Collection

Chudacek et al. conducted a comprehensive study that captured intrapartum record-
ings between April 2010 and August 2012 [155]. The recordings were collected 
from the University Hospital in Brno (UHB), Czech Republic, by obstetricians with 
the support of the Czech Technical University (CTU) in Prague. These records are 
publicly available, via the CTG-UHB database, in PhysioNet.

The CTG-UHB database contains 552 CTG recordings for singleton pregnancies 
with a gestational age less than 36 weeks that were selected from 9164 recordings. 
The STAN S21/S31 and Avalon FM 40/50 foetal monitors were used to acquire the 
CTG records. The dataset contains no prior known development factors; the dura-
tion of stage two labour is less than or equal to 30 min; foetal heart rate signal qual-
ity is greater than 50% in each 30 min window; and the pH umbilical arterial blood 
sample is available. In the dataset 46 caesarean section deliveries are included 
(determined by pH < 7) and the rest are vaginal deliveries. Each recording begins no 
more than 90 min before delivery. Each CTG record contains the FHR time series 
(measured in beats per minute) and uterine contraction (UC) signal (measured in 
mmHg) each sampled at 4 Hz. The FHR was obtained from an ultrasound trans-
ducer attached to the abdominal wall.

R. Keight et al.



87

Preprocessing

Each of the 552 FHR signal recordings was filtered using a sixth-order low-pass 
Butterworth filter with fc = 4 Hz and a cut-off frequency of 0.034 Hz. To correct the 
phase distortion introduced by a one-pass filter, a two-pass filter (forward and 
reverse) was used to filter each of the signals. Noise and low-quality artefacts were 
removed using cubic Hermite spline interpolation [156].

Feature Extraction

Through initial empirical studies, a number of features were evaluated and ranked 
using recursive feature elimination [157] and the top seven selected for the classifi-
cation tasks considered in this paper. The remainder of this section discusses these 
features in more detail.

Long-term time correlations or self-affinity measures of FHR signals have 
proved in previous studies to be a useful coefficient for separating normal and path-
ological cases (hypoxic cases) [158]. In this work detrended fluctuation analysis 
(DFA) is used to achieve this where the returned exponent value indicates the pres-
ence or absence of fractal properties, i.e. self-similarity.

Root mean square (RMS) is not typically used in FHR analysis; however, our 
empirical studies show that it is possible to estimate short-term variability between 
accelerations and deceleration [159].

Poincare plots are used to quantify heart rate variability [160]. In FHR the differ-
ence between two beats is given by NN and the two basic descriptors of the plot are 
SD1 and SD2. Fundamentally, SD1 and SD2 are directly associated with the stan-
dard deviation of NN and the standard deviation of the successive difference of the 
NN interval.

Sample entropy is used to quantify the nonlinear dynamics of the FHR and quan-
tify the loss of complexity in the FHR.  It is a useful indicator that the foetus is 
deprived of oxygen or not as the case may be [161].

Short-term variability (STV) and long-term variability (LTV) are further indica-
tors used by obstetricians. The presence of both suggests an intact neuromodulation 
of the FHR and normal cardiac function and is one of the most reassuring measures 
in neonatal care [162].

Synthetic Minority Oversampling Technique

In a two-class balanced dataset, the prior probabilities will be equal for each. This 
is not the case for the CTU-UHB dataset given that there are 506 true negatives 
(majority class) and 46 true positive values (minority class). Classifiers are more 
sensitive to detecting the majority class and less sensitive to the minority class and 
this leads to biased classification [163]. Therefore, given a random sample taken 
from the dataset, the probability of a classifier classifying a foetus as normal will be 
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much higher (91.6% 506/552) than the probability of it classifying a foetus as path-
ological (8.3%, 46/552). This imposes a higher cost for misclassifying the minority 
(predicting that a foetus is normal and the outcome being pathological) than the 
majority class (predicting a foetus is pathological and the outcome being normal).

In order to address this problem, it is necessary to resample the dataset. Various 
resampling techniques are available, and these include undersampling and oversam-
pling. Undersampling reduces the number of records from the majority class to make 
it equal to the minority class; in this instance it would mean removing 460 records 
leaving us with a small dataset. In contrast, data in the minority class can be increased 
using oversampling. In this study, the synthetic minority oversampling technique 
(SMOTE) is used rather than reducing the dataset further [164]. In this work SMOTE 
is used to oversample the minority class and undersample the majority class.

5.4.2.3  �Summary of Case Study 2

In this study, a robust data science methodology is demonstrated that combines 
FHR features, extracted from the signals recorded from 552 subjects contained in 
the CTU-UHB database. The aim of this work is to use neural networks for the clas-
sification and prediction of hypoxia.

5.4.3  �Case Study: Preterm Birth Prediction

Globally, the rate of preterm births is increasing, thus resulting in significant health, 
development and economic problems. Current methods for the early detection of 
such births are inadequate. Nevertheless, there has been some evidence that the 
analysis of uterine electrical signals, collected from the abdominal surface, could 
provide an independent and easier way to diagnose true labour and detect when 
preterm delivery is about to occur. Using advanced machine learning algorithms, in 
conjunction with electrohysterography signal processing, numerous studies have 
focused on detecting true labour several days prior to the event. However, in this 
paper, the EHG signals have been used to detect preterm births. This has been 
achieved using an open dataset, which contains 262 records for women who deliv-
ered at term and 38 who delivered prematurely.

The World Health Organization (WHO) defines preterm birth as the delivery of 
any baby that has been born alive before 37 weeks of gestation. In other words, 
preterm births occur before 259 days of pregnancy, while term births occur between 
259 and 294 days [165]. Preterm births have a significant adverse impact on the 
newborn, including an increased risk of death and other health defects. In particular, 
infant (less than 24  weeks) death rates are increasing. In 2009, preterm births 
accounted for approximately 7% of live births, in England and Wales [166].

During pregnancy, the monitoring of uterine contractions is vital in order to dif-
ferentiate between those that are normal and those that may lead to premature birth. 
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The early onset of such contractions can be caused by a number of conditions, includ-
ing abnormalities in the cervix and uterus, recurrent antepartum haemorrhage and 
infection [167]. Preterm births are a global problem. In the USA, the cost of treatment 
is reportedly $25.6 billion, while in England and Wales, it is estimated at 2.95 billion, 
annually [166]. Consequently, in the last 20 years, a great deal of research has been 
undertaken to detect and prevent the threat of preterm birth. This has been achieved 
using different monitoring techniques, which detect uterine contractility. Many 
approaches have focused on the use of external tocography and intrauterine pressure 
catheters. However, they have proven ineffective in the detection of preterm births.

5.4.3.1  �Methodology

The TPEHG dataset, used in this book chapter, contains the raw EHG signals [168]. 
This data has been preprocessed using data segmentation, feature extraction and 
classification. The study in [169] illustrates how such EHG signals can be prepro-
cessed through various frequency-related parameters. The study uses several linear 
and non-linear signal preprocessing techniques, via three different channels, to dis-
cern term and preterm deliveries. The preprocessing technique, used in [169], 
passed the EHG signal through a Butterworth filter configured to filter 0.8–4 Hz, 
0.3–4 Hz and 0.3–3 Hz frequencies. However, [170] found that uterine electrical 
activity occurred within 1 Hz and that the maternal heart rate was always higher 
than 1  Hz. Furthermore, 95% of the patients measured had respiration rates of 
0.33 Hz or less. In this work, the raw TPEHG signals have been passed through the 
same Butterworth filter to focus on data between 0.34 and 1 Hz.

Raw Data Collection

The raw EHG signals, obtained from the PhysioNet database [168], have been 
recorded using four bipolar electrodes. These have been adhered to the abdominal 
surface and spaced at a horizontal and vertical distance of 2.5 cm to 7 cm apart. The 
total number of records in the EHG dataset is 300 (38 preterm records and 262 term 
records). Each of the signals was either recorded early, <26  weeks (at around 
23 weeks of gestation), or later, ≥ 26 weeks (at around 31 weeks). Within the data-
set, three signals have been obtained simultaneously, per record. This has been 
achieved by recording through three different channels.

Feature Extraction

Given that the uterus is a muscle, this work investigates whether techniques used to 
capture EMG activity can also work as well on EHG activity. Several feature extrac-
tion techniques have been utilised from [171, 172] to extract features from the records 
on Channel 3. Thirteen features have been extracted and used in the experiment, 
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which are described in Table 5.1. In this list, power spectrum is calculated using the 
fast discrete Fourier transform, while N denotes the length of the EHG signal. In the 
sample entropy, the parameters of m from (2, 3, 4) and r from (0.1, 0.125, 0.15, 
0.175, 0.2). The main difference between [172, 173] and our work is in the analysis 
of the electrical activity in the uterus, rather than other muscle activities.

Feature Selection

After calculating the features, feature vectors have then been generated. This has 
been achieved using several measures, including statistical significance, linear dis-
criminant analysis using independent search (LDAi), linear discriminant analysis 
using forward search (LDAf), linear discriminant analysis using backward search 
(LDAb) and Gram-Schmidt (GS) analysis. The results were promising, with the best 
four features being sample entropy, waveform length, log detector and variance.

Oversampling of EHG Signals

The TPEHG dataset is unbalanced and contains 262 term and 38 preterm records. 
This has a significant impact on machine learning algorithms, as classifiers are more 
prone to detect the majority class. Therefore, given that there are more term records, 
the probability of detecting a preterm record is low. To address this issue, the minority 
class (preterm) is oversampled using the synthetic minority oversampling technique 
(SMOTE). The technique is effective in solving class skew problems [174]. Using the 
38 preterm records that are already available, SMOTE has been utilised to generate 
262 preterm records. The oversampled results will then be compared with the original 
feature set that has been extracted from the database (262 term and 38 preterm).

Experiment Design

Seven advanced artificial neural network classifiers have been evaluated in this 
study. This includes the back-propagation trained feed-forward neural network clas-
sifier (BPXNC), Levenberg-Marquardt trained feed-forward neural network 

Table 5.1  SMOTE TPEHG signal (262 term and 262 preterm)

Classifiers Sensitivity (%) Specificity (%) AUC (%)

BPXNC 79 58 72
LMNC 82 69 82
PERLC 46 67 63
RBNC 85 80 90
RNNC 86 72 83
VPC 98 2 50
DRBMC 59 55 56
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classifier (LMNC), voted perceptron classifier (VPC), radial basis function neural 
network classifier (RBNC), random neural network classifier (RNNC), perceptron 
linear classifier (PERLC) and discriminative restricted Boltzmann machine classi-
fier (DRBMC).

Results

This section presents the classification results for term and preterm delivery records.
This has been achieved using the extracted feature set from the 0.34–1 Hz filter 

on Channel 3. Using the 80% holdout technique and k-fold cross-validation, the 
initial validation results have been presented. This provides a baseline for compari-
son against all subsequent evaluations that have been performed, using the overs-
ampled dataset.

The preterm records have been oversampled using SMOTE. This algorithm allows 
the dataset to become balanced by oversampling the minority class (38 preterm 
records) to 262, which equals the 262 term samples.

Summary of Case Study 3

In conclusion, our experiment shows that using this new feature set has improved the 
results of the RNNC, LMNC and RBNC classifiers, which all generated accuracies 
above 80%. In particular, with an accuracy of 90%, the RBNC network generated the 
best results. This is due to the properties of the network being an effective multidi-
mensional structure, which provides an alternative to polynomial values. Furthermore, 
the MLP network trained by the Levenberg-Marquardt (LM) classifier showed an 
improved accuracy of 82%. This training algorithm approximates Newton’s method 
of least-squares optimization and is an efficient learning algorithm. Algorithms like 
DRBMCs didn’t perform well because they are usually used for feature extraction 
and initialization procedures for other neural network architectures rather than stand-
alone classifiers. These results are encouraging and suggest that the approach posited 
in our experiments shows a line of enquiry worth pursuing.

5.4.4  �Case Study: Applied Machine Learning Approaches 
for the Clinical Data Analysis of Sickle Cell Disease

Sickle cell disease (SCD) is a genetic disease, which can negatively impact life 
expectancy due to a red blood cell (RBC) abnormality. The disease is caused by a 
group of ancestral disorders that have affected a protein inside the RBC called hae-
moglobin. SCD can be easily inherited by children through the genes responsible for 
sickle haemoglobin (Hb S), either from both parents or from one of them measured 
with abnormal haemoglobin [175]. The World Health Organization (WHO) reported 
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that seven million babies born each year around the world suffer either from an 
inherited disease or from a congenital anomaly [176]. Even more worrying is that 
5% of the population are affected by haemoglobin disorders, primarily, SCD and 
thalassemia [177]. Recent research has confirmed the assured effects of a drug called 
hydroxyurea/hydroxycarbamide in association with modifying the disease pheno-
type [178]. The medical practice of managing SCD modifying therapy is a source of 
considerable difficulty and time consumption for medical staff. In order to curtail 
the significant medical variability presented by such difficult process, clinicians 
need to advance adherence to therapy, which is regularly poor and subsequently 
results in fewer benefits and elevated risks to patients. Up to the present, the new 
trend of machine learning classifiers is essential for the analysis of data within the 
healthcare domain. Machine learning offers a large number of services for prognos-
tic and diagnostic problems in clinical societies. ML is used for analysis of the 
importance of medical parameters in terms of their integrations for prognosis, over-
all patient management and therapy and support provision and most importantly to 
predict the disease progression [179].

The datasets utilised in our study for SCD were collected within a 10-year period. 
Each sample contains 12 features deemed important factors for predicting the 
SCD. These features have significant effects on the blood test. In order to collect a 
large amount of data, the local hospital in the city of Liverpool has supported this 
research with a number of patient records for obtaining better accuracy and ser-
vices. The resulting dataset comprised 1168 sample points, with a single target vari-
able describing the hydroxyurea medication dosage in milligrams. To facilitate our 
classification study, the target dosage was discretised into six bins, denoted classes 
1 through 6. It formed through dividing the output range (in milligrams) into mem-
bership intervals of equal size: class 1 [140 ≤ Y < 423 mg], class 2 [423 ≤ Y < 657 mg], 
class 3 [657 ≤ Y < 932 mg], class 4 [932 ≤ Y < 1208 mg], class 5 [1208 ≤ Y < 1431 mg] 
and class 6 [1431 ≤ Y ≤ 1700 mg].

The empirical setup includes the design of the test environment utilised in our 
studies, the configuration of each models. The performance evaluation is used to 
measure the results of the machine learning models. This study is composed of 
trained models using five types of integrated machine learning approaches: the 
Levenberg-Marquardt neural network algorithm, back-propagation trained feed-
forward neural net classifier, random forest classifier, support vector classifier and 
trainable decision tree classifier. These five models are suitable to act as compara-
tors for the purpose of acquiring high performance. The linear model used com-
prises a linear transformation with a single-layer neural network at each class output 
unit. To obtain performance estimates for the respective models, we ran each simu-
lation 50 times and calculated the mean of the responses. Finally, the random oracle 
model (ROM) is utilised to find random case performance by the assignment of 
random responses for each class.

Our classifier evaluation consists of both out-of-sample (testing) diagnostics and 
in-sample (training), involving sensitivity, specificity, precision, the F1 score, 
Youden’s J statistic and overall classification accuracy. Additionally, the classifiers 
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were characterised using the area under the curve (AUC) and receiver operating 
characteristic (ROC) plots and where the classification ability across all operating 
points was ascertained.

5.4.4.1  �Results

We now analyse the results from a number of experiments that have been imple-
mented in this study. We make use of ROC and AUC for drawing comparisons 
between the models tested. When comparing the results of the classifiers, we found 
that the LEVNN outperformed the other models tested, illustrating capability both 
in generalising and in fitting the training data to the ground truth examples. The 
calculated means of AUCs for the LEVNN model obtained for six classes during 
training yielded an area of 1, which considered such an optimal outcomes in com-
parison to 0.99 over the test sample. Classes 1 to 6 were found to illustrate optimal 
consistent generalisation and performance from the training to the test sets for this 
classifier. It was discovered that the BPXNC model was able to yield an average 
AUC of 0.993, outperforming the RF classifier and showing an overall rank of sec-
ond place. The RFC produced an average AUC of 0.973, ranking third overall, out-
performing the lower ranking models by a reasonable margin. The TREEC yield an 
average AUC of 0.95. Eventually, SVC produced the lowest rate in comparison with 
other classifiers with 0.666. All four of the top performing models, the LEVNN, 
BPXNC, RFC and TREEC, obtained nearly ideal AUCs and represent viable candi-
dates for future use. These models produced exceptional results in terms of both 
training and generalisation. The average test of AUCs for the LNN ranged 0.85, 
which is seen to demonstrate performance significantly below that of the other mod-
els. Moreover, as expected, the average test AUCs for the ROM is 0.524, which 
matches our expectation for uninformed guessing.

5.4.4.2  �Summary of Case Study 4

We have reported on an empirical investigation into the use of various machine 
learning algorithms to classify the level of dosage for SCD medication. In this 
study, various model architectures are used for analysing the medical datasets 
obtained for SCD patients. The main purpose of this research is to examine the 
effectiveness of these models in terms of training and testing, investigating if such 
architectures could enhance classification results. It was found through experimen-
tal investigation, including the usage of SCD datasets and approaches such as 
LEVNN, BPXNC, RFC and TREEC that the analysis of medical datasets is viable 
and produces precise results. The results gained from a range of models during our 
experiments have demonstrated that the proposed Levenberg-Marquardt neural net-
work classifier produced the best results with an AUC of 0.99, in comparison with 
other models.
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5.4.5  �Case Study: Data Quality Control to Genetic  
Data for Type 2 Diabetes

The global growth in incidence of type 2 diabetes (T2D) has been a pandemic and 
has recently emerged as a major international health concern. As such, understand-
ing the aetiology of type 2 diabetes is vital. Researchers pointed out that T2D results 
from the convergence of genetics, environment, diet and lifestyle risk factors; how-
ever, genetic susceptibility has been established as a key component of risk. This 
has led researchers to investigate the genetic variants (single nucleotide polymor-
phisms (SNPs)) associated with an increased susceptibility to type 2 diabetes and 
related traits using a number of data science approaches. However, in order for the 
study and the results to be reliable, quality control/filtering steps need to be con-
ducted prior to further association analysis to eliminate bias into the study.

Genome-wide association studies (GWAS) are usually used for investigating the 
genetic architecture of human disease. More specifically, to identify common single 
nucleotide polymorphisms (SNPs), which is a single base pair change in the genetic 
code and it is the main cause of human genetic variability [180], that influence 
human traits [181]. With the increase of genotypic technologies, information related 
to human genome is growing very fast, although studies with very large sample 
sizes have more power but are also more likely to be subjected to experiment errors. 
Such errors include low-quality DNA samples, differences in DNA quality that 
cause differences in the frequency of missing genotype call rate, errors in sample 
identification (sex identification problem) and poorly performing SNP assays [182]. 
Consequently, these errors can generate systematic bias into the study, leading to 
increase the number of false-positive and false-negative associations [183]. 
Researchers in [184] have demonstrated that loci with low minor allele frequency 
are more likely to result in false findings. Thus many studies related to GWAS have 
excluded SNPs with MAF <10% [185]. Therefore, to decrease the effect of 
systematic bias, it is particularly important to perform quality control measures /
filters to detect and remove markers and individuals for whom the genotypic quality 
is problematic [186]. These critical steps are especially important prior to conduct-
ing any statistical analysis.

5.4.5.1  �Background

Researchers have defined quality control (QC) as steps taken to monitor and control 
the quality of a GWAS data as it is being produced [187]. The need for careful QC 
of genotypic data is paramount to produce the subset of reliable markers and sample 
to serve as a rigorous ground for the subsequent association analysis. Several publi-
cations perform and address various aspects and steps into type 2 diabetes case-
control studies.

In [188] a systematic meta-analysis was performed on a case-control study to 
investigate the role of potassium inwardly rectifying channel, subfamily J, member 
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11 (KCNJ11) variation particularly E23K polymorphism (rs5219) in susceptibility 
to type 2 diabetes (T2D). In this meta-analysis, 56,349 T2D cases, 81,800 controls 
and 483 family trios were collected from 48 published studies. The statistical meth-
ods used within the approach included the standard Q-statistic test; subgroup analy-
ses (ethnicity, sample size, BMI, age and sex) were performed to explore whether 
the variation in these studies was due to heterogeneity. Furthermore, for family-
based association studies, the transmission disequilibrium test (TDT) was employed 
to analyse effect size of the polymorphism. Moreover, the Z-test was used to deter-
mine the significance of overall odds ratio (OR). The study also conducted risk 
allele frequency (RAF) and population attributable risk (PAR) for a comprehensive 
observation of the effect of the E23K variant on T2D at population level. This study 
suggested that a modest but statistically effect of the 23 K allele of rs5219 polymor-
phism in susceptibility to T2D, particularly in East Asians and Caucasians. However, 
the contribution of this genetic variation to T2D in other ethnic populations 
(e.g. Indian, African, American, Jews and Arabian) appears to be relatively low.

Seven novel type 2 diabetes susceptibility loci were identified in [189]. The 
researchers suggested that in order to further understand the genetic basis of T2D 
susceptibility, they aggregated several published meta-analysis of GWAS.  These 
studies contain 26,488 cases and 83,964 controls of East Asian, South Asian, 
European, Mexican and Mexican American ancestries. By combining GWAS across 
ancestry groups using trans-ethnic meta-analysis, researchers in this study found 
that under such a model, they observed significant improvement in detecting novel 
complex trait loci for the disease. Furthermore, with this approach, there was an 
enhancement in fine-mapping resolution of causal variants by leveraging differ-
ences in local linkage disequilibrium structure between ethnic groups.

In [190] researchers performed a case-control study of 400 type 2 diabetes cases 
and controls of South Indian population to analyse and outline the association of 
potassium inwardly rectifying channel, subfamily J, member 11 (KCNJ11) gene on 
risk of T2D. The study also conducted a systematic review and meta-analysis for 
KCNJ11 (rs5219) polymorphism in 3831 cases and 3543 controls aggregated from 
five published reports from South Asian and East Asian population. In this study, 
odds ratio (OR) was employed as the measure of association of KCNJ11 polymor-
phisms (rs5219, rs5215, rs41282930, rs1800467) and T2D with its corresponding 
95% confidence interval (CI). Moreover, Cochran’s Q, I2 statistics were utilised to 
assess for heterogeneity within and between the eligible studies. The resulting evi-
dence therefore showed that KCNJ11 rs5215, C-G-C-C haplotype and two loci 
analysis (rs5219 vs rs1800467) have a significant association with T2D; however, 
copy number variation (CNV) analysis did not show significant variation between 
T2D cases and control subjects. Furthermore, the meta-analysis of the study sug-
gested that KCNJ11 (rs5219) polymorphism is associated with risk of T2D in East 
Asian and global population; however, this outcome is inapplicable to South Asian 
population.

While in [191], the aims of the case-control study were focused on the investiga-
tion of the differences in association of peroxisome proliferator-activated receptor 
gamma coactivator 1-alpha (PPARGC1A) gene with T2D risk among population 
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with African origins. The study includes adults aged >30 years old from African 
Americans (cases = 124, controls = 122) and Haitian Americans (cases = 110, con-
trols = 116). The statistical methods used within this study included standard sum-
mary statistics such as chi-square goodness of fit test that was employed to check 
genotype counts for each SNP for Hardy-Weinberg equilibrium. Furthermore, stu-
dent t-test was used to compare between cases and controls considering demo-
graphic (age, sex, BMI, smoking status) and clinical information. Logistic regression 
approach was also used to calculate adjusted and unadjusted odd ratios (OR) with 
95% confidence interval CI. The result suggested that adjusted logistics regression 
pointed out that SNP rs7656250 and rs4235308 showed protective association with 
T2D in Haitian Americans. While in African Americans, SNP rs4235308 showed 
significant risk association with T2D.

5.4.5.2  �Data Quality Control and Results

In this paper, we conducted quality control processes by using PLINK toolset and 
standard statistical software R. As a starting point, we identified individuals with 
discordant sex information in our dataset.

We conducted missing genotype rate per individual in the dataset. Generally low 
genotyping call rate refers to low DNA quality or low sample concentration. We 
generated a plot as shown in Fig. 5.1, using the proportion of missing SNPs per 
individuals that is plotted on the x-axis and the observed heterozygosity rate per 
individual which is plotted on y-axis (Fig. 5.3).

Based on the plot, we observed most samples without missing genotype and a 
few with missing genotype rate; therefore, we decided to set thresholds at which to 
exclude samples. Thirty-seven samples with a genotype failure rate > 0.005 and 
heterozygosity rate were omitted from our dataset.
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Fig. 5.3  Genotype failure rate vs. heterozygosity rate. Dashed lines indicate quality control 
thresholds and the dot represents the observed samples
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Removing SNPs from the study is substantially critical as each SNP may corre-
late with disease risk. Therefore, considerable caution needs to be taken to decide at 
which thresholds these SNP must to remove from study. In our dataset, we tested the 
dataset against the identification of high missing data rate for each marker. Based on 
the results from F MISS column which represents the proposition of individual 
missing for this marker, we found that a few SNPs need to be removed, while the 
rest remained for further analysis.

We also performed a statistical summary to check SNPs with low minor allele 
frequency (MAF). According to the results from frequency test, we chose to remove 
MAF threshold of <0.01. We further conducted the Hardy-Weinberg equilibrium 
(HWE) test for all SNPs in the study for the controls. Based on the results, we 
removed those markers with P-value <0.001.

Following those statistical summary test steps, 3471 individuals and 430,336 
markers remained in the study from the original sample of 3503 and 500,568, 
respectively.

5.4.5.3  �Summary of Case Study 5

The interpretation of GWAS of case-control association requires the proper use of 
summary statistic tests for quality assessment and control to reduce bias in the 
results. This study used an existing data from the Wellcome Trust Case Control 
Consortium (WTCCC) type 2 diabetes to perform quality assessment control steps. 
The dataset is in PLINK format and the size of the files is very large to be handled; 
thus the dataset was analysed using rigorous data science techniques using PLINK 
toolset and R packages. This first led us to store large genome data in a more effi-
cient structure and thus improved our methodology to handle this data. Second, the 
inquiry enhanced our understanding of the data structure and features and helped us 
to modify the data in a more efficient way. A series of quality control steps were 
performed to remove data items that introduce bias to the study.

Although this study has shown that the steps conducted for filtering the dataset 
are promising, a number of outstanding inquiries remain for this type of data clean-
ing. Specifically, even after considering comprehensive quality control filtering, it is 
impossible to identify and eliminate all inherent genotyping errors in the dataset. As 
the genotyping errors of some SNPs and samples are not significantly poor to be 
marked as a red indicator in the quality control filtering step, such data elements will 
remain in the dataset under the current method.

5.4.6  �Case Study: Obesity Genetics and Classification

In the past decades, the improvement and evolution of high-throughput genomics 
has moved biologists into the big data domain due to the exponential growth of the 
amount of biological data they handle. Life scientists are dealing with massive 
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datasets, encountering challenges with handling, processing and moving informa-
tion that were once the domain of other areas such as astronomy. However, this 
raises another issue, the extraction of useful information from these data. Such an 
issue is one of the most important challenges in bioinformatics. In this study we 
investigate the use of complex high-volume data for the analysis of obesity in 
humans, with a view to gaining insight into the genetic factors associated with the 
condition.

The global prevalence of obesity has reached epidemic proportions [192–195]. 
According to the World Health Organization (WHO), approximately 2.8 million 
people die each year as a consequence of being overweight or obese [196, 197]. 
Obesity is a major risk for other chronic diseases which include diabetes, cardiovas-
cular diseases and cancer [198–200]. Consequently, it is high on the political agenda 
of many countries.

Advances in human genomics have provided significant opportunities, and 
research suggests that it might be possible to quantify an individual’s susceptibility 
to obesity from an early age and manage risk as individuals progress through life 
[201]. Given that we can sequence the human genome and new genotyping and 
sequencing technology is available, it is possible to analyse whole genetic sequences 
and detect diseases and associated traits [202]. Therefore, combining personalised 
medicine with genomic information and integrating it into medical care and indi-
vidualised risk assessments will allow us to mitigate the long-term effects of obesity 
and its associated comorbidities [203]. This is being made possible through advances 
in bioinformatics [204, 205], data science [206, 207] and advanced machine learn-
ing algorithms, such as deep learning [208, 209].

The information gathered from genome-wide association studies (GWAS)  – 
which permit the analysis of a larger number of genetic variants for association with 
traits of interest – has served to improve knowledge and understanding of complex 
diseases. Thousands of SNPs have been associated with diseases and other complex 
traits [210]. However, the effect of these genetic variants alone is not sufficient for 
clinical utility, where epistatic interactions – interactions between genetic variants – 
are also needed [211]. Inter- and intragene interaction is considered important in the 
development of many complex diseases [212]. Therefore, approaches that take into 
account the complexity of genotype-phenotype relationships that are characterised 
by multiple gene-gene and gene-environment interactions are needed [213]. The 
complexity of these interactions supports the utilisation of machine learning and 
data mining techniques [214].

Our case study explores these ideas further and proposes a robust methodology 
to combine state-of-the-art bioinformatics and data science to investigate genetic 
profiling and risk factor assessment for obesity and type 2 diabetes (T2D). The 
motivation for this research is to identify strong genetic markers for obesity and 
type 2 diabetes for use in decision support systems. This study utilises data science 
to automatically build a dataset using publicly available demographic and genetic 
information provided by individuals that focuses on obesity and T2D and related 
genetic variants.
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5.4.6.1  �Proposed Methodology

Our current study presents a method for the collection, manipulation and identifica-
tion of obesity and T2D-related genetic variants using publicly available data 
sources provided by direct-to-consumer genetic testing (DTCGT) users and the 
National Human Genome Research Institute (NHGRI) Catalog. This study extends 
our previous work [215] for the identification of obesity-related genetic variants in 
extremely obese subjects.

We focused on generating our own database using web scraping techniques. We 
collected information about 164 participants from the Personal Genome Project 
(PGP) which included demographic information and full genome profiles. 
Participants were aged between 28 and 79 years of age (average age 45.88) and 
were all from the USA. The average height, body mass and BMI of all participants 
were 1.747 m, 77.7 kg and 25.43, respectively. 73.17% of the population were male 
and 26.3% female. Information about whether the participants had T2D or not was 
also collected. Additional features were generated using information from existing 
columns. These include body mass index (BMI), constructed from the weight and 
height variables calculated using the metric formula, BMI = weight (kg)2/height 
(m). A status feature was also generated from the BMI result. Following the WHO 
classification for BMI, five standard weight status categories associated with BMI 
ranges for adults were derived: underweight, normal range, overweight, obese and 
extremely obese. Extremely obese is commonly divided into obese I, obese II and 
obese III, but we grouped them into one category for convenience (Fig. 5.4).

First, we used a manually curated and publicly available database with results 
from GWAS  – the NHGRI Catalog  – for the identification of obesity and T2D-
related genetic variants or SNPs. Single nucleotide polymorphisms (SNPs) are now 
recognised as the main cause of human genetic variability and are already a valuable 
resource for mapping complex genetic traits. Metadata from the NHGRI Catalog 
was accessed using the R/Bioconductor package gwascat and the hg19 genome 

Fig. 5.4  Distribution of participants based on the BMI status, BMI and age. Each point has the 
label T2D 0,1 and NR if the participant did not have T2D or had T2D or the information was not 
reported
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build ebicat37 data. Subsequently, we identified the frequency of SNPs or variants 
of interest in the 164 examined profiles, and these were indexed in the NHGRI 
Catalog. This mapping allows us to link SNP traits in our samples with risk alleles 
indexed in the NHGRI Catalog. This process resulted in a set of traits that best rep-
resent phenotypes related to obesity and T2D.

The information from the NHGRI Catalog and the 164 samples were analysed 
using rigorous data science techniques, which led to a significant reduction in the 
initial number of observations and the identification of SNPs that could help to 
explain the development of obesity and T2D. Missing values and no relational data 
items were removed from the study. The variables rsid and genotype as well as 
SNPS and STRONGEST.SNP.RISK.ALLELE were the key for the identification of 
obesity-related SNPs in our samples. Refer to [215] for more details.

The dataset we created was built from research-grade data (i.e. not for clinical 
use), and the conductors of the PGP stated that many types of errors are possible.

Some of these include errors in the data failure to report or discover significant 
genetic issues and ambiguous or false-positive findings. Our study in polygenic 
obesity is SNP based which was located either within or near the genes reported in 
the NHGRI Catalog. The method of analysis and SNP identification is built upon 
the assumption that all the SNPs identified in the genetic profiles of the 164 partici-
pants were statistically significant according to the NHGRI Catalog. However, it is 
highly probable that there are additional as yet to be identified genetic variants that 
will emerge from other GWAS and will be included in the NHGRI Catalog.

Based on the results obtained and after a closer look at the genetic variants pres-
ent in the participants with different BMI classification status, we identified a set of 
SNPs that we considered relevant. These SNPs were identified predominantly in 
participants classified as overweight, obese or extremely obese. We eventually 
termed risk category.

5.4.6.2  �Summary of Case Study 6

Understanding obesity as a complex disease is an arduous task. In an attempt to bet-
ter understand how obesity is developed, we sought to identify the main obesity and 
T2D-related variants present in the genetic profiles of the participants collected 
from the PGP.  This was achieved using information contained in the NHGRI 
Catalog as a reference for the identification of risk variants in our samples. The 
methodology proposed in our study investigated a solid foundation for identifying 
SNPs and their associated risks and in this sense provides a foundation for much 
more complex genetic analytics.

The potential for variants identified in GWAS to predict the risk of complex dis-
eases is problematic. At the moment, currently known variants do not fully explain 
the risk of disease occurrence to be of clinical use in predictive systems. However, 
the presence of specific obesity-related SNPs could help us to gain a better under-
standing about what SNPs we need to look for when predicting obesity.
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SNPs in this study have been studied in isolation. We did not investigate whether 
they appear collectively or disjointedly to cause obesity or T2D. While the results 
show specific genetic variants that could serve as good discriminators in the inves-
tigation of classification studies, more analysis with a higher representation of sam-
ples must be carry out. We propose a set of eight SNPs to be used in future studies 
as features for the prediction of obesity and other comorbidities such as T2D. Further 
application of data science techniques and machine learning approaches will help 
provide a better understanding of how these genetic variants perform in predictive 
systems as well as how they interact with other SNPs in the development complex 
traits. This will be the focus of our future work.

5.5  �Conclusion

In this chapter we have focused on the background, use and potential of intelligent 
systems and data-intensive workflows within the modern healthcare setting. In par-
ticular, we have delivered for the reader the background to intelligent systems within 
the modern healthcare setting, deepened through a perspective on intelligent agency 
itself. We subsequently provided a compact review of both established and state-of-
the-art techniques that fall at the intersection of applied machine intelligence and 
healthcare solutions. We have then culminated our discussion in the presentation of 
six active case studies, whose focuses progress through the task domains of genet-
ics, physiological signals and medication control. Our report highlights the height-
ening importance of artificial intelligence within the changing operational 
frameworks of modern healthcare, where an increasing reliance on data-intensive 
systems approaches is driven by the need to accomplish a shift from reactive to 
proactive medical outlooks, such as those codified by the P4 definition. We are in an 
age of unprecedented opportunity for achieving such lofty goals, where the forma-
tion of new frontiers at the intersection of computation, traditional and entirely 
novel disciplines has driven the rise of new fields, including the systems biomedi-
cine, bioinformatics and genomics, which in aggregate promise to provide revolu-
tionary insights into living systems. The presence of intelligent agency within 
computerised processes is now not only important but is increasingly viewed as an 
essential enabling factor within contemporary modes of inquiry, whose critical 
pathways demand information processing at a level that exceeds the bounds of the 
human actor. The continued growth and acceptance of intelligent agency within the 
computerised setting therefore promise to lead towards unprecedented advancement 
and expansion in healthcare solutions, transforming the wellness of populations.
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Chapter 6
A Comprehensive Framework for Elderly 
Healthcare Monitoring in Smart Environment

M. Al Hemairy, M. Serhani, S. Amin, and M. Alahmad

6.1  �Introduction

Population aging is being experienced in nearly all the countries across the globe. 
The two main contributors are enhanced life expectancy and declining fertility. 
According to a report published by the United Nations, the global share of older 
people (aged 60 years or over) increased from 9.2% in 1990 to 11.7% in 2013 and 
will continue to grow upwards reaching 21.1% of the world population by 2050. 
The number of older persons (aged 60 years or over) is expected to be more than 
double, from 841 million people in 2013 to more than 2 billion in 2050 [49].

In most of the developed countries, the population is aged which results in low 
old-age support ratio, that is to say, the number of working-age adults per older 
person in the population. In this respect, the developing countries are also going into 
that direction within the next few decades [49]. While presently the old-age support 
ratio is favorable for the developing countries, the absolute numbers are not. At 
present, over two-thirds of the older persons live in developing countries. The 
growth rate of the older population in the less developed regions is growing faster 
than in the more developed regions and will continue to outpace that in the more 
developed regions; therefore it is believed that by 2050, nearly eight in ten of the 
world’s older population will live in the less developed regions [62].
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The modernity and rapid social change has affected the social structure. 
Nowadays, the atomic family in UAE, for example, has become the dominant fam-
ily structure, and women are joining the workforce in ever-larger numbers. Such 
social change has, in many cases, weakened the bonds used to be the icon of UAE 
society. Caring for an aging family member can be a very stressful responsibility 
and, sometimes, entails a big financial burden as well.

It is well understood that the prevalence of noncommunicable diseases and dis-
abilities increases as the population ages. Undoubtedly, an aging population leads to 
an increasing burden on the healthcare infrastructure, and rendering effective and 
timely healthcare in an efficient manner has emerged as a pressing challenge across 
the globe. All of the above clearly underlines a need for a multi-faceted strategy for 
innovation in healthcare management. This will enable healthcare services to per-
form in an effective and efficient manner in order to tackle the challenge of aging 
world population [62].

6.2  �Background on Pervasive Health Monitoring

Due to current developments in ubiquitous computing, healthcare services avail-
ability and quality have noticeably increased [52, 60]. Pervasive healthcare concept 
is providing healthcare to anyone, at any time, and anywhere [59]. The integration 
of mobile technology and broadband communications and the proliferation of inno-
vative medical devices have resulted in the development of pervasive healthcare. 
This development provides healthcare services to anyone at any time, beyond the 
restrictions of place, time, and quality. Pervasive healthcare does not evolve from 
the evolution of technology alone, but also from the patient’s awareness and accep-
tance to embrace this technology [32, 50, 51].

Recently, many pervasive healthcare electronic devices have undergone experi-
mental trials in hospitals as well as in patients’ homes. Examples of these include 
sensors and video cameras, which use Wi-Fi Bluetooth, Infrared, or cellular 
GSM/3G networks to gain access to the Internet and reveal remotely their potential. 
Increasing instances of these devices were installed in healthcare facilities [59] as 
well as in patients’ homes. Research on Pervasive Healthcare Technology (PHT) 
started in early 2000 to improve patient self-sufficiency, independent and healthcare 
mobility through continuous monitoring [59], which use evolving ubiquitous com-
puting technologies and advance communication systems.

The traditional noninvasive PHT often requires patient’s physical engagement in 
embracing medical devices at certain time and place. However, recent developments 
of pervasive monitoring systems focus on automated and un-obstructive PHT, which 
is not restricted by time and place. This is an extension of previous definition of 
pervasive healthcare from [59] as PHT is not only presented to anyone, at any time, 
and anywhere but also autonomously and unobtrusively. An earlier PHT experience 
used video-telephony [57] to provide live and interactive video communications 
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through POTS (plain old telephone service) for its wide availability and relatively 
low costs [34]. Using video-telephony, healthcare professionals can review therapies 
and provide support in real time. More importantly, this approach minimizes the gap 
by allowing care providers to monitor the patient’s emotional and mental status and 
not only the simple physiological information and vital signs [46].

Some other types of PHT are enabled by portable sensors, which integrate wire-
less technology and clinical devices. Examples of these devices include teledevices, 
such as tele-ECG (electrocardiogram, device used to measure heartbeat rate), and 
ring sensors that are generally carried by patients to benefit from PHT services. 
Data from ECG, pulse rate, respiration rate, and oxygen saturation levels are col-
lected and forwarded to healthcare providers automatically [58, 59]. This continu-
ously monitored data can provide important clinical insights for timely and accurate 
diagnosis regularly by recording of the vital signs such as blood pressure or heart-
beat and enable end-to-end monitoring between the patient at any location with his 
medical caregiver and physician. Figure 6.1 [59] shows an example of comprehen-
sive health monitoring system. Advanced pervasive devices that automatically col-
lect multiple clinical indicators have already shown a successful deployment in 
body sensor network systems [44].

Pervasive health technology system equipped with multiple sensors is able to 
collect, process, and wirelessly transmit the received data via a secured link to a 
computer for further analysis. PHT devices that do not require patients to wear 
teledevices have also been developed in past years. For example, mattresses, 

Wearable and
Portable
Monitoring
Devices

Vital-signs & context-info

Wireless Networks

Reliability of Message Delivery
End-to-end monitoring delay

Cognitive
Overload

Number of Correct
Medical Decisions

Throughput
Network Reliability
Network Coverage

Traffic Management

Fig. 6.1  Comprehensive health monitoring system [59]
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toilets, kitchen appliances, and cloths are embedded with monitors to sense sleep 
pattern, body weight, body temperature, and pulse rate [9, 22]. Further experi-
ments are done on advanced tele-sensing systems to gather scattered vital signs 
from the body [63].

These systems can gather multiple clinical parameters and are able to operate 
autonomously without disturbing the normal lives of patients. PHT is built on a 
widely deployed wireless network and advanced computing technologies. PHT 
solutions have focused mainly on risk disease management [4]. However, growing 
market incentives in a wide range of healthcare fields are propelling the development 
and consumption of PHT. Besides, this practice made profound influences on spe-
cial healthcare to cater for the elderly, the disabled, the underserved, and the criti-
cally ill population of patients [61].

Healthcare benefits from the recent technology revolution are enormous. A group 
of researchers at “Partners Healthcare in Boston” has done several studies looking 
at using technology to conduct “virtual visits” between patients and primary care 
providers. In two studies, they showed that both patients and primary care providers 
felt that a “virtual visit” was indeed a useful alternative to the traditional in-person 
visit [34].

There is growing evidence that the benefits of pervasive healthcare are worth 
considering. One obvious benefit is that pervasive healthcare can often replace a 
physical visit, which is a tremendous convenience for the patient [47].

A survey involving 2000 physicians showed that 7% of the physicians report that 
they are using online conferencing systems to communicate with patients [42]. 
Among PHT developments, tele-monitoring is the fastest growing category that 
highly suits particularly aged patients for home-based monitoring. In 2004, research 
studies reported that the total healthcare technology market was about $380 million 
[45]. In 2007, it was predicted that the tele-home care market alone would grow 
three times to be in billions by 2010 [13] and this prediction has been actually vali-
dated [47].

In this work, two common types of PHT solutions were chosen: (1) noncommer-
cial academic solutions (prototypes) and (2) industrial applications (commercial 
solutions). A comparison of these approaches has been carried out against certain 
features, i.e., security enabled, mobility aware, and integration support [33]. Then it 
proposed an alternative set of criteria, which is used to contrast salient contempo-
rary for PHT solutions that have been developed lately.

The rest of this chapter is organized as follows. Section 6.3 surveys related work. 
Section 6.4 classifies the existing PHC systems as commercial and noncommercial 
PHT solutions and proposes a classification model and proposed comparison crite-
ria used to discriminate between these two categories of PHT solutions. Section 6.5 
employs those criteria in a comparative study and reveals an original tabular view of 
this study. Section 6.6 proposes an integrated and scalable framework for remote 
health monitoring. Section 6.7 is describing a novel algorithm for disease detection. 
Section 6.8 describes the implementation. Section 6.9 concludes the paper with a 
summary and some future suggested investigations.
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6.3  �Related Work

Remote health monitoring technologies are fundamentally implemented using 
sophisticated systems equipped with multiple sensors that are able to acquire, pro-
cess, and transmit medical data through a secured communication channel to a 
central processing unit for analysis and diagnosis.

The fundamental architecture of smart health monitoring system consists of a 
user interface, some clinical devices, a transmission medium, and supporting soft-
ware and hardware. The healthcare technology user interface is achieved through a 
healthcare technology workstation [22]. The healthcare technology workstation 
may be a simple personal computer (PC) or a personal digital assistant (PDA) or a 
mobile device. The user can interface for instance through a telephone pad, mouse, 
touch screen, remote control, joystick, and voice recognition system [18]. Clinical 
devices are connected to the healthcare technology workstation for local healthcare 
providers to capture patient vital signs or other clinical data, such as images and 
sounds.

It has been suggested that such systems may not require the patients to expressly 
engage with any medical devices. The abstraction is achieved through embedding 
sensors such as in mattresses, toilets, kitchen appliances, and clothing. Such embed-
ded sensors can sense sleep pattern, body weight, body temperature, pulse rate, and 
so forth [10, 22]

Currently, researchers are conducting experiments on advanced tele-sensing 
modalities that employ the Doppler radar technique to gather scattered vital signs 
from throughout the body [63]. These systems can gather multiple clinical param-
eters and are able to operate autonomously without disturbing the lives of the 
patients. Various integral components of remote health monitoring system include a 
widely deployed wireless network and advanced computing technologies [5]. 
Various monitoring systems have been proposed for monitoring different clinical 
parameters such as ECG, blood glucose, blood pressure, and body temperature.

Application-based ECG monitoring systems include CardioNet’s MCOT™, 
LifeSync’s Wireless ECG System, AUBADE, ICER system, and Pinmed’s Pelex-04. 
Among these, CardioNet’s MCOT™ has the ability to enable the physician to be 
alerted and take action promptly when required [29]. While most of these require 
the sensors to be disposed on patient’s body and involves connections to a device 
using leads, LifeSync’s Wireless ECG System is unique and has the edge for being 
able to acquire and transmit data wirelessly [39]. AUBADE does propose a basic 
framework for communication of clinical data over a network; however, it does not 
provide abilities for full-scale integration between different stakeholders involved in 
healthcare. Some sensor-based ECG monitoring systems include Toumaz’s 
Sensium™ Life Platform TZ2050 and Shimmer’s Wireless ECG Sensor [14, 26, 28, 
40]. Soteras Wireless ViSi Mobile™ System provides a mobile-based ECG moni-
toring system [23, 36, 43]. The ICER system is quite different among these systems, 
where it evaluates the severity level of parameters related to local hazard and vul-
nerability by using fuzzy expert system approach; furthermore, the ICER system 
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provides recommendation on needed capabilities for managing each local parame-
ter [30, 31]. The adopted methodology in the ICER system is used in this research.

Analogous monitoring systems have been proposed for other clinical parameters. 
Entra Health Systems’ MyGlucoHealth, vitalo Ltd’s SmartLAB® Global Glucose 
Monitor  - D10419-SmartLAB Global, and FORA’s D15b BG plus BP Monitor 
(Bluetooth Version) are examples of sensor-based blood glucose monitoring while 
AT&T’s Diabetes Manager®, AgaMatrix’s iBGStar blood glucose monitoring sys-
tem, and LG’s KP8400 cell phone with blood glucose monitor are some key 
mobile-based blood glucose monitoring systems [6–8, 17, 20, 35, 38, 41, 48,  
54–56]. Similar specific monitoring systems have also been proposed for monitor-
ing blood pressure and body temperature, among others.

While myriads of individual clinical parameters monitoring systems have been 
proposed in the literature, researchers have been making efforts to integrate differ-
ent sensing modalities to develop systems that are capable of monitoring more than 
one clinical parameter. Some examples of such systems include A&D’s CP-1 THW 
Complete Wireless Software Connected Health Monitoring System, CareMatrix’s 
CareMatrix Wellness System (CWS), HoneyWell’s HomMed Genesis™ DM 
Remote Patient Care Monitor, Bosch Healthcare’s Health Buddy System, and 
Viterion’s Viterion 100 Health Monitor & Viterion 200 TeleHealth Monitor. Most of 
these cited examples are configured to monitor blood glucose and blood pressure 
levels in addition to a few other clinical parameters.

Due to the emerging technology in the smart health monitoring nowadays, the 
energy consumption and usage can be optimized. A recent proposed system called 
Advanced Metering Infrastructure (AMI) presents new application for monitoring 
e-health power consumption [19].

While intensive research efforts are being made in remote health monitoring 
technologies, several challenges are still remaining. First and foremost, high ini-
tial cost is one of the strongest barriers to widespread adoption of remote health 
monitoring technologies. The equipment currently costs several thousands of dol-
lars, and successful adoption entails bringing down the setup costs. There are 
currently no clear guidelines related to reimbursement of costs through health 
insurance.

Second most important barrier is the lack of industry standardization in the 
field of remote health monitoring. Remote health monitoring technologies invari-
ably involves combination of diverse set of devices. In absence of standardization 
and regulatory guidelines, interoperability of individual components constituting 
the system poses a challenge. Other barriers related to data transmission and data 
security. Remote health monitoring necessitates reliable wireless telecommunica-
tion infrastructure, which may not be available especially in rural areas. Data 
security of private medical data of subjects under monitoring presents another 
challenge.

Another concern frequently voiced by healthcare professionals is that the con-
tinuous monitoring systems would lead to excessive influx of information, espe-
cially in institutional settings, where clinical data from a large number of subjects 
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would be captured. In the absence of intelligent processing systems, the large 
amount of data would eventually require large-sized teams just to handle the large 
information influx and may actually increase the workload.

One of the main reasons that underlies many of the challenges described above 
is the monolithic architecture-based approach to build remote health monitoring 
system. In order to overcome several challenges and barriers to adoption of cur-
rently available remote health monitoring systems, the proposed framework intro-
duced this research to cover most of the abovementioned challenges and to provide 
an integrated and scalable architecture that enables customization and flexibility in 
individual implementations based on the patient profile. It also provides a frame-
work for achieving interoperability between different monitoring products and, 
thereby, enables reduction in costs, promotes standardization and interoperability, 
and ensures reliable and secure data transmission [11]

6.4  �Classification of Pervasive Healthcare Systems

This section surveys existing pervasive healthcare solutions developed both in 
research/academia and in healthcare industry sectors. These solutions differ from 
their ability to expose and use their services, as well as their ability to support inte-
gration with other heterogeneous healthcare systems. In addition, they may also 
differ in the degree of which these solutions can provide high scalability solutions.

6.4.1  �Research-Based Solutions

In the current era of technology, pervasive healthcare applications make it pos-
sible to provide effective and efficient medical homecare to patients in need. 
However, these pervasive applications may face several challenges and issues. 
These issues may involve patient’s mobility, network connectivity, and the lim-
ited resources of mobile devices and sensors used to collect and transmit sen-
sory data. Therefore, several noncommercial and prototype solutions may play 
an efficient role in addressing these issues and challenges. Several wireless and 
networking technologies are implemented in the field of healthcare in order to 
ensure the integrity of medical applications. Embedded devices such as bio-
shirts are considered as appropriate and efficient prototype solutions to incorpo-
rate innovative technologies and ensure proactive healthcare services. These 
applications allow healthcare specialists to get real-time and timely information 
from constantly analyzed and monitored health state data. Furthermore, non-
commercial applications may also allow the users to seek alternative diagnosis 
by communicating the information regarding their healthcare conditions with 
several specialists [37].
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6.4.2  �Industrial/Commercial Applications

There has been an extensive set of pervasive healthcare solutions from the industry 
sector. Technology has also influenced the field of medicine and healthcare through 
a significant development support. Recent innovations in wireless transmission and 
biosensor technology have triggered the concept of potential convergences between 
healthcare and telecommunications. According to recent research and literature sur-
veys, an extremely large number of healthcare organizations and hospitals are trying 
to adopt and implement commercial and industrial applications of PHTs in order to 
ensure a high level of confidentiality and integrity of their working procedures. 
Some of the industrial or commercial applications which are implemented by 
healthcare organizations may include developments such as wireless polymap sys-
tems, biometric wristwatch, connected shimmer, wireless ECG system, mobile car-
diac outpatient telemetry (MCOT), and 2Net platform of wireless health solutions. 
All these commercial applications may significantly help the physicians in monitor-
ing the daily activities and health conditions of patients. These solutions rely on the 
utilization and the integration of preprogrammed sensors [60].

6.4.3  �Comparison Criteria

Table 6.1 incorporates two types of pervasive healthcare solutions that are used to 
address the issues and challenges of pervasive healthcare. These solutions may 
include noncommercial solutions (prototypes) and industrial applications (commer-
cial products). In order to understand the efficiency of these applications, Table 6.1 
shows some important features, which may or not be supported by the investigated 
applications. These features are non-intrusiveness, security, mobility awareness, 
integration support, and context awareness. Some of these features are briefly dis-
cussed in [60]. Next, subsections focus on the description of these criteria to dem-
onstrate their relevance in contemporary PHT solutions.

6.4.3.1  �Non-intrusive Pervasive Healthcare

Non-intrusive healthcare solutions are characterized by their ability to be used with-
out disturbing the normal life and activities of a patient under observation. They 
may include sensors used to monitor vital signs, mobile devices used to collect 
sensory data, communication protocols used to transmit these data, as well as the 
complexity level when interfacing with patients. They also might include any physi-
cal disturbance of the patient’s body such as medical examination where the areas 
of the body are not sensibly probed and the skin is not damaged beyond normal 
conditions. Non-intrusive devices allow the physicians to diagnose illnesses from 
their initial stages [37] to avoid further severe consequences.
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6.4.3.2  �Security-Enabled Devices in Pervasive Healthcare

In the field of medicine and healthcare, it is necessary for healthcare organizations 
to ensure the confidentiality and integrity of patients’ information. Thus, security-
enabled devices may play an effective role in securing the information of patients 
from any disclosure or misuse. In PHTs, security-enabled devices may greatly help 
healthcare organizations to protect and secure sensitive private information in order 
to improve and enhance the quality of patient care. These devices may also help 
healthcare organizations in reducing risks and vulnerabilities regarding their confi-
dential information while ensuring the availability and integrity of that information 
[37, 60].

6.4.3.3  �Mobility-Aware Devices in Pervasive Healthcare

Mobility-aware devices are playing a vital role in ensuring the effective and appro-
priate healthcare operations. These devices allow healthcare organizations to stay 
updated about the medical conditions of patients, as well as about their health-
related activities anywhere and anytime, in local and even global contexts [9, 60]. 
This can be allowed thanks to mobile devices that are connected to backend systems 
via wireless, 3G, or 4G networks.

6.4.3.4  �Integration Support Across Heterogeneous Pervasive Healthcare 
Systems

In heterogeneous pervasive healthcare, integration support is an important feature to 
support communication and interoperation of PHTs to provide a high level of col-
laboration involving healthcare professionals. This communication interoperability 
and professional collaboration may greatly help patients to receive superior diagno-
sis and quality treatments [37]. Standard protocols will allow full integration of 
heterogeneous healthcare systems to offer a complete set of services independently 
of the underlying infrastructure and used architecture.

6.4.3.5  �Context-Aware Devices in Pervasive Healthcare

Context-aware devices may play an effective role in ensuring the integrity and con-
fidentiality of the patients’ information [16]. Context awareness refers to “any infor-
mation that can be used to characterize the situation of an entity” [25].

Healthcare organizations manage and collect contextual data, both unstructured 
and structured from a variety of different sources. Context awareness reveals indica-
tors about location and other situational patterns of mobile users and may provide 
hints to medical practitioners about prevailing trends. Context-aware PHTs in hos-
pitals can also integrate related data of patients and medical staff such as location, 
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staff duty time into the clinical workflow to quickly locate appropriate staff and 
equipment to increase patient’s satisfaction [21]. These types of PHTs may help 
healthcare organizations in collaboratively archiving, delivering, managing, and 
creating the data required for the operational requirements in healthcare centers, as 
described above [11, 37, 60]

6.4.4  �Discussion and Analytics

Based on the comparative study shown in Table 6.1 which contrasts existing perva-
sive healthcare solutions from academia and industry, it has been noticed the fol-
lowing relationships and patterns between commercial and noncommercial 
pervasive solutions and some common features as described below:

•	 Most of the compared solutions (either noncommercial or commercial) were 
designed to be non-intrusive, i.e., among more than 30 solutions that were stud-
ied, only three systems have failed to characterize non-intrusiveness, one from 
academia (Numera) and two other solutions from the industry sector. This shows 
that the convenience and non-disturbance of a patient’s daily activity are basic 
rules for any attempt to introduce PHT solutions.

•	 Mobility awareness is strongly integrated for both types of solutions. More than 
90% of noncommercial and about 80% of commercial models are supporting 
mobility. The few exceptions, for instance, Wireless ECG or ShimmerConnect, 
are relatively more processing power-aware than the other solutions and require 
continuous data transmission to a base station. In general, the wide adoption of 
mobility awareness feature in most of PHT solutions reflects the support tele-
communication technologies such as mobile devices, Wi-Fi, and 3G/4G net-
works to offer novel healthcare monitoring services to patients anywhere and 
anytime.

•	 More than 70% of the noncommercial prototypes are not context-aware though, 
while more than 60% of the investigated commercial solutions are context-
aware. This shows that the academic research is focusing on more challenging 
features such as non-intrusiveness and mobility rather than context awareness 
and security. This trend may be attributed to the fact that these solutions are 
developed for demonstration, proof of concept or testing purposes to server 
research ends. Hence, they are not widely introduced for community use. While 
commercial products are facing market competition to launch full-loaded devices 
with features that are essential to users, such as integration with other appliances 
and high security.

•	 Security-enabled feature is evidenced in about 50% of both commercial and 
noncommercial solutions. This shows that the importance of preserving 
patients’ data privacy and security is less insignificant to PHT developers. 
However, this is a weakness that will hinder future expansion of PHTs and has 
to be addressed in any future solutions to enhance the integrity and confidenti-
ality of patient’s data.
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•	 More than 70% of commercial prototypes support integration, while less than 
50% of noncommercial support integration too with other devices or solutions. 
As mentioned earlier, academic research varies from the commercial production 
and therefore focuses on key features such as non-intrusiveness and mobility. 
However, integration is also a discriminating factor that characterizes a complete 
healthcare solution with wider range of services from different systems.

•	 Few solutions are somehow robust and implemented the five key features subject 
of comparison. Examples of these solutions include DiaSend and CareMatix 
from the noncommercial solution group, while 2Net/QualComm, Equivital, 
MedStar, MedApps, and Mindray recorded the five features and were equipped 
with all features.

•	 An interesting fact found while studying the listed pervasive solutions is that 
none of them wasn’t equipped with at least one or two of the five features exam-
ined in this study. This shows that the selected features in this comparison are 
key features for any successful pervasive healthcare system.

The above features can increase the efficiency of PHT solutions. However, there is an 
innovative trend to integrate advanced smart data-intensive processing, elaborate analyt-
ics, and intelligent power management to sustain next generation PHT solutions.

6.5  �Key Properties of Comprehensive Pervasive Healthcare 
Solution

In this section, the current properties of pervasive healthcare solutions that were 
identified and analyzed in the previous section are extended, with novel properties 
that might characterize the next-generation PHT solutions and eventually add value. 
These properties are mainly related to the following: smart behavior, data intensive 
management, and intelligent power conservation.

6.5.1  �Smart Pervasive Healthcare

Smart healthcare solution refers to an end-to-end architecture that intelligently 
implements unique features such as: self-adaptation of services in different contexts 
and reacts proactively to critical situations. They behave autonomously to respond 
to different conditions and requirements. The following are some features of these 
prospected PHT solutions:

•	 Self-adaptive: healthcare systems should adapt to different patient environments, 
different disease types, and different network conditions.

•	 Proactive behavior: the system should take the necessary actions to avoid any severe 
or resource shortage conditions. Such actions might include the following: (1) send 
only urgent information when the mobile network is loaded, and (2) switch to 
standby mode and switch all activities when a patient is in an ideal condition.
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•	 Autonomous behavior: the system should implement a set of intelligent pro-
cesses that will be triggered to respond to different situations, analyze contextual 
parameters, execute a set of prescribed actions, and collect new contextual infor-
mation to be used for future similar situations.

6.5.2  �Data Intensive Management in Pervasive Healthcare

Pervasive healthcare generates a huge amount of data resulting from executing different 
types of operations, including monitoring and gathering health-related data. Health 
data processing and analytics and their interpretation reveal patterns and trends, which 
are crucial for health professionals. These processes require high-performance data 
centers, powerful servers, and advanced data analytics tools. Therefore, a pervasive 
healthcare solution could use the evolving Cloud infrastructure, platform, and services 
to guarantee high-performance, scalable, and reliable healthcare services. Advanced 
processing and analytics tools could be used for intensive health data processing, for 
example, NoSQL and Hadoop platforms [15, 27], respectively.

6.5.3  �Intelligent Power Conservation

Since pervasive healthcare relies on mobile devices to provide services to mobile 
patients, these devices are susceptible to rapid power drainage. This is a real chal-
lenge since this will induce disruption of services if the device’s battery is fully 
drained. However, in an urgent situation, crucial health data should be communi-
cated to physicians or emergency caregivers, which might have severe consequences 
if not timely communicated. Therefore, intelligent algorithms should be imple-
mented within the mobile to reduce processing tasks at the mobile device and maybe 
delegate some processing to a backend infrastructure, in addition to disabling all 
processes running on the background and are not needed [24].

6.5.4  �Social Network Integration

In general, pervasive healthcare has greatly improved, to provide continuous moni-
toring as an essential part of future healthcare systems. The chapter summarized and 
contrasted some salient pervasive healthcare technologies and surveyed their capa-
bilities and shortcomings. It also identified a set of criteria used to undertake our 
comparative study. Most of these products were released in the first decade of this 
century and therefore the research is constricted to that time period. Some of the 
investigated solutions are already operational though on mobile platforms. They 
appear easier to use and can ready to be integrated into the user’s life making 
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personal care and maintenance significantly easier than before [53]. A number of 
challenges are still open though in this area, for which further research should be 
developed. At this paper some future prospects to shape the future of PHT solutions 
have been identified.

6.6  �Integrated and Scalable Framework for Remote (Health) 
Monitoring: “IS-arm”

6.6.1  �Overview Description

The proposed healthcare monitoring system is for the aged care at home with round-
the-clock health monitoring in a non-intrusive manner. It helps the elderly to survive 
independently at their homes by assisting them in their regular day-to-day activities 
and their activities of daily living (ADL) to make their life easier, more entertaining, 
and pleasant through consistent interactions across services.

The proposed solution provides an integrated smart technologies infrastructure 
that monitors the vital signs of the patient at home round the clock. It provides 
elderly with instantaneous feedback based on their current medical conditions as 
well as communicates with their physicians for advices or calls in emergency at 
contingency situations. The proposed system consists of sensors and actuators to 
provide continuous health monitoring for elderly and helps them to carry out their 
daily routines individually. It also measures the ability of normal activities of aged 
care and how active or normal an elderly person and improves the lives of the elderly 
while they are at home.

The system will enable physicians to support aged community by providing 
advice, diagnoses, and treatments. This will minimize the number of visits to the 
hospitals, which will reduce the cost of elderly care and, at the same time, reduce 
the burden on healthcare providers. In addition, it will allow access to advanced and 
specialized care to communities in remote locations with no access to specialized 
medical centers in near vicinity. This will result in minimizing duration of hospital 
stay or the need for intensive caretaking at home.

The proposed system will provide a state-of-the-art platform to monitor health of 
the elderly and disabled people round the clock in a smart-home environment seam-
lessly and non-intrusively. The system can address the problem of providing an 
expensive home-care visits or establishing a dedicated elderly centers by govern-
ment authorities. A smart-home for healthcare monitoring is a cost-effective, 
environment-friendly, and sustainable system to take care of this important compo-
nent of the society. The key objectives of the proposed system are listed below:

	1.	 Provides an integrated and customizable platform implemented using set of sen-
sors and actuators within the subject’s home environment supporting medical 
data acquisition in a seamless and non-intrusive manner without disturbing the 
normal daily activities of the subjects.

6  A Comprehensive Framework for Elderly Healthcare Monitoring in Smart…



128

	2.	 Provides healthcare professionals with access to the medical data acquired at 
home supporting the healthcare professionals to monitor the medical conditions 
of the subjects remotely.

	3.	 Generates real-time alerts for healthcare professionals to enable timely and 
effective intervention depending on medical condition of the subject under 
monitoring.

	4.	 Provides real-time advices related to the treatment and medication for the elderly 
depending on their health condition through suitable display devices.

	5.	 Provides real-time nutrition advice related to diet programs, sport practices, 
nutrition plans to enable preventive health management.

	6.	 Enables time and cost-efficient administration of healthcare services to elderly 
resident at home or old-age care centers.

	7.	 Facilitates early discharge of non-vital cases to retain their normal life at home 
in a reliable and safe environment while enabling continued monitoring of health 
condition for the desirable lengthy time.

	8.	 Provides health authorities with access to medical data of elderly suffering from 
chronic diseases for a long-term period which helps in data analytics and finding 
patterns regarding chronic diseases in the country and other statistics for health-
related issues.

The key differentiator of the proposed system is the modular architecture with 
clearly defined interfaces between different modules and standardization of com-
munication protocols, which enables scalability and interoperability.

6.6.2  �New Proposed Framework

The framework proposed in Fig. 6.2 describes the monitoring of different clinical 
parameters for the elderly. It involves data acquisition, processing, and analysis of 
the acquired data using an artificial intelligence-based diagnostic engine. It renders 
the most appropriate recommendations to the concerned users in suitable display, 
i.e., visual display, screen, and voice command. While the framework exploits arti-
ficial intelligence to automate processing of large volumes of inflowing data, it also 
provides flexibility of manual intervention. A medical expert may initiate manual 
intervention on his accord or in response prompted by the system for doing so. At 
the beginning, the patient vital signs will be captured by various non-intrusive and 
wearable sensors and will be sent to the data acquisition modules. The data then will 
be filtered from the noise and invalid values and stored in the database. Various data 
will also be obtained from other sources such as knowledge database and social 
network. If there is an emergency case, such as falling, the intervention module will 
be triggered immediately.

The expert system will examine the obtained data from the patient and check the 
predefined rules for matching cases and will take the appropriate action accordingly. 
The action will be in a form of advises, recommendations, or generating new rules 
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in case it was not defined in the knowledge base through the learning module. To 
ensure rule validation and the system accuracy, no new rules will be added without 
human expert validation. The system supposed to display the information to both 
the patient and the physician simultaneously, such as warning, alarms, or medical 
advices.

The main modules of our proposed framework are listed below:

	1.	 Data Acquisition Module: includes a network of sensors for acquiring clinical 
data of monitored subjects in their homes. Various examples of clinical data 
acquired through this module include heartbeat rate, blood pressure, sugar blood, 
temperature, motion, and falling detectors.

	2.	 Data Filtering Module: filters the acquired data to eliminate noise, errors, or 
invalid values using different filtering techniques/algorithms including low-pass 
filters, high-pass filters, and noise removal/cancellation that can be used to pre-
process sensory data before processing.

	3.	 Diagnostic Engine: or expert system is implemented to effectively substitute a 
human medical expert. The engine is interfaced with data repository containing, 
for instance, a set of rules related to diagnostics, alert generation, and prompting 
manual intervention. Bayesian network for instance can be used for data classi-
fication. However, a novel algorithm for real-time diagnosing medical conditions 
(diseases) was developed using new mathematical expressions (“indicator 
value”). Further details about the algorithm will be explained in the next 
section.

Fig. 6.2  Framework for remote health monitoring in smart-home [3]
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	4.	 Publication Module: or recommendation/advice module this module will inter-
face with the diagnostic engine and publish advice and/or recommendations to 
suitable target devices (monitored subjects, responsible healthcare professional, 
or both).

	5.	 Intervention/Emergency Module: deals with urgent and emergency cases where 
the captured signs were identified by the diagnostic engine as extremely abnor-
mal. It will generate an urgent warning to the responsible healthcare profes-
sionals as well as trigger other actions such as triggering a request for 
dispatching ambulance to the subject’s location. Additionally, the module will 
allow the medical staff to review and validate or update the final advice for the 
patient.

	6.	 Learning Module: this module will be configured to update the data repository 
with new rules whenever required. It learns from the new recommendations/
feedback provided by the medical expert and the previous experiences. Then, it 
will continuously improve the knowledge base captured using data classification 
technique such as “Bayesian classifier” to generate accurate and valid medical 
advice and, therefore, result in the best possible decision.

	7.	 Data Visualization Module: it is responsible for rendering the recommendation/
advice generated by the diagnostic engine or provided by the medical expert 
through the manual intervention module for both the elderly patient and the 
healthcare staff.

	8.	 Motion/Falling Module: deals with emergency situations and consists of detect-
ing fall incidents. It has been separated from the other medical conditions since 
it requires an immediate attention and high processing. It has been mapped 
directly to the intervention/emergency module such that necessary action is 
taken immediately, such as calling an ambulance and alerting the responsible 
healthcare professional.

	9.	 Social network analytics module: this module will collect data from social net-
works, filter this data, and analyze it to get some relevant insights that will help 
in the monitoring. Analysis resulted will be used also to enrich the knowledge 
base with new knowledge and possibly derive new rules.

Some other components are supportive components that complement the roles of 
the above modules, for examples:

	10.	 Central Database: it is used to store the medical data from various sources, 
which encompasses data from the sensors, the Knowledge-Base module, 
Feedback/Advices module, and external databases such as “Social Networks”.

	11.	 Knowledge Database: it uses data from various sources, for example, data 
acquired from the sensors, patient’s medical history information, and knowl-
edge from other external databases such as data collected from the “social net-
works.” We will explain the concept of acquiring medical knowledge from the 
social network in the following section.

	12.	 Generating New Rules: this process is related to the learning module; if a new 
medical condition is detected, then a new rule will be generated after it has been 
validated by the human expert.
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6.6.3  �Social Network Sensing Module

This module is responsible of collecting health-related data from social network and 
doing some pre-processing and transformation activities (e.g., filtering, restructura-
tion) on this data in order to derive some relevant health-related information and 
augment the knowledge base with this data. Data analytics could result in patterns 
detection, rule validation, and eventually new rule deduction. Figure 6.3 describes the 
Social Network module’s components and the sequence of interactions among them:

	1.	 Collect data from the social networks (i.e., Facebook and Twitter) as row data.
	2.	 Filter the data to remove the unwanted or invalid data (or information), and keep 

only the relevant structured health-related data in specific format (i.e., XML, 
ERD).

	3.	 Analyze the health data collected from the social networks and filtered in steps 
(1) and (2) and derive patterns and new rules.

	4.	 Store the data in the central database.

6.7  �Novel Algorithm for Disease Detection

Self-diagnosis of diseases becomes very important nowadays especially with the appli-
cation of Artificial Intelligence techniques. Self-diagnosis will allow for early disease 
detection and for an appropriate and prompt treatment. Furthermore, due to the increas-
ing spread of diseases and their corresponding symptoms nowadays, it becomes impos-
sible for a physician to recall all symptoms and medical conditions for all kinds of 
diseases. Hence, it is introduced here an innovate algorithm that could be incorporated 

Expert System

Rule Validation
by Expert Database

Analytics
(Pattern Detection)

Social Network Data
Sources

Data Collection
from Social
Networks

Pre-Processing and
Transformation

(filtering, cleansing)

Fig. 6.3  Detailed view of the social network health sensing module
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with a web-based platform to support any medical expert system in diagnosing the 
diseases based on the vital signs values acquired from the wearable sensors on a real-
time basis. The algorithm uses a single and a unique “indicator” value to search in a 
lookup table for the predefined corresponding disease. The existing expert systems are 
the sequential or “serial” search algorithms. The latter incorporates inference rule 
method for disease diagnosis, which is a very sophisticated process that requires high 
resources in terms of computational time and energy consumption. The process of 
detecting the diseases using the new algorithm is formally specified in Fig. 6.4.

6.8  �Implementation

In this section, monitoring system implementation is described. First, describe the 
system technical and nonfunctional requirements. Second, the monitoring system’s 
components and key technologies used to implement them are depicted. Then, the 
set of health condition rules have been developed and are used for monitoring cou-
ple of health conditions (Fig. 6.5). Finally, it presents the implementation of the 

Fig. 6.4  Disease search algorithm [1]
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Fig. 6.5  Sample set of diagnostic and monitoring rules

health monitoring system including both the web application and mobile applica-
tion used to report monitoring data. A sample set of rules that may be configured in 
the data repository is provided in Fig. 6.5.

6.8.1  �System Technical and Non-functional Requirements

The following are some technical requirement our monitoring system is going to 
support as well as some nonfunctional properties it is supporting.

	13.	 Application Server: the system is hosted on Glass Fish application server and 
RabbitMQ servers running on a Linux platform in a cloud environment and 
connecting to MySQL Database servers. Various technologies like JSP, Servlet, 
EJB, MDB, and JDBC were used to develop features of our monitoring system. 
All communication with client complies with public HTTPS, TCP/IP commu-
nication protocol standards.

	14.	 Client: users will be able to access the system through mobile application as 
well as via web applications browsers. HTM5 is used to support interoperabil-
ity across mobile applications and provide high flexibility and dynamic 
features.

In terms of nonfunctional requirements, our system is developed to support the 
following features.

	15.	 Security: access rights will be granted to any user accessing the application-
landing page. Only administrator user can add or remove other creators and 
perform other administrative tasks.

	16.	 Persistence: we use relational database for data persistence; data management 
rules were enforced to ensure consistency and accuracy of data.
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	17.	 Performance: there is no particular constrains related to system performance. It 
is anticipated that the system should respond to any request under standard 
database and web server script timeouts. Also system performance can depend 
on available hardware, network and Internet connection capabilities.

6.8.2  �Prototype Implementation

The monitoring system is implemented using the following technologies and 
devices. Table 6.2 provides a brief description of these.

As mentioned previously, the healthcare monitoring system after collecting the 
data from various sources (sensors, knowledge base, social networks, etc.) will be 
checked against the set of rules stored in the system database. If the captured sensor 
value is within the abnormal range of a specific medical condition, then a matching 
case will be found, and a set of actions (i.e., recommendations) will be generated 
and displayed to the patients and/or the medical staff. All these rules are set and vali-
dated by the medical human expert in advance [12].

6.8.3  �Mobile Application Implementation

The mobile application was developed on Android platform and has been deployed 
on different mobile devices including smartphone and tablet. Table 6.3 depicts dif-
ferent views of our monitoring system including medical staff view, patient view, 
and both the web application views and the mobile application views.

Table 6.2  System components and technologies

System Description and use Examples

Database 
server

Servers used to store data acquired by sensors, 
generated rules, medical advices, and 
recommendations

– MySQL
– Oracle

Visualization 
devicestion 
devices

Display information to patient and physician 
based on user role (Sys Admin, physicians, 
elderly, nutritionist, etc.)

– Tablet, smart phones
– LCD, dashboard, printout

Processing /
application 
servers

Hosted locally (or as webserver) to process data 
and analyze conditions using expert system

– �iCloud servers (hosting the 
expert system, process 
recommendations, and 
learning module)

Sensor 
devices

Set of sensors to capture different parameters 
from patient at home, i.e., wearable sensors

– �Zephyr HxM (heartrate) 
for Android and iPhone

– �MyTech (blood pressure)
– �iBGStar (blood glucose)

Diagnostic 
engine

Expert system consists of set of rules and 
conditions based on medical case. Then it 
processes the rules and generates advices or 
triggers intervention emergency module if needed

Expert system is developed 
using Java-based engine
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Table 6.3  System views for monitored subjects and healthcare professionals

(a) Medical staff web application view

Real-time monitor for patient medical records

List of patients allocated to specific 
physician based on the medical case

Figures above are examples of captured data and how it is processed and analyzed 
simultaneously to supply medical staff with up-to-date data and patient’s history to provide  
the best medical advice

Blood glucose
monitoring screen

Blood pressure
monitoring screen

(b) Patient mobile application view

The following are examples of how the data captured by the system will be processed and 
analyzed simultaneously to provide an up-to-date medical status for the patient

Smart-home eHealth system home page
Features two login options:

Physician view
Patient view

Simple and clear messages shown  
to patients

(continued)
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Table 6.3  (continued)

The eHealth system uses mobile devices as  
the target devices for visualization. Sample  
screenshots of a mobile-based application to be  
used with the proposed system have been  
provided

Patient view: user profile and other 
tools with simple view

(c) Physician mobile view

Physician view: patient’s blood sugar records

Physician view: patient’s cholesterol 
level records

Physician view: patient’s heart rate records
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6.8.4  �Discussion of Results

Based on the above sample of monitoring results and after experiencing different 
monitoring scenarios, our system proves its efficiency in detecting degradation of 
health condition after reporting abnormal readings.

For a considerable period of monitoring of 100 patients, the system was able to detect 
health deterioration with detection accuracy most of the time close to 100%. By scaling 
the number of monitored patients with different diseases (blood pressure, cholesterol, 
and blood sugar), the system remains stable and performs very well. No major perfor-
mance issues or delay in communication and data transfer was recorded; only slight 
performance deterioration was reported due to network bandwidth and sensor calibra-
tion. For vital signs, blood sugar, cholesterol level, and heart rate, the monitoring results 
are always accurate and reflect the real situation. For failing and motion monitoring, the 
monitoring results are mostly appropriate; however, the accuracy in this situation is 
explained by the fact that some patient’s movement might not be related to health dete-
rioration but to infrequent physical practices the patient is used to do at home.

6.9  �Conclusion and Future Work

As the world population ages and the old-age support ratios diminish, innovative and 
smart healthcare administration is imperative. An important cornerstone of healthcare 
future administration is the adoption of remote health monitoring technologies. While 
significant research and development work is currently being undertaken, several bar-
riers related to costs, industry standardization, regulatory frameworks, user accep-
tance, data privacy and security, among others are yet to be overcome. This proposed 
monitoring system exploits various emerging technologies including biosensors, 
mobile technologies, and communication media to develop reliable, efficient, and 
complete solution, which easily can scale with a number of users, sensors, and homes. 
Thus, the proposed system addresses several key barriers related to widespread adop-
tion of remote health monitoring technologies.

As future work, we are planning to extend our monitoring model to cope with 
varying number of vital signs and learn the correlation between them. We are also 
planning to implement and integrate social network module to retrieve data from 
social network with sensory data to offer better insights. We also plan to evaluate 
our model on a large-scale scenario, involving a large number of patients and con-
sidering different health situations.
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Chapter 7
Technology Implementation Case Studies: 
Lincus Software as a Service

Adie Blanchard, Faye Prior, Laura Gilbert, and Tom Dawson

7.1  �Introduction

Health and social care systems worldwide are facing increasing pressures, driven by 
limited resources, an ageing population and the increasing prevalence of long-term 
conditions [73]. In England, the last available figures indicate that 15 million people 
(a quarter of the population) have at least one long-term condition [69]. These fig-
ures are of concern, since this population are frequent users of health care and social 
care services, accounting for 50% of all general practitioner appointments, 70% of 
hospital bed days and 70% of total health and social care expenditure [69]. This 
burden to health and social care systems is unsustainable, particularly given that the 
number of people living with multiple long-term conditions will rise over the next 
decade [31].

Evidence of this burden is already reflected through several key problem areas 
with service efficiency, such as extended waiting times for accident and emergency 
admittance [52], general practitioner appointments [33], referral to treatments [53] 
and discharge from hospital [55]. The pressures have also been coupled with 
increasing financial restrictions, making it difficult for health and social care ser-
vices to deliver within their means [51, 69]. As a result, there has been an increas-
ingly urgent need to enhance service efficiency in order to deliver high-quality care 
at a lower cost [7].
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7.1.1  �The Role of Technology

Technology has been implemented in health and social care services to help reduce 
the increasing gap between supply and demand for resources [45], whilst simultane-
ously providing an opportunity to improve services and outcomes at a reduced cost 
[6]. As this strain increases, it is accepted that technology, both software and hard-
ware, will have a greater role to play in the management of health and wellbeing in 
both healthy individuals and those with long-term conditions [28, 41].

New technologies provide many potential advantages for organisations includ-
ing improved efficiency, quality of care, health outcomes and provision of new ser-
vices [74]. Technology can also transform how individuals engage with services 
and help them to manage their own health and wellbeing [66]. However, despite 
reported benefits, technology implementation remains challenging, with a lack of 
acceptance and uptake often stalling the benefits that could be gained from its use 
([6], [16]; [40]).

The majority of research in the area of health and social care technology imple-
mentation thus far has focused on electronic health records (EHRs) which provide 
a digital version of a person’s medical history. Though the potential benefits have 
been well documented, adoption has been slow [34, 38, 67]. Reported barriers to 
uptake have included design and technical concerns, cost of purchase, maintenance 
costs, resistance from clinicians, interoperability concerns, unclear return on invest-
ment and digital exclusion for multiple reasons [34, 49]. One example of a challeng-
ing EHR implementation in the UK is that of Cambridge University Hospitals NHS 
Foundation Trust in 2013 [70]. Extensive service disruption was reported shortly 
after implementation leading to a negative audit by the UK’s Care Quality 
Commission (CQC) which reported eight areas requiring improvement. Three years 
later these issues were largely resolved, with benefits reported to include integration 
of patient-related information, cost savings in staff time through eliminating the 
need to retrieve paper notes and freeing up of clinic appointments as a result of the 
ability to review notes virtually.

Another technology opportunity worth addressing is telecare, which involves the 
use of technology to support delivery of health and social care to individuals within 
the home or wider community [4], for example, fall sensors to aid independent liv-
ing in the elderly [61]. Telecare can improve cost-effectiveness and responsiveness 
of services, minimise the need for travel and provide reassurance to individuals in 
their homes [60].

Additionally, telehealth allows the remote exchange of clinical data (e.g. blood 
pressure readings) from an individual to health professionals, supporting the diag-
nosis and management of health conditions [61]. Telehealth can improve access to 
services at a lower cost, though the benefits may only be visible over a long period 
of time [19]. Although there are significant demonstrated benefits relating to both 
telehealth and telecare, barriers to implementation are evident and include threats to 
independence and a required level of technical competence [61].
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In the UK, the Department of Health [68] conducted a Whole System 
Demonstrator randomised control trial involving 6191 patients (3030 with diabetes, 
heart failure or COPD) and 238 GP practices to identify telehealth and telecare 
capabilities. Early indications showed that when correctly used telehealth could 
reduce accident and emergency visits, emergency admissions, total bed days spent 
in hospital and risk of mortality [63, 68]. Despite this potential further analysis 
found no significant health economic benefits of the telehealth interventions utilised 
within in the Whole System Demonstrator. The study examined acceptability, effec-
tiveness and cost-effectiveness of telehealth in 845 randomised individuals receiv-
ing telehealth compared to 728 receiving normal care. There were found to be no 
improvements in quality of life despite higher costs in the telehealth group. It was 
concluded that telehealth (as it stood in 2008–2009 at least) was not a cost-effective 
addition to standard support and treatment [30]. In addition to this, no significant 
reductions in service use were found when using telecare as implemented in the 
Whole Systems Demonstrator when compared with a control group [64]. Technology 
has, however, dramatically advanced since this study was completed, as have the 
approaches to implementing technologies, so it is important to consider current 
capabilities, and where the future is leading, when considering the potential health 
economic benefits of telehealth.

Whilst telehealth focuses on extending the care reach of health professionals, 
there is limited research relating to implementation of self-management technolo-
gies, such as mobile health applications, which can facilitate self-care and positive 
behavioural change to improve self-management and health outcomes [56] at a low 
cost [48]. The increasing ownership and popularity of mobile devices in addition to 
their progressively improving technological capabilities means they provide great 
potential as a platform for improving health management [18]. Though evidence 
relating to their impact remains sparse [42], supporting evidence is growing [72]. 
Despite the potential benefits to be gained from smartphone technology, implemen-
tation can be challenging and impacted by many factors such as usability, data secu-
rity, funding, lack of evidence relating to cost-effectiveness, digital literacy and 
access to technology [46, 48, 72].

7.1.2  �Barriers to Technology Implementation

With substantial advances in health technology, and the increase in funding set aside 
for future digital projects [66], there is a growing need to better understand the fac-
tors that contribute to the translation of development of a sound technology to suc-
cessful implementation and ongoing use [56]. An area of understanding is that of 
the barriers to technology implementation, of which a considerable amount of lit-
erature has been published in the setting of health and social care.

It is evident that many barriers can impede adoption and ongoing use of new 
technologies [1]. Therefore, they must be anticipated and addressed throughout 
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technology implementation to maximise success. Implementation can be problematic 
due to several interrelated factors [11], with a combination of technical, social, 
organisational, ethical, financial and legal factors identified as the key barriers to 
successful implementation [1, 11, 32, 38, 56, 61].

7.1.2.1  �Usability

The usability of technology can be a barrier to implementation [11, 16]. Interfaces 
can be difficult to navigate, rely upon a high level of literacy or be available in lim-
ited languages. These can be blockers to widespread use, in particular for those with 
low literacy levels or learning disabilities [8], further extending health and social 
inequalities in these populations [24].

Usability issues can also arise when health and social care technologies are 
developed with minimal engagement from users, therefore not being user-friendly 
or providing the user-experience as anticipated by the end user [10, 14, 21]. User 
involvement can therefore be beneficial to codevelop the technology [29]. Perceived 
ease of use has also been found to impact intention to use the technology [40], 
though it is considered to have a weaker impact than usefulness [15, 20]. Stability 
and reliability of technology is also associated with effective implementation [13].

Familiarity and competency with technology can also impact adoption by health 
and social care staff, particularly given the time constraints of staff, which may limit 
the time available for the learning and familiarity process [20]. It is known that 
adoption can be slowed if it takes more time to learn how to effectively use a system 
[27]. This highlights the importance of intuitive user-friendly interfaces which are 
easy to understand, to increase the likelihood of use [45] and implementation suc-
cess [57]. This is particularly important given the case that technology is often 
implemented in health and social care to help reduce workload; therefore perception 
of increased workload can lead to negative attitudes towards the system [71], and 
poorly designed technology can result in user frustration [70].

7.1.2.2  �Usefulness

An extensive body of literature suggests that perceived usefulness is important for 
successful adoption [15, 20, 35] and intention to use technology [9, 32], though this 
has been questioned [40]. Nevertheless, the evidence suggests that the benefits of 
usage must be outweighed by the effort of using the technology if it is to be adopted 
by the user [15].

7.1.2.3  �Interoperability

Interoperability is critical for the sustainability of technologies in health and social 
care systems [70]. A high level of interoperability is necessary to increase adoption 
and effective use of technologies [12]. Any new technology must be able to 
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integrate with existing workflows, infrastructures and other existing technologies 
such as information technology systems [13], particularly given the future expecta-
tions for technologies to exchange information [70]. Implementation can therefore 
be severely and negatively impacted if a technology lacks interoperability with 
existing systems [2, 37].

7.1.2.4  �Training and Support

As with any new practice introduced in to an organisation, and due to the unique-
ness of new health and social care technologies, training and support for both staff 
and end users can be vital to implementation [20, 26] and can improve satisfaction 
with the technology [13]. Poor timing of training [44], lack of training or training 
that is not relevant to the individual roles of users [13] can impede success. 
Therefore, tailored, flexible and hands-on training delivered just prior to the start of 
implementation can be beneficial [13]. However, even with appropriate training, 
digital literacy may still pose a barrier to technology use [58]. To limit this barrier, 
it can be useful to identify those who may need additional support [13].

Unsatisfactory technical support has also been identified as a barrier to adoption 
[6]. Consequently, ongoing support, particularly early on in the implementation 
process, can be beneficial to sustain momentum and ensure technology use [38].

7.1.2.5  �Organisational Change

Implementation of new technology in health and social care often requires organisa-
tional change [62] and can impact on working practices [10]. This can be met with 
high resistance at an individual and organisational level [16]. Resistance to adoption 
has been noted to have many potential causes including inconvenience and disrup-
tion to current workflows, unhelpful features and security and reliability concerns 
[47, 50]. Technology that is perceived as inadequate, or interfering with values, 
aspirations and roles is also likely to be resisted [11]. Poor compatibility with cur-
rent work processes can also increase resistance to adoption [20].

Effective leadership that promotes technology implementation can help to reduce 
resistance to change [44]. At a senior level, management attitude [71] and support 
[45] have been found to impact success. Buy-in from senior management is vital to 
ensure appropriate resourcing of implementation [12]. However, leaders at any level 
can impact implementation [14]. ‘Champions’ who make personal commitments to 
the success of technology can transmit enthusiasm to staff [44] and help overcome 
resistance within the organisation [14].

Resistance to organisational change can be actively addressed by identifying 
core values, understanding stakeholder concerns and needs, creating a vision and a 
need for change and being responsive to organisational stress resulting from change 
[38]. Therefore, ongoing involvement of all stakeholders is crucial from the initial 
stages of implementation, particularly to increase perceived value of the technology 
[11, 21, 38], and address workflow concerns [58]. It is also beneficial if the perceived 

7  Technology Implementation Case Studies: Lincus Software as a Service



146

benefits of the technology are shared by its users [20], which can be facilitated by 
providing evidence supporting its use [14]. In addition, stakeholder expectations 
must be managed to what is realistically achievable in relation to technological 
capabilities, outcomes and timescales for implementation [12]. However, to realise 
the potential of a new technology, organisations must be willing to invest in the 
resourced required for implementation [14].

7.1.2.6  �Process of Implementation

The process of implementation can be as important as the technology itself and can 
have a significant impact on success. ‘Big bang’ implementations, where the tech-
nology is implemented quickly and used immediately, tend to be resisted, perhaps 
since they fail to address barriers such as sufficient training and organisational 
acceptance [10]. ‘Big bang’ implementation can also lead to large scale disruption 
caused by the occurrence of unexpected issues [70]. In contrast, incremental imple-
mentation is more likely to be beneficial, particularly for larger organisations with 
more complex processes [45]. It is also useful for organisations to reduce workloads 
during the implementation period to provide users with additional time to learn how 
to use the technology [11].

As health and social care is a dynamic and ever-changing environment, an active 
change process taking on board user feedback is likely to be required [14]. The 
technology itself must therefore be readily adaptable to the changing needs and 
contexts of the organisation [11]. Without adaptation, technology may be a poor fit 
for the organisation, which can lead to increased resistance [14]. Flexibility in the 
design is crucial [5]. Knowing when and how to adapt an aspect of a technology to 
better fit workflows can be facilitated by senior staff and champions through rede-
sign of workflows, training and support and addressing issues [11].

7.1.2.7  �Cost of Implementation

The cost of technology and the costs associated with implementation are an impor-
tant barrier, particularly if there is no existing evidence for return on investment [14, 
45]. As with any innovation, there are many uncertainties surrounding implementa-
tion [58]. For this reason, running proof of concept pilots can be a beneficial strat-
egy to give organisations the opportunity to test and reflect upon the use of the 
technology [14].

7.2  �Case Studies: Background

Whilst there is extensive literature surrounding the barriers to technology imple-
mentation in health and social care, there are few practical lessons that provide real-
world implementation guidance. The following case studies will discuss the barriers 
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and practical challenges faced, and lessons learned, whilst implementing a ‘soft-
ware as a service’ application within the health and social care sector.

The software as a service application to which these case studies relate is known 
as ‘Lincus’. Lincus is a tool for recording and monitoring health and wellbeing 
information over time and provides both self-care and shared care capabilities. It is 
available to use via a web browser or can be downloaded as a companion applica-
tion on iOS and Android mobile devices.

Lincus was initially developed to overcome the barriers associated with contem-
porary history taking, including memory, recall [39] and communication [65]. It 
allows individuals to quantify and record subjective and objective measures of 
health and wellbeing through the use of pictorial surveys (Fig. 7.1).

Events can be logged, enabling the impact they may have had on health and 
wellbeing to be examined. Nutrition, physical activity and multiple clinical mea-
surements can also be recorded. Over time, the information entered provides a his-
tory of health and wellbeing, which can be communicated to stakeholders using a 
variety of data visualization formats (Fig. 7.2).

Lincus pilot trials have demonstrated usability across a diverse and challenging 
range of user groups. During these trials, users have reported numerous benefits, 
including improved health and wellbeing, identification of previously undiagnosed 
conditions and enhanced engagement and communication with service providers. 
However, the primary objectives of the pilot trials were feasibility and usability, and 
these benefits were secondary outcomes which could not be generalised as robust 
conclusions about the effectiveness of Lincus. Despite the positive primary and 
secondary outcomes of these trials, many implementation barriers were and con-
tinue to be faced. Lessons learned from successes and failures from each case study 
were used to inform future implementations, refining and improving the technology 
itself (iterative technology development), as well as the implementation process.

Fig. 7.1  Lincus pictorial surveys

7  Technology Implementation Case Studies: Lincus Software as a Service



148

7.3  �Case Study 1: Supporting Individuals with Multiple 
and Complex Needs

7.3.1  �Trial Summary

The first usability pilot trial of Lincus was conducted with a service that supports 
individuals with multiple and complex needs at a risk of homelessness [54]. This 
was a three-month usability trial, which began after considerable co-development 
with the organisation and stakeholders to customise the tool to specific needs.

The objectives of the pilot trial were to assess the usability of the Lincus system, 
establish how effectively the effect of events on health and wellbeing could be 
recorded and examined, progressively develop Lincus to meet organisational 
requirements and create learning points for future developments.

The trial included 12 individuals with complex needs who were living in sup-
ported accommodation and two support workers. The support workers helped the 
individuals to complete five separate surveys on Lincus every day for 4 weeks, thereby 
acting as a mechanism to facilitate communication between support workers and ser-
vice users. Five surveys were provided which questioned the subjects’ mental health, 
their housing/homelessness situation, their general health, any alcohol/substance 
abuse and their offending. Events that occurred and interventions performed were 
also recorded on Lincus. Surveys, along with events, were codeveloped prior to the 
trial with subject matter experts to ensure that they were relevant to the population.

Over the course of the trial, general improvements were reported in overall well-
being of participants, home situation, mental health and general health. However, 
due to the small size of the trial, the results were not statistically convincing; there-
fore firm conclusions about the study impact and relationship between wellbeing 
and events could not be made. However, it gave insight on a case-by-case basis into 
how the information recorded on Lincus could be used by the organisation to make 

Fig. 7.2  Lincus results visualisation
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links between events and wellbeing amongst service users. This was used in the 
study to help the organisation identify interventions that were beneficial or caused 
potential harm to individuals to inform and improve on quality of care. The primary 
outcome from this trial was behaviour change both for the service users and their 
support staff. This led to Lincus receiving National Institute for Health and Care 
Excellence (NICE) recognition, as a tool which facilitates behaviour change [54].

Further benefit reported by the support workers included participants feeling 
more listened to and engaged with as a result of using Lincus. The length of com-
pleting the surveys was predicted to be less than 2 min, though in practice the com-
pletion took longer than anticipated (around 8 min), due to the responses to the 
questions stimulating further discussion between the support worker and service 
user. As a result, more support sessions were scheduled due to issues arising during 
these discussions. It was also reported that service users felt more supported as a 
result of using the technology. The support workers also stated improved engage-
ment and job satisfaction. Lincus use also provided an auditable log of care provi-
sion and the impact of that care provision from a service user perspective. In one 
case, it was used to review wellbeing and events leading up to an individual being 
evicted from the programme, which evidenced the actions taken by the organisation 
to support the individual in attempt to prevent the events that led to eviction.

7.3.2  �Co-development

The initial co-development of the system with the organisation was a crucial step in 
facilitating acceptance of the technology by staff and ensuring usability and useful-
ness [29, 71]. Through this process it was identified that the system would be used 
in a way other than it was originally designed for, for example, that the surveys 
would be administered by support workers to facilitate discussion with service users. 
This highlights the potential for disconnect between the expectations of the technol-
ogy developer and the consumer [12], which can be overcome by intensive engage-
ment between both parties prior to, and throughout the implementation process.

The co-development and engagement process also increased the likelihood of the 
system being successfully implemented, as evidenced by the smooth running of the 
trial from start to finish. However, it must be noted that the existing culture of 
openness to technology and positive change also played a major factor in the trial’s 
success. As such, ongoing involvement of stakeholders in development and deploy-
ment almost certainly facilitated the perceived value of the technology [11, 21, 38].

7.3.3  �Usability and Usefulness

Support workers found the system intuitive to use, and participants responded well 
to it, suggesting that the usability and usefulness barrier was prevented by co-
development [11]. However, digital literacy with hardware and software was 
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identified as a potential issue during the trial, including familiarity in interpreting 
data. However, identifying this issue helped tailor future training and support.

Some service users became more involved in the process than others. This 
resulted in some participants being keen to be surveyed more regularly, whilst oth-
ers preferred to complete the surveys only two to three times per week. This high-
lighted the importance of allowing participants some flexibility around the frequency 
of surveying and types of surveys completed.

It is known that technologies must be flexible in design and readily adaptable to 
the changing needs of an organisation [5, 11]. Therefore, engagement with support 
workers was sustained throughout the trial, with continued co-developed adapta-
tions made to the system [14] to meet additional requirements. This was particularly 
beneficial to ensure ongoing use of the technology.

7.3.4  �Training and Support

Provision of training which was tailored to the users needs prior to implementation 
ensured staff were well trained and comfortable working with the technology prior 
to implementation to help facilitate the trial [20]. By the end of the trial, the support 
workers were in a good position to provide advice and training to others. In the 
future this could help to provide additional support within the organisation and 
enable them to provide advice to the technology providers on how the technology 
can be used or developed to better fit workflows [11]. However, a key area for train-
ing outlined at the end of the trial included verbal questioning techniques to gain 
accurate information and build trust between support workers and service users and 
recognise an individual’s preference for relevancy and frequency of surveys. As a 
result, these areas would be addressed in future training.

7.3.5  �Future Work

It was not until 3 years after the initial pilot that Lincus was again used as a mobile 
assessment tool in this organisation, despite the multiple benefits that had been 
demonstrated. The delay was mainly due to communication, commissioning and 
procurement barriers, initially due to a management change in the organisation. 
After 18 months, communication was re-established and a procurement pathway 
was found; however a change to this pathway caused further delays in the process. 
It was then decided, due to the funding source and commissioning barriers, to pro-
cure a solution through a public tender process, causing further delays due to tender 
publication, application and the subsequent interview process. Once the contract 
had been awarded to procure Lincus, contract negotiation was a further barrier to 
starting the project. These sorts of delays to small- and medium-sized enterprises 
(SMEs) with typically limited cash flow and turnover can heavily impact on 
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company resources. Such delays in commissioning post pilot studies could, and 
have in the past, led to company closure, particularly if there are limited funds com-
ing from other sources.

Following procurement as a mobile assessment tool, Lincus was used to record 
and monitor health and wellbeing information for individuals with multiple and 
complex needs, using a 15 research-driven questions survey developed as an evalu-
ation tool for universal population comparisons [59]. Further continued collabora-
tion with the group is expected to further tailor the tool to best suit the needs of the 
service users and those that support them.

7.3.6  �Summary

This case study highlights the importance of co-development and long-term engage-
ment to develop a technology that is usable and useful for an organisation. The 
outcomes and positive experience from the initial has led to future collaboration and 
technology development.

7.4  �Case Study 2: Improving the Performance of Individuals 
with Multiple Long-Term Conditions

One Precious Life [22] was an ambitious project that would treat individuals in the 
UK with long-term conditions as high-performance athletes would be treated. The 
project was based on the service principles of preparing athletes for elite competi-
tion, including training, rehabilitation following illness or injury, being coached to 
be better than before and proactively addressing causes rather than the symptoms.

The technology aspect of the One Precious Life project incorporated three main 
features. The first was updates to the Lincus platform, making it more accessible to 
the general public and adding a number of features to be used as part of a person-
centred coaching programme for individuals diagnosed with multiple long-term 
conditions. The second was the provision of a friendly and accessible online infor-
mation hub for a number of health and wellbeing articles and access to relevant 
e-books. The third was the development of an Android application which connected 
to an activity tracker to assist positive behavioural change.

As part of the project, life coaches were recruited and trained for 3 months to 
learn how to apply the principles of high-performance athlete training and services 
to those with long-term conditions. They were deployed into the community to 
improve the physical, mental, social and emotional performance of individuals 
diagnosed with multiple long-term conditions, utilising the technologies and pro-
viding a personalised service rather than a one-size-fits-all programme. Eight par-
ticipants were recruited over a period of 3 months. Participants were provided with 
access to their life coach on Lincus, where the coach could also provide advice and 
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support remotely. The coaches taught the participants how to use the technologies, 
including the Lincus platform and integrated activity tracker, whilst educating them 
on how to improve their health and wellbeing.

Multiple changes were made to the Lincus platform to make it more accessible and 
appealing [45, 57], including interface redesign, messaging, coaching and alert func-
tionality, integration of the activity tracker to enable wireless upload of activity data 
from the devices provided, improved data visualisation and modularisation. Simple 
nutrition and activity tracking were also developed to help individuals track, under-
stand and improve these lifestyle behaviours. The technology developers continued to 
adapt and modify the technologies in accordance with feedback on user experience.

At completion of the trial, all of the participants said they would recommend the 
programme, stating that they had benefited from the intervention, that their quality of 
life had improved and that they would continue to make improvements to their life-
style based on what they had learnt. Some participants expressed disappointment at 
the conclusion of the trial and requested to maintain contact with the coaches. Provision 
of the activity tracker also led to self-reported positive behavioural change, with results 
suggesting that use of the activity tracker enhanced motivation to be more active.

Though the exact model was not commissionable at the time, variants of it have 
been picked up by Rescon’s commercial and customer partners. The project pro-
vided both the funding and a catalyst to develop technologies and implementation 
strategies. It gave a greater capacity to support individuals to improve their health 
through accessible education, self-tracking and other eCoaching tools. The tech-
nologies developed from this project continue to be integrated within the Lincus 
platform and used when a customer need has been identified.

7.5  �Case Study 3: Supporting the Care of People 
with Learning Disabilities – Initial Trial and Wider 
Roll Out

7.5.1  �Trial Summary

As part of an ongoing collaboration, Lincus was adapted and trialled with a learning 
disabilities charity, initially to assess usability for individuals with learning disabili-
ties. A 17-week pilot trial for 11 service users supported by 16 support workers was 
conducted to support people with severe learning disabilities living in supported 
accommodation [23].

Prior to the adaptation of the system, meetings were held with subject matter 
experts to develop survey questions and approach, with Lincus further developed 
for the trial over 10 weeks. The selection of survey questions to be used in the trial 
resulted in the creation of short surveys for general health (Fig. 7.3), mental health, 
social life and emotional health. Each survey consisted of four to five questions with 
simple words or phrases, supported by pictorial representations to enable the 
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individual to communicate their view of their wellbeing in certain areas of their 
lives. During the trial, support workers would assist service users to report informa-
tion on Lincus using touch screen tablets, though service users were encouraged to 
enter their response directly where possible. As well as providing a detailed history 
for each user over time, it would enable the impact of events on the wellbeing of an 
individual or group to be measured.

Fig. 7.3  General health (short) survey
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Staff attended a training day prior to the start of the pilot where staff were given 
a demonstration on how to use Lincus. The training day also provided an opportu-
nity for staff to raise questions or concerns. Once the trial had started, the Lincus 
support team provided ongoing support and contacted support workers throughout 
the trial to ensure continued use and issue resolution [38]. They were also informed 
that they could contact the Lincus support team directly if they had any issues or 
concerns to reinforce support [38].

For the first month of the trial, support workers were asked to complete the sur-
veys with the service users they supported twice daily. After this period, surveys 
were completed as frequently as support workers felt necessary or when service 
users asked to complete them. This followed the lesson learned from the case study 
1, in allowing participants to guide the surveying [54].

Through the pilot the usability of Lincus was demonstrated as a tool for commu-
nicating perceived overall health and wellbeing for those with learning disabilities 
living in supported accommodation. Usability varied within the group, suggesting 
that it may be of greater benefit to certain subgroups. In one case, an individual asked 
to use Lincus when she was feeling anxious, despite never previously identifying 
feelings of anxiety to support workers. Cases such as this led to more buy-in from 
support workers who witnessed the technology really making a difference.

The overall reported wellbeing, mental and emotional health of participants was 
observed to improve during the trial (statistical analysis not reported due to low 
numbers). Many factors could have contributed to the improvements during the 
trial, which may be directly or indirectly related to the use of Lincus or completely 
unrelated. Examples of factors that could change perceived wellbeing could include 
service users receiving more targeted attention during the trial independently of the 
actual technology or improvements in the weather which occurred during the trial 
period [36]. Support workers reported that using Lincus was a positive experience, 
which improved engagement with some service users. Following the outcomes from 
the initial small-scale trial, Lincus was widely deployed throughout the charity.

7.5.2  �Staff Engagement

Staff engagement was the strongest barrier encountered when implementing Lincus 
during the trial and wider implementation. This was potentially due to resistance to 
change [16] and the perception of increased workload [71]. Lack of engagement 
was evidenced by a reduction in survey completion during the mid-stage of the 
initial trial (Fig. 7.4). Though this inadvertently highlighted the use of Lincus as a 
tool to potentially assess staff engagement, it suggested lack of integration with cur-
rent workflows and perceived utility of staff using the technology. Both are known 
to impact the success of new technology implementations [20].

As a result, more focus was placed on better integration of Lincus into existing 
workflows through service and technology redesign [11]. This was facilitated by 
senior management [45], providing feedback from support workers in relation to 
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changes that would be beneficial for themselves and the service users they support. 
To gain further comments, after the pilot, a feedback button was implemented into 
Lincus to enable all users to report positive or negative feedback about the system, 
ensuring ongoing communication of user needs [12].

Lack of engagement was further evidenced in the pilot as no events were recorded 
by support staff, despite initial demonstration, mutual agreement on utility and reg-
ular follow-up. Consequently, the impact of events could not be assessed, which 
was a key objective of the pilot trial. This may have been down to multiple factors 
including: inadequate training [13, 44], lack of time [71], no perceived incentive to 
use the tool [14], poor communication from management [14], lack of understand-
ing about the tool [14, 71], technical issues [11] or digital literacy [11]. The system 
was consequently adapted after the trial to automatically ask users if they wished to 
add an event after completing a survey, to consciously prompt logging of events. 
This adaption, along with communication from senior staff on the importance of 
logging events, resulted in improved and consistent event logging.

Since effective leadership and support are important for staff engagement ([14, 44, 
45]), management support was more actively utilised after the trial, with senior staff 
asserting the need for support workers to utilise the events feature. The Lincus system 
was further developed after the pilot to monitor and quantify staff engagement, allow-
ing management and administrative users to generate user reports on survey comple-
tion rates and the amount of events recorded to reflect staff engagement. This has been 
found to be a useful human resource management tool.

Though these benefits were recognised by senior staff, many did not take the 
time to log in to monitor both use and also the wellbeing of the individuals the 
organisation supported. After discussion it was found that actively logging into the 
system was a barrier to using the system, due to the high workload of senior man-
agement. As a result, a new feature was developed in Lincus that would parse reports 
from the system to an individual’s email account with desired (depersonalised) 
information at a frequency that suited them. This example of improved workflow 
integration resulted in better adoption and use of the tool by senior management, 
which has been crucial to longer term success and resourcing.

Fig. 7.4  Number of Lincus surveys completed per week of the learning disabilities trial
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Perceived usefulness was targeted to improved staff engagement, as it is critical 
for successful adoption of new technologies [15, 20, 35]. Dissemination of the ben-
efits of using Lincus helped to gain ‘buy-in’ from staff during wider implementa-
tion, as they were aware of the benefits of using the tool within their organisation. 
This resulted in some staff taking greater ownership of the technology and becom-
ing champions, which could transmit enthusiasm [44]. Furthermore, the benefits of 
using the technology became evident to staff during the trial, with several positive 
outcomes translating into success stories which were widely shared, this resulted in 
staff empowerment and eagerness to engage with the platform. The most notable 
case from the pilot trial with this user group was that of an individual being diag-
nosed with a previously undetected long-term condition (arthritis) as a result of 
using Lincus to help them communicate.

Lack of engagement also occurred at an organisation level due to resource con-
straints [14]. This was evident in a lack of staff, limited time and availability of 
equipment. Continued engagement with management helped to manage this barrier 
to make the system beneficial and easy to use for administrators as well as support 
staff and service users [11]. Ongoing phone and email support was provided to 
management staff to encourage continued use of the system [38].

7.5.3  �Staff Training

To overcome the barrier of unfamiliarity with new technology and to improve 
acceptance [20] prior to the pilot, staff engaged in a full training day to become 
competent in the use of Lincus. To maximise the usage of the system, staff were 
actively encouraged during the training and the trial to log events, so that they could 
further investigate the impact they may have had on the perceived health and well-
being of end users. Despite this, as previously discussed, no events were recorded 
during the first trial. This led to training during wider roll out placing greater empha-
sis on events and why they are beneficial to record.

Given the range of digital literacy levels amongst support workers, barriers 
were also faced with some staff having difficulties using the software and laptops/
tablets. Though this could not be mitigated completely, specific and thorough staff 
training along with support to use the system was identified as an important factor 
for reducing barriers relating to variable digital literacy [20]. This was also further 
mitigated by recommending and training on specific tablets for use by service 
providers. Consequently, a further full training day was provided to all support 
staff, and in a 2-day train the trainer course was made available to management 
staff in order to train them to a level so that they were able to teach others. This 
helped to improve support available to users from within the organisation, and as a 
result of the train the trainer course, the organisation had a number of staff mem-
bers who could deliver training internally. Ongoing phone and email support 
alongside user guides were also made available to ensure staff were provided with 
adequate support [38].
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Since the initial trial, Lincus has been implemented incrementally throughout the 
organisation. This provided an opportunity to deliver sufficient training and resolve 
any teething issues before it was implemented more widely. Future application of 
Lincus would ideally utilise more rigorous training and management of staff 
implementation.

7.5.4  �System Design

Considerable effort has been made from the initial trial and beyond to improve end 
user engagement, including customisable interfaces, regular updates to improve 
usability and new functionality. Early stakeholder engagement and consideration of 
workflow have been critical throughout the collaboration to increase perceived use-
fulness of the technology [11, 21, 38]. Feedback from users helped to develop the 
technology [12] and improve implementation. For example, some service users 
found having five pictorial icons for each survey question to be confusing (Fig. 7.3). 
Therefore, survey questions were adapted during the pilot to include only two picto-
rial icons that depicted the highest and lowest representations of the question 
(Fig. 7.5). Following this, two icons have been used for all surveys.

In addition, some users were overwhelmed when all survey questions were pre-
sented on the same page. Therefore, an accessibility view was developed to provide 
the option of showing one question at a time to help users focus on individual ques-
tions, which was particularly important for this user group. Lincus was also opti-
mised for tablet use, as it became evident that this platform was preferred by many 
users during the trial.

To ensure flexibility of the platform [5, 11], Lincus was developed as a modular 
system, allowing the platform to be configured for the organisation’s specific needs. 
This enabled the addition or removal of features, which provide a tighter, more 
focused system. Modularisation can help to prevent users from feeling overwhelmed 
or confused when there are too many features available to them in a new and unfa-
miliar technology platform.

Usability has continued to be improved by working closely with the organisation 
to meet the needs and requirements of all stakeholders [11, 21, 38]. As part of the 
ongoing collaboration, secure and logged video and messaging communication was 
integrated into the platform to improve communication for service users who are 
supported by the organisation.

Fig. 7.5  Lincus survey question adapted to include only two pictorial icons
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7.5.5  �Technical Issues

Throughout wider implementation of Lincus following the pilot trial, technical 
issues have arisen from poor or intermittent internet connectivity. Though this was 
due to faulty or limited internet connections within the organisation, it led to frustra-
tion, resistance and negative attitudes towards using the technology, which nega-
tively impacted implementation. It was vital to work closely with the organisation 
to ensure users would have stable internet connectivity prior to use of the technol-
ogy. As a result, the organisation put measures in place to improve internet connec-
tivity where it was identified as an issue. Provision of strong and reliable internet 
connectivity has improved the Lincus user experience considerably.

7.5.6  �Summary

The development of a strong culture of collaboration has resulted in long-term com-
missioning of the solution with expansion from a person-centred recording platform 
to a complete care management package.

7.6  �Case Study 4: Implementation Without Stakeholder 
Communication – A Medical Group and a City Council

7.6.1  �Medical Group

In 2015 Lincus was commissioned by a medical group to support patients with dia-
betes. The plan for the trial was to focus on the initial use of Lincus at the patient’s 
annual or biannual diabetes review. It was agreed with the senior medical group 
stakeholders that aspects of long-term blood glucose control, cholesterol and blood 
pressure would be assessed by the practice nurse and could be inputted along with 
patient-reported outcome measures relating to diabetes into the Lincus tool. It was 
proposed that this initial use and endorsement of Lincus would lead to continued 
use, improved engagement from patients with their condition and hence better long-
term outcomes [6, 74].

It was proposed that prior to or during this practice nurse consultation, patients 
would be encouraged and supported to download the Lincus Companion App on 
Android or iOS mobile devices, where the wellbeing and diabetes survey could be 
completed during the appointment. Patients clinical measurements including HbA1c 
(glycated haemoglobin), blood pressure, body weight and cholesterol could also be 
entered, providing an opportunity for further discussion around health and wellbe-
ing. This would reinforce the notion of feeling supported and helped to improve 
communication between the practice nurse and patients.
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Patients would have the option to continue using the Lincus app at no cost to 
track and improve their health and wellbeing, with a view to improving multiple 
disease markers [3]. They would also have the option to log in to the web platform 
to access more self-management features. Whether they continued to use Lincus or 
not, the platform could be used as a person held record which could be brought with 
them to the next clinic review to stimulate discussion and reflection of how their 
health and wellbeing may have changed. This provided a tool for discussion around 
issues such as lifestyle change and medication adherence, which are known to 
improve health outcomes [17, 25].

Despite numerous engagements being held with the medical group at the date of 
the writing of this chapter, there was no real clinical progress with the trial as no 
patients have been recruited. Particular resistance was met from the only one gen-
eral practitioner and one practice nurse who turned up to the first engagement 
(despite many being invited) who had workload, workflow and utility concerns, 
issues that have previously been identified in other clinical settings [38, 71].

The medical group had commissioned the most basic use of Lincus, which may 
have contributed to the lack of engagement, potentially due to the technology being 
undervalued or the most basic version not meeting the perceived needs of the prac-
titioners. It also illustrates that if not enough resource is focused into implementa-
tion of a technology, including staff time for training and education, then the 
likelihood of failed implementation is greater [14].

In this case, a top-down commissioning process [41] that does not involve all 
stakeholders as early as possible in the process has also been a barrier to implemen-
tation. Staff at the medical group had recently been through the process of imple-
menting a digital technology, which was decommissioned after a short period of 
time. This led to negative views about implementing and using a new technology, as 
staff felt that this was a disruptive process which would occur yearly.

After several months of communications, a further engagement has been sched-
uled. This engagement with staff will focus on improving collaboration and per-
ceived usefulness of the technology [15, 20, 35]. It is hoped that this will result in a 
better outcome for the use of Lincus, with real benefits for both patients and also the 
clinical practitioners.

7.6.2  �City Council

Lincus was also tailored for a 12-month project with a city council to support 300 
individuals across a range of services including supported living, care homes and 
young people during transition. In this trial, the city council (commissioning author-
ity) would identify a number of service providers to use Lincus to identify personal 
triggers for early intervention and would also support improved and timely access 
to services and information, improved quality of services, and improved self-help 
and lead to more effective and efficient organisations.
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As for the previous example, Lincus was commissioned by senior management 
without the early inclusion of the providers who would be using the technology the 
most. This led to lack of engagement at the beginning of the project due to both lack 
of ownership in the project by providers and their own resource constraints [14], 
which meant the start date was revised from the original date to ensure benefit to all 
parties. With more time and engagements, providers gained a better understanding 
of how the system works and how it might benefit them. As a result of these engage-
ments, providers became increasingly keen to use the platform. It also changed the 
way in which the platform was to be used for the project, with an increased focus on 
shared care rather than self-care alone, being the original commissioned work.

After the contract began, the city council also found difficulty in identifying 
potential service providers to use Lincus, which slowed implementation. Support 
was provided to the authority during this process to help identify and engage with 
service providers that could benefit from Lincus use. In addition, access to hardware 
in order to use Lincus was also a barrier to implementation for service providers, as 
the funding did not extend to hardware provision. This meant service providers had 
to already have access to laptops or tablets. After the revised start of the trial, staff 
and service users reported positive feedback when using the tool. However, out-
comes have yet to be identified from this trial.

7.6.3  �Summary

Lessons learned as a result of both of these trials is the need to include those that will 
work with the solution early on in the commissioning process. This strategy would 
increase the likelihood of stakeholder engagement throughout technology implemen-
tation. Organisations that are too busy, overworked and do not have time to engage 
and see the value in the tool were evidence of failures in these deployments. Throughout 
the implementation process, it is vital to keep engaging the organisation and collab-
oratively exploring how the technology can be used to prevent failed implementation. 
Organisations must be aware of the resource required to adopt a new technology, 
including engagements, education and training [14]. In addition, it would be benefi-
cial to have a better understanding of what providers need from the platform to help 
target use of the technology in the early stages of implementation. Future implementa-
tions would therefore benefit from a full analysis of all stakeholder needs, including 
them in the technology design and implementation process as early as possible.

7.7  �Case Study 5: Leveraging Existing Services to Codevelop 
a Solution

Lincus has been used as the underlying technology to deliver a programme that was 
sponsored by a clinical commissioning group, in collaboration with a community 
outreach organisation. The project aim was to identify high blood pressure in 
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individuals living in a city, whilst educating people on the importance of blood pres-
sure, leveraging both the Lincus technology and an existing service provider net-
work. Blood pressure screening clinics were set up around the city over a 6-month 
period by the service provider. A tailored website was also developed for the project 
in close consultation with the provider to provide educational information on blood 
pressure and access to a blood pressure checker to allow people to see how their 
blood pressure compared to NHS advice. Each person that was screened at the clinic 
was given the opportunity to register on Lincus to allow them to track and improve 
their health and wellbeing.

The programme was highly successful, with more than 1000 people screened by 
the community outreach organisation at the time of writing, and is a great example 
of technology and service integration through collaborative working, starting from 
the moment of conception of the tender approach. Many individuals with high blood 
pressure were identified as a result of the screening. A key learning point from this 
programme is to work with a provider partner early on leveraging existing services 
to codevelop a solution that will change lives at scale.

7.8  �Summary

There have been many barriers faced and lessons learned throughout the case stud-
ies outlined in this chapter, which have helped to inform improvement of future 
technology and deployment implementations. Whilst it is important to get the tech-
nology right in the first instance through engagement and collaboration with stake-
holders [11, 21, 38], it is vital to ensure that it is used to its full potential through 
effective implementation including integration into existing systems, services and 
workflows [13, 14].

Developing easy to use technology can help to increase acceptance and reduce 
barriers during implementation [15, 40]. Whilst new technology can take time for 
organisations to implement and learn, an intuitive design can facilitate implementa-
tion by minimising the need for formal training ([45, 57]). For this reason, Lincus 
has been developed with a modular design to target the needs of specific organisa-
tions without providing users with an overwhelming amount of functionality. 
However, whilst technology needs to be easy to use at the front end, it also needs to 
be useful [15, 20, 35]. Working closely with stakeholders at an early stage can help 
improve perceived usefulness [11, 21, 38] and subsequently increase successful 
adoption [15, 20, 35].

Staff must be trained appropriately to use the technology [20]. When implement-
ing Lincus, staff training days were not only useful for organisations but also for 
Lincus trainers to gather and implement feedback. Training can be a useful time to 
identify core values, create a vision for change [38] and convey the benefits of use 
to different stakeholders to increase perceived usefulness [15, 20]. Ongoing support 
provided to organisations and users throughout Lincus implementation has helped 
to identify and overcome issues particularly relating to digital literacy and technical 
issues [20], which has helped to improve stakeholder experience [38].
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Initial barriers particularly relating to resistance to change can be broken down 
at the very start of the implementation process through engagement with all stake-
holders [12, 45], which is essential when a top-down commissioning process has 
been used. It can also facilitate system design at an early stage [11]. The support of 
senior staff is also crucial throughout implementation [43–45]. To gain support from 
senior staff, the technology needs to target the objectives of the organisation with 
optimal resource [21].

However, it is long-term engagement strategies which are vital to gain trust, 
increase the usability of the technology [14], improve implementation [57] and sus-
tain technology use over time. It is also important to explore how people want to 
engage with digital services [66] to align technology implementation with needs 
and expectations [11].

Successful implementation can require both technical and adaptive changes 
which require ongoing engagement from those implementing the changes and the 
individuals who are using the technology [70]. The start of implementation is just 
the beginning of this process [13]. For this reason, flexible design is vital to meet the 
changing needs of an organisation [5, 11]. This can also facilitate a long-term col-
laboration as evidenced in a number of case studies in this chapter, which can act as 
a catalyst to further develop the technology capabilities.

The process of implementation must also be considered to improve success. 
Lincus has been implemented incrementally to resolve organisation and technical 
issues prior to wider implementation, also limiting resistance and disruption that 
can result from ‘big bang implementations’ [10, 70]. This has helped to successfully 
implement Lincus from small-scale pilots to wider use. Incremental implementation 
has led to some individuals within organisations becoming champions of the tech-
nology. Peers championing the use of a previously unheard of technology has facili-
tated wider uptake and generated positive attitudes towards the technology.

A further important consideration is that organisations must be aware of the 
resource required to implement a new technology and must be willing to dedicate 
the required resource, including training, education and time [14]. This was evident 
in case study four where lack of resource heavily impacted technology 
implementation.

Most importantly, a holistic approach to implementation considering actual and 
potential barriers can facilitate successful and sustained technology adoption [45]. 
A number of case studies outlined in this chapter highlight the success of the tool as 
a result of ongoing co-development, engagement and collaboration. Whilst useful-
ness and usability can be key factors in implementation success [15, 20], the tech-
nology must align with organisational needs and workflows [11], and involvement 
of all stakeholders is paramount [12].

Future work will focus on continued improvements to the usability of Lincus, 
alongside close collaboration with key stakeholders. Perceived usefulness and 
uptake is likely to be improved by further integrating the system into existing organ-
isation workflows through collaboration [20].
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7.9  �Conclusion

The case studies outlined in this chapter demonstrate that every implementation is 
different and unique to each organisation. Therefore, implementation strategies 
must reflect this. In any case, a collaborative approach with tight communication is 
imperative. Working closely with an organisation and its stakeholders on an ongo-
ing basis is key to address potential and actual barriers to improve implementation 
and technology uptake. A collaborative learning process is essential, with flexible 
system design to allow for adaptations that must be made to reflect changing needs 
and requirements of organisations.

The barriers identified in these case studies and lessons learned as they were 
overcome can be used to facilitate future implementations of technologies focused 
on improving care. There is an opportunity for future research in this area to explore 
holistic whole ecosystem approaches to the implementation and development of 
new health and social care technology.
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Chapter 8
Environmental Responsibility Assessment 
using Belief Rule Based Inference

Anar Bazarhanova, Ah-Lian Kor, and Colin Pattinson

8.1  �Introduction

Turning sustainable development into action and taking control over consequences 
of not doing so became a central issue of the twenty-first century. A large body of 
data concerning environmental problems is claiming to be results of unsustainable 
consumption practices of industrialized world in a large scale [1, 2]. In recent years, 
organizations have become increasingly interested in commitment to environmental 
issues. Environment is one of the pillars of the sustainability triangle [3], along with 
economic and social dimensions. The definition of Environmental Responsibility 
can be defined as the obligation that a company has to operate in a way that protects 
the environment. This research is focused on assessing the Environmental 
Responsibility level of an organization.

Large companies are usually legally bound to prevent their activities from con-
tributing to water discharge, CO2 emissions to the atmosphere, waste management, 
and soil and noise contamination [4]. ICT is believed to have a great potential in 
solving these problems. In Sobotta’s book [2], many experts debate on how ICTs 
can support an organization in reducing CO2 emissions, saving energy, and optimiz-
ing resource utilization  – thus becoming greener and developing toward a more 
environment-friendly society.

Due to legislation pressure and increase of community awareness, a variety of 
environmental management systems, standards, and tools are being developed and 
used in order to assist companies to become more environmentally friendly. Each of 
them has its own particular benefits and advantages, but there is no indication of 
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which of them is better for the company’s current state. The primary focus of an 
enterprise’s environmental management depends on which industrial sector it is in. 
Companies might take a proactive approach to implementing environmental prac-
tices based on specific ISO standards relevant to their industry in order to reduce the 
environmental impact of their activities. Nevertheless, this research concentrates on 
a more generic and aggregated perspective of defining the Environmental 
Responsibility of a company.

Environmental Responsibility level is a very abstract concept, and measuring it 
in an absolute manner is not feasible. Attitude surveys provide many kinds of useful 
information, and environmentally friendly behavior has often been studied success-
fully, but neither method truly reveals much about environmental performance 
assessment in organizations [5].

8.1.1  �SMEs and Sustainability

Small-, micro-, and medium-sized enterprises make up more than 90% of estimated 
total number of business sector bodies in the EU [6] and could contribute up to 70% 
of all industrial pollution [7]. Mostly, large enterprises and corporations are legally 
bound to incorporate CSR policies and follow internationally recognized environ-
mental standards to secure sustainability in their operations. A compelling amount 
of research has been conducted, and voluntary industry initiatives evolved, such as 
Eco-Management and Audit Scheme (EMAS), Environmental Management System 
(EMS), and ISO 14001 standard, as means to develop systematic approaches in 
improving environmental performances of enterprises. Hence, smaller enterprises 
are usually exempted from those standards due to lack of financial, human resources 
and time. The research in the field of EMS adoption among SMEs has revealed 
other obstacles such as low awareness, absence of pressure from customers, poor 
information quality from advisors, and skepticism in benefit gaining [8]. That 
emphasizes the need to provide small- and medium-sized enterprises with an easy 
to access and comprehendible, attractive financial saving mechanism to reduce their 
footprint and optimize operations in a sustainable way [8–10].

How to measure the Environmental Responsibility level of SMEs? Which is the 
recommending path that companies should follow toward environmental performance 
excellence? This research addresses these questions. Therefore, the research aim pri-
marily focuses on the development of a novel assessment and decision support model 
to help companies evaluate their current state followed by recommendations of behav-
ioral and operational best practices to enhance their Environmental Responsibility 
level. This paper demonstrates the feasibility of the Belif Rule Based (BRB) approach 
in the assessment of enterprise’s level commitment to environmental issues.

In order to address the research aims stated above, the research work has been 
implemented according to the steps described in Fig. 8.1:

The work commenced with relevant background work and literature review for 
the problem statement, and the BRB Expert Systems theory has been chosen for the 
ER assessment methodology. After the toolkit development, the BRB model has 
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been compared and validated with Fuzzy Inference System theory [11], verified by 
domain experts, and a case study with a selected SME has been conducted (outside 
the scope of this chapter, but details could be found in [34]).

The remaining of the paper is structured as follows. Section 8.2 presents the 
existing corporate environmental impact assessment models. Section 8.3 provides 
an overview of the theoretical basis of Belif Rule Based methodology applied in 
research. BRB inference validation and performances in comparison with a Fuzzy 
Inference System (FIS) theory are then presented in Sect. 8.4. A final section con-
cludes the paper with findings, limitations of this research, as well as potential ave-
nues for future research.

8.2  �Literature Review

8.2.1  �Existing Environmental Assessment Models

Various evaluation approaches and models for the assessment of companies’ envi-
ronmental impact have evolved. Some of the most well known are SURF Green ICT 
Maturity Model [12], Sustainability Maturity Model from Industrial Research 
Institute [13], Sustainability Management Maturity Model of FairRidge Group, 
Systematic Action Plan from Fachgruppe Green IT [14], UK HM Government 

Fig. 8.1  Research plan
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Green ICT Maturity Model [15], Green IT Readiness Framework [16], and 
SustainaBits Framework and Rating System for Sustainable IT [17] by using which 
organizations may benefit and raise their awareness in environmental issues.

Works dedicated to data center assessment and greening operations have been 
intentionally excluded from this literature review. Most of the models surveyed are 
research-related models which require minimum knowledge on Green ICT domain 
and are in formats of scientific works, tables, and publications or are abstract and 
conceptual [16, 17], mitigating the chances to be adopted by nonacademic organiza-
tions. Some models [12, 13] include an actual assessment by assigning scores per 
categories, but are not applicable for small- and medium-sized enterprises. Most of 
the models focus on eliminating negative impacts of ICT infrastructure, whereas 
SMEs need a simple, comprehensive, easy-to-use, and access tool for an assessment 
of their level of Environmental Responsibility.

It is evident from literature review that Green ICT and ICT for greening domain 
fundamentals in a corporate context need a proper classification and standardization, 
recognized both by industry and academia. Categorization inconsistencies are dem-
onstrated in models above and expected to be even more diversified among those 
which were not identified, skipped, or missed. Also, assessment systems do not 
address qualitative reviews and adaptations toward targeted user groups [14–16]. 
Environmental responsibility level assessment is a multidimensional, observational 
process that requires a more rigorous reasoning approach to handle uncertainties and 
imprecisions and, at the same time, be positive perspective oriented.

Environmental Responsibility (ER) assessment is characterized by a number of 
identified factors which are qualitative in nature and can be assessed based on 
human judgment. Thus, a general ER assessment problem for SMEs could be 
addressed without a detailed and rigorous audit conducted by affiliated authorities. 
Such an approach would be able to handle uncertainties, vagueness, and fuzziness. 
Assessment models presented above follow mostly traditional approaches in Green 
readiness assessment and reasoning, which are incapable of producing accurate ER 
level results. Expert systems are widely used to deal with knowledge-based decision 
support systems. Thus, the Belif Rule Based approach with its ability to infer uncer-
tain knowledge in the domain of Environmental Responsibility has been applied in 
this research.

8.2.2  �Belif Rule Based Expert Systems

Expert system development involves the deployment of an appropriate inference 
rule engine. Knowledge representation systems are mainly used to support human 
decision-making and can be transformed into rule-based schemes, which are easy to 
perceive, understand, and deploy [18]. These schemes which express different types 
of knowledge are usually constructed in the formats of if-then rules, which are 
widely deployed in the areas of artificial intelligence, decision support, and expert 
systems. Belif Rule Based Expert Systems consist of two parts: knowledge base 

A. Bazarhanova et al.



175

and inference engine, which are used to derive conclusions from rules, either estab-
lished by experts with domain-specific knowledge, historical data, or observation 
facts provided by users. That is to say, inference engine is a core algorithm of the 
Belif Rule Based (BRB) Expert System, and the following section will examine 
available reasoning patterns and justify the selection of forward chaining inference-
based rule engine.

As an alternative to rule engines, one can consider data-driven design methods, 
using “lookup tables,” database manipulations where scripts are updated on the fly, 
or hand-coded if-then-type cases in the application. A primary purpose of a rule 
engine is the separation of the business and system logic, so that rules can be easily 
maintained without intervention into the application logic, code recompilation, etc. 
Moreover, rules are stored in an external file and encoded into a human-readable 
format, ensuring that nontechnical experts will be able to collaborate. Logic and 
data separation is a good OOP pattern, also ensuring loose coupling parameter for 
service-oriented architecture (SOA)-based application types. Having a separate file 
containing all rules supports the knowledge centralization aspect, which is even 
further strengthened by the availability of a wide range of integrated development 
environment (IDE) plug-ins.

Rule engines have great potential in reducing application maintenance cost, 
because reasoning makes a clear separation between the logic and data, i.e., separat-
ing the application source code (not modified) from the logic code (modified if logic 
is changed).

An inference engine from the practical view is a piece of software that helps to 
derive logical conclusions from a set of facts and user observations. There are two 
types of inference engine logics: forward and backward chaining. Forward chaining 
(or data driven) is a method that starts with the available information and uses rules 
to extract more data, as the input data determines which rules are to be used [19]. 
While in backward chaining (also goal driven), an inference engine would iterate all 
rules until it finds the one with a consequent, matching the requirement.

8.2.3  �Inference Engines

There is a big number of business logic rule engines available in the market, most of 
which are open source and show impressive performance indicators, but each of 
which is dedicated to address specific problems. The selection of a suitable engine 
for this research is based on the following criteria: no cost for a complete version 
(i.e., open source), Java and IDE integration, extensive documentation, and accept-
able inference engine performance.

Jess [20] is considered as one the fastest rule engines for Java platform, which 
offers a direct manipulation and interaction with all Java objects. Lisp-similar 
description language Jess uses an enhanced version of a Rete pattern matching algo-
rithm. Nevertheless, the last version of Jess 7 has been released in 2007 which 
makes Jess less likely to meet research needs.
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Drools [21] is an open-source JBoss and Red Hat Inc. Business Rule 
Management System (BRMS). It offers several editing and managing tools along 
with high-performance execution. It also provides Eclipse IDE plug-in for core 
development and Drools Flow graphical modeling editor.

OpenRules [22] is another Business Decision Management System (BDMS) that 
provides a number of tools for rule-based decision system development, which 
requires less developer support. The main strength of OpenRules is that it allows to 
import and edit rules in MS Excel, Word, or Google Docs formats, which makes it 
attractive to nontechnical domain experts due to ease of its operation. A complete 
version of OpenRules includes an Eclipse plug-in that enables debugging, web ser-
vice deployment, and integration with any Java or .NET applications. Similar to 
Jess, a full version of OpenRules requires a license with a nominal fee. CLIPS [23] 
is an acronym for C Language Integrated Production System, a software tool for 
building expert systems. CLIPS itself is written in C language. CLIPS Java API 
(CLIPS JNI) distribution is also available, but using CLIPS brings an additional 
overhead with version support and IDE integration due to the latest Java version 
incompatibility.

This is a brief description of selected engines on different measurement criteria; 
however, it should be noted this list is not exhaustive because many other engines 
have not been discussed in this section. A comparative analysis above reveals that 
JBoss Drools is an engine that fits all selection criteria and has been chosen to be 
deployed in this research.

8.3  �Assessment Methodology

8.3.1  �Belif Rule Based Knowledge Representation 
and Inference Procedures

Constructed rule-based expert systems based on human knowledge are considered 
the most visible and fastest-growing branch of artificial intelligence (AI) according 
to Sun’s work [24]. There are several common types of knowledge propositions in 
rule-based systems: Boolean for the concepts which have either true or false values, 
fuzzy set of propositions for non-clearly defined concepts, or an attribute as a vari-
able having a set of possible values it can take. In this research, the possibility of 
defining Environmental Responsibility in an organization by a list of actions that will 
lead to more efficient and sustainable performance is proposed. However, it is recom-
mended that the assessment results be accompanied by a more rigorous and continu-
ous audit of the company environmental performance. For the purpose of this 
research, Boolean and fuzzy knowledge proposition sets are used, for example:

Prioritization of using eco-labelled equipment will lead to savings on energy 
consumption is more deterministic rather than probabilistic, and it is derived from 
conclusions established by experts and observation facts provided by statistics.
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There are many types of uncertainties in real-world decision support systems 
such as vagueness, imprecision, and ambiguity [25], because each knowledge prop-
osition attribute can be described as “high,” “medium,” and “low” or “true” and 
“false.” The whole concept of ER assessment for a company is a fuzzy, scalable, and 
continuous (i.e., could be in a continuous continuum from 0% to 100%) concept, 
due to infeasibility to obtain precise input data, which will cause inaccuracy in an 
evaluation process. As it is described earlier, an inference is a reasoning procedure 
to derive conclusions from a knowledge base. In a forward chaining algorithm, an 
inference starts iteratively searching for the pattern match of an input and an if-then 
clause. When a match is found, it fires the if-then clause followed by triggering an 
action. However, forward chaining mechanism is not equipped with uncertainty 
handling. Therefore, decision is made to deploy the forward chaining and elements 
of belief degrees with a hybrid knowledge representation inference scheme to 
accommodate uncertainties. For example, in the Hossain’s measles diagnosis paper 
[25], belief distribution is described as follows:

	
Rk : If Fever is Medium Rash is High‘ ‘’ ’Ù Ù¼( ) 	

Then measles diagnosis probability is High, , Medium, 0 90.( ) 00 10 0 00. . ,( ) ( ){ }, , Low 	 (8.1)

Proposition in (Eq. 8.1) states: belief degree is 90% that the condition is “high,” 
10% that it is “medium,” and 0% that it is “low”. Moreover, input variables involved 
in inference may not be of the same type. They might be expressed quantitatively 
and qualitatively and could be different both in type and range. To summarize, there 
is a need to deploy a hybrid inference schema with forward chaining under uncer-
tainty to provide mathematical handling of various input data types and uncertainty 
handling.

First step in building the knowledge base of a BRB system is to identify relevant 
antecedent attributes, types of uncertainties, and corresponding weights. These then 
form a generic domain knowledge representation scheme using belief structure. 
Secondly, a rule base is constructed on the basis of a belief structure, which appre-
hends nonlinear causal relationships of rules. In a complete Belif Rule Based 
scheme, input for each antecedent variable is transformed with a set of available 
referential values. This distribution describes the degree of each antecedent being 
activated [26].

Suppose N is a set of distinctive referential values for an antecedent attribute 
xi(i = 1 … T) represented by

	
H x H n Ni i n i( ) = ={ }, .., 1

	
(8.2)

where Hi , n denotes the nth evaluation value for an attribute xi. Correspondingly, the 
belief distribution of xi can be defined as
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S x H n Ni i n i n i( ) = ( ) ={ }, , .., , a 1

	
(8.3)

where αi , n is the belief degree to which xi is assessed to evaluation degree Hi , n, and 

a ai n
n

N

i nand
i

, , .³ £
=
å0 1

1

The belief degree is considered to be complete when it is equal to 1 and incom-
plete when less than 1. Any data type, even without uncertainties can be transformed 
into evaluation belief distribution [27].

Belif Rule Based schema (conjunctive Boolean expression) is defined as 
follows:

	
If x is A x is A x is Ak k

Tk Tk
k

1 1 2 2Ù Ù¼Ù ,
	

(8.4)

	
Then , , , , ,D D Dk k n n k1 1 2 2b b b, , ,( ) ( )¼( ){ }

	

	
where

n

N

n k
=
å £

1

1b ,

	

with a rule weight θk and attribute weight δ1 , k , δ2 , k … δTk , k , k ∈ {1 … L}.
Here, x1 , x2 … x1Tk denote the antecedent variables in the kth rule. These attributes 

belong to the set of antecedent variables X = {xi; i = 1 … T} in which each element 
takes a value from an array of finite sets A = {A1 … At}. The vector Ai = {Ai , n : n = 1 … 
Ni = |Ai|} is defined as the set of referential attributes for antecedent variable xi. In the 

kth rule, Ai
k  represents the referential value corresponding to ith antecedent variable. 

Tk denotes the total number of antecedent attributes in the kth rule; βn , k is a belief 
degree to which Dn is assumed to be consequent, taking into account the logical 

relationship of the kth rule: Fk x is A x is A x is Ak k
Tk Tk

k: 1 1 2 2^ ^ ^¼ . If bn kn

N

,=å 1
 the kth 

rule is said to be complete and incomplete otherwise. In exceptional and extreme 

cases where bn kn

N

,=å 1
it denotes total ignorance on the consequent variable. It 

should be mentioned that D = {Dn; n = 1 .  . N} can act either as a firing action or a 
concluding statement [28]. For example, in case of ER assessment:

	

R use and off ak: If the of ecolabelled equipment is high switch nnd
and

standby 
policy is medium standards compliant strategy  is adoption is high},

	
Then level is good, , average, , fair, , poor,ER 0 7 0 2 0 1. . .( ) ( ) ( )   0( ){ },

	
(8.5)

where belief distribution representation for ER is considered good with 70% of 
confidence, 20% for average, and 10% sure that ER level is fair. In general it is 
expressed as
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A A AT T1 1 2 2

* * *( ) Ù ( ) Ù¼Ù ( ), , , e e e
	

(8.6)

where ε1 is a degree of belief corresponding to antecedent Ai
*  of the ith variable 

i = 1 … T which reflects uncertainty of data and T is the total number of input attri-
butes. And,

	
A A A j J i Ti i i j i j i

*( ) = ( ) ={ } =, , ; e a, , .. , ..1 1
	

(8.7)

where Ai , j is the ith referential value of the ith attribute and αi , j is a degree to which 

Ai
*  belongs to Ai , j. The total degree αkwith input match of Ak antecedent in the kth 

rule is calculated by:

	
a j d a d ak k k kT Tk

k

k
= ( )¼( )( )1 1, , ,

	
(8.8)

where φ is an aggregation function for Tk antecedents in kth rule and dk i Tk
1

1= ¼( )
is the weight of the ith antecedent variable. An aggregation function for subjective 
probabilities generation is “⋀” operator, i.e., φsum(a, b) = a + b − ab [29]. Particularly, 
the consequent part of a rule is true if only all antecedent variables meet the rule 
conditions, so the following weighted multiplicative aggregation function is used:
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d

dki
ki

i Tk ki

=
{ }= ¼max 1 	

(8.9)

For the formula above 0 1 1 1£ £ = =a a ak k i
kif,  for all i = 1 … Tk and 

a ak i
kif³ =0 0, for any i = 1 … Tk [27].

Also, a consequent value is linearly dependent on an antecedent variable weight, 
where one attribute may contribute more than another. Unfortunately, in the concept 
of ER, there is no existing work or justification of assigning different weights for 
different activities. Thus, in the context of this research, corresponding weights are 
considered to be equal. Additionally, the inference engine should take into account 
incompleteness of input data, where antecedent value is not known or partially 
known. For such cases in this research, inference is being held with worst case sce-
nario for this antecedent, i.e.,

	
If 0 1

1

£ £
=
å
i

N

i kb ,
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The formula above saves consequent calculation in cases when not all antecedent 
variables are involved in a rule inference. Recapitulating again, in an ER calcula-
tion, all antecedent attributes are included and using worst cases for incomplete 
input data. If there is any incomplete data, the lowest possible referential value is 
assumed in order to compute the consequent. Thus, final consequent variable will be 
generated by combining each consequent for corresponding antecedent. From J. B. 
Yang’s “Rule and utility based evidential reasoning approach for multi-attribute 
decision analysis under uncertainties” work [30], mj , I(k) is the combined probability 
mass degree of belief in Dj, where:

	
m j Nj k k j k, , ,= = ¼w b 1

	

	

mD k k
j

N

j k, ,= -
æ

è
çç

ö

ø
÷÷

=
åw b1

1 	

(8.11)

Suppose mj , I(K) is the combined belief degree in Dj antecedent-belief degree pair and 
mD , I(L) is the remaining degree. Then, the overall aggregated belief degree βj in Dj is 
defined as

	

D
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{ } =
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(8.12)

Thus, the concluding consequent is generated by aggregating L, and input data 
from vector A∗ = {A∗k, k = 1 … L} number of rules is represented as

	
S A D j Nj j

*( ) = ( ) = ¼{ }, ;b 1
	

(8.13)

Assuming that u(Dj) is the utility of an individual consequent variable (crisp value), 
single value converted result is equal to:
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(8.14)
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Lastly, the overall belief degrees are measured by individual antecedent degrees 
of the kth rule activated by an input which is a building base for the overall output 
belief degree.

8.3.1.1  �Knowledge Base in ER Assessment

As previously mentioned, knowledge base in Belif Rule Based systems is either 
established by experts with domain-specific knowledge, historical data, or observa-
tion facts or statistics. In this research, it is based on an in-depth literature review 
and experts in Green ICT validation:

Here, Vj denotes the category, e.g., V1 (equipment procurement compliant with 
Green ICT guidelines and the optimization of enterprise operations), V2 (energy 
performance improvements and monitoring toward the use of alternative energy 
resources), V3 (energy-aware network engineering adherence), V4 (social commit-
ment), and V5 (waste management). The categories proposed based on the research 
scope are:

	1.	 Dedicated to small- and medium-sized enterprises
	2.	 Only for SMEs’ in-office ICT infrastructure deployment and behavioral best 

practices in equipment usage
	3.	 SMEs’ ICT equipment procurement, usage, and end-of-life treatment life cycle 

stages
Thus, the knowledge base for the Environmental Responsibility assessment of 
SMEs is presented in Table 8.1:

Below is a set of a structured questionnaire with categories of items relevant to 
the assessment of Environmental Responsibility:

V1:

	1.	 Does your company follow Green ICT procurement guidelines when ICT 
equipment is purchased?

Table 8.1  Categories

Category Antecedents

V1: equipment procurement compliance with Green ICT guidelines
A A A A A1
1

2
1

3
1

4
1

5
1

, , , , ,

V2: energy performance improvement and monitoring
A A A A1

2
2
2

3
2

4
2

, , , ,

V3: energy-aware networks engineering adherence
A A A1

3
2
3

3
3

, , ,

V4: social commitment
A A A A1

4
2
4

3
4

4
4

, , , ,

V5: waste management
A A1

5
2
5

,
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•	 Always
•	 Sometimes
•	 Never

	2.	 Have you ever used life cycle impact assessment as a product/service pur-
chase criterion?

•	 Yes
•	 No

	3.	 Do you prioritize eco labels (e.g., EPEAT, Energy Star, EU Ecolabel, SWAN, 
etc.)?

•	 For 100% of equipment (excellent)
•	 For between 70% and 99% of equipment (good)
•	 For between 40% and 69% of equipment (fair)
•	 For less than 40% of equipment (poor)

	4.	 Are you familiar with the use of services that minimize the energy consump-
tion and environmental impact of ICT equipment (e.g., virtualization, optimi-
zation, etc.)?

•	 Extremely
•	 Moderately
•	 None

V2:

	5.	 Have you ever conducted any ICT equipment energy consumption assessment?

•	 Yes
•	 No

	6.	 Is the use of switch off and standby modes common in your company?

•	 Yes for all
•	 Occasionally
•	 No

	7.	 Have you installed any power management software in your company ICT 
equipment?

•	 Yes
•	 No

	8.	 Have you followed any systematic approach for energy efficiency improve-
ment (e.g., data collection and data analysis)?

•	 Always for all
•	 Sometimes
•	 Never
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	9.	 Does your company use energy from any of these renewable sources? (e.g., 
solar, wind, geothermal, or biomass energy)?

•	 Yes, from at least one
•	 No

V3:

	10.	 Do the following statements apply to your company? “The network infra-
structure makes use of equipment that adheres to the latest energy efficiency 
standards (sleep mode or Energy Efficient Ethernet).”

•	 Extremely
•	 Moderately
•	 Not at all

	11.	 Do the following statements apply to your company? “The number of 
required IT equipment, functionalities, and quality of service are optimized 
in order to reduce environmental impact.”

•	 Extremely
•	 Moderately
•	 Not at all

	12.	 Do the following statements apply to your company? “Routing is made 
energy aware and offers possibilities to choose the most energy efficient 
route instead of the shortest path.”

•	 Extremely
•	 Moderately
•	 Not at all

V4:

	13.	 Has your company adopted any documented reference architecture (with 
guiding principles for designing new services/products) aimed to minimize 
environmental impact?

•	 True
•	 False

	14.	 Does your company have any sustainable development-related training and 
communication activities for employees?

•	 True
•	 False

	15.	 Does your company promote the use of audio and videoconferencing facili-
ties to reduce travel?
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•	 True
•	 False

V5:

	16.	 Does the following statement apply to your company?

“Ensure a strict implementation of an e-waste policy for the reuse or recycling of 
ICT equipment to minimize environmental and social hazards after disposal.”

•	 Extremely
•	 Moderately
•	 Not at all

17.	 Does your company have any collection and recovery (e.g., reuse, repairing, 
remanufacturing) channels (subcontractors) that can reduce the amount of 
waste sent to landfill?

•	 True
•	 False

The knowledge base in this research is constructed after an in-depth literature 
review and critical analyses of existing environmental performance assessment 
models and primarily guided by the EU Draft Background Report for the devel-
opment of an EMAS Sectoral Reference Document on “Best Environmental 
Management Practice in the Telecommunications and ICT Services Sector” 
[31]. Thus, questions numbered from 1 to 3 relate to the V1, equipment procure-
ment compliant with Green ICT guidelines and the optimization of enterprise 
operations; questions numbered from 4 to 8 are for the V2, energy performance 
improvements and monitoring toward the use of alternative energy resources; 
questions numbered from 10 to 12 are for the V3, energy-aware network engi-
neering adherence; and questions numbered from 13 to 15 are for the V4, social 
commitment; and questions numbered from 16 to 17 are for the V5, waste 
management.

As it can be seen, the knowledge base has 5 Vj parent categories and 17 Aj
i  ante-

cedent attributes. Each category consists of antecedent attributes that comprise a set 
of questionnaire items that users will need to answer. In order to provide mathemati-
cal handling of various input data types and uncertainties, a set of available referen-
tial values is described as {(High, 0.0), (Medium, 0.0), (Low, 0.0)}. It is important 
to mention that the research has followed several iterations in refining the knowl-
edge categorization in the knowledge base: initially, there are 8 independent parent 
categories, which would lead to 3^8 = 6561 cases of combinations to consider, add-
ing additional complications and overhead. Subsequently, the total number of cate-
gories has been streamlined into five categories for simplicity and integrity purposes. 
The total ER index is calculated (Eq. 8.14), by aggregating N = 5 number of parent 

categories, which in turn consist of 
i

N

j
iA

=
å

1

 aggregation of corresponding anteced-

ents. Aj
i  represents the corresponding questionnaire item for each  Vj  category 

(Fig. 8.2).
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Having 5 antecedent parent categories with 3 referential values results in 243 
total number of rules. A total number of 243 rules is determined based on the num-
ber of categories X = {xi; i = 1 … T} , where T = 5 and 3 referential attributes (high, 
medium, low) 35 = 243. To enumerate all possible combinations, the R language for 
statistical computing and graphics is used (function – expand.grid(1:3,1:3,1:3,1:3,1:3)). 
Table 8.2 is the extract of a matrix with 243 inference rules:

Here, {H} is a high, {M} is a medium, and {L} is a low degree of Environmental 
Responsibility index. Table 8.2 describes two different approaches for producing 
the total index: ER is {H} with implicit uncertainty handling and ER is {(H, 1.0), 
(M, 0.0), (L, 0.0)} with explicit uncertainty handling (Eq. 4). It has been decided to 
keep the weights to be one for all the rules, i.e., assigning the same importance to 
each rule. Examples of a belief rule taken from Table 8.2 are:

R1: �If energy performance improvement and monitoring is High and energy perfor-
mance improvement and monitoring is High and energy-aware network engi-
neering adherence is High and social commitment is High and waste 
management is High, THEN ER index is High.

Fig. 8.2  Knowledge base tree

Table 8.2  Rule base matrix

Rule 
id

Rule 
weight If Then

1 1 V1 is H & V2 is H & V3 is H & V4 is 
H & V5 is H

V is {H} or V is {(H, 1.0), (M, 0.0), 
(L, 0.0)}

2 1 V1 is M & V2 is H & V3 is H & V4 
is H & V5 is H

V is {H} or V is {(H, 0.9), (M, 0.1), 
(L, 0.0)}

3 1 V1 is L & V2 is H & V3 is H & V4 is 
H & V5 is H

V is {H} or V is {(H, 0.8), (M, 0.2), 
(L, 0.0)}

4 1 V1 is H & V2 is M & V3 is H & V4 
is H & V5 is H

V is {H} or
V is {(H, 0.8), (M, 0.2), (L, 0.0)}

... ... ... ...
243 1 V1 is L & V2 is L & V3 is L & V4 is 

L & V5 is L
V is {L} or V is {(H, 0.0), (M, 0.0), 
(L, 1.0)}
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R2: �If energy performance improvement and monitoring is Low and energy perfor-
mance improvement and monitoring is High and energy-aware network engi-
neering adherence is Medium and social commitment is Low and waste 
management is Medium, THEN ER index is Medium.

R3: �If energy performance improvement and monitoring is Low and energy perfor-
mance improvement and monitoring is High and energy-aware network engi-
neering adherence is Low and social commitment is Low and waste management 
is Low, THEN ER index is Low.

Here, belief degrees are attached to three referential values and weighted equal. 

Upon inference completion, the total ER index (
i

N

nV
=
å

1

) is generated with the fol-

lowing breakdown: initial level for 0–20% range, beginning 20–40%, improving 
40–60%, succeeding 60–80%, and leading 80–100% accordingly. The total ER 
index is displayed without uncertainties in a single deterministic value in percent-
ages, i.e., V is {H} or V is {M} or V is {L}, as it is shown in Fig. 8.3. Additionally, 
output result of the toolkit developed shows the total ER index score and subcate-
gory score breakdown in %.

An Environmental Responsibility assessment system toolkit is intended to be 
used by small- and medium-sized enterprises’ regular employees or ICT department 
representatives. Therefore, all aggregated consequent numbers are rounded to the 
nearest decimal, and end users are notified of the estimated (not precise) figures, due 
to nature ER index value.
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Fig. 8.3  Maturity levels
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8.3.1.2  �Environmental Responsibility Toolkit

As a proof of concept, a Java web application “Environmental Responsibility 
Toolkit for SMEs” has been developed (http://demo1-ersme.rhcloud.com), with a 
JBoss Drools inference engine to provide the reasoning mechanism. The inference 
engine has been populated with rules described in Table 8.2, where an inference 
starts iteratively searching for the pattern match of an input and if-then clause. If it 
is true, the relevant then clause is fired triggering an appropriate action (Fig. 8.4).

The assessment itself encompasses a questionnaire with 17 items to be responded 
with predefined degrees of uncertainty for each rule, defined in Table 8.2. Upon 
completion of the questionnaire, the results are automatically analyzed, and the 
page is displayed with a total ER index score and subcategory score breakdown. 
Also, based on the results, an individualized set of recommendations to improve the 
Environmental Responsibility level are presented (outside the scope of this chapter, 
but details could be found in [34]). Recommendations are based on EU Draft 
Background Report for the development of an EMAS Sectoral Reference Document 
"Best Environmental Management Practice in the Telecommunications and ICT 
Services Sector” [31].

8.4  �BRB and FIS Performance Comparison

This section presents validation results of BRB system developed with a fuzzy logic 
(FL) reasoning-based approach for the Environmental Responsibility assessment. 
The modeling has been performed using MATLAB Fuzzy Logic Toolbox. 
Comparison between BRB and fuzzy approach results has been performed and 
proved the validity of a proposed BRB technique.

In the last two decades, fuzzy logic theory application has increased signifi-
cantly, which was firstly introduced by L.A. Zadeh [32]. Fuzzy logic (FL) comes 

Fig. 8.4  Web-based ER assessment sequence diagram
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from theory of fuzzy sets, where classes of input objects have unsharp boundaries 
with a certain degree of belief, which in a wider sense can be described as a theory 
of multivalued logic. FL has been widely deployed in different applications of 
decision support, industrial process controls, and consumer product selection. A 
crucial significance of that approach is the use of linguistic variables in describing 
complex systems, e.g., descriptive words in human-readable and comprehensible 
format [33].

8.4.1  �Fuzzy Logic Design

A basic fuzzy logic system consists of three components: fuzzifier, FIS, and defuzz-
ifier. A fuzzifier finds a mapping between input variable values into a fuzzy set, and 
defuzzifier does a reverse operation of mapping set of output values into a crisp 
value. Hence, fuzzy logic is a helpful tool to map an input space to an output space. 
The primary mechanism for doing this resides in FIS through the list of if-then 
rules. An architectural view of basic fuzzy system is shown in Fig. 8.5:

There are three steps in a fuzzy inference process: fuzzification, fuzzy rule infer-
ence, and defuzzification. The algorithmic steps of a fuzzy logic system life cycle 
are as follows:

	1.	 Decide on linguistic variables and notations for input and output variables.
	2.	 Determine pertinent membership functions for each input and output variables.
	3.	 Construct knowledge base in rule format.
	4.	 Fuzzification: convert crisp data into fuzzy data sets using membership 

functions.
	5.	 Fuzzy rule inference: rule evaluation in the rule base and the result set 

combination.
	6.	 Defuzzification: convert fuzzy output values into crisp data.

The Mamdani-type inference has been deployed for building the model, which 
expects the output membership functions to be fuzzy sets. The input variables are 
fuzzified with three linguistic attributes “low,” “medium,” and “high,” as previously 
defined in the BRB system, with the gaussmf membership function (MF) in a range 
[0 100]. The output variable is described with trimf MF with “poor,” “average,” and 
“good” attributes. The model consists of three rules, defined in accordance with the 
BRB system. The Surface Viewer of the MATLAB Fuzzy Logic Toolbox shows the 
graphical mapping between any two inputs and an output (Fig. 8.6).

crisp
input

fuzzy input set

Fuzzifier

Fuzzy rules

Defuzzifier

FIS

crisp
output

fuzzy output set

Fig. 8.5  Fuzzy logic 
system design
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8.4.2  �Results and Comparison

The Belif Rule Based approach is compared with FIS in this section. In order to 
verify the validity of the methodology chosen in ER assessment research, 100 simu-
lations with randomized input variables (answers to questions) were carried out. 
The chart below presents results of the simulations, and an additional mean value is 
included in comparative analysis as a benchmark (Fig. 8.7).

It is observed that the results of the fuzzy approach are close to the calculated 
mean value for almost all the experiments. Results of two methods are within the 
range of the standard deviation. The standard deviation value could be used to cal-
culate the maximum, minimum, and mean values. It is found that FIS performs 
better for the range of values closer to the mean value (calculated mean value) but 
not for the maximum nor the minimum values. Per category effect and consequence 
are not handled in output variables generated based on mean value calculations. For 
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example, when the “Category 1  - Equipment procurement compliant with Green 
ICT guidelines and the optimization of enterprise operations” accomplishes its 
maximum value, that implies a positive degree of awareness of an organization on 
environmental issues; hence, result in BRB in simulation 1 is higher compared to 
FIS and mean calculations. Also, when at least one of the input variables is equal to 
zero, BRB approach demonstrates a lesser output variable, which is legitimate: fail-
ing to address even one aspect of a problem causes the whole case status unsteady 
and unreliable.

8.4.3  �Statistical Analysis and Significance Tests

Significance test has been performed to determine if the BRB approach and FIS 
theory produce significantly different results. As a first step, we need to test the 
assumption that the samples come from normal distributions. From the plots below, 
it is evident that BRB (blue) approximately follows a straight line, indicating 
approximate normal distribution. The FIS sample (orange colored) shows an 
increasing departure from normality in the lower tail (Fig. 8.8).

The difference between BRB and FIS is evident. Next, we need to set up hypoth-
eses and evaluate whether the difference between BRB and FIS is significant. In this 
statistical test, μ1 is the mean score for BRB, while μ2 is the mean score for FIS. H0 
is the null hypothesis where μ1 equals to μ2, while H1 is the alternative hypothesis 
where μ1 is not equal to μ2. A two-tail z-test is conducted at a level of confidence of 
0.05. Difference between BRB and FIS is evident.

Fig. 8.8  Normal distribution probability for BRB and FIS
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	 H H0 1 2 1 1 2 0 05: ; : , .m m m a= ¹ =m 	 (8.15)

Table 8.3 shows a statistical analysis of the two independent data samples. 
Because both data samples are large (>30), a z-test has been chosen opposed to 
t-test. The calculated variance values are different for BRB (819.43) and FIS 
(194.70), and thus, we shall conduct a two-tail z-test for two samples with unequal 
variances at a level of confidence of 0.05.

The p-value is a probability that measures the evidence against the null hypoth-
esis. The p-value in our research is greater than α, so we fail to reject H0. This 
means that BRB and FIS approaches do not generate significantly different results. 
However, as we can see from Table 8.3, the variances of two populations are unequal 
(BRB is four times higher than FIS). Again, the hypothesis test indicates that there 
is not enough evidence to reject the null hypothesis that the two-batch z-score is 
equal to the 0.05 significance level. This failure may reflect normality in the popula-
tion or it may reflect a lack of strong evidence against the null hypothesis due to the 
small sample size.

A two-tail z-test for the means of two independent samples with unequal vari-
ances investigates whether two independent samples come from normal distribu-
tions with unequal variances and the same mean values. For a hypothesis test, 
quality assurance of two data samples has been tested also using the two-sample 
Kolmogorov-Smirnov test. The function kstest2(columnBRB, columnFIS) returned 
the value equal to 1. The result rejects the hypothesis that the data in BRB and FIS 
samples are from the same continuous distribution at the 5% significance level. This 
confirms our assumption in two approaches of heterogeneity.

To conclude, the BRB approach deployed in this research dedicated to small- and 
medium-sized enterprises to assess their Environmental Responsibility level gener-
ates correlative, well-balanced, and sensible results compared to FIS approach. So 
the observed difference between the sample means (52.32–51.01) is not convincing 
enough to say that BRB and FIS approaches generate notably different conse-
quences. Although, the test only performs comparison between mean values and 
does not focus on such a substantial difference in variances. The most likely expla-
nation of z-test result is that BRB approach, in contrast to FIS, deploys rule-based 
context-adapted inference procedures for a total consequent variable calculation.

Table 8.3  z-Test: two 
Sample for Means

BRB FIS

Mean, μ 52.32 51.01
Known Variance, σ 819.43 194.70
No of observations (n) 99.00 99.00
Hypothesized Mean 
Difference

0.00

Z value 0.41
P(Z ≤z) one-tail 0.34
z Critical one-tail 1.64
p-value (Z ≤z) two-tail 0.68
z Critical two-tail 1.96
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8.5  �Conclusions

This research proposes the use of a Belif Rule Based approach to assess an enter-
prise’s level of commitment to environmental issues. Participating companies have 
to complete a structured questionnaire of the Environmental Responsibility BRB 
assessment system developed. An automated analysis of their responses (using the 
Belif Rule Based approach) determines their Environmental Responsibility level. 
This is followed by a recommendation on how to progress to the next level. The 
recommended best practices will help promote understanding, increase awareness, 
and make the organization greener. It is posited that such a system generates well-
balanced, sensible, and context-adapted results. The aim of the Environmental 
Responsibility Assessment System is to help small- and medium-sized enterprises 
focus on making improvements on more sustainable business operations.

Future work recommendations are drawn from the validation by experts, focus 
groups, and the target SM, which are: (1) test the usefulness of the assessment in 
practice and benchmark the results among a pool of similar types of enterprise 
respondents; (2) include required capital investment amount, payback period, and 
cost saving for each recommended activity; (3) provide specialized assessment and 
recommendation road maps for a participating organization’s industrial sector 
(manufacturing, nonmanufacturing); and (4) develop a paid version with more 
questions and recommendations for more accurate ER assessment estimations, 
where the users would be able to save their scores, export results, and track their 
progress.

The key limitations of this study are: (1) assessment does not take into account 
regional differences among potential participating organizations; and (2) assess-
ment model is not sector-specific. The final limitation extracted from validation 
sessions is the assessment model applicability to medium-sized enterprises, rather 
than small and micro organizations. This is due to the type of content and level of 
questions asked in the assessment process. The assessment model and recommenda-
tions would benefit from being evaluated by more Green ICT and sustainability 
experts, and this could be potentially addressed in the future research. Furthermore, 
the forward chaining inference algorithm is considered to be less powerful than 
alternative methods like evidential reasoning, D-S theory or Bayesian networks, etc. 
The ER assessment model could be improved by integrating and enhancing the cur-
rent forward chaining logic with uncertainty handling mechanisms.
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Chapter 9
Measurement and Classification of Smart 
Systems Data Traffic Over 5G Mobile 
Networks

Mohammed Dighriri, Gyu Myoung Lee, and Thar Baker

9.1  �Introduction

In the world of mobile networks, Machine-to-Machine (M2M) communication is a 
term that reflects the automatic operation of smart devices that are connected to 
each other, with or without human intervention [2]. Along with the tremendous 
increase in mobile traffic, it is also expected that M2M traffic will rise quickly due 
to the growing use of M2M devices (e.g. smartphones, traffic control and blood 
pressure sensors) in numerous applications. The application areas of M2M include 
smart office, smart traffic monitoring, smart alerting systems, smart healthcare sys-
tems and logistics systems [6, 7]. Furthermore, M2M communication provides 
ubiquitous connectivity between M2M devices. These interconnected devices (e.g. 
laptops, smart sensors, computers) can perform several automatic operations in 
various M2M applications. Unlike traditional Human-to-Human (H2H) communi-
cation (e.g. voice call, video chat, email), M2M data traffic has distinctive features, 
such as a large number of M2M devices, group based communication between 
devices, dynamic mobility scenarios, small sized data transmission, bursty trans-
mission and extra low power consumption.

Mobile network data traffic is predicted to increase more than 24-fold between 
2010 and 2015, and more than 500-fold between 2010 and 2020 [8]. Mobile net-
works are expected to face challenges due to future Machine-to-Machine (M2M) 
data traffic with various quality of service (QoS) requirements, such as a provision 
of radio resources to a large number of smarts devices, prioritization and inter-
device communication [13]. The existing cellular systems might reach capacity in 
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the future due to significantly increasing M2M traffic, resulting in performance deg-
radation of regular mobile traffic [13]. M2M devices transmit small and large sized 
data with different QoS requirements. For example, smart healthcare system devices 
convey big sized data but are delay sensitive [18]. The physical resource block 
(PRB) is the smallest radio resource unit allocated to a single device for data trans-
mission in 5G mobile networks. In smart systems, there are different devices trans-
mitting various sized data and sometimes the capacity of the PRB is not fully used. 
This results in significant system performance degradation.

This research chapter proposes a novel data traffic aggregation model for 5G 
radio resources based on efficiently utilizing the smallest unit of PRB by aggregat-
ing the data of several M2M devices. In addition, a new 5G network slicing model 
relies on smart systems in the smart city case study, where network slices will dif-
ferentiate smart systems data traffic in terms of QoS requirements (e.g. smartphones, 
smart traffic monitoring, smart healthcare systems). The Optimized Network 
Engineering Tool (OPNET) will be used to assess the performance of the proposed 
models in terms of QoS for data traffic-slices isolation. The simulated 5G data traf-
fic classes contain file transfer protocol (FTP), voice over IP (VoIP) and video users. 
The scenarios, categorized into three slices of M2M communication based on the 
data traffic, include popular, sensitive and heavy data traffic. The results will show 
the proposed models M2M data traffic impact on QoS of 5G data traffic. The net-
work end-to-end performance will be tested by aggregating data of several M2M 
devices in each slice enhanced by different protocols, such as FTP, VOIP and video, 
in terms of average cell throughput, average upload response time, average packet 
end-to-end delay and radio resource utilization [12]. The following sections study 
the literature in more detail and highlight the limitations of the existing data traffic 
models.

9.2  �Background

9.2.1  �Cellular Networks Evolution

It has taken less than 25 years for the number of mobile subscribers to rise from few 
to several billion users. This tremendous growth reveals the strong desire of the 
users to stay reliably connected all over the world without missing a fraction of a 
second even if they are moving at high speed. Cellular communication plays a sig-
nificant role in improving human life standards by providing various services 
including voice calls, short message services (SMS), web browsing, multimedia 
calls, etc. According to [22], the idea of mobile communication was formulated at 
AT&T’s Bell Labs in the 1970s and has now emerged as the higher generation cel-
lular networks. The overview of the evolution of cellular technologies is demon-
strated in Fig. 9.1. The evolution of cellular technologies from the first generation 
(1G) to the fifth generation (5G) communication standards is given in [22, 28].
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9.3  �5G Protocols Architecture

The 5G mobile network interfaces between UE, E-UTRAN, EPC and SGWs are 
linked with protocol stacks that are used by the network component to communicate 
signalling messages and data [1]. Consequently, the 5G–protocol stack can be sepa-
rated into the following groups that are defined as:

•	 Signalling protocols
Signalling protocols are utilized to exchange signalling data between numer-

ous devices within the network.

•	 User plane protocols
These protocols enhance routing of user messages between UEs and S-GWs.

•	 Transport protocols
Transport protocols convey data and signalling messages between several net-

worked devices on the air (Uu) interface, and the MME control the UE high-level 
functionalities. Nevertheless, there is no straight connection route between UE 
and the MME. The connection path between UE and the MME is established 
using E-UTRAN eNB that supports the level of hardware complexity in the net-
work. To decrease this complexity, the Uu interface is additionally separated into 
two protocol levels; access stratum (AS) and non access stratum (NAS). The 
MME high-level signalling lies at the NAS level, however, it is transported 
within the network using AS protocols. The control and user plane termination 
protocols are maintained by the eNB. A high-level outline of the protocol stack 
is portrayed in Fig. 9.2. The user plane protocols contain the packet data conver-
gence protocol (PDCP), the medium access control (MAC) and the physical 
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(PHY) layer protocols. In addition, the control plane includes the radio resource 
control (RRC) protocols. According to [31], the main functionalities of these 
protocols are as shown below:

•	 Access Stratum (AS)
The AS protocols create UE able to access the abilities and services of the 

communication networks. The numerous functionalities of the radio AS proto-
cols include dynamic allocation of radio resources, controlling bearers, radio 
admission control, traffic management, scheduling techniques, throughput and 
bit error rate.

•	 Non Access Stratum (NAS)
The NAS establishes radio links between the network and the UE. Furthermore, 

the functionalities of the NAS protocols also include registration, authentication 
and local registration management.

•	 Radio Resource Control (RRC)
The key functionalities of RRC include distribution of system information, an 

establishment of RRC connections, mobility functions, security management, 
QoS management and direct connection between UE and NAS.

•	 Packet Data Convergence Protocol (PDCP):
The PDCP layer re-transmits the session data units (SDUs), performs header 

compression, ciphering and detection of duplicate data.
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•	 Radio Link Control (RLC)
In RLC there are a number of functionalities including the segmentation of 

data packets according to the available size of the transport block, adjustment of 
errors through automatic repeat request (ARQ) and resegmenting for retransmis-
sion. Other functions contain a concatenation of the same bearer SDUs, packet 
transfer and error discovery in the protocols.

•	 Medium Access Control (MAC)
The main functionalities of MAC protocols are RLC SDUs multiplexing/

demultiplexing, error corrections using hybrid ARQ (HARQ), scheduling, local 
channel prioritization and padding.

•	 Physical (PHY) Layer
A transmission time interval (TTI) of a 1 ms period is used by the PHY layer 

to share a channel with the upper layer of the protocols stack. The frequency and 
time variation in cellular are exploited over OFDM and SC-FDMA techniques, 
e.g. the physical layer sub-carrier spacing in LTE is 15 kHz.

9.4  �5G Enabling Technologies

5G Release 8 specified the next generation network requirements and components. 
Those main objectives include LTE and SAE for the specification of EPC, E-UTRAN 
and E-UTRA. UE and E-UTRAN communication is accomplished using IP, which 
is delivered by the EPS. In 5G, air interface and radio access networks are modified 
while the architecture of EPC is kept almost the same. The EPS is the basis for LTE, 
LTE-A and 5G networks. The main 5G features include carrier aggregation (CA), 
enhanced multiple input multiple output (MIMO) technology, coordinated multi-
point (CoMP) and relay node (RN). We will give more details about each technol-
ogy in the future, including CA, MIMO techniques and CoMP due to the use of RN 
for the aggregation of M2M traffic [1].

9.5  �Infrastructure Based RNs

The RNs are categorized into fixed and mobile RNs depending upon the infrastruc-
ture. RNs are used in distinct scenarios to improve data rates, coverage and to facili-
tate UEs indoor and outdoor movements. Also, UEs experience satisfactory coverage 
through mounted RNs, such as at the top of a bus or train. Further classifications of 
the infrastructure based RNs are given below [21]:

•	 Fixed RNs are mainly used to advance the coverage for those UEs which are not 
close to the regular donor eNB (DeNB) or a base station usually exists at the 
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corner of the cells. Furthermore, the coverage holes due to shadowing are also 
improved. Fixed RNs are able to extend the cell coverage for the users outside 
the coverage of the regular base stations. The functionalities of fixed RNs are 
shown in Fig. 9.3. The fixed RNs contain comparatively small antennas to the 
ones at the base stations, and are normally positioned at the top of a building, 
tower, pole, etc.

According to [25], 3GPP considered mobile RNs to provide satisfactory services 
to users in fast moving trains. However, recent literature has shown that the mobile 
RNs can also professionally improve the services in public vehicles, e.g. buses and 
trams. The purpose of mobile RNs is to offer coverage within a moving environ-
ment. The mobile RNs are positioned on the vehicle and create a communication 
path between the mobile UEs and the base station. The RNs communicate with the 
base station through the mobile relay link (backhaul), whereas they use the access 
link with the mobile UEs. Due to the vehicle restrictions and other safety measures, 
antenna size of the mobile RNs is kept small. The functionalities of mobile RNs are 
shown in Fig. 9.4.

9.6  �M2M Communication

The 5G mobile network considers the requirements of M2M communication, 
whereas the concept of cellular-based M2M communication offers lower costs and 
increased coverage. Currently, cellular standards (e.g. GSM/GPRS) are used to sup-
port M2M communication in some applications. It is expected that the network 
operators will upgrade the existing cellular standards to support M2M communica-
tion. The 5G mobile network is considered the promising cellular technology to 
provision a huge number of future M2M devices with high capacity, data rates, 
support for mobility and QoS requirements [6].

Fig. 9.3  Fixed RN
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9.7  �5G Network Slicing

5G as a new generation of the mobile network is being actively discussed in the 
world of technology; network slicing surely is one of the most deliberated technolo-
gies nowadays. Mobile network operators (e.g. China Mobile and SK Telecom) and 
merchants (e.g. Nokia and Ericsson) know it as a model network architecture for the 
coming 5G period [3]. This novel technology allows operators to slice one physical 
network among numerous, virtual, end-to-end (E2E) networks, each as a rationally 
isolated counting device, and access transport and core networks like separating a 
HDD into C and D drives devoted to diverse services with different features and 
QoS requirements. Every network slice is committed resources, e.g. resources 
within network functions virtualization (NFV), software defined networking 
(SDN), cloud computing, network bandwidth, QoS, as seen in Fig. 9.5 [14].

9.8  �State of the Art

This section presents a survey on the studies related to the data traffic aggregations 
and M2M applications data traffic models as well as the advantages and drawbacks 
associated with these models, particularly focusing on the data traffic QoS 
requirements.

9.8.1  �Data Traffic Aggregation Models

Data aggregation models have continued as a research topic mainly in mobile net-
works. It is normally used to decrease the number of sensor transmissions, and thus 
to recover the network lifetime. In recent years, extraordinary research efforts have 
been conducted on the topic of data traffic aggregation. For example, in [5], the 

Fig. 9.4  Mobile RN
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authors discovered the advantages of data-centric routing algorithms and proposed 
a routing algorithm relying on the tree and query model. The authors of [23, 24] 
suggested aggregation tree algorithms to discover the aggregation node in order to 
develop network lifetime. Moreover, the authors in [26] improved the network 
bandwidth by choosing multiple appropriate aggregation nodes over clustering 
algorithms that led to a decrease in the number of transmitted packets to the gate-
way. In order to decrease energy consumption, bandwidth effectiveness and improve 
system throughput, data aggregation accumulates and collects data packets from 
multiple nodes before transmitting to the next hop. For example, an energy-aware 
aggregation algorithm is suggested in [10] in which the authors deliberated through 
experimental analysis that data aggregation increases the network lifetime by 80%.

Furthermore, the authors of [10] showed the disadvantages of data aggregation, 
e.g. improved transmission time consumption. Resultantly, the authors in [18] 
revealed two timing control methods that contain periodic simple and periodic per-
hop. In the former case, packets are aggregated until the number of buffered packets 
reaches the extremely defined threshold. While in the latter case, the aggregation 
node retrieves packets until the expiry of the timer. In addition, the authors in [9] 
examined the impact of buffer bloat on delay and system throughput in IEEE 802.11n 
mobile networks. Their simulation figures presented that large buffers could degrade 
the fairness in multi-hop networks based on a parking lot. Also, the authors in [27] 
recommended a queue management scheme called WQM for mobile networks that 
adapts the size of the buffer depending on measured link features and network load.

9.8.2  �M2M Data Traffic Models

M2M communication has played a significant role in interconnecting physical sys-
tems with the Internet world. The concept of cellular-based M2M communication is 
flourishing. Numerous researchers have investigated new and advanced methods to 
upgrade the existing cellular standards to provision M2M communication. The 
authors of [18] suggested 5G cellular technologies as the most promising for 
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future M2M communication. The authors of [6] delivered an overview of cellular-
based M2M communication and highlighted the growing M2M traffic. Traffic mod-
elling is the scheming of stochastic processes, which represent the physical 
parameters of the measured traffic. The initial detailed characterization of M2M 
was done in [11] where the authors gathered traffic data for 7 days from one of the 
main TIER-1 cellular service providers in the USA. The authors determined that 
there is a clear difference between the features of M2M and traditional human-type-
communication (HTC). Their experimental results revealed that the volume of 
M2M traffic in the uplink is much larger than in the downlink. Moreover, M2M 
devices generate bursty traffic compared to traditional mobile devices.

In [10], the authors modelled the M2M traffic as a simple Poisson process due to 
numerous machines assigned to one server. The authors of [5] stated that the data 
streams in various M2M applications follow different statistical patterns which are 
difficult to capture. According to [7], M2M traffic is classified in the source and 
aggregated traffic. Some aggregated traffic models for M2M are identified in [10], 
i.e. defining M2M data traffic as one stream from numerous devices. Contrarily, to 
model and understand the behaviour of the M2M traffic more accurately, source traf-
fic modelling is required, i.e. modelling each M2M device on its own. However, in 
M2M source traffic modelling there are many challenges that need to be overcome. 
For example, it is very hard to model the behaviour of traffic being produced from a 
massive number of devices in parallel with a strong spatial and temporal correlation 
between devices [16]. In [10], a coupled Markov modulated Poisson processes 
(CMPP) model mostly aimed at the source traffic in M2M networks was presented.

9.9  �Limitations of Existing Models

As per the literature review for data traffic aggregation models, limited research 
efforts have been done to study the impacts of data aggregation in the case of the 
mobile network for M2M communication. For example, the authors in [10] assess 
the performance of data aggregation in relation to energy consumption in order to 
grow the lifetime of capillary M2M networks; although, the authors neglected the 
emerging mobile M2M applications in their work. Furthermore, the authors in [13] 
suggested a system of bundling M2M data packets at the macro station, also called 
donor eNBs (DeNBs), to decrease the risks of congestion in backbone networks.

Therefore, this research presents a novel data aggregation model over 5G mobile 
network slices. For this purpose, based on the wireless layer a 3 inband RN is used to 
enhance coverage and aggregate uplink M2M data traffic to each slice separately.

9.10  �Problem Statement

In mobile networks with LTE and 5G, massive access (e.g. H2H, M2M, personal 
devices) can lead to serious system challenges in terms of radio access network 
(RAN) congestion and overload. Since radio resources are a rare, essential 
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component, efficient utilization is required. The novel communication technologies 
(e.g. long term evolution (LTE), long term evolution advanced (LTE-A) and 5G) 
make use of multiple carriers schemes to offer better data rates and ensure high 
QoS. The smallest resource unit allocable in the 5G system to an M2M device is the 
PRB as illustrated in Fig. 9.6. Under favourable channel conditions, PRB is capable 
of transmitting several kilobytes of data. These multiple carrier schemes are capable 
of transmitting a large amount of data. However, in the case of M2M communica-
tion, both narrowband and broadband applications have to be considered to enhance 
QoS requirements. Especially, these applications have different data traffic size, 
which need specifications for QoS, such as real-time, accuracy and priority. If one 
PRB is allocated to a single M2M device for data transmission of just a few bytes, 
then it might cause severe wastage of radio resources. The different types of data 
traffic should also be considered in the 5G slices approach as illustrated in Fig. 9.7. 
Therefore, utilizing the full radio resources and classifying data traffic should be 
brilliant solutions for data traffic explosion and the fairness of services in the near 
future.

9.11  �Proposal Work

M2M communication is so various that the M2M messages range from bit level 
bandwidth consumption (e.g. smartphones, light sensing, metering) to byte level 
bandwidth consumption applications (e.g. smart healthcare systems). The M2M 
applications with bit level (i.e. M2M narrowband communication devices) transmit 
small sized data in regular time intervals. While in broadband M2M applications, 
e.g. smart healthcare systems, thousands of bytes are conveyed in order to monitor 
regularly. According to the cellular network standardization, a PRB is the smallest 
resource, which is given to every device for data transmission over the network. 1 
PRB is capable of transmitting several hundreds of bytes. Although, allocating 1 

1 Radio Frame

#0 #1 #2 #18 #19

Normal CP : 7 sub-carrier
1 slot

Resource Element

Physical Resource Block

Fig. 9.6  Physical resource block (PRB)

M. Dighriri et al.



205

PRB to an individual M2M device operating in the narrowband applications signifi-
cantly influences the network performance due to inefficient utilization of the capac-
ity of a PRB, i.e. fewer number of bits per PRB, as indicated in [22]. The M2M 
devices usually comprise individual bearer buffers, which are used for segmentation 
and re-assembly purposes. The PRBs are allocated separately to the M2M devices 
by the base station to send data collected by the M2M devices to the backend M2M 
servers through Uu interface in the uplink. Increasing the number of M2M devices 
results in higher demand for resources for transmission of M2M data. In the M2M 
data aggregation technique, the PRBs are shared by multiple devices according to 
the capacity of PRBs. In this way, more and more bits per PRB are sent to the net-
work, which significantly enhances the network performance in terms of spectral 
efficiency and cell throughput. In order to transmit more bits per PRB, M2M data 
traffic aggregation and slicing models are proposed, which can be implemented for 
RN in the 5G mobile network. To send and receive M2M data through RN, the M2M 
devices and the RN communicate through the Uu interface. The Un interface is used 
to start the communication path between RN and the base station. In the implemen-
tation, an M2M device is considered as an aggregation device RN at which data 
from several M2M devices is aggregated into the data of a single device.

9.12  �Data Traffic Aggregation Model

The proposed model relies on aggregating data from several M2M devices at the 
PDCP layer of the RN. The PDCP layer performs header compression, retransmis-
sion, delivery of PDCP session data units (SDUs), duplicate detection, etc. In the 
proposed model, the PDCP layer is used for the aggregation of the M2M data in the 

Fig. 9.7  M2M data traffic on 5G mobile network
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uplink in order to aggregate data with a minimum number of additional headers, as 
shown in Fig. 9.8.

The individual data packets from several M2M devices approach the PHY layer 
of the aggregation device with various intact headers, such as MAC, RLC and 
PDCP. The headers are removed as the received data is transported to the upper lay-
ers. On arriving at the PDCP, all the headers are removed and only the payloads 
from the individual devices are available, which are then aggregated.

One single aggregation buffer B at the RN is considered to aggregate M2M data 
traffic. This buffer aggregates data from different M2M devices ensuring QoS for 
both the 5G and M2M data traffic. In this implementation, RN is used for M2M 
devices and base station for 5G data traffic. In order to reach the maximum perfor-
mance improvements in spectral efficiency, packet propagation delay and cell 
throughput, we consider scenarios in which all the M2M devices communicate with 
the base station through the RN. The M2M data aggregation algorithm is shown in 
Fig. 9.9 and described as follows:

•	 Data from K M2M devices is considered for aggregation.
•	 The essential parameter for M2M data aggregation is the maximum delay time 

Tmax for the packet at the RN.

The maximum delay time Tmax is an essential parameter for M2M data and is 
calculated according to the various traffic classes of the M2M devices. M2M data 
have different priorities according to their applications. For example, data packets 
received from the M2M device deployed in the smart healthcare system scenario for 
the measurement of temperature or pulse rate of the patient have higher priority over 
the packets from M2M devices which are deployed in smartphones. The data packets 
from a device having the highest priority face the smallest delay. Therefore, we initi-
ate the Tmax value as the inter-send time of the M2M device data with the highest 
priority. For example, in the simulation setup for distinct M2M applications, the inter-
send time of the M2M traffic models is 1 s, which is the maximum time a packet is 
delayed at the RN. Thus, the value of the Tmax is initiated as 1 s, which means that 
the data packets received from the distinct M2M devices are delayed for 1 s at the RN.
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The value of Tmax is adaptive, i.e. the algorithm updates the value of Tmax if RN 
receives packets from a device with higher priority than the priorities of all the other 
devices in the queue of the RN. The data from all the M2M devices is buffered at the 
RN. The individual IP headers of all the M2M devices are kept intact. The data 
packets are buffered until time delay approaches Tmax. In order to compare the 
performance of the data aggregation model in narrowband and broadband M2M 
application scenarios, the aggregation scale for M2M devices is kept at 1 (unaggre-
gated), 5, 10, 15 and 20 in both cases. The aggregation scale represents the number 
of devices which are aggregated. For example, in a scenario with 180 M2M devices, 
the aggregation scale of 5, 10, 15 and 20 means that the data from the group of 5, 
10, 15 and 20 devices is aggregated at the RN respectively.

The aggregated data is sent to the base station through the Un interface where the 
data is demultiplexed. The individual IP streams are then sent to the respective 
application server by the base station.

The M2M packet flow from the M2M devices to the aGW through the RN is 
described in Fig. 9.13. K number of M2M devices transmit data packets to the RN, 
which are collected at the PHY layer of the RN. The packets are transported to the 
PDCP layer of the RN on the uplink. The IP packets are packed according to their 
quality control identifier (QCI) values in the aggregation buffer. The aggregation 
buffer collects packets from several M2M devices. The data packets are placed in 
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Fig. 9.9  M2M data aggregation algorithm
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the aggregation buffer according to the packet arrival from the different devices. 
The detailed structure of the aggregated data stream is depicted in Fig. 9.10 where 
only the layer two protocols are presented to illustrate the aggregation of the M2M 
data. The RN PHY layer receives the data packets in the form of distinct transport 
block size (TBS). The TBS transmitted by the M2M devices at the RN are shown 
from 1 to K. The data packets arrive at the RLC through the MAC layer. The RLC 
headers are removed and the remaining protocol data unit (PDU) is transported to 
the PDCP. The received PDUs at the PDCP layer comprise the individual IP headers 
of each M2M device and pack into a single PDCP buffer.

9.13  �Data Traffic Slicing Model

The application layers in the 5G mobile networks are the main terminal to offer 
exceptional QoS over a variety of networks for M2M devices. The proposed 5G 
network-slicing framework will be based on data traffic aggregation and multiplex-
ing models as we mentioned above, which is focused on QoS requirements for each 
service (application) layer. Therefore, we will clarify the main 5G network architec-
ture layers, which are physical/MAC layers, network layers, open transport protocol 
(OTA) layers and service layers as shown in Fig. 9.11.

9.14  �Applications (Services) Layer

The 5G wireless network terminal is to offer exceptional QoS through a diversity of 
networks. Currently, mobile internet users do not have the opportunity to utilize 
QoS history to choose the suitable mobile network link for a provided service. In the 
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future, the 5G phone will deliver an opportunity for QoS analysis and storage of 
measured data traffic in the mobile network terminal. There are diverse QoS param-
eters (e.g. bandwidth, delay, congestions, jitter and reliability) that will be stored in 
a database in the 5G mobile running as system processes that eventually will auto-
matically offer the best appropriate wireless connection based on needed 
QoS. Therefore, we will consider different types of data traffic (e.g. sensitive, popu-
lar and heavy flow traffics) as service slices models, as shown in Table 9.1 [17].

•	 Smartphones
Smartphones and tablets are recent technologies that represent popular data traf-
fic. Although smartphones are expected to continue as the key personal device 
and develop further in terms of performance and ability, growth is driven by 
wearable or sensor devices, which are expected to reach millions by 2020. The 
content type of mobile streaming in these devices is video. The total of the flow 
packets is regularly several megabytes or even tens of megabytes, in many pack-
ets, usually with continual transmission, and the priority is generally low because 
the video needs broad bandwidth and is likely blocked in congestion [3].

•	 Smart Healthcare System
The smart healthcare system as sensitive data traffic is a promising model, which 
has currently achieved extensive attention in research and industry. A sensor 
body-area-network (BAN) is generally positioned around the patient to gather 
information about numerous health parameters, e.g. blood pressure, pulse rate 
and temperature. Moreover, the patients are also monitored repeatedly by plac-
ing smart M2M sensors on the body of the patient when they are outside the 
hospital or home. To handle critical situations, alarms are triggered to send mes-
sages to the related physicians for urgent treatment [7]. In the smart healthcare 
system scenario, in order to monitor the patients frequently outside the medical 
centres (i.e. hospitals) they are equipped with smart M2M devices that monitor 
various health parameters.

OSI Layers 5G mobile network layer

Application Layer
Application (Service)

Open Transport Protocol

Upper/Lower network Layer

Open Wireless Architecture

Presentation Layer

Session Layer

Transport Layer

Network Layer

Datalink Layer

Physical Layer

Fig. 9.11  5G architecture layers
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•	 Smart Traffic Monitoring
Smart traffic monitoring allows the passage of alerts information between vehi-
cle infrastructures and system applications over communication approaches and 
technologies. In this system, we will consider heavy data traffic as vehicles com-
munication with other vehicles (V2V) or communication with smart traffic mon-
itoring servers, vehicle to infrastructure (V2I). This system application includes 
collision avoidance and safety, parking time, Internet connectivity, transportation 
time, fuel consumption, video monitoring, etc. [4]. In the case of emergency, the 
information from devices positioned to monitor emergency situations is trans-
mitted to other networked vehicles within the communication range. To prevent 
any more accidents, the communication between the server and vehicles to detect 
emergency messages and deliver alerting messages should be very fast. Since the 
response time of the warning messages is very small, the collision avoidance 
services request for a high level of QoS and low latency can be supported by the 
5G cellular networks. According to [4], the alerting messages are small in size 
and must only be sent in critical circumstances for effective use of the communi-
cation network bandwidth. Traffic and infrastructure management play an impor-
tant role in controlling the issue of traffic congestion.

9.15  �Data Traffic Slices Model

Our 5G slicing framework will focus on classifying and measuring QoS require-
ments and data traffic of M2M applications, e.g. smartphones, smart healthcare sys-
tems and smart traffic monitoring (Fig.  9.12). The results of M2M applications 
(services) have data traffic characteristics in the 5G network slicing framework that 
rely on the content type of data, amounts type of flow data, priority of data transmis-
sion and data transmission mode. Content type contains voice and video streaming; 
amounts type consists of different size, large size refers to a number of packets that 
is more than 1 K bytes, small size refers to a number of packets less than 1 K bytes. 
Transmission methods are periodic transmission, continuous transmission, burst 
transmission and time-response transmission; priority of transmitting consists of 
low, medium and high. Depending on the M2M applications slicing, our research 
classifies them into three main slices based on QoS and data traffic types.

Table 9.1  5G services requirements

Services
Traffic 
types

No of 
devices Priority Latency

Min
bandwidth Mobility

Smartphones Popular Billions 10 ms High 100 kbps Yes
Smart healthcare system Sensitive Thousands 1 ms Low 100Mbps Yes
Smart traffic monitoring Heavy Thousands 5 ms Low 25 Mbps Yes
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9.16  �Data Traffic Slices Algorithm

In the data traffic slices model, we will consider associating our previous data traffic 
aggregation model, which enhanced QoS by efficient utilization of the 5G radio 
resources for M2M, and the principle idea of the priority queueing (PQ) mechanism. 
PQ normally confirms the fastest service of high priority data at each point where it is 
applied [19]. It provides firm priority to the traffic, which is very essential. The location 
of each packet in one of four queues (high, medium, normal or low) is achieved depend-
ing on the allocated priority of each packet [19]. The possible disadvantage of this 
scheduling mechanism is that the lower level traffic cannot be served for a long time 
while the higher priority is present [19]. Consequently, the lower class will have a 
starving issue that leads to a major discard of the packets as shown in Fig. 9.13.

Therefore, these smart devices have various priorities queuing based on the pri-
ority of the packets, the highest priority is transferred on the output port first and 
then the packets with lower priority and so on as illustrated in the data traffic slices 
algorithm shown in Fig. 9.14 [30]. Therefore, we design our smart systems environ-
ment in three levels of priority; high (slice1), medium (slice2) and low (slice3), 
which rely on the data traffic types as follows:

•	 Smart healthcare system as sensitive data with high priority (1 ms)
•	 Smart traffic monitoring as heavy data with medium priority (5 ms)
•	 Smartphones as popular data with low priority (10 ms)

As shown in Table 9.1, these data traffic will work in a form of slicing over the 
5G mobile network in the uplink path between RN and base station based on user 
plane interface as shown in Fig. 9.15.
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Receive data traffic at RN to classify as slices depend on QoS
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9.17  �Measurement QoS in Slices

QoS can be defined as the capability of the network to provision decent services in 
order to be accepted by quality of experience (QoE). Moreover, QoS measures the 
level of user satisfaction and network performance. Smart devices, such as smart-
phones in our case study, have different protocols, e.g. HTTP, FTP and e-mail are 
not sensitive to delay of transferred information to evaluate QoS in significant 
issues. Whereas, other applications such as smart healthcare systems have a number 
of protocols, e.g. video and voice, that are more sensitive to loss, delay and jitter of 
the information. Consequently, QoS of our smart systems have several protocols, 
FTP, VoIP and video users require an essential attention to ensure these IPs packets 
are not delayed or lost while being transmitted over the network [15]. VoIP QoS is 
measured according to ITU recommendations that rely on diverse parameters (e.g. 
delay, jitter and packet loss), these parameters can be altered and controlled within 
the suitable range to enhanced VoIP, FTP and video QoS requirements. Parameters 
affecting QoS are briefly shown in the following sections [15].

9.17.1  �Latency

A delay sensitive application such as a smart healthcare system has voice, file and 
video that cannot sustain too much delay. Latency is the average time it takes for a 
packet to convey from its source to its destination. For a patient who has sensors to 
control and track his/her condition, sensor sources such as voice and video should 
reach the end destination in a few milliseconds without delay. Moreover, the delay 
should remain as low as possible but too much traffic on the uplink side of the 5G 
mobile network could cause congestion; or if there is a call, a voice packet could get 
stuck behind a bunch of data packets, e.g. an email attachment, and the voice packet 
will be delayed to the point that the quality of the call is compromised [20]. The maxi-
mum amount of latency that a voice call can tolerate one way is 150 ms (0.15 s), but in 
our case study it is consider to be 10 ms (0.1 s) for the sensitive application system.

Equation (9.1) illustrates the calculation of delay where Average delay (D) is 
expressed as the sum of all delays (di), divided by the total number of all measure-
ments (N) [29].
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9.17.2  �Jitter

Jitter (variation of delay): In order for voice to be understandable, voice packets should 
arrive at regular intervals. Jitter defines the degree of fluctuation in packet access, 
which could be affected by too much traffic on the line [29]. Voice packets can sustain 
only about 75 ms (0.075 s), but 40 ms (0.040 s) is preferred, of jitter delay [15].

Equation (9.2) illustrates the calculation of jitter (j). Both average delay and jitter 
are measured in seconds. Clearly, if all (di) delay values are equal, then D = di and 
J = 0 (i.e. there is no jitter) [15].
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9.17.3  �Packet Loss

Packet loss is the term used to refer to the packets that do not arrive at the purposed 
destination when a device such as a switch, link or router is overloaded and cannot 
accept any incoming data at a given moment [30]. Packets will be dropped during 
periods of network congestion. For example, voice traffic can sustain less than a 3% 
loss of packets (1% is optimum) before callers feel gaps in conversation [29]. 
Equation (9.3) illustrates the calculation of packet loss ratio defined as a ratio of the 
number of lost packets to the total number of transmitted packets, where N equals 
the total number of packets transmitted during a specific time period, and NL equals 
the number of packets lost during the same time period [15].
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9.17.4  �Simulation Environment

The simulation tool implemented for this research proposal is OPNET version 17.5 
OPNET is an object-orientated simulation tool for creation network modelling and 
QoS analysis of the simulation of network communication, network devices and 
protocols. OPNET Modeller has an enormous number of models for network basics, 
and it has many different real-life network configuration competences. These create 
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real-life network environment simulations in OPNET extremely close to reality and 
offer full phases of a study. Therefore, we will consider smart systems application in 
this research consists of different priorities based on data traffic types in each slice, 
such as slice one with high priority, slice two with medium priority and slice three 
with low priority. Also, we will prepare simulation applications sources VoIP, FTP 
and video to measure QoS such as latency, jitter and packet loss for each slice [30].

9.18  �Research Expected Contributions

This research chapter offers contributions to an efficient radio resource exploitation 
scheme, which relies on the M2M data traffic aggregation in 5G cellular networks. 
It provides for M2M devices in which the data packets from several M2M devices 
will aggregate and transmit as a single device data. In the implementation, an M2M 
device is used to aggregate data of various M2M devices (i.e. functions as an aggre-
gation node). That will enhance the performance in terms of cell throughput and 
end-to-end delay of 5G data traffic for different scenarios. The M2M applications in 
this research concentrate on smart systems based on a smart city case study to sup-
port and assist the operations of diverse systems, e.g. smart traffic monitoring, smart 
healthcare systems and smartphones. These smart systems are used in the 5G slicing 
data traffic model to classify and measure QoS requirements (e.g. priority and 
packet loss), which will consider data traffic types with different priorities in diverse 
cases (e.g. sensitive, popular and heavy traffic).

Overall, these proposed models and algorithms will offer better solutions for 5G 
as the next generation mobile network:

•	 Allow network operators to offer fair QoS requirements for different applications 
and users.

•	 Abilities to enhance massive connectivity and massive capacity.
•	 Provision for a progressively various set of service applications and users, all 

with extremely differing QoS requirements for business and lifestyle.
•	 Efficient and flexible use of all available non-contiguous spectrum for wildly 

different network deployment scenarios.
•	 Latency from 1 ms to a few seconds, to match end user requirements.

The simulation model will consider presenting results of the M2M data aggre-
gation model to minimize the impact of M2M devices on 5G data traffic in the 
case of network slicing. The results of the data aggregation model will be col-
lected for both the M2M narrowband and broadband scenarios.

9.19  �Conclusion

This chapter proposed two models and algorithms. We proposed a M2M data traffic 
aggregation model and algorithm in fixed RNs for the uplink in 5G cellular net-
works. It improves the radio resource utilization for M2M commutations in 5G 
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networks. It offers a maximum multiplexing gain in the PDCP layer for data packets 
from several M2M devices and considers diverse priorities to solve packets E2E 
delay. In the implementation, the M2M device is used to aggregate data of various 
M2M devices, i.e. functions as an aggregation node. That will enhance the perfor-
mance in terms of cell throughput and E2E delay of 5G data traffic for different 
scenarios. Further, this research proposed a data traffic slicing model and algorithm 
for classifying and measuring the QoS requirement. It is based on a priority queuing 
mechanism and measuring QoS in each slice, which helped the network operators 
and researchers to differentiate the QoS requirements of the diverse systems, e.g. 
smart traffic monitoring, smart healthcare systems and smartphones.

In future works, we will reveal the simulation results and analyse the proposed 
data traffic slicing model in different data traffic scenarios (e.g. sensitive, popular 
and heavy traffics) in diverse classes including FTP, VoIP and video users. The 
proposed models can offer opportunities for future researchers in terms of resolving 
data traffic explosion and fairness of services area.
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Chapter 10
Monitoring the Energy Consumed 
by a Network Infrastructure to Detect 
and Isolate Faults in Communication 
Architecture

Dimitar Minovski, Eric Rondeau, and Jean-Philippe Georges

10.1  �Introduction

The energy-efficient network infrastructures have recently become a hot topic in the 
business world, as the concept of Green IT strives to reduce the overall operational 
costs, but in the same time also to eliminate the inefficiencies from the enterprises’ 
IT systems. The network infrastructures are already massively deployed and even 
projected to have exponential growth [1] due to the evolution of the Internet, user 
demands, and trending topics such as Internet of things [16]. Thus, as a shared 
resource, they have to be constantly available, which exacerbates the sustainability 
issues. Researchers have already proposed different network-wide energy manage-
ment schemes targeting various areas such as datacenters [13], mobile networks 
[19], and WANs [8]. However, it is quite challenging to tackle the energy efficiency 
issues within the households and from small to large enterprises. One obstacle in 
making enterprise networks more energy efficient is the range of devices from mul-
tiple vendors deployed on the network. Also, it is difficult to operate with enterprise 
networks because of their unpredictable growth, frequently changed topology and 
architecture, regarding the energy consumption.

Current research and developed network management systems (NMS) are not 
fully automated when executing energy efficiency policies. The introduction of 
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SDN paradigm brought new opportunities for managing networks through 
abstraction of lower-level functionality. This means that a centralized SDN control-
ler with only one transaction is able to reconfigure a group of devices. However, the 
monitoring process of existing NMS to report for changes in the state of the devices 
is based on point-to-point (p2p) communication with every device on the network. 
This creates a great deal of traffic and puts additional burden on the network, which 
raises a sustainable issue in complex networks. Due to improvements in the field of 
Green IT and smart meters, it is feasible to build a NMS that recons only on power 
data fetched from the power distribution unit. A pattern for augmenting the values 
extracted from the power consumption of the network could provide useful infor-
mation about different network states, for instance detecting changes in the topol-
ogy. The idea is to use fault detection and isolation (FDI) approach to monitor the 
network state based on the energy usage. Fig. 10.1 shows that we need two informa-
tion, a model representing the expected behavior of the devices and the real-time 
measurements to analyze deviation between the two processes. A deviation corre-
sponds to fault detection in the network, which is in a form of misconfiguration or 
improper use of the equipment. This means that monitoring the energy consumption 
could be used not only for Green IT purposes, for raising awareness and reducing 
the electricity costs, but as well for a classical ICT monitoring system. Also, as the 
concept of smart grid is making use of digital networks to improve the transporta-
tion of energy, the work presented in this paper could be explained as the reverse 
process – how the use of energy could improve the data transport.

The remaining part of this paper is organized as follows: Sect. 2 presents the 
related work, while the Sect. 3 presents the objective of the paper. The system is 
described in Sect. 4, which includes the architecture for network management, the 
design of the experiments, and the implementation of the developed application. In 
Sect. 5 the obtained results are presented and discussed, while the Sect. 6 concludes 
the paper.
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Fig. 10.1  The general approach of the paper
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10.2  �Related Work

In recent years a new approach for network management emerged under the name 
of software-defined networking (SDN) that allows the network operators to manage 
the network services through abstraction of high-level functionality. A study by [12] 
proposes an event-driven network control framework based on SDN paradigm and 
OpenFlow protocol to manage a complex campus network. The focus is on enabling 
frequent changes to network conditions and states, providing support for network 
configuration in high-level language, and providing better visibility and trouble-
shooting. Having a global knowledge of the network state, the developed control 
framework introduces a centralized approach for network configuration, opposed to 
distributed management. Meaning that the network operators will not have to con-
figure all the devices individually, but instead let the software make network-wide 
traffic forwarding decision from a logically single location. Moreover, the network 
operators provide high-level network policies which are translated by the controller 
in a centralized manner into a set of forwarding rules, which are used to enforce the 
policy on the underlying network equipment, by using OpenFlow, as depicted in 
Fig. 10.2. They offer a set of control domains which can be used by the network 
operators to define conditions by assigning a suitable packet forwarding actions 
which corresponds to each condition. Even though the proposed solution reduces 
the workload of network configuration and management due to the SDN paradigm, 
the study mainly focuses on the algorithm for translating the policies into a set of 
reconfigurations of the devices. The system is based on event sources that dynami-
cally collect the current state of the devices, which are inputs to the controller for 
forming the policies. The event sources monitor the network state and report the 
changes to the controller, such as bandwidth usage of every end-host device. The 
monitoring is based on the SNMP and OpenFlow for pulling data with p2p 
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Fig. 10.2  Classical SDN architecture
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communication which is difficult to manage especially during an expansion of the 
network, when adding new devices to the network, or during changes to the physical 
network topology which alters IP address modifications.

The strategy presented in [3] for studying the effects of unknown induced delays 
in network architecture suggests the use of concepts such as fault detection and 
isolation (FDI) and fault tolerance control (FTC). The study defines a threshold for 
the expected delay on the basis of the network characteristic and network calculus 
theory. A faulty situation is then generated and compared to the defined threshold in 
order to successfully detect which elements are causing the delays and deals with 
them in a controlled manner. Similarly, [18] proposes the use of power profiles for 
each device on the network to determine their expected energy usage under different 
circumstances. However, the power profiles are considered in special case when the 
real-time energy measurements are not accessible. They suit as a backup figure to 
proceed with the FDI’s calculations to determine a faulty situation and produce 
energy-efficient policies for the network.

The study by [5] proposes models that give a global overview of the impact that 
the network and the ICT equipment is having on the environment, developing the 
following equation:

	 E E E E= + +m u d 	

	
E Pu t dt E

t

end

m

of lifecycle

d+ ( ) +
=
ò
0 	

(10.1)

where Em is the energy required for manufacturing and transportation of the equip-
ment, Eu is a factor related to the energy consumed during the usage of the equip-
ment, and the energy required to dismantle the equipment is Ed. For the second part 
of (1), Pu is related to the power consumption by the network architecture during its 
use phase.

Two strategic approaches exist for modeling the energy consumed during the 
usage phase of the devices. The first involves a high-level modeling [7] of the whole 
architecture, and the second approach is more precise, meaning that it provides 
power models for each of the devices part of the network. A high-level model has 
less interactions with the devices and therefore fails to give accurate estimations on 
how much energy a network architecture consumes at a particular point of time. On 
the other hand, the use of energy consumption models developed for a particular 
device would require constant p2p interactions and cause certain amount of addi-
tional traffic in the network. However, by giving a more precise figure on the 
expected behavior of the devices, the system would be more responsive to minor 
changes, faults, and anomalies, which is the purpose of the experiments part of this 
paper. Therefore, the power models for switch [10, 17], router [4], PC [2], and 
access point [6] are added to the power model registry, as shown in Fig.  10.5, 
explained in the next sections.
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10.3  �Objective

The goal is to develop sustainable software application suitable for network moni-
toring systems, which operates only with the retrieved energy consumption data 
from the ICT devices part of the network infrastructure. The developed application 
communicates with the power grid illustrated in Fig. 10.3 and, by following the FDI 
approach shown in Fig. 10.1, is able to detect different states that are occurring on 
the ICT devices. The network of the power grid includes the Raritan power distribu-
tion unit (PDU), which provides the real-time measures for the energy consumption 
through SNMP periodic pulling. With this, the PDU grid forms the power monitor-
ing process. The detection of the states is achieved by the developed application, 
which analyzes the retrieved raw power data to distinguish possible faulty situations 
and anomalies in the usage phase of the ICT devices. The output of the application 
or the detected new state suits as an input parameter to the SDN controller. This 
means that the developed application is envisioned to replace the classical event 
sources, part of Fig. 10.2, which are using point-to-point communication to report 
for changes in the state of the devices. To achieve this, the developed software 
requires two information to be considered: (i) power data from real-time measure-
ment procedure and (ii) values for the expected power consumption of each device 
extracted from the power models.

	(i)	 The process of real-time measurement requires probes and standardized proto-
cols to access the needed metrics which are altogether coupled in a monitoring 
system. In practice, Raritan power distribution unit (PDU) is the monitored 
equipment which has a predefined energy management information base (MIB) 
as a hierarchical structure with properties that is pulled out periodically. The 
monitoring system itself is then able to collect, analyze and modify the infor-
mation stored in the MIB through SNMP. It is important to note that the PDU 
in this case acts as a separate network from the existing network architecture. 
This means that the monitoring process has a separate channel to the PDU and 
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the packets does not cross the existing network architecture, which releases the 
burden on the network.

	(ii)	 From the other side, as discussed in the section II, the selected power models 
represent the expected behavior of the equipment. Therefore, currently there is 
an open field to combine the real-time measures, which are translated to the real 
behavior of a device, with the developed models. A deviation between the mod-
els and the monitored power data is used to detect anomalies and to anticipate 
fault according to a trend analysis.

The output of the developed system is a continuous detection of changes in the 
network infrastructure, for instance, detecting new device on the network, changes in 
the Spanning Tree Protocol, detection in changing the operating state of a switch port, 
etc. Finally, the objective is the developed monitoring system based on the power grid 
as shown in Fig. 10.3, which will be a replacement for the existing monitoring system 
[12] which does a p2p communication with every device part of the network.

10.3.1  �Building a Knowledge Base

The developed application that incorporates the monitoring system and the power 
models has to form thorough foreknowledge in order to successfully anticipate and 
interpret the readings for the energy consumption. Mostly because the power data is 
just a raw value and does not contain rich information. As suggested by [11], some 
types of computing systems within the enterprise can exhibit large variations on the 
power data even when comparing two instances of the same device model. More 
precisely, two Dell Optiplex 760 PCs were observed to have over 40% discrepancy in 
their average power draw. To remedy this, the application has to augment new ways 
to isolate the problem with the inconsistent energy consumption of the devices, to 
locate the fault or the anomaly, and to classify the problem. One way to deal with this 
is to predict the fault that may occur during the usage of the equipment. It is important 
to test the responsiveness of the application by generating different faults and mis-
configurations that may occur during a typical workday in an enterprise network. 
Thus, closely observe the figures for energy consumption and build a knowledge 
base. A system with such knowledge comprised with smart algorithms is capable of 
analyzing the deviations and benchmark the faulty situations. From there a pattern 
could emerge to later detect the problem of aberrant values regarding the energy con-
sumption of the devices during the real-life usage phase of the equipment.

List 1 represents the states which are chosen as most common during a typical 
enterprise workday, tested on various heterogeneous combinations of network 
architectures, prior to building the knowledge base. To identify where the faults are 
applied, a classification based on the objective is depicted in Fig. 10.4.

List 1:  States to be detected on the network

Testing the operational vs. the sleeping mode on the devices such as switches, rout-
ers, access points, LCD monitors, PCs, and laptop computers
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Turning off/on a switch port
Performing link adaptation on the switch’s ports
Evaluating the effect on energy-efficient Ethernet (EEE) and Cisco EnergyWise
Testing a Spanning Tree Protocol (STP) reevaluation on the network

One possible case study of network architecture is depicted in Fig. 10.5, where 
the generated faults are represented as the Y input parameter. At disposal for the 

Fig. 10.4  The classification of the faults
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experiments, there were eight Cisco switches from the series 2960 and 3560, eight 
Cisco 1941 Routers, ten Dell Precision T1700 stations, two HP Pavilion laptops, six 
Raritan PX2 PDUs, and two Raritan PX3 PDUs.

10.3.2  �The Logic Behind the Monitoring System

The states illustrated in Fig. 10.6 represent the logic throughout the execution process. 
Having developed a standalone application able to monitor the energy consumption as 
a first state allows further analysis process on the retrieved and stored data. The analy-
sis engine as a second state is tightly coupled with the learning model of the system by 
developed smart algorithms which are able to detect and identify the changes in the 
power data. Big part of the analysis process plays the inclusion of the power models, 
discussed in the related work, which are defining the power profiles of the devices and 
are calculating their expected behavior. The output of the models is then validated with 
the retrieved real-time measurements for possible deviations. Raritan PDU offers the 
possibility to monitor its overall consumption as well as the individual power con-
sumption per socket. This means that if a deviation is detected in the comparison pro-
cess of the overall consumption, the analysis engine will further seek for the device 
causing the energy disparity. A recent history of energy consumption is retrieved from 
a database for the detected device, and the results are logically passed to the third state, 
where they are further dismantled toward understanding and interpreting the power 
data values. The emphasis of the third state, the learning process, is given to the simu-
lation of the faults that are most frequent during the regular usage phase of the ICT 
equipment. The established knowledge base is used as a baseline on which the learning 
model is constructed. This means that series of experiments have to be conducted for 
a range of different network states and faults in the interest of acquiring the desired 
foreknowledge to benchmark the anticipated states. The benchmarking process is also 
the key concept for the isolation part as a last state of the logic depicted in Fig. 10.6.

Fig. 10.6  The experiment’s logic
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Ever since the commencement period of the learning process, the system is 
constantly updating its knowledge base depending on the behavior of the devices, 
and by following the figures for the energy consumption, it is able to discern the 
aberrant states of the devices. For instance, a possible overloading on the devices, 
detecting sleep/hibernate states, physical or logical changes in the configuration of 
the devices, etc. To have seamless operations and accurate output, the learning pro-
cess also needs to update the static values in the power models based on the detected 
new state of a particular device. Namely, as seen in Fig. 10.1, the equations in the 
power models depend on static parameters from the network planification, which 
are gathered during one-time measurement. This means that the learning model has 
to recompute the input parameters in the power models after a detection of a new 
network state. For instance, the equation in the power model of a switch has to be 
updated with a new value if a switch port transitioned from offline to online state 
and vice versa. The outcome of the learning process regarding the benchmarking 
part concludes the fourth state of the logic behind the experiment, the engine for 
power management. An accurate benchmarking provides the possibility to identify 
the changes that occurred on the network infrastructure and suggests a recuperation 
or a reconfiguration of the network.

10.4  �System Description

This section provides more technical explanation of the developed application. The 
architecture of the system has been previously described in [15].

10.4.1  �Implementation

The application, which includes the power models and the monitoring module, is 
implemented in Java language using the SNMP library and MySql database. The 
energy monitoring task is developed in a multi-threaded fashion to periodically pull 
the energy values from the Raritan PDU, by importing Java libraries for SNMP to 
access the functions for requesting the right Raritan’s MiB OIDs. There is an ability to 
optimize the frequency of the probes sent to the Raritan PDU throughout a developed 
GUI; thus the accuracy of the measures is practically defined by the operator. During 
the test phase of the application, probes were requested every second, and the responses 
are stored locally with the interest to enable further analysis on the data. The response 
from each probe is a group of values in the following format: I(A) – Electric current 
significant with 10–3 amps (A) base; V(V) – Voltage; PF – Power factor. To get the cur-
rent energy consumption (W), the following equation has to be performed:

	
W I V PF= ´ ´( ) ( )A V 	

(10.2)
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Moreover, the probe response does not only contain data for the total energy 
consumed by the whole PDU, but also it reports the consumption of each socket 
individually. This means that the application with additional analysis can success-
fully build its own schemas and detect what kind of device is connected to a certain 
socket. Giving this ability, the process flow can successfully discover which device 
specifically is not consuming the energy as it is expected. Algorithm 1 describes the 
process flow of the application.

Algorithm 1:  The process flow

	 input: PM, the power models; PR, the probe response
	 output: Ffault, detected fault, Iisolation, isolating the fault
	 R is the Raritan PDU
	 E denotes the attached equipment
	 KB represents the knowledge base in a form of database

	 foreach X in PR do
	 Wtotal ← X(I(A)) * X(V) * X(PF)
	 Store(Wtotal)
	 if Wtotal > PMtotal then
	 foreach E in R do
	 Windividual ← E(I(A)) * E(V) * E(PF)
	 Store(Windividual)
	 if Windividual > PMindividual then
	 Ffault ← Detection(E, KB, History(Windividual)
	 Iisolation ← Isolation(Ffault)
	 Store(Ffault, Iisolation)
	 return Ffault, Iisolation

The support of power models (PM) in the application creates the premises to set 
the expected threshold regarding the energy spent by each detected device. The 
discussed power models are represented with static parameters gathered by one-
time measurement at the initialization phase of the application or when a new device 
is plugged to the PDU socket.

Having real-time availability probes enables the application to perform parallel 
comparison on the retrieved data for individual sockets and, as a whole, with the 
data provided by the power models. In case of aberrant values, the application tries 
to locate the device with the unexpected behavior, load the latest stored power data 
history of the device, and perform analysis for fault detection. The FDI concept is 
based on calculations directed by the predefined fault foreknowledge, achieved by 
the experiments for generating the faults in order to benchmark the consumption 
that a particular occurring state is causing. The knowledge base (KB) is also inte-
grated in the algorithm in a form of a database.

The Detection() function is the core of the algorithm due to the fact that it cou-
ples the analysis and the learning process, described in the previous section. 
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It  begins by locating the device that is observed to have disparity in the energy 
consumption. Also, a recent history of the spotted device is passed to the function, 
which includes two separate components. First is the recent energy consumption 
history of the device, and second is the recent history of the noted running states and 
configuration of the device. This process maps the previous running configuration 
and understands the current states of the devices that might be causing the energy 
disparity. Moreover, the knowledge base is as well loaded which can interpret the 
difference in the expected and the real energy measures into a new network state. 
The function combines the abovementioned parameters and the calculations result 
with detection of the changed state. For instance, a switch is detected to have pow-
ered off a port, changed the link speed, or perhaps reevaluated the STP.

The Isolation() function as an input parameter receives the detected new state 
and performs further analyses to examine the implications, especially on the 
energy consumption. The analysis determines the actions that have to be taken 
upon detection of new state. For instance, if a switch port is detected to transition 
from online to offline mode, this function recomputes the input parameters of the 
static power models to make them having accurate calculations of the expected 
energy consumption of the switch. This means that the examination of the implica-
tions results with discovery whether the detected new state is a misconfiguration 
of the network, a faulty situation, or just changes in the network state that have to 
be noted. As an output, the Isolation() function updates the database of the spotted 
device recent history and the knowledge base and reports to the network operator 
for the changes.

The first version of the GUI is shown in Fig. 10.7. The network operator is able 
to see live chart of the energy consumption of the whole network, as well as select 
specific PDU and monitor the consumption. Based on the detected states, the net-
work operator could map the running configuration of the whole network, as well as 
separately for each PDU. When a specific PDU is selected, the operator could moni-
tor the individual sockets, see the detected device, and read the changes in the state. 
There is a possibility to download a report with a complete history of the changes 
on the network. The obtained results are discussed in the next section.

Fig. 10.7  Developed GUI
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10.5  �Results and Discussion

This section refers to the List 1, presenting the obtained results during the test phase 
of the developed application. Each of the experiments was tested on different net-
work architectures and monitored for 10 min continuously, as well as under differ-
ent amount of load generated to flow through the network.

	 (i)	 The possibility to automatically detect the working hours of an enterprise 
allows the application dynamically to report on the equipment that was left in 
an operational state. For instance, if a wireless access point is observed to con-
sume constant level of energy during non-working hours, the application will 
indicate that the device is powered, but does not transmit any data, meaning 
that it should transition into a sleep mode. The cost of powering the hardware 
components of each device dominates the overall power profile, and therefore 
the opportunity for energy savings is the highest. The difference in the energy 
consumption between the operational and the sleeping mode is illustrated in 
Fig. 10.8. Typically, there is a burst of energy consumption when a device goes 
to operational state, either from sleep/hibernate or offline mode. Those values 
are also used to benchmark the current state of the device.

	(ii)	 Managing the active ports on a switch is one important and exquisite objective 
because it is the only way of providing network accessibility. Therefore, to 
have an overview on the status of the ports at one point of the time by observ-
ing the switch’s values for the energy consumption is a delicate task. Mainly 
because of the introduction of EEE as a set of enhancements able to dynami-
cally put a single link temporarily to sleep when not in use. The difference in 

Fig. 10.8  Obtained results – experiment (i)
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the power consumption after a transition from active to inactive switch port is 
observed to be from 0.3 to 0.4 W, as illustrated in Fig. 10.9. This result allows 
the developed application to benchmark the state and have detailed matrix of 
the port statuses of each switch. Having this feature allows issuing reports for 
possible unnecessarily active ports, but also is part of the analysis for a possi-
ble misconfiguration of the network.

	(iii)	 The utilization of the Ethernet links is, on average, extremely low [9]. This 
suggests that there is an ample opportunity for energy savings by operating 
Ethernet links at a low data rate for most of the time with no perceivable per-
formance impact to the user. To keep track of each switch’s port assigned 
speed, by following the energy consumption, means an opportunity for adjust-
ments according to the needs. But it also helps the application to correlate the 
assigned link speed with the congestion, or the load on the switch, which is as 
well affecting the overall power consumption. During the observations, there is 
no notable change in the consumption when comparing 10 Mb/s to 100 Mb/s 
speed link, but the difference when making a transition from 1Gb/s to 100 Mb/s 
is from 0.2 to 0.4 W per port. Thus, the developed application by benchmark-
ing this value is forming a schema of each port link speed that is assigned. The 
outcome is a suggestion when to reduce the speed of a link when a low utiliza-
tion is perceived.

	(iv)	 Energy-efficient Ethernet is not yet a feature supported by many network 
devices currently on the market; however it is important to observe its impact 
on the energy consumption. During an idle period of a switch with no traffic 
flowing through the ports, EEE will put all of the active ports in the low power 
idle (LPI) state and therefore achieve the same result as the second (ii) experi-
ment of 0.3–0.4 W savings per port. Hence, the developed application has to be 
aware of the possibilities of EEE to dynamically, for a temporary time, put a 
port to idle mode.
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	(v)	 Spanning Tree Protocol (STP) is commonly used Layer 2 protocol that runs on 
switches and bridges, with purpose to ensure that there are no loops created on 
redundant paths in the network. By default STP dynamically manages the 
elimination of the loops with the process of electing a tree based on priorities 
with a particular switch as a root. This means that there is a possibility of a 
network reconfiguration without the assistance of the operator, which could 
lead to additional power demands if it is not well managed. STP, enabled 
between the switches in Fig. 10.6, does not save any energy with its ability to 
block certain port in order to discard the loops in the network. Namely, a port 
in a blocking state is consuming the same amount of 0.4 W as the other active 
ports. The only noticeable difference is the spike of energy consumption when 
STP is trying to reevaluate the tree. Namely, during a physical or a logical 
generated error, STP will elect a new root and construct the new tree, thus will 
add up to 1  W for few seconds to the overall consumption of the switch, 
depending on the architecture. This burst of energy, also shown in Fig. 10.9, is 
used to benchmark a change in the STP, with the interest of reporting it for 
possible misconfiguration of the network.

10.6  �Conclusion and Future Work

This paper presents the achieved results from evaluating the proposed novel exten-
sion for energy-efficient network management application emulated in a heteroge-
neous network environment. The results show that a reliable application can be 
designed to monitor the changes in the state of the devices with minor impact on the 
network regarding the traffic. The proposed monitoring process is designated as a 
replacement for the existing p2p pulling process, part of the SDN typical systems. 
The SDN controller, and thus the network operator, has the ability to receive reports 
for the changed state of the network in an energy-efficient way by following the 
energy consumption of the network infrastructure. The approach of monitoring the 
power consumption directly from the PDU, instead of p2p communication with 
every device, brings own complexity as the network grows. For instance, in a sce-
nario of multiple faults happening simultaneously, the FDI concept presented in 
this paper is able to cope with the occurring situation. This is achieved by the pos-
sibility of following each PDU’s socket individually from a centralized application. 
The support for real-time availability calculation enables the operator to take 
service-centric decisions, rather than network centric as proposed currently in the 
literature.

As future work, we envision a deployment of the proposed application as part of 
a SDN controller. Moreover, the application should be scalable in terms of network 
size and adapt to any SDN software controller developed on different programming 
language, with diverse libraries. The anticipation is also to include other common 
network anomalies and to follow their impact on the energy consumption, for 
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instance the packet loss rate and highly congested networks, which could possibly 
trigger a use of other techniques in order to gather all the necessary information for 
the analysis process, rather than just monitoring the energy values.
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Chapter 11
Reducing Energy Consumption of Network 
Infrastructure Using Spectral Approach

Khan Mohammad Habibullah, Eric Rondeau, and Jean-Philippe Georges

11.1  �Introduction

We are now living in the age of information and communication technology and the 
energy consumption, and carbon emission by computing and communications 
equipment is increasing rapidly. Mingay [24] stated that, at present, ICT is respon-
sible for about 2% of global carbon emissions which is similar to the aviation indus-
try. The enhancement of energy consumption has large negative economic and 
environmental impact. In recent years, we are struggling with climate change, and 
in coming years it is the greatest challenge to tackle it. For that reason, energy con-
sumption reduction is very important because it is directly related to greenhouse gas 
emission which is responsible for climate change. Recent research [30] suggests 
that 15–30% volume of emission needs to be decreased in order to keep the global 
temperature increase below 2 °C.

The growth of Internet users has been astonishing over the last few years. From 
1990 to 2010, the number of Internet users increased from 3 million to 2 billion, and 
by mid-2012, the user number had increased to 2.73 billion already. Regional 
growth rates between 2000 and 2012 have been exceeding 3600% in Africa and 
2600% in the Middle East. As a result, the electricity demand of ICT is growing at 
much faster than overall electricity demand. Network-enabled device electricity 
demand is growing at a rate of 6% per year, and total ICT energy demand reached 
1560 TWh in 2013 [17]. Because of this continuous growth of Internet users, the 
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spreading of broadband access, and the increasing number of online services being 
offered by telecoms and Internet service providers, the energy efficiency issue has 
also become one of the highest priority objectives for wired networks and service 
infrastructures. These continuously rising trends in network energy consumption 
depend on new services being offered, as well as on data traffic volume increase 
[25]. According to Zhang et al. [38], data traffic is increasing rapidly which follows 
Moore’s law, by doubling every 18 months.

In recent years, some efficient steps have been taken to reduce the energy con-
sumption of network infrastructure. This paper is a contribution to this mitigation in 
focusing only to reduce the energy consumption of network switches in a local area 
network (LAN). Mahadevan et  al. [22] stated that a network switch consumes 
energy during its manufacturing phase, usage phase, and dismantling phase with the 
highest amount of energy consumed by network switch during usage phase.

The concern of this research work is only during the usage phase. The objective 
is to reduce the energy consumption that simple network architecture builds up with 
Ethernet switches and end devices. It is described in [17] that up to 80% of energy 
consumption is used for some devices just to maintain the network connection and 
more than 600 TWh of electricity was consumed on 2013 by such devices. It is pos-
sible to reduce up to 65% of energy consumption of such devices using the best 
available technologies and strategies. Hossain et al. [16] and Gunaratne et al. [14] 
found bandwidth and number of connection are mostly responsible for energy con-
sumption of Ethernet switch in usage phase. Krommenacker et al. [19] and Rondeau 
et al. [27] showed proper network architecture designs, and cabling plan using clus-
tering approach increases the efficiency of the network. An efficient network design 
reduces traffic propagation delay, jitter, and packet loss which also reduces energy 
consumption. Therefore, in this paper, optimization, reorganization, and clustering 
approach of network architecture have been proposed by analyzing bandwidth and 
the traffic load in point-to-point communication. The feasibility to hibernate or 
switch off devices which only remain alive to maintain network connection was also 
investigated, with the objective of reducing energy consumption.

The experiment was done with cisco switches, and strategies have been applied 
to optimize and reorganize the network topology. In the experiment, the power con-
sumption was used to measure energy usage of network architecture. In the first 
phase of experiment, we designed network topology which consists of connected 
Ethernet switches which support energywise and desktop computers that were con-
nected to each switch. Then we measured the power consumption of all switches 
using different bandwidth with same traffic load according to traffic matrix. In the 
second phase, we reorganized and optimized our network architecture using cluster-
ing method based on spectral approach, with the objective to reorganize network 
cabling in order to be able to sleep or hibernate unused components of network 
infrastructures for a certain amount of time during low-traffic periods.

Hibernation mode decreases a large amount of power consumption compared to 
the operation mode of an Ethernet switch, and switched off mode does not consume 
any power. In the third phase, we investigated the feasibility of putting various com-
ponents connected with Ethernet switches or the switch itself to sleep or hibernate 
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in considering the changes of communication activities. After applying the spectral 
approach to different cases of communication with the same network topology, it 
was possible to hibernate or switch off the network switch which saved a significant 
amount of energy.

11.2  �Related Work

Numerous studies have explored both in the wired and wireless network to analyze 
the energy consumption pattern of network devices and to reduce energy consump-
tion using different strategies.

11.2.1  �Related Work in Network Energy Consumption 
Evaluation

Christensen et al. [8] have studied the life-cycle energy use of network devices and 
explained how network devices can impact on environment pollution. The life-cycle 
energy use of network devices has been studied by Nordman [26], but mostly in the 
context of home and office environments. Rivoire et al. [34] explained from a device 
manufacturer’s point of view that network devices such as routers and switches are 
power proportional which means they consume energy proportional to their usage. 
Gupta et al. [15] showed how different parameters affect the energy consumption of 
network switch. After that, they defined a model which shows the relationship 
between parameters related to the Ethernet switch and energy consumption. 
Fithritama et al. [13] proposed a method based on fuzzy logic to identify the rela-
tionships between network parameters and their effect on power consumption when 
deploying new network equipment. Their proposed method is also applicable to 
control the desired level of energy consumption by tuning the network parameters. 
In the research by Reviriego et al. [33], the energy consumption of small Energy-
Efficient Ethernet (EEE) switches is analyzed in several experiments. Based on the 
experiment result, the authors proposed a model for the energy consumption of 
Energy-Efficient Ethernet switch.

11.2.2  �Related Work in Network Energy Consumption 
Optimization

Gupta et al. [15] explored the feasibility of power management schemes at network 
switches in the LAN. They examined the possibility to put various components on 
LAN switches to sleep for reducing energy consumption. Experiments to evaluate 
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energy management studies for network switches were performed by Mahadevan 
et al. [22]. The authors found energy usage in the operational stage is dominating, 
and they parametrically examine various energy management techniques to reduce 
the operational energy footprint of network switches. Nedevschi et  al. [25] pre-
sented the design and evaluation of two forms of power management schemes to 
reduce the energy consumption of network. They have shown that simple schemes 
for sleeping or rate adaptation have significant energy savings without noticeably 
increased packet loss and latency.

11.2.3  �Related Work Based on Clustering Approach

Consideration of information flows is very important to design network architec-
ture. The objective of network designer is to confine the strong cooperation and 
communication with subnetwork to avoid flooding and overloading the whole net-
work. In order to minimize overloading, intragroup communication should be maxi-
mum and intergroup communication should be minimum. To achieve this network 
scalability objective, clustering method has been widely pursued by the research 
community. In this research work, clustering algorithm has been used to reduce 
communication and isolate groups for hibernating or switched off part of the 
network.

Many clustering algorithms have been proposed [1–5, 7, 20, 23] to fulfill various 
objectives based on wireless sensor network, but none of these algorithms aim to 
minimize energy consumption in network architecture. Most of these algorithms are 
heuristic in nature, and the criteria for cluster selection and node grouping are intra- 
and intercluster connectivity if the application is sensitive to data latency and the 
length of data routing paths. The objective of these algorithms is to generate the 
minimum number of clusters. White and Smyth [37] proposed the spectral algo-
rithm to find communities in a graph and showed that spectral algorithm is effective 
and efficient at finding both good clustering and the appropriate number of clusters 
from a variety of real-world graph data sets. They observed spectral algorithm is 
faster for large sparse graphs. Von Luxburg [36] introduced and presented the most 
common spectral algorithm from scratch by different approaches. He also discussed 
the advantages and disadvantages of different spectral clustering algorithms, differ-
ent graph Laplacians, and their basic properties. Krommenacker et al. [19] defined 
some criteria to reorganize the network architecture and explored algorithms, espe-
cially the spectral algorithm to define cabling plan of switched network for real-time 
applications. The spectral algorithm to design the cabling plan for industrial Ethernet 
architecture has been used by Rondeau et al. [27], which can reduce handling delays 
of messages inside the time cycle of applications.
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11.3  �System Architecture and Criteria to Reorganize 
Network Switches

This section describes the general network architecture that has been used in the 
research and the criteria to reorganize and design efficient architecture for switched 
Ethernet networks. Figure 11.1 shows the network architecture and the cabling plan 
used during the experiment. Three Cisco Ethernet Switch 2960-X (S1, S2, and S3) 
were used during the experiment, and three desktop personal computers (PCs) were 
connected to each switch.

In the section below, we have described the criteria to reorganize network 
switches in different actions.

11.3.1  �Action 1

It illustrates that if PC 1 has frequent communication with large data size with PC 
7, then it is better to connect either PC 1 in S3 or PC 7 in S1. Thus, it is very impor-
tant to consider information flows during designing a network. In this case, the goal 
is to maintain communication among devices by avoiding overloading the whole 
network which will increase network efficiency and reduce energy consumption.

11.3.2  �Action 2

The objective of action 2 is to gather the PCs strongly communicating among them, 
with the idea to group PCs without communication in other clusters in order to be 
able to hibernate or switch off these clusters.

11.3.3  �Action 3

If the capacity of each port of all switches is 1 Gbps and total traffic load for the 
communication between S1 and S2 or S2 and S3 is more than 1Gbps, then more 
than one trunk port needs to be connected to support the communication. In this 

S1

PC 1 PC 2 PC 3

S3

PC 7 PC 8 PC 9

S2

PC 4 PC 5 PC 6

Fig. 11.1  Cabling plan and network architecture

11  Reducing Energy Consumption of Network Infrastructure Using Spectral Approach



240

situation, if inter-switch communication can be reduced, it is possible to eliminate 
redundant trunk between two switches. Thus, reducing the traffic between switches 
allows reducing bandwidth and, as a result, reduction of energy consumption.

Therefore, in general, the criteria to reorganize the communication among switches 
are to minimize intergroup dialogues in order to maximize the intragroup exchanges 
or to create groups without communication. Some other criteria should also take into 
account such as the number of ports and capacity of each port with the objective to 
use the smaller number of switches with a higher number of connected ports.

11.4  �Methodology

The spectral algorithm is used to cluster the end device according to the usage of 
switch ports and to ensure the minimal interaction between two clusters. As an ini-
tial step of the approach, a graph Gd has been introduced and translated that into 
traffic matrix according to the communication among end devices.

This section describes clustering method based on the spectral approach which 
has been used to reorganize and optimize network topology.

11.4.1  �Spectral Approach

The spectral algorithm is one of the most successful heuristics for partitioning 
graphs and matrices. This approach is used to solve scientific numerical problems 
such as solving parse linear systems explained by Pothen et al. [31], partitioning for 
domain decomposition [6], Ethernet architecture segmentation [27], and so on. In 
this research, spectral approach has been used to:

•	 Adjust the size of the clusters in regard to the capacity of the switches in terms 
of port number.

•	 Reorganize and minimize the cabling of the switch by breaking graphs into 
subgraphs.

•	 Investigate the feasibility of putting unused switches to hibernate or switched off 
according to usage.

Given an undirected weighted graph G = (V, E), where G is a division of its verti-
ces v into two disjoint subsets, V1 and V2. Let E(V1,V2) is the set of edges (links for 
communication) eij with one endpoint in V1and other in V2. The cut size of the parti-
tion is the sum of the edge weights of E:

	

c w eij
eij E

= ( )
Î
å
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where vi ∈ V1 and vj ∈ V2.
Here the objective is to find a disjoint subset of V , P = {vi} which minimizes c .
The adjacency matrix A(Gd) of the graph G is n × n matrix where (ij)th entry is 

the weight of edge eij : wij and 0 otherwise. For adjacency matrix, the diagonal entries 
are always 0.

As the spectral algorithm considers only undirected graph, thus it needs to work 
with

	
A G A G A G

t( ) = ( ) + ( )d d 	

11.4.2  �Algorithm Description

Let D (G) is an undirected graph converted into n × n diagonal matrix such as

	

d w eijii
j

= ( )å
	

The Laplacian matrix L(G)of the graph G is L(G) = D(G) − A(G).
According to [9–12], a good cut size is the second smallest eigenvalue λ2 and its 

associated eigenvector u = (u1, u2 ,  …  …  …  …  …  … …un ) (Fiedler vector).
Now, sorting the vertices on the incremental way according to the values of the 

components of Fiedler vector gives the reorganization of the vertices.
The objective of the partitioning is to use exactly d devices (in this case network 

switches) and to minimize the communication through the switches if there are two 
levels of switches. A splitting value s should be found for spectral partitioning 
which divides the vertices of G into V1 such that ui > s and V2 such that ui < s, and that 
is called a Fiedler cut. The choices for the splitting values s are:

•	 Bisection cut, where s is the median of (u1, u2 ,  …  …  …  …  …  … …un )
•	 Sign cut, where s is equal to 0
•	 Ratio cut, where s is the value that gives the best cut ratio denoted ∅with ∅ (V1, 

V2) = |E(V1, V2)|/ min(| V1| , | V2| )
•	 Gap cut, where s is the value in the largest gap in the sorted list of the Fielder 

vector components

To partition a graph into the power of two numbers of groups, recursive spec-
tral bisection (RSB) algorithm explained by Simon [35] is applied. In this paper, 
optimized recursive bisection algorithm has been used for partitioning the 
graph.
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11.4.3  �Optimized Recursive Spectral Bisection Algorithm (RSB 
in [d/2])

Simon [35] proposed improvement on RSB algorithm for designing a switched 
Ethernet network cabling plan as follows:

	1.	 Compute the Fiedler vector for the graph.
	2.	 Sort the vertices according to the values of the components of the Fielder 

vector.
	3.	 Calculate d for the group to be partitioned.
	4.	 Assign n[d/2] first vertices to one subgroup and the others to the second one.

Cut of value (n[d/2]) = number of ports * [number of devices/2].
	5.	 Apply steps 1–4 recursively to each subgroup until the size of each subgroup 

becomes≤n.

11.5  �Research Method and Experiment Details

11.5.1  �Parameter Selection

Parameter selection is one of the most important issues for power management of 
Ethernet switch. Bandwidth and the number of connections are mostly responsible 
for energy consumption of Ethernet switch [16], and the packet size has no impact 
on energy consumption of the switch [21]. So in our experiment bandwidth, the traf-
fic load on each switch port and traffic matrix according to the communication 
among end devices were used as the input parameter, and power consumption of 
switch was measured as the output parameter. Though traffic load has very little 
impact on energy usage, but it represents the service that the network must offer 
(QoS). In the experiment, traffic load was used to maintain the frequency of com-
munication among the end devices and to draw traffic matrix depending on that 
communication.

11.5.2  �Detailed Experiment

The experiment was done according to Fig. 11.1. Powerspy2 sensor was used to 
measure the total energy consumption of three switches which can send real-time 
energy consumption data via Bluetooth [16, 32]. Ostinato traffic generator was used 
to generate traffic into the switch ports [29]. Three sets of experiment were done and 
each set contains two experiments. During each set of experiment, for all switch 
ports, the same bandwidth was used which were 100 Mbps and 1 Gbps. Depending 
on the traffic load and frequency of communication, we have designed 9 × 9 traffic 
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matrix and measured energy consumption of the network topology. According to 
the frequency of communication among end devices, two types of traffic loads have 
been used which are defined as large transmission and small transmission which are 
shown in traffic matrix as “10” and “1” in., respectively. More information about 
traffic loads and frequency of communication is shown in Table 11.1. Each experi-
ment was run and monitored for 15 min.

11.6  �Results and Discussions

This section presents the obtained result during the test phase. In traffic matrix, the 
red-marked PCs are connected with S1, blue-marked PCs are connected with S2, 
and green-marked PCs are connected with S3.

11.6.1  �Case Study

For conducting the experiment, communication among the end devices during day-
time or working hours and nighttime or nonworking hours was considered. The 
working hour was defined as T1 = 16  h and the nonworking hour was defined 
as T2 = 8 h. The communication among the end devices is more than nonworking 
hours which have been shown by traffic matrix1 and matrix2 accordingly in 
Fig. 11.2. Both of the matrices in Fig. 11.2 are unoptimized.

The architecture is composed of nine PCs connected to three Ethernet switches 
(respectively S1, S2, and S3) with the capacity of five ports each switch as explained 
in Fig. 11.1. Figure 11.2 shows that PCs in red (1, 2, and 3) are connected to switch 
S1, PCs in blue (4, 5, and 6) to switch S2, and PCs in green (7, 8, and 9) to switch S3.

In this case, most of the frequent communications are intra-switch communica-
tion, and, in optimized organization, most of the frequent communications are inter-
switch communication among end devices shown in Fig. 11.2. The total amount of 
traffic load is same for both matrices.

The yearly power consumption for Fig. 11.2 can be calculated by the formula 
below:

	
P T P T Ptotal matrix matrix= +( )*1 1 2 2 365

	

Table 11.1  Traffic load and frequency of communication

For large transmission (10) For small transmission (1)

Frame size (byte) 1125 1125
Packet per second 10,000 1000
Total size of transmission  
per second (Mbps)

90 9
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Here Ptotal is the yearly power consumption; T1Pmatrix1 is daily power consumption 
for Matrix 1; and T2Pmatrix2 is daily power consumption for Matrix 2.

Table 11.2 and Table 11.3 show the experimental results of power consumed by 
the network architecture shown in Fig. 11.1 for 100 Mbps and 1 Gbps bandwidth. 
For all measurements, bandwidth for both trunk ports and the ports connected to end 
devices was same, and two trunk ports were connected between each switch to sup-
port communications.

There is no notable change in power consumption for traffic load, but there is a 
noticeable change in power consumption when there is a change in bandwidth. The 
power consumption increases 0.2–0.4 W per port if the link speed is changed from 
100 Mbps to 1 Gbps, respectively. Reducing bandwidth from 1 Gbps to 100 Mbps 
could save yearly 33.3 KWh in the unoptimized organization where five ports in 
each switch were active. Another noticeable observation is an extra trunk link was 
needed in working hours for the unoptimized organization to support communica-
tion and to avoid packet loss for traffic overload between S1 and S2.

For clustering and optimizing the communication and cabling plan for the whole 
day, the weights of Matrix 1 and Matrix 2 have been calculated considering the 
time  T1 and T2, respectively, and the spectral algorithm was implemented on that 
matrix. It has been assumed that Matrix 1 and Matrix 2 are derived from connected 
graph G1 and G2, respectively. The weight of G1 and G2 is defined by C which is 
shown in Fig. 11.3.

Fig. 11.2  Traffic matrix according to the communication among end devices during working and 
nonworking hours

Table 11.2  Power consumption for 100 Mbps bandwidth in the unoptimized organization

Time Working hours (T1) Nonworking hours (T2) Total

Power consumption (KWh/year) 598.6 299.6 898.2

Table 11.3  Power consumption for 1 Gbps bandwidth in the unoptimized organization

Time Working hours (T1) Nonworking hours (T2) Total

Power consumption (KWh/year) 620.8 308.9 929.7
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As the spectral algorithm works with only undirected graph, so A (C) = C + C′ 
has been calculated shown in Fig. 11.3, and from there, Laplacian matrix L(C) has 
been calculated which is shown in Fig. 11.4.

After computing the Fielder vector for the graph C and sorting the vertices 
according to the values of the components of the Fielder vector, sorted vertices 
shown in Fig. 11.5 were obtained.

Here nine end devices are connected to three network switches with the capacity 
of five ports where two ports are connected as trunk. The sorted vertices from 
Fig. 11.5 have been used as end devices. After applying improvement on RSB algo-
rithm [27], the obtained result of Fig. 11.6 partitioned the end devices into three 
parts, and the group of three end devices is connected to each switch.

The optimized adjacency matrix was drawn based on working hours and non-
working hours according to the serialization found in Fig. 11.7.

The power consumption by the optimized solution is measured which is shown 
in Table 11.4.

Table 11.5 shows the yearly total power consumption of optimized solution 
using the spectral algorithm. The result shows that optimized solution consumes 
less energy than unoptimized architecture. It was also possible to reduce extra trunk 
port between S1 and S2 during working hours because spectral algorithm produced 

Fig. 11.3  Combined matrix and undirected adjacency matrix for the communication

Fig. 11.4  Laplacian matrix for graph C
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-0.12275 6

-0.34744 7

0.46906 2

-0.11657 5

-0.33986 9

-0.32144 8
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-0.11378 4

Fig. 11.5  Fiedler values 
and sorted vertices for the 
graph G

3 6 7 2 5 9 8 1 4

3 6 7 2 5 9 8 1 4

2 5 5 8 1 4

Fig. 11.6  Partitioning of 
end devices by using RSB 
in n[d/2]

Fig. 11.7  Optimized Matrix 1 and Matrix 2
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clusters of PCs which have strong communications among those which reduce 
inter-switch communication shown in optimized Matrix 1. After applying spectral 
clustering on end devices and serialization of network switches, it was possible to 
hibernate or switch off two network switches (S1 and S3) during nonworking hours 
because it created two clusters of PCs without communication which are connected 
with S1 and S3.

Table 11.6 shows the power savings after using the spectral algorithm for differ-
ent bandwidth. For 100 Mbps bandwidth, the optimized solution could save a yearly 
minimum of 3.2 KWh when no hibernate or switched off feature activated to maxi-
mum 202.1 KWh with switched off feature activated during nonworking hours. For 
1 Gbps bandwidth, the optimized solution could save 9.0 KWh when no hibernate 
or switched off feature activated to maximum 315.9 KWh for switched off feature 
activated during nonworking hours.

For hibernation or switched off Ethernet switch, it should be considered the qual-
ity of service. The hibernation mode consumes about 20 W and switched off mode 
consumes nothing. For the Cisco switch model 2960-X, it takes 260 s to get ready 
after wake up from hibernation and 290 s from switched off mode. The time differ-
ence to be fully functional from hibernation and switched off mode is 30 s which 
can be critical for few cases. But for normal office works or local area network, it 
doesn’t have that much impact. Frequent on-off can put extra load which can reduce 

Table 11.4  Power consumption for working hour and nonworking hours for optimized solution

Power consumption at working hours (T1) by optimized organization
Bandwidth 100 Mbps 1 Gbps

Energy consumption (KWh/year) 596.3 613.8

Power consumption at nonworking hours (T2) by optimized organization (KWh/year)
Bandwidth With trafic Hibernate Switched off
100 Mbps 298.7 218.1 99.9

1 Gbps 306.9 219.6 100.7

Table 11.5  Total yearly power consumption for the optimized solution for different bandwidth

Power consumption for 100 Mbps 
bandwidth (KWh/year)

Power consumption for 1 Gbps 
bandwidth (KWh/year)

Always active 895.0 920.7
With hibernation 814.4 833.4
With switched off 596.1 613.8

Table 11.6  Power saving by using optimized solution

Power saving for 100 Mbps 
bandwidth (KWh/year)

Power saving for 1 Gbps bandwidth 
(KWh/year)

Always active 3.2 9.0
With hibernation 83.8 96.3
With switched off 202.1 315.9
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lifetime, and some devices are vulnerable to this situation. On the other hand, always 
keeping on a device can also reduce lifetime; therefore, switched off can be a good 
choice too. Hibernation and wake-up time can be scheduled by command line which 
is not possible for switched off mode, but by using rack power distribution units 
(PDUs), it is also possible to switch off and on automatically. Therefore, the choice 
of hibernation or switched off Ethernet switch can be according to the necessity of 
the user.

The spectral approach is also applicable for optimizing bigger network architec-
ture. So by using clustering method based on spectral approach, it is possible to save 
a large amount of energy according to traffic loads and pattern for the bigger picture 
and more complex architecture. The Ethernet switch is only a part of network archi-
tecture, and to put efficient and greater impact, other network components like 
router, Wi-Fi hotspot, etc. should be considered. It is also possible to apply the 
spectral algorithm for clustering those devices according to traffic and optimize the 
whole architecture. Moreover, the experiment was done with one type of Ethernet 
switch, so the result may vary for different type of switches. Rondeau et al. [28] 
mentioned the correlation between the power consumption and carbon emission. 
Therefore, by optimizing network architecture using the spectral algorithm, it is 
also possible to reduce carbon footprint caused by network equipment. As a big 
picture, with proper design and development of network architecture, it is possible 
to reduce and control global energy usage and carbon footprint caused by network 
devices.

11.7  �Conclusion

The enhancement of energy consumption by network infrastructures has large nega-
tive impact on sustainability which should be controlled. This paper presents a novel 
way of energy-efficient network design and management system by using the clus-
tering approach based on spectral algorithm to reduce energy consumption of net-
work infrastructure. By using this approach, it is possible to hibernate or switch off 
part of network during low-traffic hours in order to save energy. Experimental result 
shows that significant amount of energy can be saved by reorganizing the network 
switches and clustering the end devices using the spectral algorithm. For future 
work, this approach can be applied to the bigger network architecture and big enter-
prise which has the potential to save a large amount of energy usage. Similar experi-
ments can be done for other network devices such as routers to reduce more energy 
consumption.
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Chapter 12
Virtual Vulnerability: Safeguarding Children 
in Digital Environments

Emma Bond and Vanessa Rawlings

12.1  �Introduction

While there has been considerable academic, political and economic attention 
given to the development of smart futures, little attention has been paid to the 
impact of smart technologies on childhood. The chapters in this section focus on 
the impact of emerging technologies in society, and our intention here is to consider 
some of the challenges which arise in safeguarding children in digital environ-
ments. Children, previously ignored in sociological analysis, have increasingly 
become the centre of social science attention with the growth of childhood studies 
(see [35]) and framed, arguably often inappropriately, as digital natives [67]. Many 
of these analyses remain, as Holloway and Valentine argued in [31] either ‘cyberto-
pian’ or ‘cybercritical’, yet adopting such polarised standpoints is unhelpful in 
understanding the challenges that smart technologies bring. This chapter sets out to 
consider some of the emerging trends, developments and challenges associated 
with the design and applications of future technologies and smart environments in 
safeguarding children online.

Following on from the Byron Review [10], understanding online risk has 
attracted considerable academic and media attention in the past few years. This 
chapter outlines some of the challenges faced in keeping children safe in digital 
environments and how the rapidly changing landscape of risk complicates the 
development of effective safeguarding strategies. It draws upon the growing body 
of research including the recent Ofcom studies from the UK and the extensive find-
ings of the EU Kids online project across Europe. The EU Kids online project is a 
multinational research network led by Professor Sonia Livingstone and Professor 
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Leslie Haddon, which has provided an extensive and detailed understanding of 
European children’s online opportunities, risks and safety. The project uses several 
methods to map children’s and parents’ experiences of the Internet, to promote an 
informed dialogue with national and European policy stakeholders. Online risk is 
now closely associated with what children are using the Internet for, how they are 
accessing it and what social media, websites and apps they are using. The ever 
changing technical landscape is widely recognised. Children are growing up in a 
world of hyperconnectivity that is very different to adults’ own experiences of 
childhood which has implications for both parents and professionals in keeping 
children safe online.

Children aged 8–11 years use the Internet for entertainment and ‘to have fun’, with 
games dominating the online activities of both girls and boys, played via apps and 
websites that were often discovered via friends or family members [59]. The Ofcom 
[59] study found that choice of what to play tended to be quite spontaneous, influ-
enced mainly by whichever device they had access to at the time. Most recently, 
Ofcom [61] in the UK found that 37% of 3–4 s, 54% of 5–7 s and 73% of 8–11 s 
watched YouTube, with the younger age group consuming traditional ‘TV like’ con-
tent but moving quickly to ‘vloggers, music videos, game tutorials and joke or prank 
videos’. Equally touchscreen technology, which makes devices like tablets and 
phones very easy to use and navigate, enables children to go online from a very young 
age and often with parents having little awareness of what their children are doing and 
seeing online [45]. Notably, more traditional literacy skills are no longer required to 
access the Internet, with online gaming being especially popular even with very 
young children.

The UK Council for Child Internet Safety [78] suggest that while new technolo-
gies inspire children to be creative, communicate and learn, and although the 
Internet is a great resource, it is important that children and young people are pro-
tected from the risks they may encounter. ‘Children’s use of social media is con-
stantly evolving, and that brings both new opportunities and risks’ [61:3]. Recent 
research suggests that the likely ages that children encounter known risks is getting 
younger as more children are online at a younger age, have access to more technol-
ogy and more mobile technologies in the form of tablets and smart phones [8, 60, 
61]. This poses considerable challenges for educators, parents, professionals and 
policy makers as the importance of having an accurate understanding of the risks 
that children face is becoming increasingly apparent. The nature of risks must 
include that they are likely to encounter both currently and in the next few years as 
society moves towards a ‘smart future’.

While this chapter considers risk in relation to children’s interactions online, 
children’s vulnerability and the challenges that currently dominate both policy and 
public discourse, it is important to acknowledge that academic research, policy and 
practice guidelines have shifted away from only emphasising the risks children face 
to also explicitly celebrate the positive opportunities afforded by online environ-
ments, social media and virtual worlds. It is also well established within safeguard-
ing discourses that to deny children access to the Internet and online information 
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has a detrimental effect on their opportunities to socialise, learn and interact, as 
Hope [32:350] observes:

Through the lens of governmentality, the discursive construction of e-kids can be seen as a 
normalising, controlling process. Polarised, undifferentiated simulacrum of children are 
constructed, representing them as either ‘socially naïve’ and ‘at risk’, or potentially ‘dan-
gerous’. In both cases, it can be claimed that the state and its agents have a duty of care to 
intervene as protectors, while curbing the actions of miscreant students. Yet this unsophis-
ticated envisaging of children, which draws upon notions of ‘becoming’, justifies the advo-
cacy of crude, generic controls in e-safety policy, while failing to address what students 
might be losing in terms of their learning experiences.

Any consideration of risk, therefore, needs to be understood in balance with the 
very positive aspects of children engaging with digital worlds.

Children’s safety in connected media is vital, but it needs to be understood in the context of 
the spectrum of their digital rights, for example, in balance with children’s rights of provi-
sion and participation in the Convention on the Rights of the Child. Agency is as crucial to 
positive, effective use of digital media as safety is. Without the agency needed to participate 
and exercise rights, children can neither take advantage of the opportunities digital media 
afford nor develop resiliency when facing risks. They must be encouraged to think critically 
and develop their own language, views, strategies, associations and interests as users of 
connected digital media [76:8].

The relationship between children’s rights to protection and their rights to par-
ticipation online is a complex one [8, 41]. Adopting a more rights-based approach 
to understanding children’s experiences with digital media provides a more bal-
anced view of their everyday encounters and how they can be safeguarded while 
making the most of the opportunities afforded by media technologies and digital 
environments [38].

12.2  �Understanding Risk

Living in a risk society [3] with profound implications for self-identity [25], the 
individualisation of and management of risk has fuelled debates on modernity for 
decades. Both risk and childhood are social, cultural constructions [5, 7, 8] as such, 
they will change across time and space and what is understood as risky may not be 
seen as such to another group, or in another time. Educational, law enforcement, 
policy and media debate has focused primarily on addressing the potential impact of 
online content that may be harmful (Przybylski et al. 2014), yet in order to have an 
accurate understanding of online risk, we need to understand what school age chil-
dren are actually doing online. Phippen’s [64] study with 10- and 11-year-old chil-
dren, for example, found that the vast majority of young people of this age already 
have active online social lives using a number of different technologies and plat-
forms and that gaming plays a major role in many boys’ lives, including online 
multiplayer environments and 18 certificate games. Most young people of this age 
have had to deal with some form of online abuse, and they turn to their peer group 
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for help, while many have received unsolicited contact from strangers, either 
through social networks or mobile technology.

Similarly the Ofcom study [59: 14] concluded:

Strategy game apps tended to have strong appeal with this age group. Games such as Angry 
Birds, Temple Run and Flappy Bird had multiple levels or lives that motivated them to keep 
playing. Multi-game websites such as MiniClip and Friv were also favoured options as they 
contain a large number of ‘mini games’ children can dip into for an instant, short gaming 
session. ‘Virtual world’ gaming websites with a social element were also popular among 
this age group in this research, with brands such as Club Penguin and Moshi Monsters cited 
as appealing, together with Minecraft, the current dominant online building blocks game, 
The ‘craze’ popularity of these games meant that children made a concerted effort to play 
them more and such titles spanned both app and website formats, helping to maximise 
appeal and uptake.

The Ofcom research clearly demonstrates that the diversity in which children 
connect to and interact online is rapidly increasing. This together with the rapid 
development of apps and online gaming platforms results in the diversification of 
online risk. Depending on their digital access, children are likely to face differing 
risks at different ages according to their activities, experiences and skills. Rudkin (in 
UKCCISS [77]) outlines online risk in relation to child development and proposes 
that, while 3–5-year-olds may be unaware of risks, 6–9-year-olds have developed a 
strong desire for immediate reward which triggers risk-taking behaviour. Just as 
children’s understanding of risk changes with age, the risks they face online are also 
changing. Online bullying is now more common than face-to-face bullying [44]. 
According to the NSPCC [56], 7296 counselling sessions took place with children 
who talked to Childline1 about online bullying and safety in 2014. However, Ey 
et al.’s [23] review of online bullying with primary school age children identified 
that at this age, there is very limited research on children’s understanding of online 
bullying, the impacts of online bullying and bullying behaviours. Children can be 
involved in online bullying either as victim or perpetrator, and the bullying, which 
may begin at school (via traditional bullying), often continues and escalates outside 
of school via the Internet, mobile phone or tablet [50]. Vandebosch and Van 
Cleemput’s study [79] with 2052 primary and secondary school children reveals 
that online bullying is not a marginal problem. They found that children who had 
been bullied via the Internet or mobile phone during the last three months were 
more dependent upon the Internet, felt less popular, took more Internet-related risks 
and were more likely to also be a bystander and perpetrator of Internet and mobile 
phone bullying. Yet peer-on-peer abuse – either through bullying or through sexting 
behaviour – is often overlooked in educational programmes, academic research and 
learning resources [65].

Access and exposure to pornography are linked to children’s engagement in 
‘risky behaviours’ [33:7]. Livingstone and Palmer [40] suggest that young people, 
mainly boys, are increasingly being affected by adult pornography. Viewing usually 
starts around the age of 11–12 years and can result in intimacy deficits, unrealistic 
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expectations of their partners, inability to show empathy and higher likelihood of 
relationship breakdown. Horvath et al.’s study [33] found that there is some evi-
dence that children and young people consider pornography easy to access and cul-
turally prevalent. Contradictory findings exist, however, in relation to age of first 
exposure, with variations from 10 to 17 years old in research findings, yet there is a 
dearth of research on the complex relationship between pornography and children’s 
expectations, attitudes and behaviours [33].

Given the varied use across many different platforms, diverse opportunities and 
a changing landscape of risk [6, 7, 8], the dangers children face online are complex, 
are multi-faceted and are often interrelated. Trying to identify which children may 
be more vulnerable online is, therefore, less than straightforward. Some children 
deemed vulnerable offline are more likely to be vulnerable online, but it is essential 
to contextualise when, why and how children may be at risk online. The ‘four Cs’ 
(see [39]) for potential risks facing children (viz., contact, content, conduct and 
commercialism) come into play at different stages of a child’s development. 
Therefore, it is important to remember that ‘vulnerability is not a static issue but one 
that needs contextualising within the emotional, psychological and physical devel-
opmental stages of childhood’ [40:4].

Classification of online risks [39]

Content: child as recipient
Contact: child as 
participant Conduct: child as actor

Commercial Advertising, spam, 
sponsorship

Tracking/harvesting 
personal information

Gambling, illegal 
downloads, hacking

Aggressive Violent/gruesome/hateful 
content

Being bullied, harassed 
or stalked

Bullying or harassing 
another

Sexual Pornographic/harmful sexual 
content

Meeting strangers, 
being groomed

Creating/uploading 
pornographic material

Values Racist, biased information/
advice (e.g. drugs)

Self-harm, unwelcome 
persuasion

Providing advice, e.g. 
suicide/pro-anorexia

In developing effective responses and effective intervention strategies, it is 
important to recognise that children can be both victims and offenders in relation to 
the construction of online risk, for example, in cases of online bullying or the shar-
ing of violent or sexual content. This is an important consideration as both child 
victims and child offenders require support and safeguarding. However, the binary 
categorisation of victim/offender may also be unhelpful in understanding children’s 
online experiences, in that it masks the wide spectrum of children’s characteristics, 
competencies, vulnerabilities, contexts, family circumstances and the wider socio-
economic, political and cultural environment. The Byron Review [10] discussed 
vulnerability online but did not define what is actually meant by vulnerability [40], 
and in practice concepts of harm and ‘vulnerability’ are rarely defined and tend to 
be implicitly understood [48]. Livingstone and Palmer [40] highlight the impor-
tance of understanding vulnerability online in the broader context of children’s lives 
with a focus on building protective environments and resilience. However, they 
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suggest that there are many unresolved questions still to address which include the 
implications for children with disabilities; the impact of cultural context on behav-
iour, risk, aspiration, vulnerability, and young abusers; the impact of pornography – 
both solicited and unsolicited  – resilience factors leading to sexual abuse and 
exploitation; and what works in reducing harm/risk.

In relation to online vulnerability, there are, according to Davidson and 
Martellozzo [19], three different categories of children: resilient children who form 
the majority of children and are the least likely to interact online and have a low risk 
of meeting offline, disinhibited children who are willing to interact online but who 
are unlikely to meet up offline and vulnerable children who, although the minority 
group, are willing to interact online, are seeking relationships and are at high risk of 
meeting offline. The factors that lead to online sexual abuse are, however, complex 
and intertwined. The EU Kids online study identifies how children whose parents 
lack education or Internet experience tend to lack digital safety skills, leaving them 
more vulnerable to online risk. The analysis by Göran Svedin [27] indicates that 
teenage girls with sexual abuse history and depressive feelings, who have poor rela-
tionships with their parents and where there is weak parental monitoring are more 
at risk of Internet-related sexual abuse. The most important and, also most exam-
ined, risk factor is young people’s risk-taking behaviour online. It is apparent the 
that more young people are open to online sexual activities (especially flirting and 
having sexual conversations with strangers), the more probable it is that they may 
become victims of sexual harassment, solicitation or grooming [27:49]. Whittle 
et al. [86] also found that behaviours specific to vulnerability to online grooming 
include engaging in risk-taking behaviour online, high levels of Internet access and 
lack of parental involvement in the child’s Internet use.

Also of interest here is Carrick-Davies’ [11] work with vulnerable, excluded 
young people which questioned what can make these children vulnerable online. He 
found that they had low self-confidence and so their identity was that of ‘outsiders’. 
Fluid learning environments, as well as gaps in their education and induction also 
contributed to them being very vulnerable online. Moreover, they are more likely to 
have experienced abusive relationships or environments. These children are also 
more likely to be influenced by alcohol, drugs and gang culture, and they are consid-
ered to be both risk takers and at risk. Plus, they have more unsupervised time, fewer 
structures and boundaries and a lack of supportive adults in their lives. Thus, there is 
a real ‘need for further interventions to foster and develop these young people’s 
strategies to avoid online risk as part of more general initiatives to develop digital 
literacy’ [16:72]. Children with psychological difficulties also appear to encounter 
more risk online and be more upset by it [21]. Children with disabilities tend to have 
more digital skills but encounter more risk online and often lack peer support, and 
minority children also have more digital skills and encounter more risk, but their 
parents are keen to help them [42]. Yet it is important to remember that the absence 
of vulnerability is not fixed, but is a variable that can change very quickly [11]. As 
such ‘vulnerable children and young people are not a self-contained or static group. 
Any child/young person may be vulnerable at some time depending on any one, or 
a combination of, the risks or challenging life events they face and their resilience’ 
[18:9]. Therefore, an understanding of online vulnerability is particularly important 
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in overcoming the challenges of safeguarding children in digital environments. 
Children who are understood to be more at risk than others can specifically benefit 
from improvements in self-protection [1]. However, although some studies have 
identified specific characteristics associated with online vulnerability, the relation-
ship between online and offline vulnerability is a complex one. While children who 
are more vulnerable offline are also likely to be more vulnerable online, some chil-
dren may appear highly resilient offline but can be highly vulnerable online and vice 
versa. Furthermore, ‘what might be labelled as an online safety issue for a 5-year-old 
child could be perceived as unproblematic for a 15-year-old’ [32:345]. However, it 
would be dangerous to stereotype and presume that because a child does not appear 
to ‘fit’ with a risky profile that they are safe. Many children who have been victims 
of online grooming, for example, do not have a ‘troubled’ background nor did they 
appear vulnerable previously but had strong friendships, good relationships with 
their parents and had a high level of educational attainment [40]. This suggests that 
‘online risks can manifest in unexpected ways’ [21:9]. There is, to date, very little 
research in relation to sexual abuse online among children up to 9 years old relating 
to online activities leading to offline abuse (Ainsaar and Soo 2011:5), and further 
research is required to enhance understanding of effective service responses to 
reduce the number of children suffering harm as a result of online activities [51, 62].

While there is some evidence to suggest that some children may be more vulner-
able than others in relation to certain risks, Livingstone and Palmer [40] found that 
vulnerability to grooming, the impacts of adult pornography and displaying risky 
and/or harmful behaviours online appear to be less about being a vulnerable child 
offline and more about the child’s stage of development – namely pubescent – start-
ing around 11–12 years of age. They observe from practice findings that for many 
of these child victims, there are few common indicators of vulnerability. The impact 
of these abusive behaviours on child victims, however, appears to be universal, and 
being made the subjects of abusive images may affect children of any age, sex and 
ethnicity. Yet little is known about the demographics of these children. It is also 
interesting to note from the Internet Watch Foundation’s 2015 annual report [34] 
that there is a large increase in the number of reported illegal child sexual abuse 
images and videos. 68,092 reports were positively identified as containing illegal 
child sexual abuse imagery and taken down. This is a 417% increase in online con-
firmed reports over 2 years and a 118% increase in illegal child abuse imagery over 
the previous year. The report also looks at trends emerging from the 2015 data. It 
found that 69% of victims were identified as aged 10 or under, 1788 victims were 
assessed as aged two or under, and 34 percent of images were category A – which 
involved the rape or sexual torture of children.

12.3  �Factors Influencing Vulnerability

Research to date reveals a number of factors related to online vulnerability. In rela-
tion to age, for example, the Net Children Go Mobile data shows that it is the young-
est children who report higher rates of getting upset from being bullied [57]. Younger 
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children are also less resilient online and are more likely to go offline and experi-
ence more harm [32, 43, 51, 84]. In relation to gender, girls appear to be more sus-
ceptible to the harmful effects of sexual risks, but they are, however, more talkative 
than boys. No matter what type of risk is faced, vulnerability is less acceptable 
among boys; girls were more likely to experience persistent cyberbullying than 
boys, but boys are more likely to have made friends with someone they don’t know 
online and to meet in real life, mainly through online games [18, 43, 49, 51, 84]. 
Family structure also appears in the literature as a factor of interest in that some 
studies have found that the majority of victims of Internet-related sex crimes live in 
single-parent or reconstituted families, but this may be linked to weaker ties between 
the child and caregiver and less monitoring of the child’s (online) activities [4, 15, 
24, 27, 42, 71, 72]. Additionally, children who experience family difficulties and are 
brought up in ‘chaotic’ family/home environments, looked-after children and young 
carers are more vulnerable. Although different from family structure but related to 
the family context is socioeconomic status (SES), research has found that young 
people from households with higher SES have been more exposed to unwanted 
sexual material online than those from lower income families but that children 
receiving free school meals are more likely to experience online bullying [18, 27, 
43, 51]. SES also plays a significant role in children’s online resilience in that a 
lower SES is related to lower parental Internet use, and children from lower class 
families are not necessarily more vulnerable online, as they seem to be willing to 
solve the problem, especially when confronted with online bullying [44, 45].

According to Göran Svedin [27] and Livingstone et al. [41], the level of parental 
education appears as a protective factor though children with a more educated par-
ent (or some other household member) are less likely to be victims of sexual solici-
tation. Also related to resilience is self-efficacy which, according to Livingstone 
et al. [43] and Vandoninck et al. [82], is important especially in relation to online 
bullying as self-efficacious children are more engaged in solving the problem. 
The diversity of children’s lived experiences is also essential here in understanding 
the vulnerability matrix as sexuality also influences online experiences and chil-
dren identifying as LGBTQI are more likely to experience online bullying and 
become victims of online sexual abuse and grooming [40, 52, 75]. Ethnicity is also 
a fundamental factor as research suggests that being of black or Asian ethnicity was 
identified as a risk factor for receiving a request for a sexual picture, and Gypsy-
Roma, Traveller of Irish Heritage, European, East European, Chinese and those 
children of mixed ethnicity were more likely to be persistently cyberbullied, com-
pared to white young people [18, 49, 51]. Children with learning disabilities, autism 
spectrum disorders (ASD) and attention deficit hyperactivity disorder (ADHD) 
also are more likely to encounter risk and harm online, and research suggests that 
children with a disability are also exposed to more sexual abuse offline than other 
groups [26, 42, 51, 66]. Similarly Livingstone et al. [42] and Munro [51] found that 
children with emotional or behavioural difficulties are more vulnerable to harm 
online. As the likelihood of receiving online sexual solicitations increases substan-
tially if a child has been physically or sexually abused in their lifetime, previous 
experience of abuse – either domestic abuse or sexual abuse – is also a vulnerability 
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marker [46, 49, 55]. Finally children who experience ‘exclusion of access’ in that 
they experience ‘system neglect’ and are unable to access services that are univer-
sally available to other children, or have chaotic lives, for example, children in 
pupil referral units or belonging to marginalised groups such as travellers, asylum 
seekers, trafficked children and migrant communities are especially vulnerable as 
there is an absence of supportive adults in their lives and they will have experienced 
staggered or fractured access to learning environments potentially missing online 
safety education [11, 16, 42].

While individual risk factors, such as those outlined above, do not simply lead to 
vulnerability, accumulation of these or in combination is considered to increase a 
young person’s vulnerability towards online grooming [85] and online risk. Whittle 
et al. [85] found from interviews with eight young people who had been groomed 
online that six had separated parents (often acrimoniously) and/or came from a 
reconstituted family, and they described fights at home and difficult family rela-
tions, including issues with stepfamilies (Whittle et al. [85]:1188). They identify 
three scenarios which led to the young people becoming vulnerable:

	1.	 Multiple long-term risk factors; young people who have increasing risk factors 
in day-to-day life, with few protective factors, and so take increasing risks online. 
These young people would be considered vulnerable offline.

	2.	 Trigger events; young people who have some risk factors but are initially pro-
tected, until a trigger event or events result in the loss of those protective factors. 
These young people will be considered vulnerable offline, but only at a certain 
point in time.

	3.	 Online behavioural risks; young people who have few risk factors and many 
protective factors but engage in risk-taking behaviour despite warnings. These 
young people will not be considered vulnerable offline.

Young people at risk of harm online may not have any previous vulnerabilities that are often 
associated with being victims of sexual abuse and exploitation, such as being in care, from 
families facing adversities or having a history of sexual abuse. This has implications for 
identification, as they are less likely to be known to the authorities. The currently accepted 
indicators of possible sexual exploitation, such as going missing or school absence, may not 
be displayed, and the first parents may know that their child has been a victim of sexual 
exploitation is when the police contact the family. Certain groups, such as young people 
with learning difficulties, those with mental health problems and lesbian, gay, bisexual, 
transgender and questioning young people, appear to be particularly vulnerable to online 
harm. This is in part due to seeking social interaction online that they are not able to achieve 
offline and in part due to not fully understanding the consequences of sharing personal 
information, sending images or arranging to meet strangers met online [62:7].

Specifically focused on online grooming, The Robert Project review [27:49] 
identifies the reasons why some children are more vulnerable than others and con-
cludes that ‘it is difficult to compare the results of studies across countries and cul-
tures when different questions are asked of different age groups’. Despite this, some 
of the observations from the available literature seem rather consistent. For example, 
although the probability that a child receives unwanted sexual contacts through the 
Internet varies between 6% (Mitchell et al. 2011) and 59% in relation to girls [9], 
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girls are more exposed to risks of receiving an offer for sexual activities than boys. 
There are many different kinds of exposures to sexuality that a child can experience 
through the Internet, from rude sexual language to being encouraged to act sexually 
in front of a webcam or sending sexually explicit photos or suggestions to meet 
offline. Exposure to pornography on the Internet can be described as a normative 
experience, even if some children, especially girls, can find it both embarrassing and 
disgusting. Furthermore, children with a risk background tend to be both at risk for 
sexual solicitation on the Internet and exhibit sexually aggressive behaviour on the 
Internet.

12.4  �Responding Effectively to the Challenges

The NFER [53] review identified 19 documents relating to safeguarding of children 
accessing the Internet. They found most evidence was available on the extent to 
which safety tools and safeguarding approaches are being used by schools, parents, 
Internet service providers and other organisations/stakeholders, but that there was 
less evidence on how aware parents, teachers and children are about ways of safe-
guarding from online risks, including specific safety tools. Although some studies 
have been undertaken (as discussed below), most focus on online bullying. 
Generally, according to the PSHE association [68], ‘there is a lack of evidence 
around effective practice in online safety education specifically, although authors 
note that the same principles are often transferrable across different health and risk 
behaviours’. Davidson et  al. [20] considered the UK and selected European and 
international initiatives in protecting children online and found that measures to 
protect children included school-based programmes aiming to educate children, 
parents and teachers about the dangers posed by sex offenders in cyberspace. One 
example of such an initiative is Schilder et  al.’s [69] study on the impact on an 
online safety intervention, which found that the children in the intervention group 
were more likely to be aware of online risks directly after the intervention and that 
this effect was still noticeable four months later. Another intervention-based study 
by Schultze-Krumbholz et al. [70] that adopted multigroup structural equation mod-
elling showed a significant effect of a short intervention on cognitive empathy and 
significant effects of the long intervention on affective empathy and cyberbullying 
reduction. They also found that groups without any intervention showed an increase 
in cyberbullying behaviours and that affective empathy decreased across the study 
period.

Although some schools have developed interventions and educational awareness 
about online bullying, more evidence-based intervention programmes are needed 
[80]. Couvillon and Ilieva [14] suggest that from their review, there was a clear 
consensus from the literature that cyberbullying prevention efforts need to be com-
prehensive and that an effective school-wide model needs to involve three principal 
groups of stakeholders: teachers, students and parents. Yet, the actions suggested 
across the literature are multiple, are widespread and differ in their scope or type of 
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intervention. Additionally, Lam and Frydenberg’s [36] study found that a pro-
gramme teaching coping skills (Best of Coping skills program, BOC) and a pro-
gramme teaching cybersafety (Cyber Savvy Teens program, CST) can optimise 
children’s capacity to cope online. Participants in both intervention groups demon-
strated improvements in their overall mental health and in making better online 
choices post-programme, and while the BOC program was found to be a better 
programme for improving general coping than CST alone, the CST programme was 
better at tackling cyber-specific issues. More recently Papatraianou et al. [63] pro-
pose that adopting a more ecological approach can be helpful in responding to 
online bullying and also in understanding resilience in that they propose that both 
the risk factors and the protective factors need to be considered.

However, one of the key components of responding to the challenges of safe-
guarding children in digital environments is the early identification of risk, but there 
is a fundamental difference between the discovery of abuse and the disclosure of 
abuse as children rarely disclose online abuse, and it is more likely to be discovered 
[40]. This makes it even more important to provide time and space to talk about 
online activities and for children to be listened to. The evidence suggests that often 
children are upset by something online, but they may not disclose it. Lilley and 
Ball’s ([37]:6) study for the NSPCC concludes ‘almost a quarter (23%) of 11 and 12 
year olds who have a profile on a social networking site say that they have been 
upset by something on it over the last year’. These incidences vary, but examples 
include trolling, online stalking and being asked to send a sexual message. While 
most children quickly recover from their experience, around one fifth felt upset or 
scared for weeks or months after the incident occurred, and a fifth of these reported 
that they felt upset every day or almost every day. Yet many professionals do not ask 
young people about their online lives nor open up opportunities to talk about their 
online experiences.

Safeguarding the cyborg child requires social workers to assess a range of different com-
munities – not just the locality in which children live, go to school/college, but also their 
involvement in fluid and ever-changing online networks. Where serious concerns emerge, 
assessment methods might also trigger checks that require additional specialist technical 
expertise. Thus, as a way of taking social work safeguarding practice further, we do not ask 
what are the risks and harms posed by the internet, but rather when and how might a child 
be vulnerable in the everyday space of ‘networked publics’? [47:611].

However, schools remain reluctant to talk to children about sexual bullying, to 
address the issue in their policies and responses to disclosures of online abuse in 
children’s relationships depends largely on the teacher dealing with the issue 
[74:online]. Similarly Palmer [62] argues:

Currently, there is no national multi-disciplinary guidance for best practice when online 
abuse is discovered. The standard of the response families receive is dependent on where 
they may be living and the expertise of the professionals in their area. Practice evidence to 
date informs us that the discovery of the online abuse of a child needs to be treated as seri-
ously as any other kind of abuse. Careful, but timely, planning needs to occur on the part of 
the professionals at the outset and how we intervene in internet cases needs to be reconsid-
ered. Immediate safety measures need to be assessed at point of discovery, including the 
decision regarding mobile phone possession, access by young people to online platforms 
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and assessing the parents or carers abilities to safeguard their children’s future online activi-
ties. There appears to be a poor understanding of the impacts of online abuse on the victims. 
The effect of the differential nature of the grooming process online, in particular the speed 
at which it occurs, and the seeming complicity by young people, appears to be little under-
stood by the majority of the children’s workforce. This has an impact on the nature of the 
referrals made to projects and the types of interventions requested.

‘Research surrounding the vulnerabilities of young people to online grooming 
and abuse is extremely rare and more research is required, particularly from the 
perspective of those who have experienced the effects of abuse themselves. Young 
people across all vulnerability scenarios can be better protected through consistent, 
collaborative approaches by parents, carers and other adults in their lives’ [85:1194]. 
Agencies in both statutory and nonstatutory organisations are required to collabo-
rate effectively to safeguard children [83] in the UK. All organisations, including 
charitable organisations, must comply with the government interagency statutory 
guidance Working Together to Safeguard Children [28]. Furthermore, schools need 
to ensure that they also comply with the Department of Education’s [29] revisions 
to the statutory guidance set out in Keeping Children Safe in Education that came 
into effect on 5th September 2016.

Furthermore, the Criminal Justice Joint Inspection [17] also emphasises that 
multi-agency responses are of paramount importance. Their inspection was informed 
by a body of research about assessment and interventions, in addition to studies 
exploring the range and effectiveness of responses to children and young people 
exhibiting sexually harmful behaviour. They found that although the research is 
largely inconclusive regarding the effectiveness of specific assessment tools or types 
of intervention, consensus exists in the literature about the need for a multidisci-
plinary approach to meeting the needs of the child or young person. Simpson [72] 
argues that ‘social work practitioners need to acknowledge that the challenges of 
unregulated contact are here to stay and that as part of the complexities that arise, 
there is a need for them to have a greater knowledge and understanding of mobile 
technologies and social media’. May-Chahal et al. [47:803] propose that an on/offline 
distinction is unhelpful for ordinary social work practice and that, if it is ‘replaced by 
an integrated ontological position (cyborg childhood) then social work has a great 
deal to offer in safeguarding children in an interconnected on/offline ecology’.

In effectively responding to risk, O’Neill and McLaughlin [58] draw on the find-
ings from the EU Kids Online study to suggest:

•	 In recognition of the children who have been bothered by something on the 
Internet in the past year (12% of all children), schools and parents should rein-
force the importance of reporting abuse while also encouraging children and 
young people to speak to an adult when they come across upsetting content.

•	 The most common way in which children come across sexual images online is 
through images that pop up accidentally (7% of all children; 12% of 15–16-year-
olds). In order to avoid such accidental exposure to any unwanted content online, 
safety awareness messages need to give greater emphasis to the filter and safety 
settings of browsers and websites (including search engines and video hosting 
sites), informing parents and children about how to block such content.
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•	 The easy availability of pornography online causes much public debate and anxi-
ety with respect to children’s use of the Internet. The finding that the Internet is 
now the most common way for children to see sexual images (14%), marginally 
more than on television, films or videos (12%), may fuel further concern in this 
regard. The principal implication arising is that safety messaging should be mea-
sured in approach, avoiding implications of harm and seeking to empower par-
ents and children to talk about the subject of sexual images online.

•	 Of the 6% who have been bullied online, cyberbullying is fairly upsetting or very 
upsetting for over half (54%), more so for younger children for whom the effect 
was longer lasting and for children from lower SES homes. In other words, bul-
lying is rarely trivial, and more vulnerable children need targeted supports to 
enable them to cope more effectively.

•	 In dealing with cyberbullying, Internet safety awareness should include responses 
and coping strategies targeted at children of different ages, enabling them to cope 
with situations that may arise in online communication and social networking.

•	 Awareness centres and educational authorities should provide teachers with 
resources, enabling them to be alert to, and be able to respond to, incidents of 
cyberbullying.

•	 Effective support can potentially ameliorate harm and minimise further abuse/
risk encounters online.

A minority of parents are providing guidance for children about internet dangers but few 
teachers are. This leaves many young children vulnerable. To leave even a small percentage 
of children susceptible to internet dangers is not socially responsible. Although protecting 
children while at school is important, education about internet protective behaviours is 
necessary to protect them elsewhere. It is essential that educational institutions work in 
partnership with families to teach children protective strategies they can use wherever they 
access the internet [22:63].

Currently in the UK, Australia and the UK children are being criminalised by the 
very laws that were introduced to protect them. Sexting in schools and colleges: 
responding to incidents and safeguarding young people, produced in consultation 
with the National Police Chief’s Council, UKCCIS [78], provides comprehensive 
guidance to schools and law enforcement agencies. It is important to remember that 
‘creating and sharing sexual photos and videos of under-18s is illegal and therefore 
causes the greatest complexity for schools and other agencies when responding’ 
[78:5]. This guidance provides important information for schools and professionals 
in managing sexting incidents, to avoid the unnecessary criminalisation of young 
people yet ensure that children and young people are effectively safeguarded in 
cases of online grooming and producing and viewing of indecent sexual images. 
However, responding to online abuse is no longer confined to specialist interven-
tions and Children’s Workforce (CWP) professionals. All services to children need 
to be able to recognise and respond appropriately to children who have been harmed 
or abused online and to effectively support them and their families. Key to effectively 
responding to risk is identifying that risk early. Taking time to understand what 
children are doing online and what their experiences are is essential. As Corish [13] 
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points out ‘one thing is certain however; intelligence, knowing is the key. How can 
a school or parent make the right decisions for the safety and well-being of the chil-
dren in their care if they don’t know what is going on?’ Understanding the behav-
iours associated with those technologies allows a school to shape its education 
programme to build the necessary resilience in children and young people for them 
to cope with and enjoy life in an online world.

In the UK, service response to the online abuse of children is ad hoc and uncoor-
dinated and lacks a nationwide strategy [62]. Speaking at the Child Internet Safety 
Summit in London in November 2016, Keith Niven, Head of Safeguarding at CEOP, 
emphasised the importance of four key elements in effectively responding to risk: 
parental engagement, children’s awareness of parental engagement, educational 
awareness and reporting mechanisms. Much of the advice on interventions to pre-
vent and reduce the online risk concern educating children and their parents in 
online safety and technological tools, such as blocking or reporting bullying behav-
iour [15]. While there has been considerable investment in designing and develop-
ing technological tools for blocking and reporting abusive behaviour and filters are 
being applied to prevent children accessing sexual or violent content online, the 
safeguarding challenges associated with smart environments will only continue to 
multiply with the diversification of technological applications. This volume consid-
ers the emerging trends, developments and challenges associated with the design 
and applications of future technologies and smart environments. We would argue 
that there is sufficient evidence to suggest that as we move rapidly towards our 
‘smart futures’ with the Internet of things, it is worth exercising some caution in that 
these are our children’s futures too – smart they may be, but how can we ensure that 
they are safe futures too?
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Chapter 13
Evaluation of the Dynamic Cybersecurity Risk 
Using the Entropy Weight Method

T. Hamid, D. Al-Jumeily, and J. Mustafina

13.1  �Introduction

According to current UK government research, two thirds of large UK businesses 
have been hit by a cyberattack, and 87% of the small companies and 93% of large 
houses experienced a cybersecurity breach in 2015. Eighty-one percent of the com-
panies said even the senior management placed high priority on information secu-
rity [1], they were mostly unable to translate this to a clear, effective cyber difference 
because the experts and the tools used in security system assessment only utilised 
certain values driven from statistics and probability ignoring enormous uncertainty 
values. Many significant research and developments have been carried out in the 
risk assessment theory domain; for example, Hicks et  al. [2] formulate the risk 
assessment calculations as follows:

	
Â = ( ) - ( )( )* *

Prob Attack Prob d1 S C
	

(13.1)

where Prob(Attack) is probability of malicious attack, P(Sd) is probability of 
security system defence in terms of preventing the attacker from compromising a 
vulnerability to reach the target and C is the impact of the attack, which ℜ represents 
the risk.
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The security system defence effectiveness Prob(Sd) represents the probability of 
disturbance times. The majority of researchers use statistics and probabilities when 
they are calculating the risk. There are massive uncertainties in any calculations 
based on statistics and probabilities. For example, threats which are mainly based 
on probability are the most uncertain. Many researchers have used game theory, 
bounded intervals [3], to represent uncertainty in the risk assessment analysis. The 
main goal of this work is to introduce the information entropy theory of Shannon 
and use information entropy and entropy weight in security protections and assess-
ments. We have considered the security systems as a collection of security entities 
(SEs) equipped with multiple types of protection; as security entities are having 
many uncertainties, risk entropy represents the middling step of uncertainties of 
security risk model. The system protection layers used in this work are applying 
numerical values for each layer driven from different statistics and the experts’ ref-
erences. Matlab was used to implement our algorithm and calculate the average 
entropy of different protection levels’ values which represent the average level of 
uncertainties, and entropy weight used as an object index to represent the cost of 
protections.

This chapter has been structured as follows:

•	 Section 13.2 discusses the risk management and significant quantitative sciences 
by introducing the DVSS and the security protection levels.

•	 Section 13.3 covers the probability of security entities for all protection levels, 
the probability distributions of established protection on security entity and the 
risk entropy of security entity.

•	 Section 13.4 covers the entropy weight of the protection index, which represents 
the weight of the object index, points to the significant components of the index, 
explains the details of our algorithms to normalise the protective matrix and cal-
culates the entropy and the entropy weight.

•	 Section 13.5 deals with cyber protection example, entropy weight example and 
the weight and paths to evaluate and calculate the total risk in the system and 
gives the system administrators a clear guidance on the vulnerable security enti-
ties, with a conclusion section to complete the chapter.

13.2  �Information Entropy and Protection Effectiveness

American researcher Shannon in 1948 used information entropy to calculate the 
middling uncertainty of stream of data coming from a specific source [4]. As the 
information entropy represents the uncertain portion of probability dissemination, it 
is logical to say it is driven from certain probability dissemination V = {vx} of an 
event x with a set of variables V with n results:

Vx; where {x = 1, 2, 3 …n} is the Shannon entropy method denoted by H(v) and
Prob(vx) is the probability mass function of outcome Vx, in the sources of risk 

event, developed from “what can go wrong” scenarios to establish levels of risk 
weight. In our methodologies, we classified the protection levels of security entity 
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to n stages giving to the value of protections Ox (x = 1, 2, 3 ….n), and then we can 
represent the total protection as:

	
O o o o ox x= ¼{ }1 2 3,,, ,,, ,,,

	
(13.2)

where [x = 1, 2, 3, …n].

The risk is limited to be a mapping of the probability (likelihood) and the sever-
ity (impact) of the probable breaches on a scheme. The risk in IT systems could be 
exposed from the Internet, network, servers and local host.

A prototype uses the Dynamic Vulnerability Scoring System (DVSS) metric 
groups: intrinsic, time-based and ecological metrics developed to measure the risk 
rate and safeguard a system. CVSS v2 provides an individual static scoring for vul-
nerabilities; this strategy could make sense in the process of measuring an individ-
ual vulnerability score. Nevertheless, it is important to acknowledge that two or 
more apparently inoffensive vulnerabilities could be joined to create a critical 
impact in a multistep attack environment. The fixed scores are a problem, as the 
scores combining metrics do not take into account the changes in the parameters, 
when the attacker moves from one stage to another and the network architectures 
and configurations are affected, as these parameters will lead to ineffective scoring 
values of the vulnerabilities and will influence the accuracy of security decisions 
and polices. To solve this problem, the vulnerability scanners should combine with 
network resources and configurations; these resources should modify the parame-
ters used to calculate the dynamic impact scores (DVSS). The method as shown in 
Fig. 13.1 can be summarised as follows:

	1.	 Convert the Nessus scanning output to a spreadsheet XSL format (Nessus.xsl).
	2.	 Create network architectures and configurations file Nconfig.xsl.
	3.	 Establish the rules sheet (rules.xsl) which represents the influence of each network 

device on the reachability and other sub-scoring parameters used by CVSS v2.
	4.	 Combine Nconfig.xsl with rules.xsl to produce a single network specification file 

(Network.xsl) which contains the necessary information of network architec-
tures and configurations to be used in the DVSS calculation.

An open-source program is developed to convert Nessus scanning reports into 
Nessus. “Xsl” is used to be administered against network architectures and configu-
rations, while Nconfig.xsl and rules.xsl are used to produce a single network speci-
fication file – Network.xsl. The DVSS takes the modified data from network.xsl to 
calculate a dynamic new score for each vulnerability and save it as Dynamic.xsl.

Different organisations are dealing with security impact severity in different 
manners; they are using own formulae and reporting mechanism. To calculate the 
intrinsic correction factor(Ω, a corrections.xsl has been used, which contains the 
vulnerabilities and the corresponding scoring from above organisations, to consider 
the impact factors on the scoring that other organisations believe are being ignored 
in CVSS base calculations to make the empirical dynamic impact scoring more 
accurate. The intrinsic metric score, which represents a threat, could change over 
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time according to the developments in exploiting methods, availability of mitiga-
tions and countermeasures for the vulnerability, exploit scripts and other informa-
tion. The ecological metric score (ES) could modify the metric score of 
vulnerabilities, according to CDP, TD and security requirements. The primary 
ground for using the quantitative metric method is to prepare a unique cost-centric 
value for each vulnerability; the environmental score will represent the cost value 
for a vulnerability. The DVSS framework is built, using modified equations to sim-
plify the calculations of the vulnerability scores and to benchmark against other 
models. The DVSS scores range from 0 to 100 with the higher score meaning worse 
security.

The following formulae will be used to calculate the operational level cost 
(OLC):
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By estimating the effective costs using attack tree (AT) structure, the probability 
and the dynamic cost of the vulnerabilities are distributed across the nodes. For the 
purpose of framework analysis, a prototype network setup is being used, with two 
computers (this approach is applicable for much more complex enterprise level 

Fig. 13.1  The DVSS framework combines intrinsic, time-based and ecological metric groups
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network architectures as you will see in Sect. 13.5). PC1 (Windows XP platform 
with IP 192.168.153. 160) and PC2 (Linux platform with IP 192.168.153. 31) are 
connected with a 100 MBPS Ethernet switch; the Nessus 4.x scanner installed on 
PC1 and program has been used to convert the Nessus scanning output to a spread-
sheet XSL format (Nessus.xsl) and network architectures and configurations file 
“Nconfig.xsl” and the rules sheet (rules.xsl) which represents the rules in binary to 
represent the influence of Ethernet switch configuration on the reachability and 
other sub-scoring parameters used by CVSS v2. Instead of specifying a state by 
network attributes, a dynamic cost-centric model is proposed; each state in the 
graph is stated using the features/vulnerabilities of an individual host. The dynamic 
cost-centric attack graph is a reference of this model by using the DVSS cost calcu-
lator and attacker privileges. The methodologies and all of the concepts mentioned 
are used to develop dynamic quantitative risk evaluation metrics and the existing 
results being used to build the dynamic cost-centric attack graphs [5]. Nessus 4.x 
scanner is being used as a tool to discover known vulnerabilities on PC1 and PC2 
on the prototype network shown in Fig. 13.2. The Dynamic.xsl file is analysed add-
ing the correction factor to the intrinsic score as the different security organisations 
are given the same vulnerability, different levels of severity [6]. The intrinsic correc-
tion factors are used to evaluate the intrinsic scoring; the corrections.xsl file has 
been used with a mathematical formula to calculate the correction factor, which 
might have negative values to adjust the intrinsic scoring.

In this model, attack trees (ATs) are represented using cost centric driven from 
DVSS as a new approach to building effective AT. Exploitation of more than one 
vulnerability in one asset is possible in terms of ‘AND’ and ‘OR’ refinement asso-
ciations between vulnerabilities in different time slots. For calculating the effective 
cost, according to operational levels, only one vulnerability from an operational 
level group could be exploited at a given time. Based on this fact, the relationships 
between vulnerabilities in terms of calculating the effective cost for each operational 

Network 100 MBPS
Switch Attacker

PC2PC1

Fig. 13.2  Using Nessus scanner as a tool to discover known vulnerabilities on PC1 and PC2
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level will use only OR refinement to adjust the operational costs to be near to the 
higher cost vulnerability in the group. To calculate the OLC CPC 1,0, which means 
the average severity of PC1 vulnerabilities with no privileges, as shown in Table 13.1 
for PC1 and Table 13.2 for PC2.

Both statistics and experts’ feedback and opinions include high level of 
uncertainly.

We will use the information entropy and entropy weight in this book chapter to 
reflect the uncertain part of the risk assessments based on different vulnerabilities 
existing in Host-1 and Host-2.

13.3  �Probability of Security Entities for All Protection Levels

Security entities’ abilities of protection for all protection layers are represented as 
follows:

Prob(Ox) (x = 1, 2, 3…n) refer to the probability of protection objects; for all 
protection layers we used Prob(x) where x is a specific type of protection:

	
Prob Prob ,,,Prob ,,,Prob ,,, Probx o o o ox( ) = ( ) ( ) ( ) ¼ ( )éë ùû1 2 3 .

	
(13.3)

Table 13.1  Operational levels of PC1 host

Vn1 Vn2 Vn5 Vn10 OLC Value
Probability 0.31 0.25 0.20 0.24
None privileges 57 47 38 44 CPC1,0 56.31

Vn4 Vn6 Vn9 Vn11
Probability 0.23 0.31 0.26 0.19
User privileges 52 71 60 44 CPC1,1 70.47

Vn3 Vn7 Vn8
Probability 0.33 0.33 0.33
Root/administrator privilege 89 90 87 CPC1,2 89.12

Table 13.2  Operational levels of PC2 host

Vn1 Vn2 Vn6 Vn7 Vn11 Vn12 OLC Value
Probability 0.16 0.21 0.23 0.18 0.17 0.06
None privileges 50 64 69 54 51 18 CPC2,0 68.58

Vn8 Vn10 Vn13 Vn14 Vn15 Vn16 Vn17
Probability 0.13 0.21 0.15 0.18 0.18 0.10 0.06
User privileges 48 77 54 65 66 38 23 CPC2,1 76.47

Vn3 Vn4 Vn5 Vn9
Probability 0.26 0.26 0.25 0.23
Root/administrator 
privilege

92 91 90 82 CPC2,2 91.12
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where Prob(o1) + Prob(o2) + Prob(o3) + ….. + Prob(ox) = 1
The probability distributions of established protection on security entity can be 

represented as follows:
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The value of a specific protection layer x that has a certain probability Probx = Px 
can be formulated as follows:
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(13.5)

where Cx represents the expert evaluation value related to certain protection. The 
risk entropy of security entity is as follows:
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(13.6)

where T refers to a specific type of vulnerability.
As we have explained, there are three layers of vulnerabilities for each security 

protection object. These layers might interact with each other in certain ways, and 
the final protection is represented in the form of interaction between the layers.

A, B and C are used to represent three different layers of vulnerabilities.
To calculate the uncertain risk entropy of layers A and B, we will use H(A/B) to 

represent the risk entropy of existing protections A and B.
If the protection layer A interacts with protection layer B, then we can calculate 

the effective entropy using the following formula:
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(13.7)

If A, B and C exist as protection layers but they are not related to each other, then 
the effective entropy of the three protection layers in terms of protection A will be 
H(A) as shown in Eq. (13.8):

	
H HA B C A/ /( ) = ( ) 	

(13.8)
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In terms of risk assessment, the entropy weight of the protection index is very 
important and is usually used to measure the importance of the feature index. The 
greater the value of the entropy is, the smaller is the entropy weight, and the smaller 
are the different alternatives in this specific attribute, and the less information the 
specific attribute provides, the less important this attribute becomes in the decision-
making process, as in our example small entropy refers to high protected states.

The entropy value can be calculated using the following formula:
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(13.9)

The effective protection weights should be calculated by subtracting the entropy 
from 1 and dividing the subtractions of the summations of entropies for each row 
from the number of rows n.

From the above formula, we calculated the weight for all SEs; as you can see, the 
summations for all entropy weight should be equal to 1.

We used entropy weight method because the weight of the object index repre-
sents the important components of the index. We assess the risk of security systems 
in terms of different security layers which represent our index as we will explain in 
detail later. In our case study, any security system contains many security entities 
(SE); Matlab has been used to implement our algorithm and calculate the entropy 
and the entropy weight. The entropy weight can be obtained by normalising the 
entropy risk matrix R:
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	1.	 Calculate the normalised process.

As each index in the evaluation index system has different dimensions, we need 
to carry on the normalised process:
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(13.10)
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	2.	 Calculate the entropy: if the index information is smaller, the index provides the big-
ger information content, so the index of small entropy has important value [7, 4].
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	3.	 Calculate the index entropy weight.
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13.4  �Risk Entropy Assessment Model for Security Set

As shown in Fig. 13.3, the attack graph (AG) is using dynamic impact cost-centric 
metrics, with a total of seven states to represent the dynamic cost-centric attack 
states for PC1 and PC2 and all possible paths. The main goal is to reduce the visual 
complexity of an AG using a cost-centric methodology. The presentation of the full-
scale scenario for the test pad indicates a dramatic reduction of the complexity of an 
AG. State zero (s0) represents the attacker’s initial stage; an assumption has been 
made that the attacker can initiate the attack on his/her own PC and he has full privi-
leges on it (ATT, 2). The other state represents the status of PC1 and PC2 according 
to the vulnerability type. Exploit SE1 means the attacker exploits a vulnerability in 
PC1 without gaining any privileges and without any authentications (PC 1, 0), while 
SE3 means the attacker exploits a vulnerability with a User’s privilege or the attacker 
escalates the privileges as a User as a result of the attack. SE5 allows the attackers 
to gain Root/Administrator privileges because of exploiting a vulnerability.

To go through the entropy weight method to the same prototype, the security 
entities for the models are defined as follows:

SE1 represents the None privilege vulnerabilities existing in PC1 as shown in 
Table 13.1.

SE2 represents the User privilege vulnerabilities existing in PC1 as shown in 
Table 13.1.

SE3 represents the Root/Administrator privilege vulnerabilities existing in PC1 as 
shown in Table 13.1.

SE4 represents the None privilege vulnerabilities existing in PC2 as shown in 
Table 13.2.
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SE5 represents the User privilege vulnerabilities existing in PC1 as shown in 
Table 13.1.

SE6 represents the Root/Administrator privilege vulnerabilities existing in PC2 as 
shown in Table 13.2.

As you can see in Table 13.1, some zero-day vulnerabilities have been added to 
justify our calculations.

The indirect cost in multistep attack will depend mainly on the destination state 
as shown in Fig. 13.3. For example, (SE3, SE2) cost = 68.58 as the attacker tries to 
exploit the vulnerability in PC2 with OLC 2, 0.

In the experiment using dynamic cost-centric AG, there are 10 vulnerabilities in 
PC1 and 17 vulnerabilities in PC2. The AG representation in Fig. 13.3 represents a 
full-scale scenario, taking into account all the possibilities of multistep attack.

We will use Nx where (x = 1, 2, 3,…n) to refer to the different paths to exploit the 
SEs.

	
Cost ,,, ,,, ,,,N W N W SE SE SEx x n( ) = ( ) = ¼( )1 2 	

Fig. 13.3  Dynamic cost-centric attack graph (a full-scale scenario)
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We presume that the route contains n entities, and we denote it as Nx to refer to 
the arbitrary entity in the path denoted as Ph (SE1, SE2,…SEn).

And we use Cost(Nx) = Cost(SE1, SE2,  … , SEn) to represent the cost of the path.
To find the most vulnerable route, the attacker can use to exploit a specific vul-

nerability in the victim is the route with highest entropy weights (cost), we can 
calculate the effective cost in terms of entropy weights for all SEs in the route as 
shown in the following formula:
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We could calculate the effective risk in terms of probability of attack and impact 
as follows:

	
Risk = ( ) ( )* *

P Att P N Cx 	

P(Att) is the probability of attack during the time of exploration, which repre-
sents the chance that the attacker can compromise a vulnerability in a critical SE 
and exploit it, which could be calculated using the following formula:
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where P is the protection number for each security entity.
As the probability of attack logically is the invert of the protection, in other 

words, it is the exploitation of unprotected area or weakness. P(Att) represents the 
probability of successful exploitations of a vulnerability in critical SE in terms of 
malicious attack. The value of P(Nx) is associated to the protection layers’ effi-
ciency, the higher value represents a weak protection and C represents the attack 
impact.
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We will use the example network shown in Fig. 13.3 to implement our model of 
cybersecurity evaluation.

Using our Matlab setting, we constructed the risk evaluation matrix using the 
values attributed to the SEs as shown in Table 13.3 to formulate the Matrix R, and 
then we counted on the normalised process applying Eq. 13.10. Afterwards, Eq. 13.6 
is utilised to calculate the entropy, and Eq. 13.9 is being applied to compute the 
index entropy weight.
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The vulnerability values for each SEs have been used to calculate the entropy 
and entropy weight using the above presented algorithm. The value of the entropy 
weight shown in Table 13.3 and Fig. 13.4 reflects the protection classification facts 
of vulnerabilities, according to exploitations and the escalation of the privileges as 
explained in Sect. 13.2. The next step classified the security entities according to 
entropy weight into three main types:

	1.	 Low protected entities when the entropy weight is ≥0.05, shown in white in 
Fig. 13.5

	2.	 Medium protected entities when the entropy weight is >.03 and less than 0.04
	3.	 High protected entities when the entropy weight is less than 0.04

We assume that the route contains n entities, we use Ni to refer to the arbitrary 
entity in the path denoted as PH (SE1, SE2,…SEn) and we use cost (SE1, SE2,…
SEn) to represent the cost of the path.

As we noted earlier, the most vulnerable route for the attacker to exploit a vulner-
ability in the victim SE is the route with highest possible protection weight.

Table 13.3  The risk weight of different vulnerabilities and entropy weight

Protection
Vul-n1 Vuln-n2 Vuln-n3 Vuln-n4 Vuln-n5 Entropt weight

SE1 57 47 38 44 41 0.0546
SE2 52 71 60 44 33 0.048
SE3 89 90 87 100 89 0.009
SE4 50 64 69 54 51 0.0424
SE5 48 77 54 65 66 0.038
SE6 92 91 90 82 100 0.009

Fig. 13.4  The Matlab results for entropy weights for different SEs
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In our case study, the critical path for the attacker to turn over the victim is equal 
to the path that contains the high or medium entropy weight values across the link 
as shown in Fig. 13.5. We suppose the security entity 1 has a maximum entropy 
weight value that the attacker can reach with value = 0.0546, and from that point as 
multistep attack, the attackers can choose the path to security entity 4 with vulner-
able entropy value = 0.0424, which has direct access with the victim.
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We could calculate the effective risk in terms of probability of attack and impact 
as follows:
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We calculate P(A) as follows:
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where P is the number of protections for each security entity, P(SE1) = 0.41.

Fig. 13.5  The infrastructures of the SEs according to the network topology and values
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In the same way, we calculated the probability of attacks of the security entities 
in the paths from the attacker to the victim. These values should be assessed and 
rectified by experts:

P(SE2) = 0.434, P(SE3) = 0.52 and P(SE4) = 0.556.

We suggest the Impact C according to the protection level as follows:

	 C C C and CSE SE SE SE1 2 3 40 6 0 4 0 687 0 66= = = =. , . , . . 	

The risk we calculated using our methodology for the attacker to turn over to the 
victim equals 21.46015608. Employing the best origin and having full understand-
ing of the topology and the infrastructures, the risk will be less. The risk value 
shown in this example gives clear indications to system administrators to increase 
the protection on two security entities SE1 and SE4 as the entropy weight for these 
security entries, showing a value ≥0.5.

We can use our model and methodology for a specific path in the network to 
protect a valuable asset and detect the vulnerable security entities.

13.5  �Security System Risk Assessment

In this section, the algorithm has been established on a relatively small prototype 
network as shown in Fig. 13.6. This example represents LAN exploit style to com-
mence with the attacker attached to Host-A and needs to exploit a vulnerability at 
Host-E or Host-F, both of which are protected by a firewall. The firewall rules just 
permit communications of Host-C or Host-D to Host-E. Router (Ro) connects seg-
ments 1 and 2. Additionally, all hosts have a CVE-2003-0818: a vulnerability in the 
single service called “Microsoft Windows ASN.1 Library Integer.” This vulnerabil-
ity enabled the attackers to gain the system Administrator or Root privilege, using 
buffer overflow by sending a large packet that contains the arbitrary code in it to 

Attacker Router Firewall

A B C D E F

Segment 1 Segment 2

Fig. 13.6  An example network (Modified from Franqueira et al. [8])
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escalate the privileges, which can cause a comprehensive impact on its availability 
(A), confidentiality (C) and integrity (I).

Table 13.4 shows the entropy weight obtained when the algorithm castoff in the 
experimental approach is using the normalised cost matrix.

The final results driven from the weight matrix are presented in Table 13.5, which 
represents the critical state where the security professionals and systems administra-
tors should give a high priority for countermeasures and mitigations to secure the 
prototype.

13.6  �Conclusions

In this book chapter, we used Shannon entropy to represent the uncertainty of infor-
mation used to calculate system risks and entropy weight method since the weight 
of the object index is normally used and points to the significant components of the 

S1 S2 S3 S4 S5 S6 S7 S8 S9 S10 S11

SE1 0.0375 0.0442 0.0438 0.0352 0.0363 0.0208 0.0368 0.0284 0.0419 0.0301 0.0337

SE2 0.0294 0.0215 0.0252 0.02 0.0488 0.0435 0.0307 0.0583 0.0346 0.0401 0.044

SE3 0.044 0.0169 0.0123 0.0115 0.0488 0.0335 0.0661 0.0461 0.0245 0.0101 0.1074

SE4 0.0188 0.0275 0.0296 0.0156 0.0488 0.0235 0.0361 0.0302 0.0431 0.01 0.0273

SE5 0.0334 0.052 0.0401 0.0386 0.0323 0.0301 0.029 0.0273 0.0225 0.015 0.0559

SE6 0.035 0.0414 0.0203 0.039 0.054 0.0403 0.0292 0.0475 0.0328 0.0154 0.0461

SE7 0.0336 0.0315 0.0205 0.0394 0.0329 0.0405 0.0394 0.0277 0.0531 0.0158 0.0363

SE8 0.034 0.0116 0.0407 0.0398 0.0232 0.0307 0.0496 0.0179 0.0134 0.0262 0.0365

SE9 0.036 0.0317 0.051 0.0402 0.0335 0.061 0.0298 0.0381 0.0237 0.0466 0.0267

SE10 0.0339 0.0218 0.0311 0.062 0.0238 0.0211 0.023 0.0483 0.044 0.037 0.0469

SE11 0.039 0.0319 0.0411 0.041 0.0341 0.0313 0.0102 0.0285 0.0343 0.0374 0.0471

SE12 0.024 0.021 0.0214 0.0413 0.0242 0.0414 0.0403 0.0486 0.0344 0.0376 0.0372

Table 13.4  The result obtained from entropy weight algorithm castoff in the experimental 
approach using the normalised cost matrix

Table 13.5  Experimental results from entropy weight algorithm

S(0) S(1) S(2) S(3) S(4) S(5) S(6) S(7) S(8) S(9) S(10) S(11)

0.044 0.052 0.051 0.062 0.054 0.061 0.0661 0.0583 0.0531 0.0154 0.0559
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index. We evaluated the risk of security systems in terms of dynamic risk assess-
ments instead of constant empirical static values used by CVSS, taking into consid-
erations the interaction between vulnerabilities to improve the risk detections and 
mitigations.

The dynamic impact scoring of vulnerabilities is used to pass on the cost-centric 
method to specify a unique severity, cost for each host by dividing the loads of the 
vulnerabilities to three principal degrees of privileges: (1) None; (2) User and (3) 
Root. The approach then classifies these levels into operational levels to identify and 
calculate the severity cost of multistep vulnerabilities. These approaches and meth-
ods that provide an important step to secure network systems and to assist the secu-
rity investment decision makers in the process of selecting a proper security solution 
based on the cost/benefit analysis, as the cost-centric method will be used in build-
ing and ranking a novel cost-centric attack graph [9].

The cost of the total weight of all vulnerabilities for each host has been used to 
develop a unique dynamic severity, using DVSS scores of intrinsic, time-based and 
ecological metrics by combining related sub-scores and modelling the problem’s 
parameters into a mathematical framework. In the test pad, Nessus scanner 4.x is 
used to discover known vulnerabilities. Open-source programs have been developed 
to process and combine different dynamic files to produce dynamic scores. The 
capability of protections is measured by introducing the concept of protection effec-
tiveness. We wrote an algorithm to normalise the protective matrix and calculate the 
entropy and the entropy weight, and then we used the weight and paths to evaluate 
and calculate the total risk in the system and give the system administrator a clear 
guidance on the vulnerable security entities. We developed a novel approach to 
evaluate the cybersecurity suitable for the majority of cyber systems by introducing 
the term security entities; we can use our model and methodology to evaluate the 
cybersecurity risks for a specific path in the network and to protect a valuable asset 
and detect the vulnerable security entities, and with different SE and protection lay-
ers, we can evaluate the security for cybercrime cybersecurity systems.
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Chapter 14
Designing Health Technology: The Ethical 
Dimension

Claire Craig and Paul Chamberlain

14.1  �Introduction

Global demographics and the rising number of people living with long-term condi-
tions have placed increasing pressure on existing healthcare delivery. Technological 
innovation in the form of telehealth and telecare has been posited as one possible 
solution, offering individuals with chronic conditions a set of tools to monitor and 
better manage their health, reducing pressure on existing services and making pos-
sible cost savings through fewer admissions to hospital [30]. These advances are 
challenging and reshaping existing models of care, revolutionizing how and where 
healthcare is provided.

However, whilst these technologies offer great potential, they also raise impor-
tant ethical questions. Some of these relate to the application of technologies: for 
instance, the use of tracking and surveillance (particularly in the context of people 
living with dementia). Other questions these advances raise relate to issues regard-
ing access and accessibility to the technology, particularly for older people and 
individuals from communities with low socio-economic status.

This chapter explores some of these ethical challenges. It begins by considering 
the broader context in which these health technologies have emerged before identi-
fying the ethical principles that underpin current health and social care provision, 
most notably autonomy, beneficence, non-maleficence and justice. Drawing on the 
research undertaken by the authors, this chapter then considers how technology can 
potentially contravene these principles and the complexity and ethical dilemmas 
developers, designers and providers of such health technologies can face. Finally it 
reflects on ways of navigating these tensions.
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14.2  �The Broader Context: What Is Health Technology 
and Why Is It Such a Key Aspect of Current 
Healthcare?

Globally the population is ageing, and the fastest-growing demographics are indi-
viduals ageing 85 and over [28]. Whilst there is much to celebrate, population 
demographics also pose a set of challenges, as the prevalence of long-term condi-
tions increases with age [26]. Indeed, it is estimated that the burden of disability 
caused by long-term conditions is three to four times larger for people ageing over 
75 years than those ageing 45–55. As a consequence, an individual’s age is one of 
the factors which contribute to the growing expenditure on public health and long-
term care. In the United Kingdom, for instance, it is estimated that people living 
with long-term conditions comprise 30% of the population, and this 30% account 
for 50% of all GP appointments, 64% of all outpatient appointments and 70% of the 
total spend of the NHS budget [8].

Current models of healthcare delivery are increasingly untenable, and as a con-
sequence, a paradigm shift has occurred with the emergence of approaches where 
responsibility is placed on the individual to recognize and manage the symptoms of 
their condition [16]. The emergence of technologies to support self-monitoring and 
deliver healthcare remotely played a key role in this strategy, changing both how 
and where care is delivered [12]. At present, it is estimated that between 1.6 and 1.7 
million people in the United Kingdom benefit from technology-focused health ser-
vices [23], and this number is set to increase. The United Kingdom is not alone, 
with similar investments made in other European countries including the 
United4Health project, a large-scale deployment of telecare and telehealth across 14 
regions in 10 countries engaging 12,000 patients living with long-term conditions 
[29]. In America, the most integrated example of telehealth is the Care Coordination 
and Home Telehealth (CCHT) programme.

Technological developments extend to almost every aspect of care including 
health informatics, portable diagnostics, home rehabilitation and digital therapeu-
tics, telehealth and telecare. Whilst the importance of ethics relates to all areas of 
e-health and health technology, for the purpose of this chapter, particular focus will 
be placed on telehealth, telecare and telemedicine. As health technologies continue 
to evolve, so does discussion and debate around the terminology used to describe 
these developments.

14.3  �Defining Health Technology

There is a general consensus across health services that telehealth refers to 
devices concerned with the remote monitoring of physiological data, enabling 
health professionals to support diagnosis and disease management. Telehealth 
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equipment has been used particularly in supporting people to manage long-term 
conditions in the community. Individuals are provided with the skills and technol-
ogy to regularly record a range of physiological data (e.g. blood glucose readings, 
blood pressure) in the comfort of their own home. This can provide a more com-
prehensive picture, which can be utilized by clinicians who can gain a fuller 
understanding of the progression and management of the condition leading to 
more accurate treatment/management and potential savings in clinician time [25]. 
Additional applications of this technology has included as a shorter-term diag-
nostic tool and in the support of individuals discharged from hospital following 
an acute illness (op.cit).

Telecare on the other hand is defined as the ‘use of communication technology 
to provide health and social care direct to the user (patient)’ ([25], p. 193) and 
comprises of systems of sensors and alarms that can detect possible problems 
such as smoke or gas and has the ability to alert carers or monitoring control 
centres should the need arise. This remote monitoring enables individuals who 
might otherwise be required to move to live in a residential care environment to 
continue to live at home. Telecare literature is very much distinguished between 
first-, second- and third-generation devices. First-generation devices are typically 
alarm buttons that the person wears and presses it during an emergency for help. 
Second-generation devices are subtler, utilizing a broader range of sensors that 
are not dependent on the person to press the alarm. These range from smoke and 
natural gas detectors to infrared sensors that would be activated by movement. 
These sensors could be deployed in a number of ways. For example, movement 
sensors located in the bedroom could be connected to the lighting circuit, so 
when the person gets up in the middle of the night, lights would be turned on to 
reduce the risk of falls. Sensors installed by the front or back door will activate a 
sound recording reminding a person with memory problems to remember to take 
their key.

Third-generation telecare systems can effectively form a type of lifestyle moni-
toring, tracking a person’s usual habits and activating an alarm when someone devi-
ates from usual behaviour, for instance, when activity levels fall or when a person 
stops cooking. These signs can trigger early support and some form of intervention 
to prevent deterioration in health and wellbeing.

Finally, telemedicine is defined as ‘The delivery of health care services, where 
distance is a critical factor, by all health care professionals using information and 
communication technologies for the exchange of valid information for diagnosis, 
treatment and prevention of disease and injuries, research and evaluation, and for 
the continuing education of health care providers, all in the interests of advancing 
the health of individuals and their communities’ ([27], pp. 8–9).

Telemedicine offers a medium through which specialist doctors and clinicians 
can be called on remotely to review a patient’s care and recommend best treatment. 
This technology is used particularly in the area of dermatology and chronic wound 
management and is invaluable in remote areas where access to such specialist input 
would be difficult.
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14.4  �What Does the Evidence Tell Us Are the Potential 
Benefits of This Approach?

The potential benefits offered by telehealth, telecare and telemedicine are vast and 
wide-ranging. The World Health Organization [29] highlights the key role these 
technologies play in providing individuals living with long-term conditions greater 
control over their health, promoting confidence and independence, mitigating risk 
and enabling people to live at home independently longer. Telemedicine particularly 
can increase the access afforded to individuals who may otherwise be excluded 
from care provision as a consequence of geography or socio-economic status. 
Increasingly there is recognition that these advances have potential to be used in a 
more preventative way, saving money and placing less pressure on existing health 
service resources.

However in spite of the undoubted opportunities that these health technologies 
offer, the literature also raises a number of concerns. The Whole Systems 
Demonstrator Action Network ([30], p. 3), for instance, identifies a number of key 
barriers including ‘a lack of robust evidence for the cost effectiveness of tele-
health and telecare associated with current high cost of deploying some of the 
technology at scale’. Questions have also been raised regarding user acceptance 
and the acceptability of many of the technologies developed with low uptake cited 
as being particularly problematic [9]. Moreover, the rapid development of these 
technologies, the speed of deployment and the vulnerability of many of the indi-
viduals the technology is aimed at have led to a number of ethical concerns being 
raised in relation to the use of these technologies which have yet to be fully 
addressed. This chapter now turns to these ethical dilemmas and questions, firstly 
considering what these broader ethical questions are and how health technologies 
can potentially challenge the moral frameworks that underpin much of health and 
social care.

14.5  �What Are Ethics and Why Should We Consider Them?

Ethics are best described as a ‘set of moral principles that govern a person’s 
behaviour’ (Oxford English Dictionary). Within medicine, ‘codes of ethics have 
been a long-standing element in the professional control of the behavior of doc-
tors and indicate a commitment to act with integrity in extreme circumstances. 
When patients seek medical care they are not entering an ordinary social rela-
tionship; they often feel vulnerable but need to expose and share intimate and 
important aspects of their lives. Ethical codes of conduct offer some tangible 
protection to both patients and doctors in these circumstances. The Hippocratic 
Oath is perhaps the best known code of this kind’ ([15], p. 394). Over time, these 
ethical codes have become a feature of many health and social care professions 
with codes of conduct and professional suitability being mandatory requirements 
of registration.
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The most commonly accepted framework of medical ethics is that developed by 
Beauchamp and Childress [3]. Underpinning the framework are four principles [23]: 
autonomy (the ability of the person to make choices), beneficence (the principle of 
working for the benefit of the individual), non-maleficence (the principle of doing 
no harm) and justice (in this context, it relates to fair and equal access to resources).

These principles are directly relevant to the ethics of health technology. For 
instance, on the one hand, it could be argued that health technology may increase 
autonomy and independence, decreasing reliance on professional carers. The instal-
lation of telecare services such as alarms, for example, can enable individuals to live 
at home safely and delay admission to residential care settings [23] where freedom 
and independence may be limited by the environment. Home monitoring as a pre-
ventive measure can ensure that any deterioration in a person’s condition is identi-
fied immediately, promoting wellbeing and benefit for the individual (beneficence). 
Telecare has the potential to ‘increase comfort through environmental sensors and 
controls’ ([23], p. 5) as reflected in the findings of an early study by Beale et al. [2]. 
In terms of justice, digital health is frequently regarded as one of the mechanisms 
through which services can be provided to populations in remote areas who would 
otherwise be denied access to specialist support.

However, this must be balanced against the ethical challenges that technologies 
can present and potential threats to autonomy, non-maleficence, beneficence and 
justice. In spite of the potential to generate debate, the broader literature has been 
relatively inconsistent in its discussion and consideration of the ethical and moral 
issues that health technologies present. Korhonen et al.’s [14] review of technology 
and ethics within the nursing and medical literature 2000–2013 concluded that ‘the 
ethics of technology had not been established as a guiding principle’ (p. 561). The 
authors found that many of the studies reviewed neglected to address ethical issues, 
and where ethics were discussed, they were framed either as the benefits of technol-
ogy or focused on making broad generalizations relating to the challenges people 
faced when accessing health technologies.

This is also reflected at policy level: the quantity and speed of technological 
innovation in the area of health has meant that policy frameworks, standards and 
guidance that govern other medical devices have been slow to materialize. The 
World Health Organization [29], for example, recently highlighted in their report on 
technology and e-health that whilst ‘most countries in the WHO European Region 
have policies or strategies outlining eHealth goals, measures and implementation 
objectives and achievements…there is still a need for adequate governance and leg-
islation to address the advances that ehealth is bringing and for strengthened moni-
toring…developers and users of e-health have to navigate many legal grey areas and 
adequate guidance and support are still limited’ [29].

This situation is not confined to Europe: Hall and McGraw [11], for example, 
have highlighted that in North America ‘no federal agency currently has authority to 
enact privacy and security requirements to cover the telehealth ecosystem’ (p. 216) 
and that without this ‘the success of telehealth could be undermined if serious secu-
rity risks are not addressed’ (op.cit). The authors provide two examples where the 
ethical principle of non-maleficence may be compromised. The first relates to 
instances where sensors to detect medical emergencies are installed in a person’s 
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home. The sensors monitor patterns of behaviour (in order to detect falls), but in 
doing so, these sensors also potentially collect sensitive information about house-
hold activities including when the person is not at home and the house is empty. The 
second example they cite is where routine transmissions from a medical device are 
collected and stored by the device or app manufacturer and not just the healthcare 
provider. This can be the case where apps are financed by sharing this potentially 
sensitive data with other organisations [11].

Where reference is made in the broader literature to ethics in relation to health 
technology, this tends to be in the context of people living with cognitive impair-
ments [5, 17]. The Social Care Institute of Excellence [23] and the Nuffield Council 
on Bioethics [18], for example, have both written about ethical issues in the use of 
telecare with a particular focus on people with dementia. The documents describe 
potential ethical issues that can arise from the point of pre-installation making close 
reference to the ethical framework proposed by Beauchamp and Childress [3]. The 
main challenge identified by the SCIE and the Nuffield Council in relation to ethics 
and technology is that of informed consent. According to Beauchamp and Childress 
[3], consent relates to the principle of respect for autonomy and the ‘non-subjection 
of autonomous actions to controlling constraints by others; and respectful treatment 
in disclosing information, probing for and ensuring understanding and voluntari-
ness and fostering autonomous decision making’ [23].

A potential scenario described by the Social Care Institute for Excellence where 
autonomy could be compromised is in the fitting of exit sensors to a person living with 
dementia’s home. The exit sensors are intended to alert the family or health profes-
sionals in order to ensure that the person does not leave the house alone and puts 
themselves in danger when crossing the road or becoming lost. However, in doing so, 
the sensors could be seen to act as a threat and a restriction to the individual’s liberty. 
Numerous similar scenarios exist including the use of ‘tagging technology’ so that a 
person living with a cognitive impairment can be tracked in case they become lost. 
The Nuffield Council on Bioethics in Dementia [18] concludes that ‘at the heart of the 
issue is balancing safety with freedom, deciding what is in the best interests of the 
person with dementia and recognizing that the needs of the person with dementia may 
sometimes conflict with the needs of others’ (xvii). Whilst the council highlights the 
value of technology for people living with long-term neurological conditions such as 
dementia in increasing quality of life, promoting choice and enabling individuals to 
live more independently at home longer, it also recognizes that there are ‘possible 
detrimental effects such as the intrusion of privacy, stigma (particularly with refer-
ence to tracking devices) and the risk of reduced human contact)” ([26], p. 61).

14.6  �Ethical Questions: Beyond Cognitive Impairment

However the issues raised by the Social Care Institute for Excellence should not be 
confined to individuals with cognitive impairment. Underpinning the principles of 
informed consent is being able to make a clear judgement based on an 
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understanding of the information provided. Yet telecare and telehealth are likely to 
be unfamiliar to many potential recipients and individuals without cognitive impair-
ment who are unacquainted with particular technologies who may not understand 
the privacy or risk implications of sharing sensitive health data with others. Similarly 
the stigma (challenge to the ethical principle of non-maleficence) that can arise 
from wearing a pendant alarm or having monitoring equipment in the home can 
pose a threat to identity for individuals who are cognitively well. Health technolo-
gies are not neutral objects but are embodiments of ourselves and cultural values 
[10], and a growing body of literature is emerging that suggests that the medicaliza-
tion of the home environment brought about by residential technologies can impact 
on social relationships ([20], Arras and Neveloff-Dubler in [7], p.  112). Authors 
such as Oudshoorn [20] have suggested that rather than increasing autonomy by 
enabling people to live in the home environment for longer telehealth and telecare 
may restrict people’s movements, making people more likely to be confined to the 
home. These concerns have been echoed by research showing that for individuals 
who have little or no family or friendships, telehealth and care technologies can 
remove the little human contact they receive from direct staff contact, further 
increasing levels of social isolation [23].

14.7  �Insights into Telehealth and Care Technologies

Whilst the literature is patchy, the issues highlighted by this chapter to date suggest 
that in terms of building clearer understanding of the ethical implications of current 
telehealth and care technologies, further research is required. One of the challenges 
is that where literature does exist regarding the moral and ethical imperatives that 
these technologies raise, much is written from the perspective of clinicians, devel-
opers and providers of the technology. Less is known regarding what end users of 
these technologies identify as their ethical concerns. Finding ways to access these 
views is important. Firstly if individuals are to be supported to engage with and use 
these technologies, designers and providers of the products and systems need to 
understand people’s concerns and factors that will prevent or promote uptake and 
use. It is also important to engage end users so that they become active participants 
and collaborators in care. This is an ethical precedent in itself and one that reflects 
the paradigm of self-management and increased personal responsibility for health in 
which current health technologies are situated. This very much reflects the 
Department of Health’s mandate that ‘the importance and value of self-care and 
patient education are truly understood and where shared decision making and sup-
portive self care are seen as integral elements of Long Term Conditions manage-
ment’ ([8], p. 21 Assisted living innovation platform, p. 62).

Lab4Living is a transdisciplinary research cluster within Sheffield Hallam 
University, bringing together researchers and practitioners in design, creative prac-
tice, health, engineering and people using products and services with the aim of 
designing product services and interventions to promote dignity and wellbeing. 
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It embodies the Living-Labs model which offers a ‘real-life test and experimenta-
tion environment where users and producers co-create innovations’ (ENOLL).

According to the European Commission, Living Labs are involved in four main 
activities: co-creation, codesign by users and producers; exploration, discovering 
emerging users’ behaviours and market opportunities; experimentation, implement-
ing the scenarios within communities of users and evaluation, assessment of con-
cepts, products and services according to socio-ergonomic, socio-cognitive and 
socio-economic criteria (www.openlivinglabs.eu/aboutus).

Insights into Telehealth and Care Technologies (InTacT) is a research project that 
has been undertaken by Lab4Living which very much draws on the value of adopt-
ing a critical artefact methodology as a way of understanding factors that end users 
identify as being important in the design of digital health devices. The present study 
is supported by the Collaboration for Leadership in Applied Health Research and 
Care/Yorkshire and Humberside (CLAHRC/YH) funded by the National Institute 
for Health Research (NIHR). The overall aim of the research is to explore the 
inequalities in telehealth and care technologies and identify and creatively chal-
lenge cultural (e.g. language, rituals, socio-economic) barriers to adoption.

The study explores participatory methods and approaches to engage people who 
are frequently under-represented in telehealth/telecare research by virtue of their 
age, ethnicity or socio-economic status, in meaningful ways. The focus of the first 
phase of the research has been to build understanding of end users’ attitudes to tech-
nology in everyday life, identifying potential ethical concerns and how these tech-
nologies might most appropriately be adopted to support their personal healthcare.

Initial research was located in the North of England. Ethical approval was 
obtained for the study, and workshops were held with individuals attending volun-
tary and third sector organisations.

To date, 56 socially and ethnically diverse community living individuals have 
been recruited to the research. Individuals were invited to attend one of six work-
shops that were held in community venues and were facilitated by the research 
team. Each workshop lasted on average for 2 h. The workshops began with a gen-
eral introduction from the research team and an invitation for participants to share 
(verbally or through drawing) the images and associations that came to mind when 
they heard the word technology. A critical artefact methodology was then employed 
[6] using objects to engage participants and to scaffold conversation. Written con-
sent was obtained to video and audio record the session, and these were tran-
scribed following the groups. This data was analysed using framework analysis 
[21]. This enabled the development of a matrix of themes and related subtopics 
from the data as well as identification of the links across themes, different partici-
pants and venues.

Four themes relating to the ethics of health technology emerged from the data. 
Three focused around ideas and concepts of trust and trustworthiness: trust from the 
perspective of what happens to the data collected, trust in relation to the reliability 
of the technology and of the accuracy of the readings given, and the final theme 
related to social exclusion.
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14.8  �Trust: What Happens to the Data

Across all the workshops held, participants expressed questions and a concern 
regarding what happens to the data. This in part related to who could access the 
information. In the words of one participant:

Trust is interesting one from us because I am interested in medical products and whilst I am 
happy to share my health information with my family and friends I am not so happy for the 
information to be shared with my health insurance company….

Sharing of data with third parties was seen by participants as a way of increasing 
health insurance, of reducing access to state benefits and in one instance where the 
individual was living in a refuge following an attempt on their life from their partner 
as a threat to their safety and of the safety of their children. These concerns were 
fuelled mainly by anecdotal accounts from friends and from stories appearing in the 
popular press rather than by direct experience.

It does worry people…in the news here we have had some situations where people have left 
CDs on the train of things like information on everyone who is claiming child benefit, do 
you remember that? He left it on the train, and it had everyone’s bank info on? People could 
get hold of all sorts of information on you.

That’s the same I thought about, you have the watches that share the data about your pulse, 
and it can be uploaded to the computer. Just like the insurance company, they can read that 
and say ok, that’s not ok.

A number of participants had reflected on the tensions and dilemmas surround-
ing what should happen to data. As one person expressed:

I think a lot of trouble is about lack of trust, for example computers getting a lot of informa-
tion about people but there is in fact a conflict which you have to make your own mind up 
about it – there is for example criminal activities as opposed to privacy – if you were to 
discover something electronically that saves lives …I am just asking you to think about 
that – the detection of criminal activities against your own privacy

14.9  �Trust and the Reliability of the Technology

Trust could also relate to the reliability of the technology both in terms of the accu-
racy of reporting and also whether it could be depended on not to break down as 
exemplified by the following comment:

There is almost a built-in obsolescence…

Participants commented that many examples of technological products in the 
home had a life-span determined by the manufacturer,

There is just one other point that has popped into my head, what you said about technol-
ogy – if you buy a printer nowadays, it is already made that it will only print for about 
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5 years, so then you will have to get another one. So there are really lots of tricks behind 
technology…

This led to concerns regarding an over-dependence on such innovation, particu-
larly if it was to be trusted with key medical aspects of care,

So lots there – security…and still insecurity.

14.10  �Social Exclusion

As well as issues of trust and privacy, the fourth theme to emerge from the study 
related very much to the ethical principles of beneficence and non-maleficence. The 
speed of change and the challenges of mastering new and unfamiliar technologies 
meant that a number of participants described how technology could lead to feelings 
of inadequacy and loss of confidence. This was particularly the case in relation to 
the experience of older participants who were less familiar with using computers. 
One individual commented:

I should like to be able to learn a new technology it’s just that I don’t understand it….

And another:

I don’t think I am capable any longer of using the technology to talk to someone. It’s terri-
ble. I’m sorry but it’s true.

For some participants, this could be stress provoking when individuals were also 
attempting to come to terms with loss of the ability to recall information or learn 
new skills and could be an unwelcome reminder of failing capacities:

I used to enjoy it and know what was happening but now something has happened to my 
brain and I’ve spent ages getting something ready to send to someone and then I’ve waved 
my hand over the key and I’ve lost it  – everything and I am finding it extremely 
frustrating.

At the extreme, this could lead to feelings of disenfranchisement and of no lon-
ger being a part of society.

Clearly this research is still a work in progress, but finding ways to hear the 
voices of end users is important. Presently work is being undertaken by the authors 
exploring access to health technologies amongst groups with high socio-economic 
need. According to the Office of National Statistics [19], 6 million people in the 
United Kingdom have never used the Internet, and 10 million people lack basic digi-
tal skills, with the majority of these individuals belonging to social class DE and 
31% living with a disability. This picture is not confined to the United Kingdom 
with the European Commission citing figures of 47% of the European population 
lacking in digital skills and 65% of these individuals coming from disadvantaged 
populations. These figures raise important questions when considering the principle 
of justice and equitable access to health technology.
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14.11  �Conclusion and Recommendations

As this chapter has highlighted, health technology has the potential to completely 
reshape how and where care is delivered. This innovation is regarded globally by 
governments as policymakers as offering a way to meet the increasing demands 
placed on healthcare systems as a consequence of global ageing and of the rising 
number of people living with long-term conditions. Considerable government 
investment continues to be made into extending and mainstreaming technology-
based health services [23, 29]. However whilst such initiatives potentially offer indi-
viduals the opportunity for increased choice and autonomy in relation to being able 
to live at home longer, to identify and monitor the illness trajectory this chapter have 
also shown that these same technologies can also increase ‘threats to individual 
choice and privacy through more extensive use of monitoring’ ([23], p. 2), particu-
larly for individuals who are emotionally or cognitively frail. For the true potential 
of this technology to be realised, it is necessary to continue to build understanding 
of the ethical questions it raises and for end users, developers and healthcare practi-
tioners, service designers and policymakers to engage work together to begin to 
consider, challenge and to address these bigger questions. This chapter ends with a 
series of reflections and recommendations of the direction these discussions and this 
research may take.

14.11.1  �Recommendations

First and foremost, before further huge investments, it is a moral imperative to 
undertake further research to build understanding of the efficacy of health technolo-
gies and to determine the value of the innovation and the contexts where it may be 
used most effectively. As the Technology Strategy Board [26] highlights ‘evidence 
on the positive outcomes for older individuals using telecare devices is inconsistent’ 
(p. 51). Whilst the results of the UK Whole demonstrator trial were promising, a 
number of authors have called for caution, citing the inclusion of people at low risk, 
the level of extra support and the short follow-up period [24]. Botsis and Hartvigsen 
[4] in their review of international papers on health technology in chronic disease 
have highlighted a lack of evidence to show a direct relationship between health 
technology and improvement of health outcomes and quality of life.

Work is required to build understanding of end user experience. Health technolo-
gies are not used in a vacuum, and if stigma is to be avoided, it is important for design-
ers and developers of technologies to better understand the broader physical and social 
environments in which these technologies will operate and how they relate to the 
contexts of the lives of end users. This is necessary because according to Greenhalgh 
et  al. [10], the things we use and make (technologies) are not neutral objects but 
embodiments of ourselves and cultural values. Where a disconnect between these 
values emerge this impacts on the individuals relationship with the world.
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There is an increased need for transdisciplinary research so that dialogues 
between designers and developers of technology and the healthcare practitioners 
who will assess and delivery these technologies take place. There is a necessity to 
understand different perspectives and also the moral and ethical frameworks and 
codes in which different professionals operate.

Clearer national and international guidance is required. Legal questions regard-
ing accountability where health technology fails and leads to the death of a patient 
has yet to be resolved. The standards and guidance that govern other medical devices 
needs to be developed to relate to health technology products.
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Chapter 15
Testing the Comprehensive Digital Forensic 
Investigation Process Model (the CDFIPM)

Reza Montasari

15.1  �Introduction

Nowadays, the nature of evidence presented in courts of law is less likely to be 
paper-based due to the ubiquitous nature of information technology. Evidence of 
computer crime differs from that related to traditional crimes for which there are 
well established standards and procedures [3, 41, 42]. In order for digital evidence 
to be admissible, investigators need to demonstrate that they have specialised knowl-
edge and that the evidence was acquired using reliable principles and methods [22]. 
As with other types of evidence, digital evidence is not assumed to be valid and 
reliable: empirical testing in relation to the theories and techniques of its production 
is required [3, 28]. Careful notice is taken in court of the manner in which the digital 
investigative process has been carried out [14, 22, 28]. A digital forensic investigator 
might discover significant and incriminating evidence, but if they cannot present the 
evidence in a coherent and understandable way to the lay audience (such as judge 
and jury), the case may be lost [40]. The complexity of tools and methodologies 
used to perform a digital investigative process requires investigators to be able to 
explain the process in a manner that a judge and jury can understand it [22]. Such 
tools and methodologies must also adhere to some standards of practice and be 
accepted by other investigators operating in the field [3, 7, 22].

Nevertheless, the field of digital forensics still lacks a ‘formal’ process model that 
courts can employ to determine the reliability of the digital evidence presented to 
them [5, 23, 29, 44, 46]. A further issue with the existing models is their tendency to 
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focus on one specific area of digital forensics, neglecting other environments [29, 30]. 
Unlike in other domains of forensic practice, digital forensic investigators operate in 
various fields [4, 9, 13, 17]. Therefore, as Carrier and Spafford [11] argue, ‘A model 
must be abstract and apply to law enforcement investigations, corporate investiga-
tions, and incident response’. However, instead of being generic, previous models 
have often focused on only one specific area, such as law enforcement, commerce or 
incident responses [3, 34], therefore failing to consider the requirements of those 
operating in different domains. The result has been the hindering of the development 
of a generic model that can be applied in the various fields of digital forensics. A third 
significant concern associated with the previous models is that they are not compre-
hensive, failing to cover the entire investigative process. The models often focus on 
the ‘middle part’ of the investigative process, that being ‘Identification, Acquisition 
and Examination Processes,’ excluding other essential stages. Beebe and Clark argue 
that a more comprehensive and generally accepted framework is needed to enhance 
scientific rigour and facilitate education, application and research [9].

The remainder of the paper is structured as follows: Sect. 15.2 presents a back-
ground to the existing digital forensic investigation process models (DFIPMs). 
Section 15.3 provides an overview of the proposed model, while Sect. 15.4 presents 
the research methodology. In Sect. 15.5, the CDFIPM is applied into a case study, 
and a walkthrough of the model is performed. Finally, the paper is concluded, and 
future work is discussed in Sect. 15.6.

15.2  �Background to the Existing DFIPMs

Prior to designing and developing the proposed model, presented in Montasari [31], 
a critical review of the existing models was carried out, and the results of this review 
was presented in Montasari [30] and Montasari and Peltola [29]. Since the latter two 
papers discuss such a review in detail, this section provides only a summary of the 
findings of this critical analysis. The review of the existing models revealed that 
these models have often been developed by digital forensic practitioners based on 
their own personal experience on an ad hoc basis without consideration to establish 
standardisation within the field [46]. This has prevented the establishment of formal 
processes that are urgently needed by courts of law [4, 29]. As Table 15.1 clearly 
demonstrates, existing DFIPMs display significant disparities in terms of the num-
ber of phases, scope and the specific domains that they have been developed for. As 
a result, these models have often been criticised for being too specific [11, 35], too 
high level [9], too broad [36], too technical [45] and too complex [39]. Due to such 
shortcomings, many researchers are increasingly calling for scientific approaches 
and formal methods for describing the digital investigation processes [10, 15, 18, 
25, 34]. Therefore, as discussed in Sect. 15.1, the Comprehensive Digital Forensic 
Investigation Process Model (the CDFIPM) was proposed in Montasari [31] to 
address the stated issues in relation to the existing DFIPMs. By implementing the 
CDFIPM, this model will be of immediate value to both digital forensic investiga-
tors (DFIs) operating within the stated fields and courts of law.
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Table 15.1  The comparative summary of the existing DFIPMs

15  Testing the Comprehensive Digital Forensic Investigation Process Model…



306

Table 15.1  (continued)

15.3  �Overview of the Proposed Model

The soundness of a digital forensic investigation process model is a function of 
usability and acceptability [9, 35]. To achieve the soundness, classes, processes and 
principles were incorporated into the CDFIPM. A class is the highest level (first 
layer) in the CDFIPM; it is the main group containing one lower layer, namely, 
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processes. A process is the next level down from a class and the second layer in the 
CDFIPM. Processes are obvious and individually separate steps; they can some-
times be a function of time and therefore can be sequential or sometimes iterative. 
In contrast, the action principles included in the concurrent process class are those 
processes that are not confined to a single point in time during an investigation. 
Instead, they have to be maintained concurrently throughout the whole or parts of 
the other processes in the CDFIPM. As Fig. 15.1 illustrates, there are six classes in 
the CDFIPM with each class containing a certain number of processes. There is also 
a total number of eight action principles contained in the concurrent process class. 
As the CDFIPM has already been discussed in detail in Montasari [31], the follow-
ing subsections provide only a brief overview of the model’s classes together with 
the various processes included in each class.

15.3.1  �The Readiness Process Class

Forensic readiness is the ability of an organisation to maximise the collection of 
credible digital evidence from an incident environment and minimise the cost of 
a forensic incident response [38]. Organisations should focus their efforts on 
establishing two components including operational readiness and infrastructure 
readiness.

15.3.2  �The Initialisation Process Class

The initialisation process class initiates the digital investigation and contains five 
processes described as follows.

15.3.2.1  �Incident Detection Process

Incident detection is the first step in a digital investigation where an incident is 
detected by either internal events such as an intrusion detection system or external 
events such as crime being reported to the police.

15.3.2.2  �First Response Process

During this process, the first responders must secure the crime scene in order to 
ensure preservation of digital device(s) suspected of containing potential digital evi-
dence. Preservation should include disconnecting digital device(s) from a networked 
environment and detecting the corrupted data. The network must also be monitored 
to detect incoming calls and IP addresses.
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Fig. 15.1  The proposed model (the CDFIPM)
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15.3.2.3  �Planning Process

During this process, investigators must plan and develop proper procedures and 
define methodologies, the choice of tools to use and the appropriate human resources 
that should be involved in the investigation. At this stage, investigators are not 
expected to produce anything beyond a rough outline of a plan [3].

15.3.2.4  �Preparation Process

The preparation process involves implementing those planning made in the previ-
ous process. This includes, but is not limited to, preparing appropriate equipment 
(both hardware and software), infrastructure, human resources, raising awareness, 
training and documentation.

15.3.3  �The Acquisitive Process Class

The acquisitive process class pertains to the processes that are concerned with the 
acquisition of evidence; this class includes five processes described as follows.

15.3.3.1  �Secure and Evaluate the Crime Scene Process

During this process, investigators must enforce a lock down of the entire crime 
scene to preserve the integrity of both digital device and the digital evidence [12]. 
Investigators must also carry out a preliminary survey of the physical crime scene to 
obtain an idea about how to process the physical crime scene. They should aim to 
identify the obvious pieces of physical evidence, identify any technical issue, deter-
mine the mixture of laboratory and on-site data acquisition and finally develop an 
initial theory about the crime [3].

15.3.3.2  �Identification Process

The identification process enables investigators to fill the gap in relation to the 
location, size and format of the digital device suspected of containing the poten-
tial digital evidence [3]. During this phase, investigators must perform a 
methodical search for digital evidence which can be both in physical and logical 
form.
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15.3.3.3  �Acquisition and Collection Process

This process requires investigators to determine whether to carry out a live or a 
static data acquisition. Various factors will influence such a decision including the 
type of authorisation, the type of environment in which the device is operating and 
also the type and size of storage media (ISO/IEC 27043 49). Investigators will need 
to determine the most appropriate methods of acquiring digital evidence in line with 
the common practice suggested by ISO/IEC 27037 [21] and ACPO [1]. During the 
data acquisition, master copy and working copy of the raw data must be acquired by 
creating verifiable image of all the bits and bytes contained within the digital device. 
The original source and the digital evidence copies should then be verified with a 
proven function such as MD5 or SHA1 so that the extracted data can attain legal 
validity as genuine. In certain circumstances, it is not practical or permissible to 
acquire a digital evidence copy of the entire evidence source due to its large storage 
size. In such circumstances, investigators should perform a logical acquisition that 
targets only specific data types, directories or locations.

15.3.4  �The Investigative Process Class

The investigative process class contains those processes that pertain to investigating 
the incident or crime that has been the reason for the digital forensic investigation. 
This class includes six processes described as follows.

15.3.4.1  �Examination Process

During the examination process, investigators must survey the digital crime scene 
preferably in a forensic laboratory on the image of the system. In circumstances 
where this activity must be performed on a live system, investigators must ensure to 
perform field searches by booting the system into a trusted environment in order to 
prevent the modification of the digital evidence. Investigators must also identify and 
locate potential evidence possibly within unconventional locations. A large number 
of techniques might be performed to find obfuscated data which might have been 
deleted or hidden, and there might be large volumes of data to be examined. 
Therefore, automated techniques should be employed using tools such as FTK or 
EnCase in order to support the investigators. The data should then be harvested by 
giving a logical structure to the entire data set. The result of the harvesting activity 
is a logical structured data set in which the extracted raw data becomes structured 
information. This denotes that the harvested information can now be mounted and 
read by the original file system such as FAT or NTFS. The data also needs to be 
reduced to expedite the examination process due to the fact that there can be very 
large amount of data. Identifying known elements can enable investigators to reduce 
the data. Investigators will need to use the metadata and unique identifiers, such as 
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MD5, in order to remove known system files and other application data. The data 
that will remain will be modified data or data that could be uniquely attributed to the 
users of a specific computer system. Digital evidence with similar identifying pat-
terns should also be classified based on the types of investigation.

15.3.4.2  �Analysis Process

This process involves investigators reconstructing fragments of data based on their 
significance and determining a possible root cause of the incident. Based upon the 
results of the examination process, investigators must now be able to define what the 
exact characteristics of the incident are and who is to be held accountable for the 
incident. Investigators must be able to formulate a hypothesis of how the incident took 
place by reconstructing a sequence of events which have resulted in the current state 
of the system under investigation. Investigators must thoroughly examine and test the 
data that was organised in the examination process against the hypothesis that was 
formulated in the previous activity. Moreover, the investigators must also question the 
legal validity of the possible digital evidence by considering issues such as relevance, 
admissibility and weight. This will enable them to test the hypothesis by identifying 
the best possible evidence. Digital evidence should then be linked and attributed to a 
specific user or the event which is the root cause of the incident or crime. Finally, 
under this process, investigators must evaluate their findings in order to ensure that the 
hypothesis they have developed holds true. Backtracking from the analysis process to 
the examination process is often to be expected as the investigators acquire a better 
understanding of the events which resulted in the investigation in the first place.

15.3.4.3  �Interpretation Process

Investigators must interpret digital evidence to produce meaningful statements in 
the legal context. After interpreting the analysis results, investigators will need to 
classify the interpreted evidence according to relevance by organising the evidence 
in a way that they can differentiate which digital evidence items are more important 
than the others. Event reconstruction is another activity through which investigators 
should be able to reconstruct a possible event sequence reflecting the incident results 
by using the series of events known to them that they have deduced from the digital 
evidence. Investigators should use this process to explain how the incident might 
have occurred, prior to assessing the review results against the original hypothesis 
formulated in the analysis process. This will be to determine whether they have 
obtained all the evidence required to support the original hypothesis. If all the evi-
dence has not been obtained, investigators will then need to iterate to the analysis 
process, in which the hypothesis development activity will form a cycle that needs 
to be repeated until investigators can explain the incident. If there is no need to 
backtrack to the analysis process, any areas of improvement will need to be identi-
fied to address those required improvements.
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15.3.4.4  �Reporting Process

This process requires investigators to compile an accurate report based on the their 
findings constructed in an opinion to be presented to a relevant audience. This report 
must contain conclusions that can be reproduced by independent third parties. Also, 
since an investigation might produce many incriminating digital evidence items, 
investigators must ensure that all digital evidence items are listed in the report so 
that no valuable item of evidence is left out. The report must be in a simple language 
and be well-defined, concise and unambiguous in order for the lay person (such as 
judge and jury) to be able to understand it.

15.3.4.5  �Presentation Process

This process involves presenting the output of the reporting process, which should 
be a well-written report, to a wide variety of audience such as courts of law, law 
enforcement and management in an organisation. Presenting the report can be car-
ried out in the form of the report itself or can be accompanied by other formats such 
as multimedia presentation and expert witness, etc.

15.3.4.6  �Investigation Closure Process

This process involves reviewing the existing policies and procedures of the victim 
organisation based on the outcome of the investigation. Lessons from the incident 
must be identified and learnt in order to enable the organisation to apply the findings 
and be better prepared for the future incidents. A decision must also be made regard-
ing whether to return, cleanse and reuse or destroy the evidence. In certain circum-
stances, the evidence might need to be stored for a certain period of time before any 
of the three possibilities can be applied. The decision made concerning the investi-
gation must be recorded ideally on a database for the future reference. Relevant 
information regarding the entire investigation must also be disseminated and com-
municated to all stakeholders. This includes communicating the need to return to a 
previous process, deciding on the acceptance or rejection of the hypothesis or pro-
viding any reports or documents from the presentation process.

15.3.5  �The Future Readiness Process Class

This aim of this class is to enable victim organisations to prepare for and mitigate 
the risks of potential future incidents. This class involves victim organisations 
applying the lessons learnt and also improving their existing policies and proce-
dures based on the review of the outcome of the case from the preceding process. 
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Ideally case studies should also be developed for the future reference to enable both 
victim organisations as well as other corporates to learn from the incident which has 
been investigated.

15.3.6  �The Concurrent Process Class

Concurrent process class comprises of nine overriding principles or action princi-
ples that are applicable to other processes in the model. These principles are objec-
tives that need to be achieved in a given digital investigation and should be performed 
concurrently throughout the whole or parts of the other processes in the 
CDFIPM. Maintaining these principles in a digital investigation ensures the admis-
sibility of digital evidence in a court.

15.3.6.1  �Preserve Digital and Physical Evidence

This principle refers to protecting both the physical and digital evidence against 
damage or alteration. In order to enable the investigators to preserve the evidence in 
a forensically sound manner, organisations and law enforcement agencies will need 
to establish and maintain certain strict procedures, effective quality systems such as 
standard operating procedures (SOPs) or procedural workflows.

15.3.6.2  �Preserve Chain of Custody

In order to preserve chain of custody, investigators must adhere to all legal require-
ments and must properly document each given process within the CDFIPM. Chain 
of custody is of extreme importance; cases where the chain of custody has not been 
properly preserved can be easily challenged in courts. An example of preserving 
chain of custody is when evidence copies are required to be shared with other 
experts in other locations.

15.3.6.3  �Manage Information Flow

A defined information flow should exist between each given process in a digital 
investigation so that it can be protected and supported technologically. An example 
of the information flow can be the exchange of digital evidence between two inves-
tigators involved in the same investigation. This information flow can be protected, 
for example, through the use of trusted public key infrastructures (PKI) and time 
stamping to identify the different investigators, protect the evidence integrity and 
also protect the confidentiality of the evidence through PKI-based encryption [13].
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15.3.6.4  �Maintain a Detailed Case Management

This overriding principle applies to the role of managers who often lead a team of 
investigators during an investigation. Managers will need to undertake certain tasks 
including guiding investigators in the right direction, creating an overall picture of 
the investigation, determining the cost of investigation, identifying team members 
for each given process, etc.

15.3.6.5  �Prepare and Test Tools and Techniques

It is vital that investigators prepare an appropriate set of tools and techniques dur-
ing the course of an investigation so that each process of the investigative process 
can be carried out effectively. Cases where untested tools have been used to carry 
out digital investigations are easily challenged in courts. Therefore, investigators 
must select tools that are court-approved such as EnCase, AccessData FTK and 
ProDiscover.

15.3.6.6  �Obtain and Adhere to Authorisation

Any digital investigation that is commissioned to be carried out necessitates proper 
authorisation, whether it is an internal or an external authorisation. This principle 
ensures that the rights of the system owners, custodians, principles or users are not 
infringed and that no law is violated.

15.3.6.7  �Maintain a Detailed Documentation

It is extremely important to document all activities carried out throughout the entire 
investigative process in order to enable other investigators to authenticate the pro-
cess and results. This principle involves recording all information applicable or pro-
duced during the investigative process to support decision making and the legal, 
administrative processing of those decisions.

15.3.6.8  �Interact with Physical Investigation

A digital investigation and a physical investigation are often interrelated and depen-
dent on one another. In cases where a physical investigation requires an assistance 
from a digital investigation, an example can be to use a digital forensic investigation 
to reveal communications between terror suspects via computers, mobile phones, 
online social network activities, email communication, communication via chat 
rooms and forums, etc. An example of digital investigation being dependent on a 
physical investigation is when a suspect is interviewed to provide a password to a 
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system under investigation. Defining the relationship between a digital investigation 
and a physical investigation is required to preserve chain of custody, preserve the 
integrity of the digital evidence, protect the digital evidence from damage and 
ensure an efficient investigation [46].

15.4  �Research Methodology

The design science research (DSR), widely adopted in the domain of information 
systems (IS) [19, 20, 26, 32, 33, 47], has been selected as the methodology to con-
duct the research presented both in this paper and also in Montasari [31]. The DSR 
involves the design of novel or innovative artefacts and the analysis of the perfor-
mance or use of such artefacts [24, 48]. The development and evaluation of artefacts 
form an important part in the DSR [20, 27]. Artefacts include, amongst others, mod-
els, methods, constructs, instantiations and design theories [26, 27], social innova-
tions and new or previously unknown properties of technical, social or informational 
resources [27]. The artefact related to the research presented in Montasari [31] and 
this paper is a new model, the Comprehensive Digital Forensic Investigation Process 
Model (CDFIPM), that encompasses the entire digital investigative process. The 
organisational context associated with this research is that of law enforcement, cor-
porates and incident response. This research also addresses the hitherto unsolved 
problem that there does not exist a comprehensive model encompassing the entire 
digital investigative process that is both formal, in that it synthesises, harmonises 
and extends the existing models and, in generic, in that it can be employed in the 
different fields of law enforcement, incident response and commerce. The selection 
of the DSR over other alternative methodologies (such as Requirements Engineering: 
RE) is justified as it is particularly suited to the task of creating a new process model 
(an IT artefact) [3]. Armstrong and Armstrong [7], as cited by Adams [3], state that 
with the DSR’s focus on designing solutions, it is ideal when approaching the prob-
lem domain of digital forensics. Various researchers both within and outside the IS 
domain have provided guidance to define the DSR and have described what goals 
should be followed in its production [2, 6, 16, 19, 20, 26, 32, 33, 37, 43, 47, 49]. 
These researchers have often proposed various methods, processes or theoretical 
frameworks to rationalise the DSR studies. However, the design science research 
process (DSRP) model proposed by Peffers et  al. [33] has been selected as the 
appropriate DSR to conduct the research in this paper and Montasari [31]. The ratio-
nale for doing so is due to the fact that it provides a graphical representation of the 
conceptual process for both carrying out and presenting the DSR. Such a mental 
model facilitates the application of the DSR and can also assist the author in produc-
ing and presenting a high-quality DSR that would be accepted as valuable, rigorous 
and publishable within the field of digital forensics science.

The Peffers et  al.’s [33] DSRP consists of seven components as shown in its 
graphical representation in Fig. 15.2.
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The first three components of the DSRP, namely, problem identification and 
motivation, objectives of a solution and design and development, have already been 
covered in the previous research paper [31]. This paper covers the two out of the 
three remaining components, namely, the demonstration and communication activi-
ties, with the remaining component, namely, the evaluation activity, being covered 
in the future work (see Sect. 15.6). Nevertheless, the following three subsections 
including Sects. 15.3.1, 15.3.2, and 15.3.3 describe how the first three components 
of the Peffers et al.’s [33] DSRP were applied to the research presented in Montasari 
[31]. The remaining three subsections including Sects. 15.3.4, 15.3.5, and 15.3.6 
then discuss how the two out of the three remaining components have been applied 
to the research in this paper and how the remaining component will be applied to the 
future work.

15.4.1  �Problem Identification and Motivation

The research presented in Montasari [31] addressed the following problem:

That there does not exist a comprehensive model encompassing the entire digital investiga-
tive process that is formal in that it synthesises, harmonises and extends the existing models 
and that is generic in that it can be applied in the different fields of law enforcement, com-
merce and incident response

A profound knowledge of the problem addressed by the research was acquired 
through a detailed analysis and assessment of the literature related to previous 
DFIPMs in Montasari [30] and Montasari and Peltola [29].

Fig. 15.2  The design science research process (DSRP) model after Peffers et al. [33]
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15.4.2  �Objectives of a Solution

The aim of the research was as follows:

To develop a comprehensive model encompassing the entire digital investigative 
process that is formal in that it synthesises, harmonises and extends the exiting 
models and that is generic in that it can be applied in the different fields of law 
enforcement, commerce and incident response

The research aim was formulated according to the definition of the problem. In 
order to formulate the stated aim, a deep knowledge was acquired of the state of the 
problem and its current solution in the form of previously proposed DFIPMs and 
their efficacy.

15.4.3  �Design and Development

Prior to designing and developing the CDFIPM, all previously proposed models 
were analysed in order to identify which could contribute to the new model. Law 
enforcement, commerce and incident response were the three environments on 
which the research in Montasari [31] focused. Therefore, the existing models 
within those three domains were considered for their possible contributions to the 
new model. Once the most reliable models were identified, their specific key con-
tributions were determined for inclusion in the new model. Following this, the 
essential components necessary for the new model were identified from the spe-
cific key contributions. These formed the basic structure of the CDFIPM.  The 
prevailing models were then built upon by the construction of a new set of domain-
specific components. Contribution of the previous models in the form of identified 
components as well as the new set of constructed components were used to 
develop the new model. The CDFIPM was graphically represented in the form of 
UML Activity Diagram.

15.4.4  �Demonstration

Following the design and development of the CDFIPM, its implementation needed 
to be demonstrated within an appropriate environment. Peffers et al. [33] as well as 
various other researchers in the field [4, 9, 11–13, 46] suggest the use of case studies 
as such an appropriate environment. Therefore, the CDFIPM was applied to a case 
study (see Sect. 15.5) in order to demonstrate its application and effectiveness 
within the three stated domains.
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15.4.5  �Evaluation

Based on the DSRP’s requirements, the CDFIPM will also need to be evaluated to 
determine how well it supports the solution to the stated problem. The evaluation 
activity, which is not covered in this paper but in the future work (see Sect. 15.6), 
will aim to compare the CDFIPM’s application and effectiveness with the character-
istics set out in its research aim. Evaluation activity will involve the submission of 
the CDFIPM to digital forensic practitioners within the three domains that are the 
focus of this research and also to judges, barristers and researchers in academia, 
those being experts within two other domains to which the model has relevance. The 
aim of such an approach will be to enable the author to acquire insightful and reli-
able feedback as to the effectiveness of the CDFIPM from authoritative external 
reviewers (an approach also undertaken by other researchers such as those in [3, 32, 
36]. Once the evaluation has been carried out, the author will have been able to 
judge whether to repeat the design and development phase of the CDFIPM in order 
to make improvements. Any such amendments will be subsequently introduced to 
the design and implementation stages of the CDFIPM.

15.4.6  �Communication

Again in accordance with the DSRP’s requirements, the problem addressed by this 
research and its importance, its solution (the CDFIPM), its utility and novelty, the 
rigour of its design and implementation and its effectiveness all needed to be com-
municated to the intended user community. Therefore, the communication activity 
of the DSRP in relation to this research was achieved through publications such as 
Montasari [30, 31] and Montasari and Peltola [29] in well-known and peer-reviewed 
journals and conferences. In addition, there was direct interaction with a wide vari-
ety of experts, including digital forensic practitioners, legal practitioners and experts 
in academia.

15.5  �Testing the CDFIPM

This section follows the demonstration activity of the Peffers et al.’s [33] DSRP, 
used in this research. The demonstration activity of the DSRP requires a researcher 
to apply the artefact in an appropriate environment such as ‘experimentation’ and 
‘case study’ to solve the stated problem [3, 8, 19, 33]. Resources needed for the 
demonstration activity include effective knowledge of how the artefact should be 
applied to solve the stated problem. Therefore, in order to assess how the CDFIPM 
addresses the stated research problem, the CDFIPM is applied into a case study and 
a walkthrough of the model is performed. The case study presented is based on an 
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actual situation and is intended to demonstrate the potential deployment of the 
CDFIPM.  The following case study, which is modelled after Ciardhuáin [13], 
relates to the exploitation of a vulnerability found in an online service operated by 
a bank:

15.5.1  �Case Study

The following case study is modelled after Ciardhuáin’s [13] paper. This investiga-
tion started when Bank X in London (England) received an email claiming to have 
found a vulnerability in an online service operated by the bank. The email offered 
to provide details of the vulnerability in exchange for payment. On checking their 
logs, Bank X concluded that an unauthorised access had been made to their web 
server. The bank received further emails threatening to reveal the vulnerability to 
the press and public, including a link to a website which the suspect intended to use 
to disclose the vulnerability. Bank X reported the issue to the police in London who 
initiated the investigation. It became obvious that the compromised web server was 
located in Manchester (England) from Bank X’s headquarters and that the source of 
the emails was in Cardiff (Wales). Therefore, another police force, namely, the 
South Wales Police (SWP), took up the case to start the investigation. Throughout 
the following stages of the digital investigative process, investigator R and investi-
gator P adhere to all the eight overriding principles of the CDFIPM (see Sect. 15.2).

15.5.1.1  �Readiness Process

Bank X has already implemented both operational and infrastructure readiness 
capabilities and has an in-house incident response team and procedures for forensic 
readiness and incident detection implemented. The bank also has its own standard 
operating procedures (SOPs).

15.5.1.2  �Incident Detection Process

The first step in this investigation is the incident detection and the creation of aware-
ness that the investigation is needed. In this case, the incident has been reported by 
the suspect himself to the Bank X. After the incident has been detected, the bank 
requests its senior IT Administrator, Mr. Thompson, to look into the issue to confirm 
or refute the validity of the incident as this might be a hoax. Mr. Thompson contacts 
the head of the incident response team for assistance in this matter. To validate and 
assess the incident, Mr. Thompson and the incident response team examine the 
emails and log files and confirm that the system’s security has been compromised. 
Bank X then reports the incident to the London MPS (Metropolitan Police Service), 
who initiates the investigation of its own. It becomes clear that the compromised 
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web server is based in Manchester and that the suspect is located in Cardiff; there-
fore, the investigation is passed to SWP (the South Wales Police). Up to this point, 
the reporting of the incident has taken place three times: when Bank X receives the 
emails, when the bank reports it to the MPS and when the investigation is passed to 
the second police force, SWP.  During this process, both internal and external 
authorisations are needed. The internal authorisation is obtained when Bank X 
instructs its senior IT administrator to conduct the investigation. The external 
authorisation is acquired when the MPS realises that SWP are the police force who 
are authorised to carry out the investigation. The search warrant is the example of 
this authorisation. Moreover, during this process, detailed and contemporaneous 
documentation is made.

15.5.1.3  �First Response Process

Due to the fact that this incident involves law enforcement and is investigated exter-
nally, this process is only partly applicable to this case scenario. The application of 
this process is when the incident response team assists the senior IT administrator 
in examining the log files.

15.5.1.4  �Planning Process

The Planning activity is conducted by both Bank X and the two police forces. This 
activity takes place in the bank’s investigation when they perform an examination of 
the logs and decide to involve the police based on what they have found. The Planning 
activity also takes place in the two police forces investigations where they plan their 
own respective approaches to be undertaken to identify the suspect and collect the 
needed evidence. Under the planning stage, the two police forces consider data con-
straint, timing constraint, physical constraint and authorisation, as well as performing 
risk assessment, planning logistics and creating their own outline plans.

15.5.1.5  �Preparation Process

Under the preparation activity, Bank X and the two polices forces simply implement 
the plans that they have drawn in the Planning stage.

15.5.1.6  �Secure and Evaluate the Crime Scene Process

This activity takes place when the SWP police officers raid the premises of the sus-
pect’s place of employment. The first step they take is to address the safety issues 
such as the safety of the officers and employees, followed by preserving the crime 
scene. Since the suspect is at the crime scene, he is detained and briefly interviewed 
as the authorisation allows the questioning of the suspect. Investigators then survey 
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the crime scene in order to determine the location of digital device(s) and establish 
the combination of on-site and off-site data acquisition. Throughout the entire pro-
cess, detailed contemporaneous notes of all activities are maintained.

15.5.1.7  �Identification Process

Identification initially takes place when Bank X identifies their log files to deter-
mine what has occurred. Both police forces, MPS and SWP, later carry out the same 
activity to locate the sources of the emails. Moreover, SWP conducts a physical 
search which results from the information obtained from the previous searches. 
Secure and evaluate crime scene process and identification processes both overlap 
as each process requires searching the physical crime scene.

15.5.1.8  �Acquisition and Collection Process

This process takes place when the search of the employer’s premises in the previous 
process led to the seizure of a computer. Since the suspect’s computer system is not 
a mission-critical system and the authorisation permits its seizure, the investigators 
decide to size the system and conduct an off-site data acquisition in the police foren-
sic laboratory. However, since the system is running, officers decide to conduct a 
live acquisition of volatile data first prior to shutting down the system in case the 
RAM might contain valuable information which might be lost after powering down 
the system. Using FTK, the officers perform a live acquisition of the volatile data 
and duplicate the master copy of the captured image of RAM. Both copies are then 
verified using MD5 and SHA1 checksums. Since the data on the system is stable, 
the officers remove the power source directly from the suspect’s computer. They 
then record, remove and secure connections prior to labelling and packaging the 
system. The transport phase takes place when the system is seized and physically 
transferred to the police. This phase also occurs in three other occasions including 
when the captured image of the RAM is taken to the police, when log files are trans-
ferred from server to the police for later examination and analysis and when the 
emails are transferred from the bank to the police. The storage phase occurs when 
the police retain the seized computer, the captured images of both hard drive and 
RAM, log files as well as emails in a secure storage facility. In the forensic labora-
tory, the investigators image the hard drive of the system and verify it using MD5 
and SHA1 checksums. They also duplicate the master copy to become the working 
copy on which the subsequent Examination and Analysis will be performed.

15.5.1.9  �Examination Process

This activity initially occurs when the bank examines their log files. It also occurs 
when the police examine log files, emails and the working copy of both hard drive 
and RAM images of the suspect’s system in the forensic laboratory. During the 
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examination process, investigators process the deleted and hidden data to ensure 
that emails and log files are recognised from the evidence. Investigators also harvest 
data to provide structure to data which they are interested in so that it can be mounted 
on the investigating machine. Since the suspect’s system contains large amount of 
data such as known systems files, investigators use metadata and unique identifiers 
to reduce the data by removing known system files and different other application 
data. The investigators are now left with the log files and the emails that the suspect 
sent to Bank X. Now, the emails can be uniquely attributed to the suspect who has 
been the user of that specific system.

15.5.1.10  �Analysis Process

This process initially takes place when Bank X’s system administrator, Mr. 
Thompson, and the incident response team conclude from the log files that an unau-
thorised access has been made to their web server. Later on, this process is con-
ducted in a forensic laboratory by investigators who develop the initial hypothesis 
for the identity of the suspect and for the manner in which the incident has taken 
place.

15.5.1.11  �Interpretation Process

This process occurs after investigators evaluate their findings in the analysis pro-
cess and determine that their formulated hypothesis is true. During this process, 
investigators interpret digital evidence to produce meaningful statements for later 
reporting and presentation regarding how the suspect made an unauthorised access 
to Bank X’s web serve. As part of this process, investigators classify and organise 
the interpreted evidence such as log files and emails according to their relevance 
in order to distinguish which digital evidence items are more important than the 
others.

15.5.1.12  �Event Reconstruction Process

This process occurs when investigators reconstruct the events which led to the iden-
tification of the suspect and the subsequent seizure of the suspect’s computer. This 
entails the investigators iterating in the CDFIPM and results in a more detailed 
hypothesis. Through this process, investigators are able to explain how the suspect 
has carried out the intrusion to Bank X’s web server. Investigators consolidate and 
review their findings prior to assessing the results of their review against the original 
hypothesis that they have formulated. Through this assessment, investigators ensure 
that they have gathered all relevant evidence related to that attack to support their 
hypothesis.
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15.5.1.13  �Reporting Process

This process takes place when investigators compile a report based on their findings 
to be presented in a court.

15.5.1.14  �Presentation Process

This process occurs five times during the entire investigation. This includes when 
the bank’s IT administrator presents the evidence to the management within the 
bank, when the bank approaches the MPS police and present their evidence to 
investigators, when the MPS police pass the investigation to SWP, when evidence 
is presented to acquire a search warrant and when investigators present the evi-
dence in the court. The formality of the evidence increases as the investigation 
proceeds. Prior to presenting the findings to the court, investigators meet with the 
legal team to understand the presentation requirements. Through the meeting, the 
target audience in the court are determined. Investigators also carry out the neces-
sary preparation prior to attending the court such as preparing expert testimony, 
exhibits and appropriate presentation aids. During the presentation in the court, 
investigators are able to assist the judge and jury in understanding the technical 
points made by avoiding complex arguments and delivering their conclusion in a 
logical and structured manner. The presentation contains factual data that investi-
gators have deduced. Moreover, investigators use the CDFIPM to enable the judge 
to comprehend the processes that they have followed during the investigation. In 
the court, the investigators have to prove and to defend the validity of the hypoth-
esis as it is challenged by the court and the defence lawyers. Since investigators 
have followed a formal model which enabled them to carry out the investigation 
in a forensically sound manner, the opposite hypothesis is refuted. The court 
decides that the suspect has made an unauthorised access to Bank X’s web server 
and sentences him to prison.

15.5.1.15  �Investigation Closure Process

This process takes place after a formal decision is reached by the court concerning 
the incident. During this process, based on the outcome of the investigation, Bank 
X reviews its existing policies and procedures concerning its IT security. As there is 
no need to backtrack to the previous stages in the investigation, bank management 
decide to accept the hypothesis. During this process, the bank identifies the lessons 
learnt and the suspect’s system is returned to his employer’s company. The result of 
the case is recorded on the database for the future readiness. The final phase of this 
activity is disseminate investigation results, where relevant information concerning 
this incident and its outcome are communicated to all stakeholders. The initial com-
munication is carried out prior to the completion of the trial in order to remove the 
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sensitive data from the disseminated information. The final phase, the review phase, 
discusses how the incident could have been handled better. One outcome is to instal 
the central log server sooner than planned. The review phase includes a review of 
the investigation and identifies some new analysis techniques that are employed. 
The techniques are added to the official analysis procedures. During the analysis, 
new suspect files are identified, and they are added to the hash database so that they 
can be quickly found in the future investigations.

15.5.1.16  �Future Readiness Process

This activity takes place both in Bank X and also the two police forces. Bank X 
starts applying the lessons that they have learnt from this incident; a set of rec-
ommendations are made on how they can improve in terms of securing their 
digital data assets. As a result, they improve their existing forensic readiness 
procedures and incident detection systems. The two police forces also develop 
case studies based on this particular investigation for future training of other 
officers.

15.5.2  �Case Study Discussion

This section followed the demonstration activity of Peffers et al.’s [33] DSRP and 
discussed the method employed to demonstrate the potential deployment of the 
CDFIPM. In order to assess how the CDFIPM addressed the stated research prob-
lem, the model was applied to a case study and a ‘walkthrough’ of the model was 
performed. The walkthrough of the CDFIPM employing the case study success-
fully mapped the entire processes of the model to the corresponding activities 
carried out by digital forensic investigators. This method of testing the CDFIPM 
using the case study clearly demonstrated that the proposed model is very effi-
cient in enabling investigators to account for every investigative process carried 
out through the iterative structure of the CDFIPM. Notice that it would have been 
possible to investigate this case study using a different model other than the 
CDFIPM. However, it is argued that the application of the CDFIPM to any digital 
investigation within the three stated domains covered by the research scope would 
be more effective as the proposed model has inherited all the benefits of the previ-
ous models by rigorously synthesising, harmonising and building upon them. 
Having completed the demonstration activity, the next stage in the Peffers et al.’s 
[33] DSRP is the evaluation activity, which will need to be conducted by a number 
of digital forensic investigators, legal practitioners, experts and researchers in the 
field of digital forensics. The evaluation activity, however, will be the subject of 
future work.
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15.6  �Conclusion and Future Work

A new and Comprehensive Digital Forensic Investigation Process Model has now 
been described in Montasari [31] and tested in this paper. Synthesising, harmonis-
ing and building upon the previous models as well as including the overriding prin-
ciples in the new model have made the CDFIPM much more comprehensive than 
previous models. It is argued that the CDFIPM provides a foundation for the devel-
opment of techniques and especially tools to support the work of investigators. 
Although the CDFIPM is mainly aimed at the UK jurisdiction, it could easily be 
adapted to other jurisdictions. Without such modification, the model already has 
relevance to those jurisdictions which employ a similar legal basis for evaluating the 
digital investigative process. As the future work, to determine the CDFIPM’s usabil-
ity and utility further, an independent evaluation of the CDFIPM will need to be 
carried out by the high-tech crime units (HTCUs) of different police forces, experts 
in corporate and incident response environments, legal practitioners and researchers 
in academia. Similarly, although the case study to which the CDFIPM was applied 
represents each of the three fields of digital forensics to which the model is relevant, 
the CDFIPM would benefit from further case studies to identify task hierarchies. 
This would improve task development efforts and facilitate scenario development, 
assisting its users, researchers and tool developers in understanding how to take 
advantage of and apply the model. Finally, as with the future work, the CDFIPM 
must be validated through the method validation under ISO 17025 accreditation, 
which will be published in the UK within the next 18 months (as of July 2016), to 
determine its compliance.
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Chapter 16
Systematic Literature Review of Using 
Knowledge Management Systems 
and Processes in Green ICT and ICT 
for Greening

Alexandra Klimova

16.1  �Introduction

Our world is facing complex challenges including climate change; water, air, and 
soil pollution; and resource depletion. Those problems require urgent attention. 
Therefore, environmental protection and green energy became top priorities in 
many countries, and various principles of sustainable development have been inte-
grated into national policies and programs [3, 37, 38, 60].

One of the most widely adopted definitions of sustainability is so-called 
Brundtland definition, which was given by the World Commission on Environment 
and Development [69]. According to it, sustainability means “development that 
meets the needs of the present without compromising the ability of future genera-
tions to meet their needs.”

One of the providers of better opportunities in a journey toward sustainability in 
the knowledge economy is knowledge management (KM). It is a “trans-disciplinary 
approach to improving organisational outcomes and learning, through maximising 
the use of knowledge. It involves the design, implementation and review of social 
and technological activities and processes to improve the creating, sharing, and 
applying or using of knowledge” [4].

Knowledge could be tacit and explicit [45]. “Explicit knowledge typically refers 
to knowledge that has been expressed into words and numbers. Such knowledge can 
be shared formally and systematically in the form of data, specifications, manuals, 
drawings, audio and videotapes, computer programs, patents, and the like” [6]. 
“Tacit knowledge includes insights, intuitions, and hunches. It is difficult to express 
and formalize, and therefore difficult to share.” [6]. Managing both tacit and explicit 
knowledge is the challenge of KM.
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The KM concept was introduced in the beginning of 1990. Since then, knowledge 
has been considered as the key of a sustainable competitive advantage in the new econ-
omy and an essential player for the improvement and achievement of performance 
excellence [51]. Therefore, many scientists tried to evaluate the importance of KM for 
sustainable development and assess its impact on the subject. According to Wong [68], 
“KM and sustainable development has been coined for slightly more than decade now, 
as an essential solution to the global crisis.” Results of the empirical assessment of KM 
application to sustainability [39] showed that KM is very important for innovation and 
sustainable development, especially for efficient use of resources. The same author 
mentioned that information and communication technology (ICT) is a very effective 
tool for knowledge mobilization in such a knowledge-intensive field as sustainable 
development. Furthermore, Faucheux and Nicolaï [15] claimed that ICT has the same 
influence on the knowledge economy as electricity had on the industrial revolution.

The article focuses on investigation of the potential contribution of KM to green 
ICT and ICT for greening. The paper is organized as follows. In the next section, 
relationships between KM, ICT, and sustainability are described. The section enti-
tled “Research Method” provides the methodology of selection, extraction, and 
analysis of the literature. Research results provide an analysis of the body of litera-
ture, summary of the papers, description of knowledge management tools, and 
examples of using KM tools and technologies for green ICT and ICT for greening.

16.2  �Sustainability, KM, and ICT: Relationships 
Between Three Aspects

Relations between KM, ICT, and sustainable development can exist in different 
combinations and proportions. Figure  16.1, which was adapted from Mohamed 
et al. [39] with modifications, shows possible combinations.

16.2.1  �KM and ICT

More than 20 years ago, spoke about incorporation of ICT practices into KM “as a 
combination of the capabilities of technology and the generic features of KM, for 
example considering the Internet as a knowledge repository.” Today ICT plays a 
vital role for implementation of KM applications [6], by supporting processes of 
knowledge discovering, sharing, and capturing an application within the organiza-
tions. Even though social aspects of organizations, such as communities of practice 
(CoP), are also important, web-based technologies, artificial intelligence, expert-
based and decision support systems, object-oriented and relational databases, 
semantic networks, etc. continue to transform the field of KM. Garsia-Alvarez [19], 
who presented the analysis of effects of ICT in KM and innovation, emphasized 
importance of ICT for both tacit and explicit knowledge. It is obvious that the use 
of cutting-age ICT enables significant improvement in KM.
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16.2.2  �KM for Sustainability

As well known, sustainable development consists of three components: ecological, 
social, and economical. Presented research is mostly concentrated on the ecological 
component, in particular, on the connections between KM and sustainable ICT. The 
description of “sustainable ICT” will be given later. However, it is worth mentioning 
that a large number of papers are dedicated to influence of knowledge management 
to economical and social aspects of sustainable development ([20, 36, 51, 68], etc.). 
These papers emphasize the role of KM for organizational change and development 
of sustainable competitive advantages. KM systems and practices improve core busi-
ness competencies and organizational commitment, foster innovation development, 
and contribute to decision-making processes. McNeil [36] also emphasized increases 
in opportunities for innovation and operational excellence while presenting KM ben-
efits for the business, for the community, and for the individual.

16.2.3  �Green ICT and ICT for Greening

Since the 2000s, ICT has become an essential player in the journey toward a low-
carbon economy. The Smart 2020 report [62] recommended the intensive deploy-
ment of ICT both for enhancing the monitoring of the environment and human 
activities (in industry, building, transport, etc.) and for distributing smart ICT sys-
tems to mitigate pollution; waste, food quality, and supply problems; energy con-
straints; etc. Certain conceptual frameworks have been developed for the classification 
of ICT effects on the environment and sustainability [22].

KM and ICT

ICTKM

KM for sustainability Sustainability

KM, green ICT and
ICT for greening

Green ICT & ICT for
greening

Fig. 16.1  Relations between KM, ICT, and sustainability (Source: Adapted from Mohamed et al. [39])
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Murugesan [42] defined “green IT” as “the study and practice of designing, man-
ufacturing, using, and disposing of computers, servers, and associated subsystems 
[…] efficiently and effectively with minimal or no impact on the environment.” Other 
definitions are “the using of IT resources in an energy-efficient and cost-effective 
manner” [8] and “an initiative to encourage individuals, groups, and organisations 
engaged in the use of ICT to consider environmental problems and find solutions to 
them” [11]. Green ICT includes such areas as green software development; data 
center design, layout, and location; power management; server virtualization; recy-
cling; green metrics; etc. [42].

The term “green ICT” should be distinguished from the term “ICT for greening,” 
or “greening by ICT.” Indeed, green ICT is concerned with how to make ICT goods 
and services more sustainable over their whole life cycle, mainly by reducing the 
energy and material flows they invoke [22], whereas ICT for greening describes 
how ICT can be used to make other sectors more environmental friendly.

There are numerous papers, which study KM and ICT (e.g., [9, 26, 43]), KM for 
sustainability (e.g., [20, 36, 51, 68]), ICT and sustainability (e.g., [22, 46, 52]). 
However, there is a lack of literature, which examines the relationship between all 
three concepts.

16.3  �Research Method

In the study, the systematic literature review methodology was applied for data 
selection, extraction, analysis, and syntheses [56, 64].

The main objective of that work is to offer researchers a comprehensive review 
of previous papers related to applying KM to green ICT and greening by ICT.

The process of data selection includes a systematic periodic search for articles 
related to sustainability and knowledge management. As a search engine, the fol-
lowing databases were used: Science Direct, Emerald, and Scopus databases. The 
following journals were also explored: ACM Transactions of Knowledge Discovery 
from Data, Data Mining and Knowledge Discovery, IEEE Transactions of 
Knowledge and Data Engineering, Journal of Cleaner Production, Knowledge and 
Information Systems, Knowledge Management for Development, Knowledge-
Based Systems Journal, and Knowledge and Process management.

For the research the following keywords were used: “knowledge management” 
and “knowledge” along with “green ICT,” “sustainability,” and “greening by ICT.”

In this research were considered only articles published in peer-reviewed jour-
nals for the period of 12 years, starting from 2005. Books, book chapters, and con-
ference proceedings were also included.

Based on the abstracts, those papers were excluded from the selection, which con-
tained information about societal sustainability or concentrated only on green ICT and 
ICT for greening. Published papers, which contained information only on sustainabil-
ity or sustainability and ICT, regardless of knowledge management, were also excluded.

In order to retrieve the full publications for the research, Science Direct was 
used. The final sample of the study consists of 41 papers.
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16.4  �Research Results

Table 16.1 gives a list of the 41 publications sampled for this study. The information 
includes the following: the type of the sector (green ICT or ICT for greening), aim 
of the paper, and type of ICT tool or technology to support sustainability.

Figure 16.2 presents results of distribution publications by the field of technology. 
As it is stated, only 7% of the sample dedicated for implementation of KM to green 
ICT. Majewski et al. [35] described a combination of KM with business process simu-
lation and its influence in green ICT. Two other publications are dedicated to green 
software development [1] and green datacenters [17], where an integrated mechanism 
to identify energy-saving opportunities within data centers was presented.

Below key KM applications to ICT for greening are presented.

16.4.1  �Green Constructions

The majority of papers from the sample (24%) are dedicated to the use of KM and 
ICT in green constructions. The US Environmental Protection Agency defines green 
construction as “the practice of creating structures and the using of processes that 
are environmentally responsible and resource-efficient throughout a building's life-
cycle: from siting to design, construction, operation, maintenance, renovation, and 
demolition” (https://www3.epa.gov/). Green constructions include efficient use of 
energy and water, protection of the occupant’s health, reduction in waste, and pollu-
tion and environmental degradation.

The fact that the amount of papers dedicated to green constructions is so high is not 
surprising. The building sector is considered as one of the major consumers of energy. 
Indeed, according to International Energy Agency [25], heat represented 47% of the 
final energy consumption in 2009 with the building sector accounting for more than 
40% of the final energy consumption in the EU. As a result, building energy efficiency 
attracted increasing research efforts in recent years. At the same time, benefits of 
green buildings are obvious [44]: air and water quality improvement, waste streams 
reduction, natural resources conservation and restoration, minimizing global warm-
ing, etc. Therefore, as noted by Shelbourne et al. [55], the construction industry is 
having a tendency to include sustainability aspects into its daily practices.

Nilashi et al. [44] described a knowledge-based expert system for assessing the 
performance level of green buildings from the environmental, social, and economical 
perspectives. They presented a tool, which operated on the basis of fuzzy logic, and 
analyze the effect of different factors in sustainable building development.

Hercheui [21] analyzed behavior change under the influence of knowledge man-
agement tools. For the illustration they use Microsoft Holm, free-of-charge Internet 
tool, which helps householders to better manage energy consumption. Data obtained 
from the best management practices were compared with household data, and based 
on that, householders have received instructions on how to improve energy 
consumption.

16  Systematic Literature Review of Using Knowledge Management Systems…
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Fig. 16.2  Distribution of ICT for greening

Venters et al. [66] used soft system methodology as a way to increase in con-
struction industry practice. Tan et al. [61] presented web-based knowledge manage-
ment system to support higher education institutions in the course of sustainable 
construction. Shelbourne et al. [55] described tools, methods, and architectures for 
creation, sustaining, and disseminating knowledge for sustainable construction; 
they have presented C-SanD portal, an integration tool.

Kontopoulos et al. presented an ontology-based decision support tool for opti-
mizing domestic solar hot water system selection. Fan et  al. [16] described data 
mining methodology for knowledge discovery in big building automation system 
data and suggested method for the efficient post-processing of knowledge discov-
ered. Method, proposed in that paper, helps not only reduce energy consumption of 
the building but also decrease the required computational costs. However, 
Pietrosemoli and Monroy [47] conclude that limitations in the mechanisms to pro-
mote knowledge processes in green construction industry still exist.

16.4.2  �Disaster or Emergency Management

Disasters have a complex and dynamic environment; therefore, KM systems must 
operate along with a high degree of uncertainties. Dorasamy et al. [14] presented a 
literature survey dedicated to KM systems in support of disasters management, in 
particular to knowledge-based emergency management information systems. 
According to the paper, simulation tools, DDS, and sensor network are the most 
popular technologies for disaster management.

Stojanova et al. [59] presented improved models that predict the risk of fire out-
breaks in Slovenia by using state-of-the-art data mining techniques. Another 
research on managing fire was made by Liu et al. [32], who described geographical 
information systems and information diffusion-based methodology for spatiotem-
poral risk analysis of grassland fire disaster to livestock production in the grassland 
area of the Northern China.
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16.4.3  �Environmental Monitoring and Natural Resource 
Management

Environmental monitoring describes the processes and activities that need to take 
place to characterize and monitor the quality of the environment. Cash et al. [10] 
described a framework for understanding the effectiveness of systems that link 
knowledge to action for sustainability. They provided several case studies and pre-
sented applications of KM for environmental monitoring, in particular, for manag-
ing ocean fisheries, reduction of transboundary air pollution, El Nino forecasts, and 
enhancing agricultural productivity. Agricultural productivity is a main theme of the 
paper, written by Lwoga [33]. The paper described the application of KM for 
improved farming activities in Tanzania. Linger et  al. [] suggested task-based 
knowledge management (TbKM) approach for application to the case of natural 
resource management in Indonesia in the context of economic development and 
response to climate change.

16.4.4  �Sustainable Manufacturing and Product Development

The US Department of Commerce’s Sustainable Manufacturing Initiative defines 
sustainable manufacturing as “the creation of manufactured products that use pro-
cesses that minimize negative environmental impacts, conserve energy and natural 
resources, are safe for employees, communities, and consumers and are economi-
cally sound” (http://trade.gov/competitiveness/sustainablemanufacturing/).

The optimization of resources and energy consumption of production systems is 
one of the fields in which industries should make relevant improvements in order to 
successfully integrate sustainability aspects in the factory of the future [7]. Sustainable 
manufacturing today is a business imperative. Indeed, according to Vikhorev et al. 
[67], in 2008, the global industrial sector consumed around 98 EJ of energy, and this 
figure was expected to increase by 44% between 2006 and 2030. Twenty-eight per-
cent of European energy use was consumed by the industrial sector. Manufacturing 
industry is also responsible for 38% of global CO2 emissions [24]. These figures 
indicate the necessity of using KM processes and systems in order to provide energy 
optimization and reduce CO2 emissions.

Vikhorev et al. [67] presented the framework for energy monitoring and manage-
ment in the factory. Belkadi et al. [7] described knowledge-based and product life-
cycle management facilities for sustainability perspective in manufacturing. The 
paper presents guideline that helps to apply the knowledge model in a specific man-
ufacturing domain. Trotta [65] presents different tools in order to optimize product 
lifecycle management. Gamarra et al. [18] describes knowledge discovery method 
that allows minimizing environmental impact of manufacturing processes and 
makes it more sustainable.
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16.4.5  �Sustainable Transportation and Supply Chain 
Management

Sustainable transportation can be defined as one that is able to meet transportation 
needs without compromising the ability of future generations to meet their transpor-
tation needs [50]. It is affordable, operates efficiently, limits emissions and waste 
within the planet’s ability to absorb them, minimizes consumption of nonrenewable 
resources, and reuses and recycles its components.

Awasthi (2011) described multi-criteria decision-making system that helps to 
evaluate sustainable transportation. The system identified the criteria for sustain-
ability, and then experts provide “linguistic ratings to the potential alternative 
against the selection criteria,” selected the best possibility, and determined “an 
influence of criteria weight on the decision making process.” Srivastava [58] pre-
sented method based on virtual sensor technique that helps to detect overconsump-
tion of fuel in aircraft and, therefore, reduce the environmental impact of the 
aviation. Liu et  al. [31] provided method of intelligent bus routing that helps to 
improve the efficiency of public transportation services, based on people’s actual 
demand for public transportation.

16.5  �Discussion and Conclusions

The paper is focused on current research status of using knowledge management 
systems and processes in green ICT and ICT for greening.

Figure 16.3 reflects different technological tools that were applied in order to 
support KM processes. They included decision support systems (DSS), knowledge-
based systems, data mining technique, web portals and Internet tools, simulation 
tools, sensors, GIS, service-based applications, etc. As stated in Fig. 16.3, the most 
frequently used technologies, enlisted in the papers, are DSS, data mining, web 
portals, and knowledge-based systems.

DSS are mentioned in eight papers, for example, by Awasthi et al. [5], Majchrzak 
et al. [34], Pinto et al. [48], Smirnov et al. [57], Stojanova et al. [59], and Vikhorev et al. 
[67]. DSS are a commonly used technology for knowledge application systems and 
processes that “support the process through which some individuals utilize knowledge 
possessed by other individuals without actually acquiring that knowledge” [6]. As it 
follows from Table 16.1, DSS are widely employed by disaster management, where 
decision-making process, decision quality, and timeliness are highly important.

DSS are followed by data mining (six mentioning) and web portals/Internet tools 
(five mentioning). Data mining enables knowledge creation systems, and it is uti-
lized for the knowledge discovery process. Examples of such applications are listed 
by Fan et al. [16], Morik et al. [41], Shaheen et al. [53], etc. They have been applied 
for such areas as green construction or energy sector for temporal knowledge dis-
covery in big building automation system data. Web portals is one of the most popular 
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tools for knowledge sharing, aimed for exchange knowledge and information as 
platform of the AES-CE (Sharing Experiences for Site Specific Agriculture) 
described by Howland et al. [23].

Therefore, analyses of the literature have proved the existence of many different 
strategies for application of KM to ICT for greening fields, such as green building 
and constructions, disaster management, natural resource management and environ-
mental monitoring, sustainable manufacturing, sustainable transport, etc. However, 
review results also show that an urgent need still exists in investigation of applica-
tion of KM systems and processes to the field of green ICT. Apart from green data-
centers and green software development, there are many other fields such as green 
networking, green hardware, pervasive computing, etc. Therefore, much more work 
could be done in that field.
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Chapter 17
PCA-Based Neural Network Model 
for Identification of Loss of Coolant Accidents 
in Nuclear Power Plants

T.V. Santosh, Gopika Vinod, P.K. Vijayan, and Jiamei Deng

17.1  �Introduction

Safety is an important aspect to be considered in a nuclear reactor. Maximum care 
is exercised to keep the likelihood of potential risks to a very low value. However, 
in the event of such an unlikely occurrence, the operator has to take necessary 
actions relatively fast, which involves complex judgments, making trade-offs 
between partly incompatible demands, and requires an expert’s opinion. Timely and 
correct decisions in these situations could either prevent an incident from develop-
ing into a severe accident or to mitigate the undesired consequences of an accident. 
The objective of this study is to develop a system, which assists the operator in 
identifying an accident quickly using ANNs that diagnose the accidents based on 
reactor process parameters and continuously displays the status of the nuclear reac-
tor. A large database of transient data of reactor process parameters has been gener-
ated for reactor core, containment, environmental dispersion, and radiological dose 
to train the ANNs. These data have been generated using various codes, e.g., 
RELAP5 – thermal hydraulics code for the core. The present version of this system 
is capable of identifying large break LOCA scenarios of 220 MWe Indian pressur-
ized heavy water reactors (PHWRs). The system has been designed to provide the 
necessary information to the operator to handle emergency situations when the reac-
tor is operating. The diagnostic results obtained from ANNs study are satisfactory. 
The previous work has been able to identify smaller breaks of inlet headers and 
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location well based on NNs but have had problems to identify large breaks [6]. This 
is one of the major obstacles for a successful tool, because the large break transients 
are so rapid and many process parameters change almost simultaneously [2–6, 10]. 
This study attempted to get a better performance and was extended to apply the 
PCA to optimize the inputs of ANNs. The results of comparison between the classi-
cal and PCA-based ANN have been presented in this paper. The simplified ANN 
model based on PCA is in relatively good agreement with the classical ANN model.

17.2  �The Indian PHWR

The primary heat transport (PHT) system of 220 MWe Indian PHWRs is shown in 
Fig.  17.1 [11]. There are 306 horizontal coolant channels in 220  MWe Indian 
PHWRs. Each channel consists of 12 fuel bundles contained in a pressure tube, 
which is surrounded by a calandria tube. The calandria tube is submerged in the 
relatively cold heavy water moderator. The primary coolant flows inside the pres-
sure tube containing the 19-rod fuel bundle.

Auxiliary systems, like feed and bleed systems, help to maintain the system 
inventory and the pressure and are achieved with the help of a PHT storage tank, 
bleed condenser, and pressurizing pump. The reactor is equipped with ECCS with 
heavy water and light water hydro accumulators along with a long-term pumped 
recirculation system. Indian PHWR has two shutdown systems, namely, primary 
shutdown system and secondary shutdown system to bring the reactor to a shutdown 
state. ECCS is designed to limit the consequences of events such as LOCA.

All the instrumentation and control parameters are continuously displayed on a 
computerized operator information system (COIS), which is located in the main 
reactor control room. These process parameters can be utilized to identify the plant 
state using computational intelligence methods.

17.3  �Transient Analysis and ANN Modeling

To study the system behavior under large break LOCA condition, a wide range of 
break sizes is considered. A spectrum of break sizes have been analyzed for the core 
and containment. Following are some of the typical process parameters’ profiles 
obtained from RELAP5 simulation for a 200% break in RIH with the availability of 
ECCS. For example, Fig. 17.2 shows the header pressure in the broken and unbro-
ken pass and Fig. 17.3 shows the D2O inventory in the PHT system [9].

The events are modeled based on the relevant reactor process parameters’ time-
dependent data as available in the COIS. A large amount of time-dependent data has 
been generated in order to train and test the neural networks for the selected sce-
narios so that these scenarios can be identified during reactor operations [1, 8].
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The input parameter list consists of 35 analog and 2 digital parameters derived 
from two analog parameters such as containment pressure and high log rate. The 
analog parameters will have a time-dependent transient data, whereas the digital 
parameters indicate the status of certain process states such as reactor trip and pump 
room pressure high. This type of problem is modeled as a pattern recognition prob-
lem in the artificial neural networks, wherein a set of input values (known as pattern) 
with respect to time represents a class of output. Thus, the events are classified into 
several classes based on the input patterns. In order to illustrate the developed meth-
odology, large break LOCA in RIH with ECCS is selected. The break sizes consid-
ered for this event are 20%, 60%, 75%, 100%, 120%, 160%, and 200% of double-ended 
break in RIH. In addition to these break cases, the normal operating condition of the 
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Fig. 17.1  PHT system of Indian PHWR
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reactor is simulated. A 60 s transient duration is considered in this case under the 
assumption that this time duration is sufficient to identify the large break LOCA.

To accomplish this task, a neural network consisting of 37 input neurons and 3 
output neurons has been selected. A 3-neuron output pattern represents as follows: 
the first parameter of the output represents the size of the break (percent of cross-
sectional area), the second parameter representing the location of the break (i.e., 0 for 
RIH and 1 for ROH), and the last parameter representing the status of ECCS (i.e., 0 
for without the availability of ECCS and 1 for with the availability of ECCS). 
Table 17.1 shows the representation of output neurons for a 20% break case. A similar 
representation was followed for other break scenarios.
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The number of hidden layers and neurons in each layer was selected based on the 
study presented in [11]. The first-order resilient back propagation algorithm with 
batch mode of training was employed. Unipolar sigmoid activation function and 
sum-squared error function were used. Training of ANN was carried out on a typical 
Pentium IV processor with 1.5 GHz and 512 MB of RAM. The total CPU time the 
simulator took was approximately 24 h to converge to a minimum error of 1.42E-
02 in about 76,000 epochs. A few case studies were carried out with the transients 
of some selected event scenarios which were not used for training and testing of the 
ANN. Figure 17.4 shows the plot of desired versus calculated breaks, and Fig. 17.5 
shows the predicted break versus the RMS error in percent.

It can be seen from Fig. 17.4 that the predicted breaks are in good agreement. 
From Fig. 17.5, it is clear that the RMS error for smaller breaks is less compared to 
larger breaks. This is because of the fact that the large break transients are so rapid 
that many process parameters come almost simultaneously and ANN may not be 
distinguished accurately due to lack of uniqueness in the patterns.

Table 17.1  Output 
representation

Output pattern Description

20.0, 0.0, 0.0 20% break in RIH with ECCS
20.0, 0.0, 1.0 20% break in RIH without ECCS
20.0, 1.0, 0.0 20% break in ROH with ECCS
20.0, 1.0, 1.0 20% break in ROH without ECCS

Desired vs Calculated

0

20

40

60

80

100

120

140

160

180

200

0 20 40 60 80 100 120 140 160 180 200

Desired Break Size

C
al

cu
la

te
d 

B
re

ak
 S

iz
e

RIHNOECCS

RIHECCS

ROHNOECCS

ROHECCS

Fig. 17.4  Desired vs. calculated output of ANN

17  PCA-Based Neural Network Model for Identification of Loss of Coolant Accidents…



350

17.4  �Principal Component Analysis

A common problem in statistical pattern recognition is that of feature selection or 
feature extraction. Feature selection refers to a process, whereby a data space is trans-
formed into a feature space that, in theory, has exactly the same dimension as the 
original data space. However, the transformation is designed in such a way that the 
data set may be represented by a reduced number of “effective” features and yet retain 
most of the intrinsic information content of the data; in other words, the data set 
undergoes a dimensionality reduction. To be specific, suppose we have an m-dimen-
sional vector x and wish to transmit it using I numbers, where I < m. If we simply 
truncate the vector x, it will cause a mean square error equal to the sum of the vari-
ances of the elements eliminated from x. Clearly, the transformation T should have 
the property that some of its components have low variance. Principal component 
analysis maximizes the rate of decrease of variance and is therefore the right choice.

17.5  �PCA-Based ANN

The input data for identification of LOCA scenarios has 37 parameters. This requires 
a substantially high amount of computation during the ANN processing. To reduce 
this data set, PCA was applied on 37 parameters, thus giving 19 principal compo-
nents which accounted for 99% variation in the input data. The scree plot of the 
PCA is shown in Fig. 17.6.
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The architecture used for transient prediction is the feed-forward artificial neural 
network with resilient back propagation learning algorithm. The learning rate was 
kept 0.7 and the momentum factor was kept 0.5. Initial weights were kept random 
between −0.5 and +0.5. The input layer consisted of 19 neurons. Initially the data 
consisted of 37 parameters of input having 6223 observations. Using principal com-
ponent analysis, the dimension of the data was reduced to 19 parameters. Hence, the 
input layer now consisted of 19 neurons. The hidden layer and output layers had ten 
and three neurons, respectively. 100,000 iterations were run on the data to train the 
network. The predictions of ANN with and without PCA are shown in Fig. 17.7 for 
break in inlet header without the availability of ECCS.

Fig. 17.6  Scree plot of PCA

Fig. 17.7  ANN predictions
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17.6  �Diagnostic System

Diagnostic system is an artificial intelligence-based operator support system for acci-
dent management in 220 MWe Indian PHWRs. It has been developed to monitor the 
status of the nuclear reactor based on various process parameters, to detect deviations 
from normal operating conditions, and to determine the significance of situation and 
recommend an appropriate response in a short time. It performs the abovementioned 
tasks by operating on a large knowledge base which was generated from RELAP and 
other popular simulation codes. Currently, diagnostic system can harness the advan-
tage presented by the efficient logging of important plant parameters in various com-
puter-based systems such as computerized operator information system (COIS), 
radiation data acquisition system (RADAS), etc. Diagnostic system has been set up 
with a high-speed distributed computing servers for fast processing and real-time 
response and has been demonstrated successfully for real-time identification of acci-
dent scenarios in NPPs. The setup of diagnostic system commissioned at BARC by 
RSD is shown in Fig. 17.8. The system has the self-diagnostics which monitors the 
internal servers and various remote tasks to ensure the round-the-clock operation for 
real-time diagnosis of transients in NPPs. The transient prediction and plume disper-
sion by diagnostic system are shown in Figs. 17.9 and 17.10, respectively.

17.7  �Conclusions

In this paper, the results of an efficient neural network model based on PCA for 
transient identification have been presented. The prediction obtained from the sim-
plified ANN model based on PCA is in relatively good agreement with the classical 
ANN model for a typical LOCA scenario. It can be said that the PCA-based ANN 

Fig. 17.8  Diagnostic 
system at BARC

T.V. Santosh et al.



353

Fig. 17.9  200% LOCA prediction in RIH with ECCS

Fig. 17.10  Radioactivity plume dispersion
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gives a great computational advantage, due to an important factor when the input 
parameter dimension is substantially optimized and is usually a case in NPPs. 
However, there is a scope of improvement in the PCA-based ANN in terms of reduc-
tion of error, and this could be achieved by incorporating more of variance during 
dimension reduction by PCA and also applying different architectures of ANN.
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