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Abstract. Lyrics take a great role to express users’ feelings. Every user has its
own patterns and styles of songs. This paper proposes a method to capture the
patterns and styles of users and generates lyrics automatically, using Long Short-
Term Memory network combined with language model. The Long Short-Term
memory network can capture long-term context information into the memory,
this paper trains the context representation of each line of lyrics as a sentence
vector. And with the recurrent neural network-based language model, lyrics can
be generated automatically. Compared to the previous systems based on word
frequency, melodies and templates which are hard to be built, the model in this
paper is much easier and fully unsupervised. With this model, some patterns and
styles can be seen in the generated lyrics of every single user.
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1 Introduction

Writing songs is a good way for users to express their personal emotions, lives, hopes,
and attitudes towards things. Lyrics take a great role to do that job, as well as rhythms.
All the writers have their own patterns and styles, and their own ways to show their love,
dreams and so on. Writing lyrics is not an easy task for human and it usually comes with
rhythms. Automatic lyric generation tasks always start from defining keywords,
choosing a template, matching the rhythm and generating words using ontologies with
these kinds of constraints, it’s hard for system construction and maintenance, and to
capture the patterns and styles of a single user.

The work of this paper tries to learn the patterns and styles of every single user
automatically, using state-of-art machine learning algorithms, and generate lyrics of
specified singers automatically, using recurrent neural network-based language
modeling. With Long Short-Term Memory network (LSTM), context information of
long texts can be captured into the memory (the parameters of the network). The context
information gathered from the previous texts is useful for the model to generate new
texts with context support. The model takes all the lyrics of a person as input, to capture
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its statistical patterns and generates new lyrics just like its own style. Contrary to the
previous work, this model doesn’t need to rely on other kinds of techniques and resources
like ontologies, rhymes, templates, word frequencies and so on, thus it’s easy to imple‐
ment and train, and gain better result based on the formal evaluation methods.

The remaining paper is separated into four parts. Section 2 shows some related work
on poem and lyric generation, which are mainly based on ontologies, templates and word
frequencies. Some work uses machine translation approach to generate lyrics line by
line. Section 3 shows the details of the model of this paper, training the context repre‐
sentations of words and sentences, and generating lyrics word by word using Long Short-
Term Memory neural network-based language model. Section 4 shows some experi‐
mental results on lyrics of three Chinese singers, which seems good to capture some
styles of them. Section 5 draws the conclusion on this model, to show that it is easy to
be built and trained, with the help of word embedding trained on Chinese Wikipedia
data, the model can generate many other words, which makes it more flexible.

2 Related Work

The generation of lyrics are much more like the generation of poems, which has been
popular for many years. Most of the work is based on word frequency, melodies or
templates, which seems to have gained many difficulties. The report of Manurung et al.
[1] shows that most of the difficulties comes from the difficulty of natural language
generating system, the problems of architectural rigidness, lack of resources supplied to
satisfy the multitude of syntactic and semantic constraints, and the objective evaluation
of the output text.

To deal with all these kinds of difficulties, many researchers proposed their own
methods in different aspects. Diaz-Agudo et al. [2] uses case-based reasoning ontology
to design a knowledge intensive system to capture knowledge in cases of texts provided
by user, and tries to gather the knowledge to form a regular line of texts using ontologies
indexing, this system has a highly dependency on the quality of the ontology knowledge
base, which is hard for construction and maintains. Manurung [3] then utilities an evolu‐
tionary algorithm approach to generate poems, which uses a linguistic representation
based on Lexicalized Tree Adjoining Grammar, the structure of the tree adjoining
grammar is complicated and may even be bad when the text becomes oral. Oliveira et al.
[4] uses a kind of system to generate lyrics automatically for given melodies, they present
two strategies to generate words for this system, random words and generative grammar,
tests show that the later one gains better result, it may be a good idea but it takes the
melodies into consideration. Tosa et al. [5] proposes a method to combine user queries
with rules extracted from a corpus and additional lexical resources to generate new
poems, the quality of rules definition of the corpus shows a highly influence on the poem
generation. Colton et al. [6] describes a full-face corpus-based poetry generation system
which uses templates to construct poems according to given constraints on rhyme, meter,
stress, sentiment, word frequency and word similarity. The full-face poetry generator
takes advantages of many previous techniques, thus it’s complicated and hard to be
implemented.
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There are also some researches use summarization methods to do the text-generation
job inspired by the statistical machine techniques. Genzel et al. [7] implements the ability
to produce translations with meter and rhyme for phrase-based MT to gather the poetic
constraints. He J et al. [8] uses a phrase-based SMT approach which translates the first
line into the second, to generate Chinese poems.

The above methods take a lot about knowledge and rules extracted by human into
consideration, which may take a great deal of time for the preparation work to construct
their systems. Compared with all these methods, our method is a totally automatic and
unsupervised one. With the help of recurrent neural network model like Long Short-
Term Memory (LSTM), Gated Recurrent Units (GRU), the system can automatically
capture the semantic meanings and grammatic structures of lyrics from users, then
generate new lyrics word by word using recurrent neural network-based language model.

3 Lyric Generation

The work of generating lyrics of specified users can be separated of 3 parts. Section 3.1
shows a way to learn the vector representations of words using word2vec model, to
capture some semantic meanings of words and word similarities. Section 3.2 tries to
learn the vector representations of sentences using long short-term memory neural
networks. The sentence vectors learned from the recurrent neural network model signif‐
icantly captures the semantic meanings of sentences which are useful to introduce the
context information into the generative model. Section 3.3 tells the detail about the
recurrent neural network-based language model to generate lyrics from the vocabulary
list of word2vec model given the lyrics data of users. The model uses a LSTM neural
network to train the higher representation of the sequential input and maps the repre‐
sentation to a single word (phrase level) index in the vocabulary list, using a softmax
classifier. Section 3.4 and 3.5 shows the details of how to train the LSTM context model
and LSTM generative model, and how to generate new words with the combination of
these two models.

3.1 Learning Context of Words

In order to capture some semantic meanings of words and word similarities, we use word
embedding to represent words. The concept of word embedding was first introduced in
neural probabilistic language model [9] to learn a distributed representation for words.
In 2013 a fast training method of word embedding called word2vec was proposed by
Mikolov et al. [10] The word embedding of a word is a dense vector, the paper shows
that words with similar context seems to be closer in vector space.

Another advantage of using word embedding is that it is a dense vector of a fixed
size, always with a dimension of 128, 256 and so on. The traditional one-hot represen‐
tation of words is a very large vector of vocabulary size, where there is only one 1 in
the vector and others are all 0. It loses a lot of semantic meanings of words like word
order and word similarities, and the large size of vector may even lead to the curse of
dimensions, as it is hard to perform the matrix calculation in the neural networks. Word
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embedding is a great way to fix all these problems and gain good result among many
applications.

For English, words are separated by space, and each word always represent one
meaning. But for Chinese, words are connected together, and the meaning of a sentence
is always represented by two or more words, one-word level word embedding is mean‐
ingless than phrases. In order to train Chinese word embedding, we first segment all the
data into two or more words-level phrases, and feed them to the word2vec model, so
each word embedding represents a phrase, other than only one character. The result word
vectors trained from Chinese Wikipedia data shows that similar words are closer, as
shown in Table 1.

Table 1. Five most similar words of four words

3.2 Learning Context of Sentences

Recurrent neural network is a kind of artificial neural network where connections
between units form a directed cycle. Unlike feedforward neural networks, recurrent
neural networks can use their internal memory to process sequence of inputs, and store
all the internal states in the memory as useful information. With the help of the internal
memory, researchers even find out that it can capture some context information of words
like word orders, word meanings and even some grammatic structure, thus it can be a
good solution for our model to capture the style of users.

With the great improvements of computation performance, some deep learning
recurrent neural networks like Long Short-Term Memory (LSTM) and Gated Recurrent
Unit(GRU) become popular among these years. Long Short-Term memory was first
published by Hochreiter and Schmidhuber [11] in 1997. Traditional RNNs that suffer
from the vanishing gradient problem, when the sequential data is too long, the context
information will be lost, it’s not very suitable to deal with long data. LSTM is augmented
by recurrent gates called forget gates to prevent backpropagated errors from vanishing
or exploding, which makes it suitable to deal with very long texts and time steps, and
can still capture the context information into the memory. For now LSTM is a very
popular deep learning neural network in the field of natural language processing, like
machine translation and language modeling. Gated Recurrent Unit [12] is another kind
of recurrent neural network which simplify the process of LSTM network.
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This paper tries to train a LSTM-RNN context model to capture the context infor‐
mation of every line of lyrics from a user. Every line of lyrics is segmented into phrases
list, and then fed into the model word by word (phrase level), and it will generate a
context vector representation of this line. The LSTM context model is shown in Fig. 1.
As we can see, this model takes a sequence of word vectors as input and output a
sequence of vector representations, we take the last output vector as the context of the
input line of lyrics, and then feed it into a fully connected neural network layer (the
number of the units in this layer is the number of lines in the lyrics data), to project the
context vector to the vector space in the line index level. A softmax classifier is then
been introduced to predict which line of index it is given the input sample. The softmax
classifier layer can be seen as an activation layer to predict the most probable index. The
probability of each unit can be calculated using softmax function as it is shown in (1).

(1)

LSTM

…

Fully Connected Layer

…

Context

Softmax Classifier

Fig. 1. LSTM context model

3.3 Generating Lyrics Word by Word

In 2010 Mikolov et al. [13] proposed a method to deal with language modeling using vanilla
recurrent neural networks. This RNN-based model uses sequence of previous words as input
and predict the next word using softmax classifier, which outperforms the standard backoff
n-gram models and traditional feedforward neural networks. We take the inspiration of
RNN-based language model to generate lyrics word by word, and automatically segmented
them line by line using some predefined marks. The generative model is shown in Fig. 2.
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Conext

LSTM

Softmax Classifier

… 

Fully Connected Layer

Fig. 2. LSTM generative model

Instead of using traditional recurrent neural network, a LSTM neural network model
is used to train the lyrics data. As is represented in Sect. 3.2, the context of each line of
lyrics is represented by a context vector, which is called a sentence vector. To import
the context information of previous lines, we combine its sentence context with the
sequential word vectors together and feed them to the LSTM neural network. A softmax
classifier is right after the LSTM network to predict which word to generate at next. The
softmax classifier is right like which is in the LSTM context model, but the number of
units is the vocabulary size of the word2vec model, in order to pick up the rightful word
to be generated.

3.4 Training

The training processes can be separated into two parts, to train the sentence context
model and to train the generative model. All the training processes can be treated as
unsupervised training without any manual labels.

In order to train the LSTM context model, we separate the training lyrics line by line,
each line represents one index. Thus, the input is a sentence fed into the model word by
word, and the target output is a class represented as a single line. After the training is
done, the context of vector of each line can be saved for the use of LSTM generative model.

As for the training of LSTM generative, not only the word vectors of the current line
are fed into the LSTM network, the context vector of the previous line is also imported
to capture the context information of previous lyrics. To train the language model, we
also need to separate the training lyrics into the input data and the target data. Each line
of lyrics is concatenated with a start token and an end token, to specify the start and the
end of a line, and then cut into a fixed length of sequential list, the target data is the word
right next to the word sequence.
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The LSTM context model and the LSTM generative model look quite similar as is
shown in Figs. 1 and 2, but there are some main differences. Firstly, the input line of
lyrics doesn’t need to be cut into fixed length in the LSTM context model, but for the
LSTM generative model, the input data should be cut into fixed length to satisfy the
need of the language model. Secondly, the LSTM context model is used to train the
sentence context vector of every single line of lyrics, which is then fed into the LSTM
generative model to capture the context information of the previous line of lyrics.
Finally, the target output of the LSTM context model is the index of a line of lyrics, but
for the LSTM generative model, it is a word index in the vocabulary, to predict the next
word of the current line.

3.5 Generating

The process of generating lyrics is a feedforward neural network which inputs a sequen‐
tial data and outputs a word index in the vocabulary list. After the training process is
done, the model randomly picks some start words (also called as seed words) and looks
up to their word vectors to form a sequential input, combined with the previous sentence
context. At first time the sentence context is a zero vector since there is no previous
word. But later, the sentence vector can be calculated using the LSTM context model,
then it can be used to generate the word for now. The LSTM generate model takes the
sequential input and outputs a densely-connected vector with the dimension of vocabu‐
lary size of the word2vec model, a softmax function is then given to calculate the prob‐
ability of each word to be generated. The generative model can go again and again to
generate as many words as possible. Remember that we introduce the start token, the
end token and the unknown token in Sect. 3.4, we can simply separate the generated
words line by line using these tokens.

4 Experimental Results

We experiment our models on three famous Chinese singers, Jay Chou, Eason Chan and
Faye Wong. The system first segments the lyrics data from each singer line by line, and
extracts the vocabularies, then represents each line of lyrics as a sequence of word
vectors. As it is shown in Sect. 3.1, the word vectors have been pre-trained on Chinese
Wikipedia data using word2vec model, which are quite helpful to capture the word
meaning of each sentence. And for the words not shown in the vocabularies of the
word2vec model, they are represented as an unknown token. The sequences of word
vectors representation of sentences are then fed into the LSTM context model line by
line. After training the sentences for many epochs, all the sentence vectors can be
projected into a latent vector space, where similar lyric lines are closer to each other.

As the context vector of the previous line has been introduced into the LSTM gener‐
ative model just as the vector representation of each word, it is fairly easy to train the
language model and use softmax classifier to predict the most possible word to be
generated. After training for many epochs, the generative model is able to generate some
lines of lyrics with a good manner. For example, the generative model learned from 243
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songs from Jay Chou, and generated some lyrics in Table 1, which seems to be funny
and mysterious, just like the style of himself. As for Eason Chan, 325 songs have been
fed into the model to learn his styles, the generated lyrics is shown in Table 2, which
seems more mature and sad. And for Faye Wong, 215 songs have been trained to learn
her pattern, the lyrics shown in Table 3 express her style of songs, which is nature and
free of love, sometimes mysterious (Table 4).

Table 2. Generated lyrics of Jay Chou

�� � �� �� � �� 	 
� �
Fairy cat in classroom with you quietly, wants to know first love
�� �� �� �� �� �� ��
See you off silently for a long way, you love scary see
�� �� �� �  !" #$
Green floral residue all over the floor of a mysterious air

Table 3. Generated lyrics of Eason Chan

�� �% &' () *+
Silence and hard to drop like me, can’t sleep
,- ./ 0� �1 �2 34
Recovery from suffering is hard, to exchange a watch
�56���7�89�:	;0�<

The comedy is a crucial sarcasm to stranger, it’s a pity that life is heavy

Table 4. Generated lyrics of Faye Wong

=> ?@9 � A 
� BC
Missing the man in the dream, love is pure and naive
DE FG H IJ K LM N�
Life is innocent, but one insist on complaining for half of life
OP Q R� I� �S
The end of the story is like a wind off-track

5 Conclusion

The results of the generated lyrics of the above three singers show that the models can
significantly captures some patterns and styles of the input users automatically. Although
the patterns and styles of singers are latent as parameters in their own trained models,
they can be shown by generating some lyrics with the generative model. With more
times of training and validation, our models can perform even better. One remarkable
thing is that the models try to train the previous line of context to improve the perform‐
ance of the generative model. Introducing the previous context into the current gener‐
ating process might be a significant way.

426 X. Wu et al.



Long Short-Term Memory neural network plays a great role in the context model.
With its help, sequential text data can be processed line by line to get the context repre‐
sentation of sentences. The results in this paper show it useful in generating lyrics given
previous context. This may be a very good method for other applications like text
classification, sentiment analysis and so on.

Besides, with the help of word vectors trained on Chinese Wikipedia data, the model
can generate words not just from a given singer’s lyrics, but some words with similar
semantic meanings, so it can generate purely new songs, and it is more flexible.
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