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Abstract. With the popularity of social networks, publishing social network
data is necessary for research purposes, which causes privacy leakage
undoubtedly. Therefore, many methods are proposed to deal with different attack
models. This paper focuses on a novel privacy attack model and refers it as a label
pair attack. In the label pair attacks, the adversary can re-identify a pair of friends
by using the labels of two vertices connected by an edge. We present a new
anonymity concept, called Label Pair k2-anonymity which ensures that there
exists at least k – 1 other vertices such that each of the k – 1 vertices also has an
incident edge of the same label pair and reduces the probability of a vertex being
re-identified to less than 1/k. The experimental results demonstrate that the
approach can preserve the privacy and utility of social networks effectively.
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1 Introduction

More and more social network datasets are published for different purposes, such as
research purposes with the advance on mobile and Internet technology. Specially, the
mobile social network is popular among people. It provides a platform for sharing
interests, hobbies, status and activity information. So the publication of social network
datasets may lead the privacy leakage easily. This problem has raised people’s atten-
tion, many works [1, 5–7, 20, 22, 23] have proposed various protection means to
protect individual privacy from attack. The social networks are modeled as a graph in
which each vertex represents a user, each edge represents the social relationship and the
label indicates the feature of one user.

There are a variety of attacks nowadays, such as friendship attacks, mutual friend
attacks, neighborhood attacks and structural attacks. Some works solve the social
structure problem only, and some works solve the problem of social networks with
users’ labels. We consider the two aspects of the structure and labels. Whereafter, we
propose a new attack named label pair attacks. The attacks frequently happen in mobile
social networks. The adversary can use the vertex labels of two individuals and
friendship to identify users. And the labels and friendship of users are easily obtained,
the adversary can easily launch the attack. However, the methods referred in papers
[2, 11, 13, 14, 18] can protect privacy from common attacks, while they cannot protect
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privacy from the label pair attacks. Thus it can be seen that the problem should be
solved as soon as possible.

In this paper, we introduce a new relationship attack model based on the vertex
label pair of an edge. An adversary can acquire the label of an individual from the
social network website or application easily, such as Facebook, Twitter. Furthermore,
the adversary can also know whether two individuals have a friendship relation. The
label pairs which will be mentioned later are made of the labels of two individuals who
are friends. So the adversary can use the label pairs to issue a label attack from the
published social networks on the purpose of recognizing victims’ identity. As a con-
crete example, Fig. 1(a) is an original social network, every vertex represents a user,
such as Mary, Bob, Ed. Meanwhile, we can obtain the profession label of each user,
such as Doctor, Teacher. Then we remove all users’ names and reserve the profession
labels as shown in Fig. 1(b). Obviously, an adversary cannot re-identify anyone from
the social network with anonymous vertices with the only label information. But if the
adversary knows Mary’s label is Doctor, Bob’s label is Teacher and they have a
friendship relation, he can easily identify Mary and Bob through the label pair (Doctor,
Teacher) in Fig. 1(b). Only if an adversary grasps the background knowledge about
friendship relation and the label information, he can launch the attack to identify
individuals and obtain various privacy information.

To avoid the label pair attacks, a new type of privacy-preserving method called LP
k2-anonymity is introduced in this paper. For every vertex v with an edge of label pair
ðl1; l2Þ, there will be at least k – 1 other vertices having an edge of the same label pair.
It can be guaranteed that the probability of a vertex being identified is not greater than
1/k. We propose algorithms to achieve LP k2-anonymity for the graphs of original
social networks. Our approach mainly includes two steps. First, we adopt a method
named LGA (Label Generalization Anonymization) to group the vertices and gener-
alize the labels of vertices. Then we anonymize the graph by LGAN (Label Group
ANonymization). The algorithm can effectively protect the individual privacy from the
label pair attacks, meanwhile preserve the vertex set. Above all, the algorithm is
designed to preserve as much utility as possible.
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(a) original social network G (b) social network with anonymous graph

Fig. 1. An example of the label pair attacks.
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Contributions. Our contributions are summarized as follows:

1. This paper is the first to propose the new type attack model named label pair attacks.
And we take measures to tackle the problem of the label pair attacks.

2. To deal with the problem, we introduce Label Pair k2-anonymity concept, namely
LP k2-anonymity, which can prevent users with labels from being re-identified
when the adversary launches the label attack.

3. Two algorithms are devised to achieve the purpose to anonymize. The first algo-
rithm is to group the vertices and generalize the labels of vertices named LGA
(Label Generalization Anonymization). Another algorithm named LGAN (Label
Group ANonymization) is to anonymize the social networks by edge addition and
edge deletion. We do not add noise vertices or delete vertices to preserve the vertex
set and adopt the specific order which is illustrated in Sect. 4 to protect dataset
utility.

4. The empirical results on the real datasets show that our algorithms perform well in
anonymizing the social networks.

The rest of paper is organized as follows. We introduce the related work about the
problem of anonymizing social networks in Sect. 2. We define the problem and pro-
pose the practical solution in Sects. 3 and 4. Finally, we conduct the experiments on
real data sets and conclude in Sects. 5 and 6.

2 Related Work

Privacy preservation in publishing social networks is a new challenge that has drawn
more and more people’s attention. Recently, some works [15] propose to encrypt for
the data to protect privacy and other works propose to achieve k-anonymity based on
various adversary knowledge. Many approaches [5, 10] have been proposed to guar-
antee privacy. Liu and Terzi [8] propose the k-degree anonymization, for any node v,
there exists at least k – 1 other nodes in the graph having the same degree as node
v. Sun et al. [11] propose a new type anonymity concept, called k-NMF anonymity
against mutual friend attacks. Zou et al. [16] propose the k-automorphism model,
which converts the original network into a k-automorphic network. Tai et al. [2] present
a friendship attack, in which the adversary uses the degree of each vertex and
friendship relation to identify users. Zhang et al. [21] combine k-anonymity and ran-
domization together to protect data privacy.

What is said above is not referred the data with labels. There are labels of vertices
and labels on the edges. Liu et al. [9] treat weights on the edges as sensitive labels and
propose a method to preserve shortest paths between most pairs of vertices in the graph.
And some studies usually generalize labels [3, 4, 12] to protect privacy. Generalization
involves replacing (or recording) a value with a less specific but semantically consistent
value. Zhou and Pei [18] adopt this way in social networks. They propose a practical
solution to battle neighborhood attack, the solution considers modeling social networks
as labeled graphs and also can be used to answer aggregate network queries with high
accuracy. Yuan et al. [13] introduce a framework which provides privacy protection
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based on the users’ requests. It combines the label generalization protection and the
structure protection techniques to satisfy three levels’ requests. Song et al. propose a
privacy protection scheme that only prevents the disclosure of identity of users but also
the disclosure of sensitive labels. Yuan et al. [14] define a k-degree-l-diversity anon-
ymity model that consider the protection of structural information as well as sensitive
labels of individuals and further propose a novel anonymization method based on
adding noise vertices.

3 Preliminaries and Problem Definition

In this paper, we model a social network as an undirected graph G ¼ ðV ;E; LÞ where
V is a set of nodes which represents the individuals, E�V � V is a the set of edges
representing the relationship of users, and L is a set of labels. In this work, we assume
that the adversary uses friendship relations and labels of users as background knowl-
edge to reveal the identities of users. First, we should form a generalization tree
(GTree) using the label set L. For example, if the locations of users are used as labels of
vertices in a social network, L contains not only the specific locations such as Beijing,
Washington, New York, California, Berlin, London, but also general categories like
China, America, Germany, England. We assume that there exists a symbol � 2 L which
is the most general category generalizing all labels. For two labels m; n2 L, if m is more
general than n, we write m � n. For example, America � New York. And when we
form the generalization tree (GTree), we had better form it by the number of leafs in
descending order. We put nodes which have descendants in front of the nodes having
fewer on the purpose of reducing cost and protect the utility of data. These concepts are
clarified by the following definitions:

Definition 1 Label Pair Attack. Given a social network G ¼ ðV ;E; LÞ and the
anonymized network G0 ¼ ðV 0;E0; L0Þ for publishing. For a vertex v 2 V and all edges
connecting with it, the adversary can get the label pair (m, n) corresponding one edge.
The adversary can take advantage of the label pair to identify victims.

An adversary re-identifies the v with high confidence if the number of candidate
vertices is too small. Hence, we set a threshold k to make sure that the number of
candidate vertices is no less than k for each vertex v 2 V . We define LP k2-anonymity
as follows.

Definition 2 LP k2-Anonymity. If a graph G0 ¼ ðV 0;E0; L0Þ is LP k2 anonymous, for
each vertex with an edge of label pair (m, n) in G’, there exists at least k – 1 other
vertices having an edge of the same label pair.

Consider the graphs in Fig. 2 as an example. Each vertex in the graphs represents a
user, the edge between two vertices represents the fact that the two users are friends.
And the labels annotated to the vertices show the profession of the user. For conve-
nience, we make letter T represent the profession of teacher and D represent the
profession of doctor. The Fig. 2(a) is a simple example. There are three vertices and
each vertex has the label pair (D, D). Therefore, the graph is LP 32 anonymous. The
Fig. 2(b) is LP22 anonymous. Because vertices {1, 4} have the label pairs (D, T) and
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(D, D), vertices {2, 3, 5} have the label (T, D) and vertices {2, 3} have the label pair
(T, T). Similarly, in the Fig. 2(c), vertices {1, 3, 5} have the label pairs (T, D) and (T,
T), vertices {2, 4, 6} own the label pair (D, T) and vertices {2, 6, 7} own the label pair
(D, D). Hence, it is LP 32 anonymous.

Definition 3 Generalization Cost. In our approach, we need to generalize vertex
labels. The generalization cost is

GenCostðlu; ltÞ ¼ jhlt � hlu j
jGTreej ð1Þ

lu represents the original label of vertex u. lt represents the target label of vertex u. hlt
represents the height of label lt in the generalization tree. hlu represents the height of
label lu in the generalization tree. jGTreej represents the total height of the general-
ization tree.

Definition 4 Anonymity Cost. The cost of anonymizing G ¼ ðV ;E; LÞ to
G0¼ ðV 0;E0; L0Þ is

CostðG;G0Þ ¼ E0nEj j þ EnE0j j þ
Xvm

v1

GenCostðlu; ltÞ ð2Þ

Suppose there are m vertices in a graph.

4 LP k2-Anonymity Approach

In this section, we devise two effective algorithms, one is LGA (Label Generalization
Anonymization) for grouping the vertices and generalizing the labels of vertices.
Another is used for anonymizing the social network graph by adding and deleting
edges called LGAN (Label Group ANonymization). The two algorithms share the same
purpose that is to preserve the utility while satisfying the LP k2-anonymity.
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Fig. 2. Examples of LPk2 - anonymity graphs
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4.1 Label Generalization Anonymization (LGA) Algorithm

In this section, we organize vertices into groups and generalize vertices’ labels by
Algorithm LGA. We require there exist at least k vertices in each group. And gener-
alizing vertices’ labels makes all the vertices in each group have the same label.

To get the goal as described above, first we should sort the vertices sequence f in a
specific order. Take the order of subtrees into account. At first, we consider the first
subtree. We scan the labels of vertices in the graph in a breadth-first way, and sort them
by the order in which the vertices have the same label or have the label of sibling
relationship. Then we handle the vertices with the labels in the following subtrees in the
same way. And these vertices which are handled newly will be added into f . The
process is finished until all the subtrees are considered, that is all vertices are sorted.

Suppose the sequence is f ¼ ðv1; v2; v3. . .vmÞ. Then we group the vertices into
GP1;GP2. . .GPn and make sure that there exist at least k vertices in each group, there
are m vertices in the graph. These m vertices should be divided into multiple groups.
First, we put k vertices into GP, if GPj j � k, we should analyze vkþ 1 and vk two
vertices’ label relationship. If they have the same label or have the label of sibling
relationship, we put vkþ 1 into GP. Otherwise, we start another group. We mark
GR ¼ GP1;GP2. . .GPnf g. Then we choose a target label for vertices in each
group. The selection rule is made according to the smallest generalization cost in
Eq. (1) introduced in Sect. 2.

Example 1. We take an example of LP 22-anonymity. First, we form a generaliza-
tion tree for the social network graph which is shown in Fig. 4(a). The generaliza-
tion tree is displayed in Fig. 3. The vertices in Fig. 4(a) are sorted as f ¼ 3; 2; 4;f
6; 1; 5; 7; 8g. We group them into three groups. GP1 ¼ 3; 2; 4; 6f g, GP2 ¼ 1; 5f g,

*

a b c d e f g

l1 l2 l3

Fig. 3. An example of a generalization tree (GTree)
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GP3 ¼ 7; 8f g, GR ¼ GP1;GP2;GP3f g. We choose a target label l1 for GP1, l2 for
GP2, l3 for GP3 and generalize the labels of vertices to be their target labels. The
generalization result is shown as Fig. 4(b).

4.2 Algorithm Label Group Anonymization (LGAN)

We propose an algorithm named LGAN to add edges or delete edges of the vertices
after grouping. First, for every vertex in each group, we examine whether there are not
less than k – 1 other vertices owning the same label pair of (m, n) between groups. The
group which satisfies the condition is removed from the set GR. The left groups in the
set GR will be processed. The average degree of vertices in each group is calculated.
The group with the highest average degree is selected firstly, and the process of adding
edges or deleting edges is performed to ensure that each label pair (m, n) in the group is
either zero or not less than k. We use table VerTbl x½ 	 y½ 	 to store the number of vertices
in x with edges connecting to the vertices in y, x represents the vertices whose labels are
m and y represents the vertices whose labels are n. EdgTbl x½ 	 y½ 	 stores the number of
edges connecting vertices in x and y, and x represents the vertices whose labels are m
and y represents the vertices whose labels are n. We ensure that two groups have
enough edges by adding edges or deleting edges. For each label (m, n), if
0\VerTbl x½ 	 y½ 	\k or 0\VerTbl y½ 	 x½ 	\k, we get the cost of edge addition, i.e., k �
minðVerTbl x½ 	 y½ 	;VerTbl y½ 	 x½ 	Þ and the cost of edge deletion, i.e., EdgTbl x½ 	 y½ 	. If the
cost of edge deletion is no more than the cost of edge addition, we delete the edges
between group x and group y. Then we set VerTbl x½ 	 y½ 	, VerTbl y½ 	 x½ 	, EdgTbl x½ 	 y½ 	,
EdgTbl y½ 	 x½ 	 as zero. Otherwise, we add edges between group x and group y according
the following strategy:

(1) vertex u (or v) in group x has no connection with v (or u) in group y;
(2) the shortest path between every two candidate vertices is the minimal one in the

original graph.

After the group is handled, we remove the group from the set GR. We iterate this step
until the set GR is empty.

Example 2. After Example 1, we get the graph of Fig. 4(b). On the basis of Fig. 4(b),
we add edges or delete edges between groups. In Fig. 4(b), for every vertex in GP3,
there are not less than k – 1 other vertices owning the same label pair of (m, n) between
groups. The group is removed from the set GR directly. We consider the left groups
GP1, GP-2. Vertex 6 in GP1 can be uniquely identified by the label pair (l1; l3). Similar,
vertex 5 in GP2 can be uniquely identified by the label pair (l2; l3). We calculate the
average of the vertices in each group, we can know the average degree of GP1 is 2.25,
and the average degree of GP2 is 2.5. As a consequence, we give priority to deal with
the vertex 5 in GP2. LGAN deletes an edge (5, 7) as shown in Fig. 5(a). Then, we
remove GP2 from the set GR. To protect vertex 6, an edge (4, 8) is chosen to add. Then,
we remove GP1 from the set GR. The set GR is empty that means the social network
graph in Fig. 4(a) is already anonymized completely. Finally, the Fig. 5(a) is the LP 22

anonymous resulting graph.
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5 Experimental Evaluation

In the section, we introduce the datasets and evaluate our algorithm. All the experiments
are conducted in a virtual machine on a PC computer. The PC is with a 2.50 GHz Intel
(R) Core(TM) i7-6500U CPU and 4.0 GB memory. The virtual machine runs Fedora
release 23 system with 1.5 GB memory. The program is implemented in C.

5.1 Data Sets

We conduct our experiments on two real datasets. One dataset is a co-authorship data in
network science [24]. We construct a social network from the data and extract author
names as labels. Each vertex in the graph represents an author, and two vertices are
linked by an edge if the two corresponding authors co-authored at least one paper in the
data set. There are 1461 vertices and 2742 edges in the co-authorship graph after
removing the isolated vertices and the average degree is about 3.76. Another is from
the e-print arXiv. We derive a graph describing the citations between papers from
Arxiv HEP-TH (high energy physics theory) [25]. If one paper cites another paper, an
undirected edge will connect both corresponding vertices. The graph includes 12130
vertices and 76043 edges after removing the isolated vertices. The average degree of
vertices is about 12.54.

5.2 Data Utility

We evaluate the performances the LGA and LGAN algorithm by measuring the degree
distribution, average clustering coefficient, average path length, the numbers of edge
changes and running time.

Degree Distribution. Figure 6 shows the degree distributions of the original graphs
and the anonymized graphs. It can be seen the degree distributions of anonymized
graphs are similar with the original graphs.

Average Clustering Coefficient (CC). Figure 7 compares the average clustering
coefficients of the original graphs and the anonymized graphs. The basic trend is that
the CC values on two datasets decrease when k increases. Specially, when k value is 3,
the CC value of the HEP-TH dataset increases a little.
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Fig. 5. An example of LP 22-anonymity graphs
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Average Path Length (APL). The average path lengths on two datasets for the
original graphs and the anonymized graphs are shown in Fig. 8. The APL of the graph
anonymized is very close to the APL of the original graphs, especially when k value is
small.

(a) network science dataset (b) HEP-TH data

Fig. 6. Degree distribution

(a) network science dataset (b) HEP-TH dataset

Fig. 7. Average clustering coefficient

(a) network science dataset (b) HEP-TH dataset

Fig. 8. Average path lengths
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Percentages of Edges Changed. We consider the edge changes in our algorithm.
Figure 9 shows the edge changes on the original graphs. The changes include the ratios
of edges added and edges deleted. In our algorithm, we change the fewest edges. In the
HEP-TH dataset, the vertex degree is smaller relatively than the dataset in the same
size. For better experimental results, we make many vertices own the same label by
generalizing labels. Also k value is set little when we perform the experiment.

From the above evaluation, it can be seen our algorithm can preserve the utility of
the original graph effectively.

Running Time. Figure 10 shows the runtime on the network science dataset with
respect to different k values. We can know the runtime increases when the k value
increases from the figure.

6 Conclusions

In this paper, we have proposed a new concept LP k2-anonymity to protect individual
privacy against a new type attack, called label pair attack. For LP k2-anonymity, we
provide a new method to anonymize the social graphs by algorithm LGA and LGAN.

(a) network science dataset (b) HEP-TH dataset

Fig. 9. Percentages of edges added and deleted

Fig. 10. The runtime on network science dataset
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In order to preserve the original graphs, we generalize the vertex labels as fewer as
possible and only add necessary edges to construct a new graph without adding the
noisy vertices in our algorithms. We also give a detail analysis of the data utility. The
experimental results on two real data sets demonstrate that our approaches can preserve
much of the utility of the original graph.
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