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Abstract. The latest estimates of the World Health Organization point that
approximately 5% of world’s population presents disabling hearing loss
(328million adults and 32million children). This situation becomes very complex
in developing countries, where children with hearing loss and deafness rarely have
access to schooling. On those grounds, in this paper we present an intelligent
system to automatically generating video-summaries and captioning in sign lan-
guage with the aim of creating accessible learning objects for children and youth
with disabling hearing loss. Through our intelligent system, we propose a
methodology that allows performing agile consumption of educational content
(LearningAccessibleObjects) that use videos.With the aimof determining the real
feasibility of our proposal, we have performed a preliminary experiment with 7
educational videos of history, natural sciences and mathematics for deaf children
and youth from 8 to 12 years. A team of 6 experts in sign language has evaluated
several aspects our proposal (coherence of the summaries and captions, quality of
the synchronization between the explicative elements in sign language and video
execution, possible lost keywords/meanings,…).
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1 Introduction

The latest estimations of the World Health Organization point that nowadays more than
5% of world population present hearing loss. This percentage represents 360 million of
persons, of whom 32 million are children [1]. Commonly, hearing loss is related with
hereditary characteristics, perinatal trauma, infectious diseases, exposure to excessive
noise, aging, the use of medication that produces side effects, among others causes.

In this line, the early detection of hearing problems as well as using cochlear
implants and hearing aids allows incrementing opportunities for coexistence for persons
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with hearing loss. For a person with hearing loss it is fundamental to have the oppor-
tunity of using subtitles, sign language, lip-reading and other educational and social
support strategies that constitute the mainstays of inclusion. Nowadays the Word
Federation of the Deaf (WFD), one of leading worldwide non-governmental associa-
tions, works to promote the creation of opportunities (working, education, etc.) for
people with different degrees of hearing loss. Similarly, the WFD promotes the correct
use of sign language has a means of access to education, information and several aspects
of common life. This organization actually represents to 70 million persons worldwide,
grouping national organizations of 131 countries [2].

Another important aspect to consider is that interpreting sign language constitutes a
diverse work of linguistic, social and cultural participation that involves special
methods for receipting, processing and transmitting information. Nowadays, the most
of countries must to face the challenge of providing a quality education for all persons,
strengthening an approach of inclusion that gradually gains ground in educational and
social areas to address the existing high levels of exclusion, discrimination and edu-
cational inequality. In order to guarantee educational equity, it is necessary to apply
important changes in the educational systems, as well as the culture, policies and
practices of governments, including for it evaluative processes that help validating the
made efforts.

For these reasons, it must be taken into account that deaf persons have several
problems to access to information contained in different media, especially in Internet.
The continuous use of infrequent terms that appear in language as well as a
complex/broad syntax makes very difficult for a deaf person understanding several
concepts, ideas or messages. To make accessible multimedia materials, it is necessary
applying adaptations based on subtitles, using images/diagrams and/or including sign
language videos [3].

On those grounds, in this paper we present a complete ecosystem to automatic
generating summaries of videos to create accessible learning objects for persons with
different degrees of hearing loss. In the same way, we present the first experimentation
stage as well as the results obtained in a center of special education in Cuenca,
Ecuador.

The rest of the paper is organized as follows. In Sect. 2 we present some relevant
contributions focused on providing support for educational contents and sign language.
The system architecture as well as the study that we have carried out in Cuenca,
Ecuador are depicted in Sect. 3. Section 4 describes the main findings and results of
our research. Finally, Sect. 5 presents some ideas for discussion and future work.

2 The Sign Language and ICTs Tools: A Brief Overview

In the last years have been developed several contributions that are focused on
developing intelligent systems able to recognize the sign language used by persons as
well as creating virtual avatars that can maintain conversations with deaf people.

Dorfman et al. proposes a virtual agent able to interact with humans through natural
language. This agent can simulate human dialogs with the objective of been a com-
plement higher education processes. To this aim, the authors have used Natural
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Language Processing (NLP) and conducted an experiment during two years in the IT
Resource Management course at Buenos Aires University. The results of the 604
conversations collected during two years period show a great acceptance level by
student’s side [4]. In a similar research line, Uluer, Akalın, and Köse have presented a
system assisted by a humanoid robot to teach sign language to children. This robot
named Robovie R3 has five fingers and uses games based on imitation to teach children
Turkish sign language. Robovie R3 is able to combine the gestures produced by its
hands with facial expressions and body movements. Another feature of the robot is that
it can recognize signs through its RGB-D video camera [5].

Gamage et al. have proposed using Gaussian process dynamical models for hand
gesture interpretation in sign language as an alternative to Hidden Markov Models
(HMM) or Artificial Neural Networks (ANN). This proposal has tested with a database
of 66 hand gestures from the Malaysian Sign Language, obtaining a rate of 79%
success. The authors conclude that their contribution is stronger in areas such as rigour
in training (number of samples, parameters, and training time), over-learning tenden-
cies and variance in classification [6]. Similarly, Huang et al. have developed a method
for hand gestures interpretation through Real-Sense device, which includes a video
camera able to detect and track the hands position. This device provides a set of 3D
coordinate of fingers’ articulations [7].

In the other hand, Centelles et al. have carried out an experiment in which the
authors have assigned accessible metadata to educational videos at higher education
context. This research uses Schema.org vocabulary in combination with three of the
most used search engines (Google, Yahoo and Bing). In this first stage, the authors
have established the pillars of a system that will be developed later and will provide
rich snippets [8].

In the same way, several authors have developed systems and algorithms with the
aim of performing video summarization [9–11]. However, this task is not trivial, given
that the summaries are subjective: different persons can compose different summaries
for the same video. As such, a video summary becomes very important for a deaf
persons, because it can help them searching and finding the video content according to
its semantics [9]. Creating video summaries for persons with hearing loss require an
extra effort, given that is necessary carrying out an adequate “translation” from spoken
language to sign language. This is a complex process in which it is necessary not only
matching words with signs, but also interpret the message as it is done by a human
expert.

3 General System Architecture

As can be seen in Fig. 1, our ecosystem is organized in 5 layers and several
modules/components. This approach allows us performing changes on any module as
well as testing new components without affecting the general functionality of the entire
system. Below we describe the different functionalities and elements of the ecosystem:

• The system uses the dictionary provided by the Ecuadorian National Council for
Equality of Disabilities (Consejo Nacional para la Igualdad de las Disapacidades,
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CONADIS). The dictionary of Ecuadorian sign language “Gabriel Román” has
approximately 5,000 words from the Official Dictionary of the Language of
Ecuadorian Signs and includes graphics and explanatory videos. To carry out this
task, the system performs a video analysis and processing stage that consists on
the following activities:

(a) Coding to H.264 format: each video is analyzed and codified using the H.264
format (in order to use less space and maintain the quality),

(b) Video clips trimming: the “blank spaces” that do not contain information are
removed (this allows reducing the video length from 5 to 2 s),

(c) Video frame-rate adjustment: the system reduces the frame-rate to 15 frames
per second (this allows playing videos in mobile devices with reduced com-
putational resources).

• The video-summaries assembler layer is in charge of generating the subtitles
(captioning) and from this result assembles each summaries. To achieve this
objective, this layer performs the following operations:

Fig. 1. The general system architecture and the 5 layers and components that constitute it.
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(a) Closed Captions (CC) extraction: The system uses the YouTube tools to
access to video subtitles. From this information, the extractor creates several
data structures that contain the texts and data-time (staring time and ending
time) of each sentence.

(b) Natural Language Processing (NLP): At this stage, the system performs a
Part-Of-Speech tagging (POS tagging) with the aim of determining the most
relevant words (verbs, pronouns, nouns, etc.). Each of these words will pair
with a video of the Ecuadorian sign language dictionary. However, several texts
contain words that are not registered in the dictionary, for these cases, the
system searches an “equivalent” word through synonyms and Second-order
co-occurrence pointwise mutual information method [12].

• Latent Semantic Analysis (LSA) in Text Summarization: At this stage, the
system creates a new accessible LO that can be used by any person with hearing
loss condition. The content generator uses the different videos created in the video
analysis and processing layer to create new subtitles based not only on texts, but
also on sequences of images with hand gestures representing signs (Fig. 2). These
contents are used by content assembler to create the LO that will be charged to
virtual learning environment (in this case MOODLE [13]).

• In order for providing users an interface to interact with the ecosystem, the ICT
support tools layer provides two elements: a set of Desktop components and a set of
virtual platforms (different kinds of applications to learn sign language through
games). The desktop components are used as part of educational programs for
children and youth whereas the virtual components are used as reinforcement
activities for home.

In Fig. 2 is depicted the general process that we have followed to automatically
generate the video captioning in Ecuadorian sign language. Below we describe the
most relevant tasks (that were not described above):

• The first step consists on extracting the Closed Captions (CC) from the educational
videos. This task is carried out with the support of Google2SRT tool. However, the
sentences retrieved from Google2SRT are fragmented (commonly the timestamps
appear at the middle of sentence). Therefore, to determine the beginning and ending
of each sentence as well as joining the fragment, the system uses regular
expressions.

• The system extracts from sentences that have time stamp the most relevant words
(nouns, pronouns, verbs, etc.) through a lexical analysis (PoS Tagging and
Stop-words removal). In some cases, it is necessary to search a synonym of some
words, given that the Ecuadorian sign language only has 5,000 entries. For this task,
the system uses DISCO and Vector Space Model (VSM) [12] to find the words
semantically similar to the searched word.

• In order to generate the video summaries, the system applies LSA [14] to para-
graphs assembled from the sentences in which were removed the time stamps. This
summary presents the key ideas of the video in sign language, and can be used by
user to search videos according to its content.
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In Fig. 3 it is possible to see a screen capture of main window that belongs to
desktop application. On the left side we can see the standard educational video,
whereas on the right side the system includes the sign language captions (animation)
that are synchronized with the video-playing.

Fig. 2. Detailed diagram of the different tasks carried out by the system to generate both video
captions and video summaries in Ecuadorian sign language.
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4 Pilot Experiment and Preliminary Results

With the aim of validating the first stage of our proposal, we have carried out a pilot
experiment with a team of 6 experts in Ecuadorian sign language (interpreters). These
experts collaborate with a public education institution where 11 children with hearing
loss have been integrated.

The experiment has consisted in two parts, a first with the objective of determining
key parameters to evaluate the developed tool. These parameters have the objective of
measuring the relevance and real utility of the tool in educational area, and are the
following:

• Instruct: specifies if the tool can be used in educational context to teach different
courses aimed at children.

• Inform: considers whether the tool is appropriate to provide informative contents to
users.

• Motivate: this parameter is used to measure the level of motivation with which users
interact with the educational videos provided by the system.

• Explore: this parameter specifies whether the tool incorporates services to search
information in the videos (according to certain criteria and topics).

• Develop skills: allows determining whether the tool can be used to develop some
communication skills (based on sign language).

• Entertain: specifies whether is possible entertaining children and youth with the
platform.

• Experiment: determines if the tool allows users testing functionalities related with
labeling process as well as with summaries generation (in sign language).

Fig. 3. A screen capture of the main window of user interface.
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As can be seen in Fig. 4, our proposal was evaluated considering the 7 parameters
described above. To this aim, the experts have reproduced several educational videos
and then they did respond a survey. The results show that we must improve 3 key areas:
(a) the motivation of users to use the platform, (b) the alternatives to accomplish
exploratory activities on the educational contents, and (c) the support to experiment
with the contents.

As for the other parameters, it can be observed that although this tool constitutes a
prototype, it is adequate to instruct, inform, support skills development, and entertain
persons while they are learning.

Fig. 4. Set of evaluation parameters defined by the expert team on Ecuadorian sign language.

Table 1. Evaluation results of the educational videos and their captions in Ecuadorian sign
language.

Video Quality Coherence Synchronization

1 5 3 4
2 4 3 4
3 4 3 3
4 3 2 3
5 5 4 4
6 4 3 4
7 5 4 4
Average 4.3 3.1 3.7
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In the second part of the pilot experiment, the team of experts has evaluated the
quality (the signs sequence is properly assembled), coherence (the message in sign
language and spoken language are closely related) and synchronization (the captions in
sign language are showing at correct times) of the captions in sign language. In Table 1
we can see the evaluation results for each of the three variables mentioned above. As it
can be seen, it is necessary improving the coherence and synchronization of the cap-
tions in sign language.

5 Conclusions and Future Work

Nowadays, the demand for an inclusive education makes it necessary to have acces-
sible and universal environments that allow access to all people, regardless of whether
or not they have disabilities.

Therefore, it is important to mention that videos are very valuable learning objects,
so giving options that allow synchronous or asynchronous communication with people
with hearing impairment will strengthen the collective construction of knowledge.

It is necessary to propose a next phase focused on the semantic analysis of the deaf
people’s grammatical structure, since the interpretation goes beyond a translation, it
requires considering 3 components associated with facial expression, body movement
and the sign itself, for which we require analyzing patterns of behavior and generate an
avatar that conveys the complete communication.

Through the use of interaction technologies such as Leap Motion and Kinect, we
can properly control an avatar in order to generate expressions related to the
Ecuadorian sign language. Likewise, this process will enrich the video captioning.
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