
Yves Demazeau · Paul Davidsson 
Javier Bajo · Zita Vale (Eds.)

 123

LN
AI

 1
03

49

15th International Conference, PAAMS 2017 
Porto, Portugal, June 21–23, 2017 
Proceedings

Advances in Practical
Applications of Cyber-Physical 
Multi-Agent Systems 

The PAAMS Collection



Lecture Notes in Artificial Intelligence 10349

Subseries of Lecture Notes in Computer Science

LNAI Series Editors

Randy Goebel
University of Alberta, Edmonton, Canada

Yuzuru Tanaka
Hokkaido University, Sapporo, Japan

Wolfgang Wahlster
DFKI and Saarland University, Saarbrücken, Germany

LNAI Founding Series Editor

Joerg Siekmann
DFKI and Saarland University, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/1244

http://www.springer.com/series/1244


Yves Demazeau • Paul Davidsson
Javier Bajo • Zita Vale (Eds.)

Advances in Practical
Applications of Cyber-Physical
Multi-Agent Systems

The PAAMS Collection

15th International Conference, PAAMS 2017
Porto, Portugal, June 21–23, 2017
Proceedings

123



Editors
Yves Demazeau
Centre National de la Rech. Scientifique
Grenoble
France

Paul Davidsson
Malmö University
Malmö
Sweden

Javier Bajo
Universidad Politécnica de Madrid
Madrid
Spain

Zita Vale
Polytechnic Institute of Porto
Porto
Portugal

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Artificial Intelligence
ISBN 978-3-319-59929-8 ISBN 978-3-319-59930-4 (eBook)
DOI 10.1007/978-3-319-59930-4

Library of Congress Control Number: 2017943015

LNCS Sublibrary: SL7 – Artificial Intelligence

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Research on agents and multi-agent systems has matured during the past decade and
many effective applications of this technology are now deployed. An international
forum to present and discuss the latest scientific developments and their effective
applications, to assess the impact of the approach, and to facilitate technology transfer
became a necessity and was created a few years ago.

PAAMS, the International Conference on Practical Applications of Agents and
Multi-Agent Systems, is the international yearly event in which to present, to discuss,
and to disseminate the latest developments and the most important outcomes related to
real-world applications. It provides a unique opportunity to bring multi-disciplinary
experts, academics, and practitioners together so as to exchange their experience in the
development and deployment of agents and multi-agent systems.

This volume presents the papers that were accepted for the 2017 edition of PAAMS.
These articles report on the application and validation of agent-based models, methods,
and technologies in a number of key application areas, including: daily life and real
world, energy and networks, humans and trust, markets and bids, models and tools,
negotiation and conversation, and scalability and resources. Each paper submitted to
PAAMS went through a stringent peer review by three members of the Program
Committee composed of 112 internationally renowned researchers from 26 countries.
From the 63 submissions received, 11 were selected for full presentation at the con-
ference; another 11 papers were accepted as short presentations. In addition, a
demonstration track featuring innovative and emergent applications of agent and
multi-agent systems and technologies in real-world domains was organized. In all, 18
demonstrations were shown, and this volume contains a description of each of them.

We would like to thank all the contributing authors, the members of the Program
Committee, the sponsors (IEEE SMC Spain, IBM, AEPIA, AFIA, APPIA, Universidad
Politécnica de Madrid, Polytechnic Institute of Porto, and CNRS), and the Organizing
Committee for their hard and highly valuable work. Their work contributed to the
success of the PAAMS 2017 event. Thanks for your help – PAAMS 2017 would not
exist without your contribution.

May 2017 Yves Demazeau
Paul Davidsson

Javier Bajo
Zita Vale
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Context-Aware Decision Support
in Socio-Cyberphysical Systems: From Smart

Space-Based Applications
to Human-Computer Cloud Services

Alexander Smirnov(&), Alexey Kashevnik, Andrew Ponomarev,
and Nikolay Shilov

SPIIRAS, 39, 14th Line, St. Petersburg, Russian Federation
{smir,alexey,ponomarev,nick}@iias.spb.su

Abstract. Context-aware decision support is required in situations taking place
in dynamic rapidly changing and often unpredictable distributed environments.
Such situations can be characterized by highly decentralized up-to-date data sets
arriving from various resources located in socio-cyberphysical systems. Systems
of this class tightly integrate heterogeneous resources of the physical world and
IT (cyber) world together with social networking concepts. The paper addresses
context-aware decision support in agent-based environments for smart
space-based systems and human-computer cloud services. The application of the
proposed decision support methodology is demonstrated on an e-tourism
domain, particularly, via a connected car-based e-tourism system.

Keywords: Context-aware decision support � Agent � Service � Smart space �
Human-computer cloud

1 Introduction

Modern applications are often based on CyberPhysical Systems (CPS) using the
Internet of Things (IoT) paradigm. The European research cluster on the Internet of
Things defines it as “a dynamic global network infrastructure with self-configuring
capabilities based on standard and interoperable communication protocols where
physical and virtual things have identities, physical attributes, and virtual personalities,
use intelligent interfaces, and are seamlessly integrated into the information network”
[1]. Now IoT is growing fast into a large industry and has a total potential economic
impact of $3.9 to $11.1 trillion a year by 2025 [2]. Several specific platforms have been
developed that support IoT devices’ communication (e.g., OpenIoT [3], AWS IoT [4]).
The major innovations driven by advances in the mobility and cloud computing
increase the number and variety of networked connections, as well as the opportunities
for people and machines to derive unpredictable value from these connections.

CPS in general integrate physical systems (physical production equipment, vehicles,
devices, etc.) and IT components (e.g., enterprise resource planning, manufacturing
execution systems or other information systems) in real-time. Socio-CPS (SCPS) take
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into account the integration of human actors (e.g., organizational roles and stakeholders)
at individual and social network level for value creation and digital transformation.

SCPSs go one step further the ideas of the current progress in SPSs, socio-technical
systems and cyber-social systems to support computing for human experience. They
tightly integrate physical, cyber, and social worlds based on real time interactions
between these worlds. Such systems rely on communication, computation and control
infrastructures commonly consisting of several levels for the three worlds with various
resources like sensors, actuators, computational resources, services, humans, etc. Since
the resources of SCPSs are numerous, mobile with a changeable composition SCPSs
are expected to be context-aware. The context is defined as any information that can be
used to characterize the situation of an entity, where an entity is a person, place, or
object that is considered relevant to the interaction between a user and an application,
including the user and applications themselves [5].

SCPSs belong to the class of variable systems with dynamic structures; the appli-
cation of the agent technology can be efficient at addressing the issue. The smart spaces
paradigm assumes the participating agents (autonomous information processing units)
to acquire and apply knowledge to service construction [6–8]. Services are constructed
by agents interacting on shared information in information hub that supports indirect
information-driven interactions. Each agent produces its share of information and makes
it available to others via the hub. Similarly the agent consumes information of its own
interest from the hub. To support interoperability between these agents and resources the
ontologies are applied to knowledge representation and manipulation within the smart
space. In these activities the M3 architecture for smart spaces was developed, where M3
stands for Multidevice, Multivendor, and Multidomain [9].

Adaptability of the IT infrastructure of the organization is met by the cloud com-
puting paradigm defined by NIST as «a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable computing resources (e.g.,
networks, servers, storage, applications, and services) that can be rapidly provisioned
and released with minimal management effort or service provider interaction» [10]. The
expected advantages of using cloud computing are the reduction of expenses – both on
hardware and on skilled IT personnel, the ability to achieve greater flexibility without
the capital cost of investment in extra equipment which might not be needed.

Cloud computing paradigm can become a unifying technological basis for inte-
gration of different kinds of services and resources: hardware-, software-, and
human-based. Though usually clouds are formed of hardware and software resources,
there exists a deep analogy between cloud and crowd computing resulting in emer-
gence of “social computers” paradigm and human-computer cloud (HCC) [11]. Alike
virtual computers in the cloud, individuals or groups of people from a huge crowd
“pool” can be dynamically allocated to perform a specific task (assignment) and then
released.

Nowadays tourism is viewed as one of the largest and fastest growing economic
sector in the world. The United Nation World Tourism Organization confirms this fact
and shows that international tourist arrivals doubled in the last two decades [12]. The
aspects of context-aware decision support are demonstrated through e-tourism area.
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This paper investigates a context-aware decision support in SCPSs based on smart
space-based applications and HCC services. Section 2 presents the major aspects of the
context-aware decision support illustrated via an e-tourism application. Section 3
introduces the developed HCC approach to decision making illustrated via an enhanced
e-tourism decision support system. The major results are summarized in the conclusion.

2 Context-Aware Decision Support

Decision support in dynamic environments has to take into account a continuously
changing situation. In the present research resources of the environment provide
information of any changes to the decision support systems (DSSs).

2.1 Smart Space-Based Decision Support Methodology

In the research the context model serves to represent the knowledge about a decision
situation (settings, in which decisions occur, or particular problems to be solved).
Context is suggested being modeled at two levels: abstract and operational. These
levels are represented by abstract and operational contexts respectively [13].

Abstract context is an ontology-based model integrating information and knowl-
edge relevant to the current decision situation. The DSS’s user (the decision maker) in
his/her request to DSS indicates the type of the current situation or smart sensors
provide this type to the system. The relevant information and knowledge are extracted
from the application ontology. The abstract context specifies domain knowledge
describing the current situation and problems to be solved in this situation. The abstract
context reduces the amount of knowledge represented in the application ontology to the
knowledge relevant to the decision situation. In the application ontology this knowl-
edge is related to the resources via the alignment, therefore the abstract context allows
the set of resources to be reduced to the resources needed to instantiate knowledge
specified in the abstract context. The reduced set is referred to as contextual resources.

Operational context is an instantiation of the domain constituent of the abstract
context with data provided by the contextual resources. This context reflects any
changes in environmental information, so it is a near real-time picture of the current
situation.

To enable capturing, monitoring, and analysis of the implemented decisions and
their effects the abstract and operational contexts with references to the respective
decisions are retained in an archive. In a result, DSS is provided with some reusable
models of decision situations. These models, for instance, are used to reveal user
preferences based on the analysis of the operational contexts in conjunction with the
implemented decisions.

Usage of these context management techniques in a Smart-M3 application allows to
formalize current situation in smart space at two layers and take it into account during
application functioning. Abstract context level suits well for sharing and reuse, since,
on the one hand, this level does not concentrate on any specific properties, and on the
other hand, knowledge of this level is not a universal abstraction seldom taken into
account when the case considers practical knowledge sharing and reuse. The agent’s
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ontology describes the model of the agent and includes all requirements and possi-
bilities that can be implemented. This ontology is also used to identify tasks for
particular agents, and their joint execution would lead to solving the original (current)
problem. Abstract context describes the task that can be executed by an agent. The
model is formed automatically (or reused) applying ontology slicing and merging
techniques [14]. The purpose is to collect and integrate knowledge relevant to the
current problem (situation) into the context. Operational context provides description of
the task with parameters and values at the moment. Operational context is the infor-
mation that the agent publishes in smart space according to abstract context (Fig. 1). At
that, a concrete description of the current situation is formed, and the current problem is
augmented with additional data.

2.2 TAIS as Mobile Smart Space-Based Application

The proposed decision support methodology was implemented in the “TAIS – Mobile
Tourist Guide” system developed under the EU program for cross-border e-tourism
framework in Oulu Region and the Republic of Karelia (Development of Cross-Border
e-Tourism Framework for the Program Region – Smart e-Tourism (European Com-
munity – Karelia ENPI CBC 2007-2013 Program, 2012-2014 – project KA322)).

Information & Compu-
tation Services
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Interaction ModuleAgent Ontology

Abstract 
Context

Interaction Module
Agent Ontology

Information flow Ontology matching and information flow 

Operational 
Context

Operational 
Context

1. Interaction 
in smart space

In IoT space Agent (in the smart space)

Service

Agent (in the smart space)In IoT space

2. Joint tasks 
execution

Smart 
Space

Fig. 1. Services interaction in smart space
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TAIS is a mobile application for guiding tourist activities through the mobile clients
that are developed for Android devices (smartphones or tablets). The system deter-
mines the current tourist location and provides context-aware recommendations about
attractions around (e.g., museums, monuments) and their textual and photo descrip-
tions. The user browses attractions and makes decisions about attendance. The personal
preferences and the current situation in the region are taken into account. The appli-
cation also exploits external Internet services for the source of actual information about
attractions based on tourists’ ratings. The intelligent mobile tourist guide consists of
several services united by the smart space technology for providing the tourist with
information according to personal preferences [15, 16].

The main application screen is shown in Fig. 2 (left). The tourist can view images
extracted from accessible internet sources, clickable map with his/her location, context
situation (e.g., weather), and the best attractions around ranked by the recommendation
service. The tourist can also see detailed information about the chosen attraction
(Fig. 2, right), browse attraction reaching path that is proposed by the system route to
an attraction, and/or estimate it.

3 Human-Computer Cloud Approach to Decision Support

The idea of HCC lies in the usage of human and computer units to create a content,
process it, and provide decision support [17]. It applies the distinctive features of cloud
computing (namely, resource virtualization, abstraction, and elasticity) to the con-
struction of information processing systems containing hardware, software, and
humans [11, 18].
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The cloud-managed human resource environments are aiming at managing mem-
ber’s skills and competencies in a standardized flexible way (e.g., [11, 18]) regarding
human as a specific resource that can be allocated from a pool for executing some tasks.

The proposed decision support methodology based on HCC is presented in Fig. 3.
In accordance with the methodology humans implement two roles: end user (often is a
decision maker) or contributor – a computing resource that can be used in manual
problem solving. Contributors can join HCC and define the resources they can provide,
time and load restrictions, types of tasks they can execute. A contributor may also
define the expected compensation for his/her efforts. There are multiple possible
schemes of incentivization [19]. Three of them are the most appropriate: monetary
reward, artificial reward measured in some cloud-based “contribution points”, allow-
ing, in their turn, to use resources of the cloud in the future, and voluntary participation.
Resources can also be presented by program services that provide autonomous task
execution. Each resource is described by a competency profile defined in terms of
application ontology. This profile is used for resource search at the stage of task
execution. The profile can be filled out by a developer of the service or contributor/end
user and/or autonomously by gathering information from social media.

Each task is executed by appropriate resource of HCC. According to NIST rec-
ommendations this function lies on services at the platform layer. This layer can
provide, for example, an Iterative-Improvement (see, e.g., [20]) human computation
pattern that is implemented as an allocation of several human members (meeting some
requirements) and a task redirection to them in sequence. Task execution results are
composed into a joint problem solution and returned to the end user.

3.1 Human-Computer Cloud for Decision Support in e-Tourism

The proposed HCC architecture (Fig. 4) deals with all the three cloud layers according
to NIST [10]: infrastructure, platform, and software. In this section, firstly, the potential
actors who can interact with the cloud are identified, then each of the layers and some
of their services are described.

Actors. Two main categories of actors of a decision support in e-tourism are tourists
and contributors. Tourists are end users of most applications and services of the HCC
environment (like trip itinerary planning). Contributors, on the other hand, are (usually,
but not necessarily) local citizens or other tourists that are available to serve as human
resources in the HCC environment. Besides, several other actors involved in decision
making or system maintenance are identified (see [17] for a detailed description).

Infrastructure layer: Infrastructure layer unifies different types of capabilities: tra-
ditional computing and storage capabilities, sensing capabilities and human expertise
capabilities. It should also be noted, that in this mixed infrastructure layer resources do
not have to be limited to e-tourism. It can be a multi-purpose HCC, where human
resources are described in detail to allow the usage in main e-tourism scenarios. Using
multi-purpose cloud also has the benefit of resources consolidation that might be
crucial in the systems including resources as unique and limited as humans. To make
this layer universal the human resource-related components of cloud infrastructure

8 A. Smirnov et al.
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management service leverages an extensible skills’ vocabulary (e.g., the key skills that
are relevant to tourism domain are [17]: multiple language skills, local knowledge,
knowledge of the already visited destinations) that is used by application developers to
specify requirements for human resources.

Platform layer. This layer consists of a set of multi-purpose services that can be
leveraged for building e-tourism applications (among others) that use human expertise.
The services of this layer include three main groups:

• scalable information storage and exchange services including database services and
various services, implementing different architectural approaches to information
exchange (message passing, blackboards, etc.);

• data processing services, which receive, process, and aggregate data from infor-
mation sources allowing applications to use these data in a flexible way;

• human workflow service providing convenient abstractions for arranging work-
flows, including human efforts, resource allocation transparent for developers of
applications based on human input, and providing human computation patterns
(e.g., Iterative-Improvement [20]).

Software layer. This layer includes services that are required for performing auxiliary
decision support functions. These services can be divided into two groups: core ser-
vices, that implement some general operations, and specific services, exposed to end
users.
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Fig. 4. Human-computer cloud architecture for e-Tourism
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Core services include the profile management service representing a centralized
storage of user’s history and preferences, and the local context service. A user can
define what information of his/her profile can be accessed by other services in different
queries (personalized or anonymized). Local context service provides various infor-
mation about current situation in the selected area.

Application services include attraction information and recommendation services,
itinerary planning, local transport information, etc.

3.2 Application Scenario

Creating an itinerary is a typical problem to be solved either by the tourist or by a travel
agency. In this case study, based on the schedule analysis (e.g., hotel check-out before
11AM and flight at 08PM) the system proposes a tour that would fit the schedule and
end up at the airport. The tour accounts for the person’s preferences (preset and revealed
via collaborative filtering techniques) and the current situation at the location (season,
weather, traffic jams, etc.) based on the earlier developed mobile tourist guide TAIS.

Unlike the original TAIS the itinerary service is built using database service and
human workflow service provided by the HCC platform (Fig. 5, grayed part). The
database service is used to store the accepted (and probably high quality) itineraries
composed for different users in the past, and the human workflow service is used to
define an Iterative-Improvement scheme for itineraries being composed. Besides, the
itinerary planning service uses some of the core application services, e.g., local context
service (providing current and predicted information about weather, traffic situation,
etc.). All this information is formalized in accordance with the application ontology.

Initially the itinerary service enriches the incoming request with local context,
supplied by local context service, then looks up in the database for the past accepted
itineraries for users with similar preferences and in similar contexts, and finally via
human workflow service allocates several contributors (both among past tourists and
local citizens) to review and possibly improve candidate itineraries. It also incorporates
the proactivity engine that allows for making recommendations on tour change in case
of the current situation changes.

The tour route is transferred to the driver (to the car’s navigation system via Ford
AppLink), and the tour guide – to the tourist. The system also provides for basic
communication between the driver and the tourist and generates some tour recom-
mendations that the user can accept or decline. The car location and speed are trans-
ferred to the car context service to synchronize the vehicle’s location and speed with
tour’s narration, imagery and video. The complete scheme of the application is shown
in Fig. 6.

4 Conclusion

The paper proposes the HCC-based approach and methodology for context-aware
decision support in SCPSs. The approach is based on the combined usage of agent and
services for information exchange and processing through a smart space. Hybrid cloud
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architecture and unified resource management enable to automatically use crowd
resources (crowdsource the problem), when the problem description and pre-requisites
for the problem allow. The architecture includes three layers: (i) decision support
services layer (corresponding to the SaaS layer of cloud systems) also including
workflow management service; (ii) platform layer providing general services for
human-workflow management, quality control, etc., and (iii) resource access layer
(IaaS), providing for resource management operations. The smart spaces paradigm
provides together with the agent technology the efficient and scalable grounds for
development of intelligent service-oriented systems as smart spaces-based applications.

Acknowledgements. The HCC for DSS research is supported by the Russian Science
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Abstract. To face the challenges of today’s market requirements, a
huge effort is made to plan continuous flow manufacturing systems used
today. Simultaneously disturbances during the production have decisive
negative effects on the effectiveness. To mitigate this problem, current
research programs try to use flexible production systems with a high
degree of self-organization. In this paper a novel concept for a flexible
decentralized production system is described which combines the plan-
ning method of a precedence graph and a multi-agent-system that forms
a modular control system. Furthermore first results are presented that
have been achieved by a pilot demonstrator and simulation experiments.

Keywords: Cyber-physical systems · AGV routing · Path planning ·
Task assignment · Production planning · Decentralized production
systems · Agent ontology · Industry 4.0 · Intra-logistic simulation

1 Introduction

Nowadays, companies are faced with the increasing need to operate effectively
and efficiently. Within automotive industry, mass-market vehicles are commonly
produced with a continuous flow manufacturing system that consists of a combi-
nation of highly efficient production and assembly lines. Therefore, the automo-
tive industry planning processes needs a high effort to keep assembly lines fully
utilized. This is because of the high complexity in the product structure with a
high diversity in product variants and the huge number of parts that must be
delivered just in time or even just in sequence at the right place at the assembly
line. Through the high degree of dependencies in the assembly line the effects
of disturbances are critical [4]. Delays in part supply or assembly steps directly
influence other orders as uncompleted steps or missing parts can lead to a higher
amount of rework. Yu et al. [13] present a reconfigurable manufacturing execu-
tion system (RMES) to face this problem. Within this paper, a novel concept
how to replace the assembly line by a flexible production system based on work-
stations which is controlled by an autonomous acting planning and transport
system is described. Each workstation can have multiple capabilities to execute
assembly steps and therefore can provide redundancy. Through the loosely cou-
pling of the assembly stations alternative sequences in the process of assembly
c© Springer International Publishing AG 2017
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steps become also feasible. With the new obtained advantages, delays in a single
step do not lead to delays for other orders and may be compensated by other
stations. Audi, a German automobile manufacturer, has announced that they
are working on modular assembly strategies using a similar concept [7]. The
project SMART FACE focused on the development of a simulation and a proto-
type demonstrator using this approach. Therefore, as a partial result, this paper
describes the use of an agent based production planning and control system to
move car bodies and parts along a flexible assembly process.

Fig. 1. The vision of SMART FACE: decentrally and autonomously acting units (e.g.,
assembly stations and automated guided vehicles) are responsible for transporting and
producing goods on a self-organizing shop floor. Human workers are still an important
part since they exhibit larger flexibility than most of their technical counterparts.

2 Algorithmic Background

Initially, an overview of some promising task assignment and route planning
algorithms for Automated Guided Vehicle (AGV ) and mobile robot systems
within intralogistics is given as these are essential to create highly automated
and flexible production systems.

2.1 Overview of Dynamic Task Assignment Algorithms

In order to maximize the throughput of manufacturing systems, warehouses
and outbound logistics, the use of AGVs for transporting goods has increased
steadily since the 1950s. The main objective to achieve this goal is to find an
optimal solution regarding the assignment of transportation tasks to the AGVs.
One approach to solve this problem is to optimize both, the loading point-AGV
assignment and the scheduling of tasks to different AGVs. Giglio therefore sep-
arates both tasks and formulates each problem as an optimization problem [5].

Another approach which is described by Branisso et al. is the definition of an
optimality criterion by defining a fuzzy inference system in which the transport
agents that represent the different AGVs, decide which transport order they
accept next (cf. [3]). In general, optimality criteria have to match the constraints
of the production planning system (e.g., the latest possible finishing time) and
they have to be known by the other software modules).

Schwarz et al. [11] presented a decentralized approach based on a multi agent
system (MAS ) for handling transport orders with AGV’s in a beverage bottling
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line. Hence their approach focuses primarily on procurement, routing and conflict
resolution. Contracts are assigned through FIPA auctions, with a main focus on
the order calculation. AGVs appear as bidders, stations as vendors within the
auctions. Bids were made based on the occupancy and position of a vehicle.
Within an evaluation the decentralized approach was tested against a central
procedure. It turned out that the decentralized approach leads to advantages
with regard to a higher utilization of the vehicles as well as a shorter throughput
time of the orders.

In this paper, the task assignment problem is solved by applying auctions
similar to Branisso et al. and Schwarz et al. and by defining three decision points
(for production order-, partial order- and transport order assignment respec-
tively) whereas each decision point has its own fuzzy sets. The algorithm is
further described in Sect. 6.

2.2 Overview of Dynamic Route Planning Algorithms

Path planning and navigation for a fleet of mobile robots or AGVs is a challenge
that has been addressed by lots of researchers. The following sections focuses
some popular path planning approaches. One approach to the coordination of
multi-robot path planning is prioritized planning, where robots plan their tra-
jectories sequentially one after another. Čáp et al. adopted variants of classical
prioritized planning algorithm to decentralized ones [12]. They proved that the
decentralized implementation is guaranteed to provide a solution under the same
conditions as its centralized counterpart. In addition, their revised prioritized
path planning approaches tend to find path planning solutions for scenarios
with a high number of robots where classical prioritized planning approaches or
reactive collision-avoidance algorithms like ORCA [2] fail.

Another decentralized path-planning approach, the “Cooperative Dynamic
algorithm” (CoDy), is described in [9]. It is based on a broadcast exchange of
messages between the participants which is used for a dynamic and coordinated
path planning of each vehicle. Dynamic conflicts between the robots are solved
by the heuristic adjustment of priority values. The advantages of this algorithm
are that it can cope with the coordination of large robot teams and that it is
able to avoid and solve dead-lock situations.

Our routing approach for the AGV-based production system is based on an
implementation of a context aware route planner from ter Mors that uses time
slots for calculating conflict free route plans with respect to the existing route
plans of other vehicles [8]. For a basic concept description of this algorithm please
refer to Sect. 5. The advantages of this approach are that it directly computes
the expected arrival time and path dynamics of the vehicles which then are used
for the task assignment algorithms.

3 System Overview

This section gives an overview of the decentralized production system. At first,
the order structure and secondly the concept of the MAS that is used to
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control the production system are described. In the automobile production,
so called precedence graphs are used to schedule the assembling steps during
the whole production process. This graphs further describes the predecessor-
successor relationships between the specific steps. Therefore a certain step can
only be executed if all its successor processes where completed before. In the
project SMART FACE a simplified precedence graph consisting of ten assem-
bling steps was used (see Fig. 2). Hereinafter, assembling steps are also referred
as partial orders. Within this project, the shown assembling steps can be con-
sidered as workstation capabilities. Therefore each workstation is able to carry
out a certain number of steps for e.g. headlights, rims and seats. It is possible
to distribute the capabilities redundantly over the workstations. This ensures
reliability and increases the throughput.

entertainment
system

seats

cockpit

headlights

rims

vehicle
body

steering
wheel

trailer hitch

side mirrors

quality
control

Fig. 2. Precedence graph: the predecessor-successor relationships between the produc-
tion steps are shown.

3.1 Agent Interaction Concept

In this section, an overview about the system structure and the realized agents is
given. All agents are implemented by using the Java Agent Development Frame-
work (JADE ). JADE comes along with several interaction protocols, which all
correspond to the FIPA standard [1]. All of our agent interactions are based on
these protocols. At runtime the agents can be distributed over several indepen-
dent computers. For better cooperation and coordination between the agent, a
layer based approach, which is also presented by Yu et al. [13], is chosen. The
developed MAS can be divided into three hierarchical layers (see Fig. 3). The
top layer is called Production Planning and deals with order management and
the subordinated planning processes. Furthermore this layer contains a decision
point that is part of the Production Order Management Agent (POM-Agent).
It is used to decide which production order from the order portal will be loaded
into the system next. The second layer is called Production and Warehousing.
This level contains agents that deal with the physical production process in com-
bination with the component supply and delivery management. Furthermore this
layer contains two other decision points. One is located in the Production Order
Agent (PO-Agent) and deals with the decision which partial order from the
precedence graph is manufactured next. The other decision point is located at
the warehouse agent and is responsible for the transport order assignment. The
lowest hierarchical layer is called Material flow. Basically this layer is responsible
for planning, managing and executing the material flow between the warehouse
and the workstations. The major element of this layer is the routing agent.
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Fig. 3. Schematic system overview: three hierarchical layers with their corresponding
tasks and the included agents are shown. Additionally the agent communication within
(horizontal) and between the hierarchical layers (vertical) is mapped.

The upcoming conversations during the production process can basically be
divided into two interaction protocol specifications. The implemented auctions
correspond to the FIPA Contract-Net (CNET) specification. All other conver-
sations are conform to the FIPA request or request when protocol specifications.

4 Agent Model

The following section describes the applied agent model, the individual agents,
their tasks and behaviors. Agents are divided into two agent representations,
a physical and a logical agent representation. Additionally the agents can be
grouped into two different agents classes which follows the definitions of Russell
and Norvig [10]. The vehicle, warehouse and POM agent corresponds to the
Simple reflex agents, whereas all other agents corresponds to the Model-based
reflex agents. All subsequently described agents refer to Fig. 3.

4.1 Logical Agents

A logical agent represents a software component, which reacts to its environmen-
tal influences. Based on the perceived influences the agent acts autonomously
within its own behaviors and tries to reach its predefined goals. Subsequently the
POM-Agent, PO-Agent, warehouse agent and routing agent will be presented.
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Production Order Management Agent. The POM-Agent is able to access
the set of particular orders from a production order pool. One key task of this
agent is to determine which production order has to be started next. In order
to make this decision inside the included decision point, the agent is always
informed about the current utilization of the whole system. This means that the
agent knows the capabilities associated with the occupancy rate of the different
workstation agents. Beside the decision-making a further task of this agent is
to start specific PO-Agents that represents the chosen production orders and
terminate them after finishing assembly.

Production Order Agent. The initial task after a production order agent was
started, is to search for an assembly vehicle. According to this, the PO-Agent
starts a binding auction. For binding, the production order agent requests bids
from all available assembly vehicle agents. The bids contains information such as:
battery life, driving distance and travel time to the mounting location of the car
body. Based on this information, the production order agent can choose the best
assembly vehicle to reach a global target, such as: reducing driving distances or
travel times. The main task of a production order agent is to complete all partial
orders of a given precedence graph (see Fig. 2). Therefore, all open and feasible
partial orders will be selected and then auctioned to the workstations. After
receiving the bids for all auctioned partial orders, an evaluation of them will be
proceeded within the decision point of this agent. Within the evaluation process,
the best bid for a partial order will be evaluated to reach a global assigned target.
Global goals are e.g., maximum utilization for special workstations, uniform
utilization of all workstations or shortest throughput times of the production
orders.

Warehouse Agent. The responsibilities of the warehouse agent includes the
management of part supplies, assignment of supply vehicles and management of
stock. For stock management the warehouse agent implements an interface to an
external warehouse management system, which persists bin and part movements.
For the delivery of goods, transport orders are auctioned to supply vehicles (see
Sec. 4.2). Based on the bids of the supply vehicles, the selection of an optimal
vehicle can be carried out in a local decision point (shortest route for the supply
vehicle, earliest arrival time, etc.).

Routing Agent. The major task of this agent is to compute routes that are
requested by both supply and assembly vehicle agents. The incoming route
requests are processed and answered in a serial way. Therefore this agent offers a
routing service which is based on the centralized routing algorithm described in
more detail in Sect. 5. Beside the route calculation another key task is the route
administration, whereby previous planned routes are saved and retrievable for
new route calculations. The basis of the route calculation is a topology which is
managed by the routing agent.
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4.2 Physical Agents

A physical agent extends a logical agent by a technical component or a connection
to an external control unit. Following the vehicle agents and the workstation
agent will be introduced. The physical agents can be executed directly on the
specific hardware (e.g. a vehicle controller) or on a dedicated PC. In the latter
case, communication is realized via WiFi connection.

Vehicle Agent. A vehicle agent is a physical agent which is directly connected
to a real robot, in our case a Cellular Transport Vehicle (CTV) [6]. A CTV
is capable of changing its location, carry bins, provide status information for
e.g. position and battery information and receive external transport orders. All
these functions are bundled in a basic vehicle agent. The basic vehicle agent
also contains behaviors to translate calculated routes from a routing agent into
driving commands, receive travel destinations from other agents and provide
vehicle information to other agents. In our experimental setup two variants of the
basic vehicle agent exists, whereby every derived agent supplemented additional
behaviors to fulfill the roles of a supply or assembly vehicle.

In our scenario a supply vehicle delivers ordered parts from a highbay ware-
house to distributed workstations on the shop floor. Therefor the basic vehicle
agent was extended by a behavior to process transport orders. To obtain orders,
a supply vehicle sends bids on auctioned transport orders from the warehouse
agent. For this purpose, the vehicle agent has an additional behavior to conduct
contract negotiations. Auction for orders are given in the form of a direct inquiry
of a supply vehicle agent and a request to submit a bid. The bid of a supply
vehicle includes information such as: driving distance, travel time, battery life
and workload.

An assembly vehicle is used to transport a car body between the workstations
on the shop floor. For this purpose a car body is permanently assigned to an
assembly vehicle during the entire assembly process, from mounting the car body
till completion. Hence, a binding between an assembly vehicle and a production
order exist during the overall assembly. After binding the assembly vehicle can
directly be instructed by the production order agent, for e.g. sending a transport
order request to a workstation. In case of finishing the assembly of the car, the
binding will be canceled and the assembly vehicle agent starts bidding on new
binding auctions.

Workstation Agent. The workstation agent can be represented by two dif-
ferent physical types of workstations. On the one hand, there are workstations
where a robot carries out the assembly of the components. On the other hand,
there are workstations where a human worker takes over the assembly (see
Fig. 1). To involve workers, an interaction with the system is given via a mobile
device, e.g. a tablet, where open tasks are displayed and interaction opportuni-
ties are given. An important task of a workstation agent is to manage its own
local inventory system. Each station may have buffers for parts whose filling level
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is monitored by the specific workstation agent. If the filling level falls below a
defined level, a re-order is automatically triggered. To carry out partial orders
a workstation agent must be able to create bids for these orders which are auc-
tioned by a PO-Agent. In case that the required component is not available
locally it will be ordered via the warehouse agent. All the necessary informa-
tion like availability or travel time are collected and returned to the specific
workstation agent.

5 Routing Algorithm

We consider a set V of vehicles, where each vehicle has to find the shortest route
from a start to a destination location, without colliding with any of the other
agents, or ending up in a deadlock situation. For this purpose a graph routing
algorithm, based on the Context Aware Route Planning (CARP) approach of
ter Mors [8] was implemented. The calculated routes can be defined as πn =
([r1, τ1] , . . . , [rn, τn]) , τi = [ti, t′i) where rn is a node of the resource graph and
τn is a time window that indicates that resource rn is available from time ti to
t′i. The basic idea of CARP can be defined as follows. Within routing, individual
agents plan their routes successively one after the other. If an agent n plans its
route, the already planned (n−1) routes are included in the current calculation.
Every node of the resource graph has its own time windows that defines when
the node is visitable. For planning conflict-free routes, overlapping time windows
between the individual nodes of a route are required, in a way that τ ∩ τ ′ �= ∅.
A calculation of the needed time windows takes place on the basis of real time
values of the deployed vehicles. These values can be used to estimate the vehicle
positions at a given time point. Based on this information the time windows of
each node in the graph can be created. The algorithm also offers the possibility
to integrate current events, such as delays, into the planning of future routes
through a delay propagation approach [8].

6 Decision Making

To make decisions based on different input variables various concepts such as
genetic algorithms, fuzzy logic or neuronal networks can be applied. A disad-
vantage of genetic algorithms and neuronal networks is the high complexity.
Decisions are made in a black box and the process of decision-making is not
comprehensible. The big advantage by using fuzzy logic is that the solution
process can be converted to human understandable operations. Branisso et al.
evaluates different techniques to increase the performance of an AGV fleet in a
warehouse. The best results were obtained by applying fuzzy logic to the deci-
sion process [3]. By applying fuzzy logic it is possible to extensively influence the
decision making process by changing the fuzzy rules and membership functions
which changes the behavior of the whole shop floor. Each of our decision points
has corresponding fuzzy input and output sets and specific optimization goals.
Subsequently the decision point of the warehouse agent, which is used for the
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assignment of transport orders, is examined in more detail. For the included
auction in that decision point the FIPA CNET protocol was applied. In [3] it is
pointed out that CNET produces a larger task throughput as the First Come
First Serve approach. All of the following input values are part of a bid that
was sent from a supply vehicle agent to the warehouse agent during a trans-
port order auction. Three physical input values are used at this decision point.
More precisely, these are the travel distance between the source and destination
location, the travel time and the battery charging state of the vehicle. Based on
this three input values, the corresponding fuzzy sets (Un, μn) were formed where
Un is a particular set and μn : Un → [0, 1] one of the associated membership
functions for set Un. In this particular case the defined output set determines
a fitness value for each of the CTV’s which has submitted a bid. Subsequently,
the warehouse agent notifies the winner CTV (Fig. 4).

Warehouse
agent

Supply vehicle
agent (1)

Supply vehicle
agent (n)

Routing
agent

2: Request transport order bids

3: Request transport order bids

4: Request route

1: Start new transport order auction

5: Calculate
route

6: Planned route

7: Create bid

8: Transport order bid
9: Request route

10: Calculate
route

11: Planned route

12: Transport order bid

13: Rank bids (Decision point)

14: Inform: notify winner

15: Inform: reject bid

Fig. 4. Sequence diagram of a transport order auction: the participating agents as well
as the communication process between them are shown.

7 Evaluation

The evaluation of the concept of the decentralized production system architec-
ture is done by two different approaches. First, a multi-agent system was devel-
oped based on the agent model (cf. Sect. 4) that controls the a real-world testbed,
called SMART FACE shop floor demonstrator. While running this demonstra-
tor, the behavior of the vehicles can be observed by a visitor. For example, the
operability of the decentralized production system can be examined and the
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lead times of a real-world implementation can be analyzed. The second evalu-
ation step was to create a simulation model that depict a larger order amount
that utilized all work stations for a longer period. In the first version of the
simulation only the transportation of car bodys and the assembly steps were
taken into account. The objectives of the experiments were to determine the
makespan, station utilization and the waiting times of the assembly vehicles in
dependence of the number of available assembly vehicles.

7.1 Live System

In order to show that the developed agent model is applicable to a real-
world scenario, the SMART FACE shop floor demonstrator has been created at
Fraunhofer IML. This testbed consists of 4 workstations (3 are human-operated
and one is an automated workstation operated by an industrial robot), 4 assem-
bly vehicles and 6 supply vehicles and a highbay warehouse that is accessible
by the supply vehicles. The system is capable of producing more than 5000
variants of car models that consist of a car body and different 3D-printed car
components. These components are then assembled to the car body at the 4
workstations sequentially whereas the assembly order is defined by the prece-
dence graph (cf. Fig. 2). This cyber-physical production system has shown to be
capable of producing up to 6 car models per hour, depending on the speed of
the human operators working at the human operated workstations. See follow-
ing URL for shop floor demonstrator video: https://download.iml.fraunhofer.de/
paams17/.

7.2 Simulation Model

For the simulation model an event driven simulation was created. The basic
concept was to model the process for products to be produced that can be sub-
divided in subprocesses and rules in which order they can go through. To execute
a process, resources like workstations or assembly vehicles can be requested at
resource pools. Workstations are stationary resources with different skills that
are needed in processes. Assembly vehicles are mobile resources that can move
car bodies. The topology of the shop floor is modeled by discrete locations for
workstations and a distance matrix. In addition, every workstation can have
a buffer place for assembly vehicles with a adjustable size. With the building
blocks described above a simulation model was builded as a reproduction of the
live system. This model enables to carry out experiments with larger quantity
of orders and with a flexible amount of assembly vehicles in shorter times.

7.3 Simulation Results

In first simulation runs, the simulation results show that the production processes
are always executed in a valid order regarding the precedence graph. Because
the selection algorithm for the next process to execute takes the distances to

https://download.iml.fraunhofer.de/paams17/
https://download.iml.fraunhofer.de/paams17/
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possible execution locations into account, the number of necessary transports
was reduced. In addition to the proof of concept of the decentralized control
system, some experiments to balance the assembly system were carried out.
For example in a series of experiments the number of assembly vehicles was
considered. Figure 5 shows a summary of these experiments. On the x-Axis, the
number of assembly vehicles in an experiment is shown. For each experiment, the
blue line shows the average station utilization while the orange bars represent
the sum waiting time for the assembly vehicles. The green bar shows the total
make span of all orders. In the experiment with four assembly vehicles, the
utilization of the workstations is very low (about 60%) while the makespan is
high (green bar). As the red bar shows, the assembly vehicles have a low waiting
time when they are approaching a workstation. If more vehicles are in use, the
station utilization increase fast to over 90% while the makespan decreases. But
if the number of vehicles is increased further, the waiting times of them increases
disproportionately to the decrease of the makespan time.

Fig. 5. Simulation results: The station utilization and the relative change of makespan
and waiting time at simulations with different numbers of assembly vehicles are shown.
(Color figure online)

8 Conclusion and Outlook

Within this paper a new decentralized, agent-based concept for production plan-
ning and control has been introduced. The system architecture is defined by
an agent model which contains the elements of a modern production system
(namely an ERP system, a Warehouse Management System and a routing and
task assignment software for AGVs). A first evaluation within a simplified sim-
ulation model and results from a testbed with a simplified production process
and real assembly vehicles have been proven to be successful. In the future, the
time window principle of the routing algorithm might be used to extend it with
respect to the integration and prediction of human behavior within intralogis-
tics environments. Additionally, the temporal influence of the human-operated
system parts on the decision making and on makespan and waiting times of
the vehicles within the live system will be investigated. Another future task is
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to extend the simulation model. Especially the part supply is a very important
part for the assembly that must be integrated.
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Abstract. Synchronization mechanism is a key component of an agent-
based simulation model and platform. Conservative and optimistic mod-
els were proposed in the domain of distributed and parallel simulations.
However, the SARL agent-programming language is not equipped with
specific simulation features, including synchronization mechanisms. The
goal of this paper is to propose a conservative synchronization model for
the SARL language and its run-time platform Janus.

Keywords: Multi-agent simulation · Conservative event synchroniza-
tion · SARL agent programming language · Janus platform

1 Introduction

In agent-based simulations, the entire simulation task is divided into a set of
smaller sub tasks each executed by a different agent. These agents may run in
parallel, and communicate with each other by exchanging timestamped events or
messages. In this paper, an event refers to an update to the simulation system’s
state at a specific simulation time instant. Throughout the simulation, events
arrive at destination agents, and depending on the delivery ordering system of
the simulation, they are processed differently. The two commonly used orderings
are (i) event reception order and (ii) event timestamp order (the timestamp is
assigned to the event by the emitting agent). With the first type, events are
delivered to the destination processes when they arrive at the destination. On
the other hand, with the timestamp-order, events are delivered in non-decreasing
order of their timestamp, requiring runtime checks and buffering to ensure such
ordering.

The key question is how to create a synchronization model, and its imple-
mentation, based on the SARL agent-programming language, and assuming that
the execution platform is fully distributed. In this paper, the SARL agent-
programming language is equipped with an event synchronization model with
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 31–42, 2017.
DOI: 10.1007/978-3-319-59930-4 3
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the following characteristics: (i) The model follows a conservative synchroniza-
tion approach. (ii) The synchronization process is hidden to the agents by using
the capacity and skill concepts. (iii) The agent environment is integrated into
the synchronization process.

The remainder of the paper is organized as follows: in Sect. 2, an overview
of the current state of the art is given. Section 3 introduces the agent based
framework SARL that is used in the model described in this paper. Section 4
describes the method used to synchronize events in SARL. The evaluation of
this method is described in Sect. 5. Finally, in Sect. 6, the paper is concluded.

2 Related Work

Parallel Discrete-Event Simulation (PDES) has received increasing interest as
simulations become more time consuming and geographically distributed. A
PDES consists of Logical Processes (LPs) acting as the simulation entities, which
do not share any state variables (similar to agents) [3].

A PDES that exclusively supports interaction by exchanging timestamped
messages obeys the local causality constraint if and only if each LP processes
events in non-decreasing timestamp order [2]. To satisfy the local causality con-
straint, different synchronization techniques have been proposed for distributed
systems which generally fall into two major classes of synchronization: conser-
vative or pessimistic, which strictly avoids causality violations; and optimistic,
which allows violations and recovers from them.

Conservative synchronization algorithms strictly avoid any occurrence of
causality errors. To do so, the LP is blocked from further processing of events
until it can make sure that the next event in its local future event list has a
timestamp smaller than the arrival time of any event that might be arriving at
the LP in the future. The main issue of any conservative parallel simulator is
determining if it is safe for a processor to execute the next event. To deal with
this issue, several techniques have been proposed which are further classified
into four categories: methods with dead-lock avoidance, deadlock detection and
recovery, synchronous operation, and conservative time windows.

Optimistic synchronization algorithms do not try to stop the LP’s execution
to synchronize them. It allows causality errors to occur and to be detected by
the arrival of an event with a timestamp that is less than the local time of the
receiving LP. Optimistic algorithms recover from the causality error by undoing
the effects caused by those events processed speculatively during the previous
computation. This recovery operation is known as rollback, during which the
state of the LP is restored to the one that was saved just prior to the timestamp of
the violating event. The main issue of any optimistic parallel simulator is related
to the necessary storage space that is needed for recovery, and the positive ratio
of the time spent for performing the recovery on the time spent for executing
the behavior of the system.

In the past three decades, numerous approaches have been proposed by dif-
ferent researchers in this field. A number of surveys can be found in the literature
which summarize both conservative and optimistic techniques [2,3,5,9,10,12].
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In multiagent systems, several models of synchronization were proposed. In
this domain, agents are assimilated to LPs. Weyns and Holvoet [13] describe a
conservative synchronization module in the multiagent system that is based on
the composition of the synchronizationa modules for each agent a. The approach
of the model is to let synchronization be the natural consequence of situatedness
of agents and not be part of the agents decision mechanism. This is reflected in
the fact that the composition of a set of synchronized agents only depends on the
actual perception of the agents. Such synchronization is based on the exchange
of a structured set of synchronization messages.

Braubach et al. [1] propose a centralized service that has the role to manage
the time evolution, and to notify the agent when the time is evolving. In this
model, each agent notifies the time management service when it has finished its
task for a given time period. This model is one of the most simple pessimistic
synchronization algorithms. Its major drawback is related to the introduction of
the centralized service that makes it harder and less efficient to distribute the
agents over a computer network.

Xu et al. [15] propose an asynchronous conservative synchronization strategy
for parallel agent-based traffic simulations. The authors propose to replace the
global synchronization barrier in the multiagent system by a local synchroniza-
tion strategy that enables agents to communicate individually and providing
each of the agents with a heuristic for increasing the time-window look ahead in
order to predict the next safe events.

3 SARL: An Agent-Oriented Programming Language

SARL1 is a general-purpose agent-oriented programming language [11]. Such
language should thus provide a reduced set of key concepts that focuses solely
on the principles considered as essential to implement a multi-agent system. In
this paper, four elements of the metamodel of SARL are used: Agent, Space,
Capacity and Skill. These four concepts are explained below.

– Agent: An Agent is an autonomous entity having a set of skills to realize
the capacities it exhibits. An agent has a set of built-in capacities considered
essential to provide the commonly accepted competences of agents, such as
autonomy, reactivity, proactivity and social capacities. The various behaviors
of an agent communicate using an event-driven approach.

– Space: A Space is the abstraction to define an interaction space between
agents or between agents and their environment, which may be the real world
or a simulated environment. The simulated environment subsystem could be
modeled with a multiagent system by itself. In the SARL toolkit, a con-
crete default space, which propagates events, called EventSpace is proposed.

1 http://www.sarl.io.

http://www.sarl.io
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– Capacity: A Capacity is the specification of a collection of functions that
support the agent’s capabilities, which are represented by the Capacity con-
cept. This specification makes no assumptions about its implementation. It
could be used to specify what an agent can do, i.e. what a behavior requires
for its execution.

– Skill: A Skill is a possible implementation of a capacity fulfilling all the
constraints of this specification.

The Janus platform2 was redesigned and reimplemented in order to serve as
the software execution environment of the SARL programs. Janus is designed in
order to be a fully distributed platform over threads and a computer network.
The execution unit in Janus is the event handler: the part of the SARL agent that
is executed when a specific event is received. Each of these units are executed in
parallel to the other units, even in the same agent.

The design of the Janus platform may cause issues for creating agent-based
simulation applications. Indeed, several notions of time must be considered: user
time (the real time, machine time) and simulated time. According to Lamport
[7], simulated time is a logical clock that induces a partial ordering of events; it
has been refined in distributed context as logical virtual time by Jefferson [6]. The
Janus platform does not make any assumption on the ordering of the events that
are exchanged by the agents. As a consequence it is impossible to use the Janus
platform for agent-based simulation involving a time concept without providing
the platform with a specific synchronization mechanism. A model of such a
mechanism is described in Sect. 4. Agents timestamp the event notifications they
emit using their current perception of simulated time (the logical clock). They
perceive each other behavior as a sequence of events ordered by the logical clock.
Agents can only emit events that comply to the Lamport partial order for logical
time induced by the causality rule. In case agent A0 uses information about
agent A1 notified by an event E0 timestamped by t(E0), it can no longer notify
any event E1 that precedes E0 in the partial order. This requires agents to
synchronize their perception of the common logical clock.

Additionally, agent-based systems often include an agent environment, which
is the software layer between the external world and the agents. This environment
contains objects and resources, a.k.a. artifacts, that are not agents, but could
be used by them. All the actions on the artifacts must be also synchronized in
order to preserve the integrity of the agent environment state.

4 Event Synchronization Model for SARL

In this section, an event synchronization model for the SARL programming
language and its Janus execution environment is presented.

A time period is delimited by two discrete moments in (real or simulated)
time. Each moment in time can be thought to bear a label which is the
timestamp. In the remaining part of the paper the terms timestamp and time
2 http://www.janusproject.io.

http://www.janusproject.io
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period will be used interchangeably. Hence, the term timestamp is also used to
identify the time period starting at the moment in time it is associated with.

According to the SARL metamodel, interaction among the simulation agents
on one hand, and between the simulation agents and the agent environment
on the other hand is supported by events. Each event e in the set E of events
that are not already fired in the simulation agents is defined by a time stamped
te and a content ce. The timestamp te is the simulation time for which the
event is fired. It is always greater or equal to the current simulation time t:
∀e ∈ E, e = 〈te, ce〉 =⇒ te ≥ t.

4.1 General Architecture

The proposed event synchronization model is designed by considering the fol-
lowing three major assumptions and constraints (in bold face).

The synchronization process is hidden to the agents by using the
capacity and skill concepts. Indeed, the synchronization process is related to
the simulation and not to the simulation agent architectures and models. For
example, the simulation agent models should be the same if they are instantiated
during simulation or deployed on embedded computers. In order to enforce this
characteristic, we propose to provide skills that are implementing the standard
interaction agent capability, which is provided by the SARL metamodel, with the
proposed synchronization mechanisms. This approach enables a clear distinction
between the application-dependent models in the agents, and the simulator-
dependent modules. It increases the level of abstraction that the framework will
provide to application developers.

The agent environment is part of the simulated system. The agent
environment as a key component of the system must be considered in the event
synchronization model. In this work, we assume that the agent environment
is modeled with a complex hierarchy of agents, as proposed by Galland and
Gaud [4]. The root agent in this hierarchy represents the entire environment for
the application logic layer (even if the environment is distributed over multiple
environmental agents). In the context of this paper, and for simplicity reasons, we
make use of two kinds of agents: (i) an environment agent, and (ii) a simulation
agent, which represents the application logic’s agent.

The event synchronization model follows a conservative synchro-
nization approach. As explained in Sect. 2, two major approaches of synchro-
nization can be considered: conservative and optimistic. In order to select the
best approach, we have considered the two types of interaction between the
simulation agents and the environment: (i) the simulation agents perceive the
state of the environment; and (ii) the simulation agent acts in order to change
the state of the environment. First, consider the data representing the percep-
tion of an agent at simulation time t: this needs to be extracted from the same
state of the environment for all agents in order to ensure the consistency of the
agents’ behaviors for time t. Second, the simulation agents are supposed to act
in the environment simultaneously and autonomously. Solving the joint actions
of the agents requires to avoid them to directly change the environment’s state.
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Agents are sending desires of actions, named influences, that are gathered and
used by the agent environment in order to compute its next state. This approach
is known as the influence-reaction model [8]. Because the agent environment may
be modeled by means of a hierarchy of agents, according to Galland and Gaud [4],
the influence-reaction model may be locally applied if each subagent inside the
environment is supporting a specific spatial zone. The influence-reaction model
implies the introduction of at least one rendez-vous point during the simulation
process: the agent environment is waiting for all the simulation agents to pro-
vide their influences. Besides the types of interaction, one can take into account
the possible drawbacks of an optimistic approach. The optimistic approach will
need a lot of space in order to store the different states of the simulation. This
indicates as well that this approach will be application dependent because the
used data structures are application specific which might induce burden to the
designer/programmer. The type of applications we have in mind need a strict
synchronization between a lot of agents. The possibility of rollbacks will be very
high and hence very time consuming. The bottle neck we introduce with our
conservative mechanism will probably cause less time loss in these cases. These
considerations lead us to select a conservative approach in designing our event
synchronization model.

Synchronization-Unaware Simulation Agent Architecture. The general
architecture for the simulation agents can be described by Algorithm 1.1. The
simulation agents are able to react to PerceptionEvent events, which are fired
by the agent environment to notify the simulation agent that its perception has
changed. When the simulation agent has executed its reaction behavior, it sends
its list of desired actions to the agent environment by calling the influence
function. This function is provided by the EnvironmentInteractionCapacity
capacity (Algorithm 1.1), which represents the capacity of an agent to interact
with its environment. The EnvironmentInteractionCapacity implementation
will pack the influences into an occurrence of the AgentIsReadyEvent event,
and send the latter to the agent environment. The simulation agent is also able
to react to events that were fired by other simulation agents.

agent SimulationAgent {
2 uses EnvironmentInteractionCapacity

on PerceptionEvent {
4 /∗ React on the p e r c e p t i o n r e c e i v i n g from the environment ∗/

[ . . . ]
6 /∗ Send AgentIsReadyEvent to the environment ∗/

influence ( [ . . . ] )
8 }

on Event {
10 /∗ React on even t s from s imu l a t i o n agen t s ∗/

[ . . . ]
12 }

}
14 capacity EnvironmentInteractionCapacity {

def influence ( desiredActions : Object ∗)
16 }
Algorithm 1.1. General algorithm for the simulation agents and definition of the
EnvironmentInteractionCapacity capacity.
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All the agents in the SARL specification are provided with built-in capacities
for which the execution platform provides the implementation. The first built-in
capacity that is relevant to our synchronization model is Time. It provides the
functions for accessing the value of the current simulation time t. The second
built-in capacity is Behaviors. It provides the asEventListener function, which
replies the entry point for all events that are received by the agent. This capacity
also provides the wake function to emit events inside the context of the agent
itself. Specific implementation of these two capacities will be provided in Sect. 4.2
in order to integrate our synchronization model in a way that is transparent to
the simulation agent.

Synchronization-Unaware Environment Architecture. The general archi-
tecture for the simulation agents can be described by Algorithm 1.2. In this
paper, we consider that the agent environment can be modelled using a dedi-
cated (holonic) agent according to the model proposed by Galland and Gaud [4],
in which the proposed agent represents the agent environment and is managing
time evolution.

agent AgentEnvironment {
2 uses TimeManager

var expectedNumberOfInfluences : Integer
4 var influences : List

on StartSimulationStep {
6 sendPerceptionsToAgents

}
8 on AgentIsReadyEvent {

influences += occurrence
10 i f ( influences . size == expectedNumberOfInfluences ) {

appliesInfluencesToEnvironmentState
12 readyForTimeEvolution

}
14 }

}
Algorithm 1.2. General algorithm for the agent environment.

The agent environment is waiting for the StartSimulationStep event that
is fired by the platform’s time manager3. When the event is received, the agent
environment computes the agents’ perception from the environment’s state and
sends PerceptionEvent events to the simulation agents. The implementation of
the sendPerceptionsToAgents is application specific; it is not detailed in this
paper. When receiving the PerceptionEvent occurrence, each simulation agent
updates its knowledge with the timestamp of the event.

After sending the perception to the simulation agents, the agent environ-
ment is waiting for the agents’ influences, according to the influence-reaction
model [8]. When all the expected influences are received, the agent environment
updates its state, and notifies the time manager that the simulation time t can
evolve. Indeed, inside a simulation process including an environment as a whole
entity, the simulation agent at time t can evolve according to the state of the

3 The time manager is a platform module or another agent that is storing and man-
aging the time t over the simulation.
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environment [8,14]. Basically, time evolution might be modeled by t′ := t + Δt,
where t is the current simulation time, Δt is a constant time evolution amount,
and t′ is the new simulation time.

Additionally, we have considered to dynamically determine the time incre-
ment using t′ := min {te|∀e ∈ E, te > t}. This approach is still vulnerable to
deadlocks of simulation agents when they enter a deadlock or unexpectedly
crash. In this case, the agent environment will wait infinitely for their response
and hence the simulation will end in a deadlock as well. However this issue can
be solved by using the machine time in order to detect a deadlock. The environ-
ment agent could keep track of the expected execution time per agent. When an
agent exceeds this time, the environment agent could assume there is something
wrong; the environment agent can proceed and ask the agent in deadlock to
leave the simulation. In case a simulation agent wants to leave the simulation
(deliberately stop, or crash) the environment agent is aware of that by listening
the specific events fired by the execution platform and can update its list of
agents to monitor.

4.2 Conservative Event Synchronization Mechanism

The event buffering is needed to ensure a pessimistic approach. The main idea
is that simulation agents can send events to each other, but the events are
not directly fired to the appropriate simulation agent. Hence, if a simulation
agent decides to send an event to another simulation agent, this event is saved
somewhere within the agent. This is done for every event that is sent for a given
time period.

In the SARL specification, events may be received by an agent from another
agent or from itself. In the first case, the Behaviors built-in capacity provides the
agent’s event listener that could be used for receiving the events. For supporting
the second case, the Behaviors capacity provides the wake function for firing
an event inside the context of the agent. For every simulation agent, the events
that are received from other agents, or from itself are intercepted by a specific
skill implementation of the Behaviors capacity. The intercepted events are kept
in a bucket until a specific event of type TimeStepEvent that is representing a
time step in the simulation is received. The PerceptionEvent event described
in the previous section is a subtype of TimeStepEvent. Consequently, when a
simulation agent receives its perception from the agent environment, all the
buffered events for the current simulation time are fired in the agent context as
well as the PerceptionEvent whose occurrence advances the agent’s time to the
next timestamp. Algorithm 1.3 provides a SARL implementation of the specific
skill. The internal class InternalBuffer is defined to represent the event buffer
(defined as a multiple-value map).

If the received event e is not of type TimeStepEvent, e is buffered. Each event
is mapped to a time interval with the filter function (te �→ [ti, ti+1[) where te ∈
[ti, ti+1[ is the event timestamp and ti and ti+1 are consecutive values of discrete
time in the simulation. Hence for a given time t, the agent has to process a list of
events {e|e ∈ E,filter(t) = filter(te)}. If the event e is not explicitly timestamped,
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then the default timestamp is assumed to be equal to the time of the next
simulation step (computed by the nextTimeStep function in Algorithm 1.3).

In a simulation agent, if the received event e is of type TimeStepEvent,
the current simulation time is updated with the timestamp of e. Due to our
conservative synchronization approach, this timestamp is equal to the global
time simulation. Additionally, the buffered events are consumed and fired into
the current simulation agent by using the default event listener (provided by the
execution platform). Finally, the SynchronizationAwareSkill implements the
two functions of the Behaviors capacity that correspond to the two methods
for receiving events: the asEventListener and wake functions.

s k i l l SynchronizationAwareSkill implements Behaviors , Time {
2 val defaultSkill : Behaviors

val eventBuffer : EventListener
4 var time : Integer

new ( platformSkill : Behaviors ) {
6 defaultSkill = platformSkill ; eventBuffer = new InternalBuffer

}
8 def asEventListener : EventListener { return eventBuffer }

def wake ( e : Event ) { eventBuffer . receiveEvent ( e ) }
10 def getTime : Integer { return time }

def nextTimeStep : Integer { return time + 1 }
12 class InternalBuffer implements EventListener {

val buffer : Map<Integer , Collection<Event>> = new MultiMap
14 def receiveEvent ( e : Event ) {

i f ( e instanceof TimeStepEvent ) {
16 time = e . timestamp

var events = buffer . remove ( time )
18 for ( be : events ) {

defaultSkill . asEventListener . receiveEvent ( be )
20 }

defaultSkill . asEventListener . receiveEvent ( e )
22 } else {

var timestamp = i f ( e instanceof TimestampedEvent ) e .
timestamp

24 else nextTimeStep
i f ( timestamp > time ) {

26 buffer . put ( timestamp , e )
}

28 }
}

30 }
}

Algorithm 1.3. Skill implementation of behaviors and time capacities.

The second built-in capacity that must be overridden to enable event syn-
chronization is the Time capacity. This capacity provides the getTime function
that is returning the current simulation time. In Algorithm 1.3, we define the
local attribute time, which is the local simulation time from the agent point of
view. According to our conservative approach, this local time is updated with
the global simulation time that is the timestamp of a received TimeStepEvent
occurrence.

In order to use the previously defined SynchronizationAwareSkill skill, it
must be given to the simulation agent as the skill to be used when the functions
of Behaviors and Time are invoked. In order to ensure that the synchronization
process is hidden to the agents, we cannot change the definition of the simula-
tion agents. Algorithm 1.4 describes this discarded approach, which is based on
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the explicit creation of an instance of the SynchronizationAwareSkill skill,
with the Behaviors skill from the platform as argument. This skill instance is
mapped to the two capacities Behaviors and Time. From this point the agent
is automatically synchronized with the rest of the system.

agent S i m u l a t i o n A g e n t {
2 on I n i t i a l i z e {

var s y n c S k i l l = new S y n c h r o n i z a t i o n A w a r e S k i l l ( g e t S k i l l ( B e h a v i o r s ) )

4 s e t S k i l l ( s y n c S k i l l , B e h a v i o r s , T i m e )

}
6 [ . . . ]

}

Algorithm 1.4. Bad practice: explicit set of the synchronization skill in the simulation
agents.

We consider that a better approach is to install the Synchronization
AwareSkill skill when a another simulation-based skill is installed into the agent.
We have defined the EnvironmentInteractionCapacity capacity in Sect. 4.1.
The corresponding skill may be defined in order to install the synchronization
skill when it is installed, as illustrated by Algorithm 1.5.

s k i l l S i m u l a t i o n E n v i r o n m e n t I n t e r a c t i o n S k i l l implements

E n v i r o n m e n t I n t e r a c t i o n C a p a c i t y {
2 def i n s t a l l {

var s y n c S k i l l = new S y n c h r o n i z a t i o n A w a r e S k i l l ( g e t S k i l l ( B e h a v i o r s ) )

4 s e t S k i l l ( s y n c S k i l l , B e h a v i o r s , T i m e )

}
6 [ . . . ]

}

Algorithm 1.5. Good practice: installing the synchronization skill from another
simulation skill.

5 Performance

In order to be able to measure the performance without being biased by appli-
cation related calculations, we created a very simple ping-pong application.

In the time period starting at T0, every agent has 20 % probability to emit
a ping message to X other agents where X ∼ Uniform(1 : 100). The message
needs to be delivered in the time period Td ∼ Uniform(T1 : Te) where Te denotes
the end of simulated time. The measured time is illustrated in Fig. 1, where T0

and T1 denote the start and the end of the interval; Ta denotes the end of the
reception of the events sent by the environment to the simulation agents; Tb the
end of “application level payload work” done by the agents, and finally Tc the
end of delivering the AgentIsReadyEvent to the environment. For every time
period, the amount of emitted messages is computed together with the total
amount of time needed to execute this time period. Experiments are realized
for 200 agents on a Linux Ubuntu 14.04LTS laptop with 8 GB memory and a
Intel Core i5-4210M CPU 2.60 GHz × 4. The number of time periods that are
simulated is 2 500.
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Fig. 1. An overview
of the time measure-
ment in our experi-
ments.

Fig. 2. Graph that represents the total amount of events
handled in a specific iteration (x-axis) against the total
execution time for that iteration in ms (y-axis) for the
case of 200 agents and 2 500 iterations.

Experimental results are illustrated in the graph represented in Fig. 2. In
our experiments, all the agents have the same actions to do. Consequently, they
have approximately the same execution time. It is clear to see that the execution
time follows a constant tendency, and hence seems to be independent of the
number of processed events over the full range of observations. The execution
time for a single period between two consecutive increments of simulated time
includes: perception of the environment, application specific payload work and
end-of-period notification. The duration required for the payload work in the
experiment is negligible. The large variance of the execution time masks the
expected dependency on the number of events.

6 Conclusion and Perspectives

A proof of concept is given for the support of the event synchronization using the
SARL language and its Janus execution platform, without changing neither the
specification of SARL nor the code of the Janus platform. Similar to Weyns and
Holvoet [13], we plan refining our model by including regional synchronization.
Another perspective is to provide an optimistic synchronization model. From
a technological point-of-view, our synchronization mechanism will be included
into the Janus execution platform.

Acknowledgments. The research reported was partially funded by the IWT 135026
Smart-PT: Smart Adaptive Public Transport (ERA-NET Transport III Flagship Call
2013 “Future Traveling”).
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Abstract. A Virtual Power Plant aggregates several Distributed Energy
Resources in order to expose them as a single, controllable entity. This
enables smaller Distributed Energy Resources to take part in Demand
Response programs which traditionally only targeted larger consumers.
To date, models for Virtual Power Plants have considered Distributed
Energy Resources as simple, atomic entities. However, often Distrib-
uted Energy Resources constitute complex and heterogeneous entities
with a mix of multiple, controllable loads, generators and electrical stor-
age units which must be coordinated locally. This paper proposes an
agent-based method for integration of complex, heterogeneous Distrib-
uted Energy Resources into Virtual Power Plants. The approach models
Distributed Energy Resources and Virtual Power Plants as agents with
multi-objective, multi-issue reasoning. This enables modeling of VPPs
constituting complex and heterogeneous Distributed Energy Resources
with multiple, local objectives and decision points. The properties of the
approach are illustrated using different Virtual Power Plant scenarios,
which include Distributed Energy Resources of various types and com-
plexities.

Keywords: Demand response · Load balancing · Load management ·
Multi-agent systems · Distributed Energy Resources · Virtual Power
Plant

1 Introduction

Distributed Energy Resources (DER) encompass generators, electricity storage
and flexible loads or consumers [13]. The penetration of DER in the electricity
grid is increasing as a result of several factors, including deployment of renew-
able energy generators, and small “home-sized” generators in the form of photo-
voltaic rooftop panels and local storage units such as the Tesla Powerwall. When
this is combined with the fact that the pervasiveness of home automation sys-
tems is increasing, this implies that what was traditionally considered a passive
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-59930-4 4



44 A. Clausen et al.

demand side, becomes a potentially valuable active asset in a grid management
context. Grid management has traditionally considered large, centralized gener-
ation capacity. This is reflected in electricity markets, which lacks support for
smaller resources to be integrated. To this end, the concept of a virtual power
plant (VPP) aggregates several DER, in order to expose them as a single, con-
trollable entity [12]. This means that smaller DER are able to overcome entrance
thresholds of existing markets, and offer their services through a VPP. In a VPP
context, the autonomous nature of such resources must be preserved. Further-
more, DER are inherently heterogeneous constituting either generators, electrical
storage or flexible loads or a combination of these. Existing approaches for VPP
can generally be classified as either a centralized or a decentralized. Centralized
VPPs assume control over assets on the DER side, and control these in response
to external events. Examples include [9,10], who suggest an algorithm for inte-
gration of DER using an Integer Linear Program (ILP), [8] who proposes the
“PowerHub” concept, a centralized VPP which been deployed into a real-life
market context and [6,7] who propose a bidding strategy for VPPs to enable
participation in the energy and spinning reserves market. However, common for
the centralized approach is that it generally violates the autonomy of the DER.
Decentralized VPPs on the other hand are designed to preserve the autonomy of
DER. Here the VPP entity negotiates with DER in order to influence their oper-
ation schedule in a way, which ensures that external events are considered. In
[11] the authors propose an algorithm for self-organizing, dynamic VPPs, where
the current market situation is used to form VPPs which best suits the con-
temporary conditions. PowerMatcher presented in [3–5] is another example of a
decentralized VPP, where an agent-based approach is taken to integrate “behind
the meter” devices into electricity markets. However, although recognizing DER
as autonomous and heterogeneous, these approaches fail to recognize DER as
complex entities with several local decision points (e.g. actuators in the form
of generators, controllable loads and electric storage units) and objectives. The
authors of [2] propose a method for integrating complex, manageable loads into
a VPP. They do however not consider generators or storage units in their DER
portfolio.

This paper proposes a MAS-based approach for integrating complex, het-
erogeneous and autonomous DER in VPPs. The approach extends the model
presented in [2] by including formal descriptions of an agent model as well as
models for DER constituting generators, storage units and manageable loads
which reflects the complexity faced in real-life scenarios. We illustrate the prop-
erties of the model in several experiments with VPP scenarios of varying types
and complexity.

In Sect. 2 the proposed model is presented and formalized. Section 3 then
applies the model to a VPP design. Section 4 presents the experiments conducted
based on the design, along with their results and Sect. 5 concludes the paper.
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2 Agent Model

We model DER and VPP entities as agents in a MAS. Agents have multi-
objective, multi-issue reasoning decision making capabilities. This is enabled by
mapping decision points, constitution points of actuation in the agent’s domain
into issues. Objectives in the agent domain are mapped into concerns which form
an agent-specific utility space for the agents’ issues. Concerns will map sugges-
tions for issue values into a resulting domain state and compare this towards
a concern-specific preferred domain state referred to as a preference. Agents
employ a genetic algorithm (GA) to explore the solution space for a valid solu-
tion. Initially, a population of random candidate solution proposals for values of
issues in the agent domain are generated. Each concern in the agent will evaluate
each candidate solution proposal by calculating a cost for the proposal. The GA
applies elitism based on the Pareto criteria to create a population of solution
proposals which marks a new generation. This population is used to generate a
new population of candidate solution proposals and this process continues until
the epoch ends, where a solution is chosen from the final population.

2.1 Issue Model

An issue is associated with a name and specifies the format of the values which
the issue can take on. In general, an issue generates values on a vector-form,
which means that the issue value specification includes a dimension of the value
vector, ssize, the minimum and maximum values that the issue may take on,
smin and smax, as well as a step size, sstep, which defines valid values within
the boundaries defined by smin and smax. The issue model is formally defined
in Eqs. 1, 2 and 3.

(smin, smax) ∈ R, smin < smax (1)

sstep =
smax − smin

w
,w ∈ N>0 (2)

s = [s1, ..., sssize ]
where

s ∈ {
x|x ≤ smax, x = smin + j · sstep, j ∈ N

} (3)

As an example consider a thermostat: A thermostat can take on integer values
in a given range, e.g. 15 ◦C to 40 ◦C. If we assume, that we want to find a
setpoint schedule across 24 hours in 1 hour resolution for this thermostat, we
can define it as an issue with smin = 15, smax = 40, sstep = 1 and ssize = 24.
The implementation of our issue model then ensures that values generated by
the issue will always be vectors with 24 elements, where each element is an
integer-value in the interval [15, 40].
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2.2 Concern Model

A concern extracts values for issues in which it has an interest, from each solution
proposal. The concern transforms these issue values into a domain state vector,
which is comparable to the concern’s preference. As this perception is specific
to the concern, the transformation of issue values into a domain state vector is
concern specific as well. The concern then performs an evaluation by calculating
the Euclidean distance between the preference and the domain state vector. The
concern may either choose to evaluate based on absolute distance between the
preference and the domain state vector, or use “at least” or “at most” operators
to determine, if a distance between two elements in the vectors should contribute
to the cost calculated in the evaluation. To extend the example from before, a
concern could have an interest in the temperature of a room. If the temperature
of a room depends on the heating contribution from a radiator and the airflow
of a ventilation system, the concern has an interest in issues which maps to
the thermostat of the radiator and the setpoint of the ventilation system (or
the opening of its valve). The concern will extract issue values from solution
proposals which maps to the respective ventilation system and thermostat issues,
calculate the effects on the room temperature, and compare the result with the
concern’s preference for room temperatures.

2.3 Inter-agent Negotiation

An agent uses concerns to engage in communication with other agents. The
concept is reflected in Fig. 1. Agents assign values from the message bus as pref-
erences of concerns, in order to make decisions which take into account the
decisions of other agents. An agent may choose to publish its decisions or sub-
sets of these in order to make these available to other agents. Finally, agents
may control decision points in physical domains but this is an optional property,
as agents can represent virtual entities. An agent prioritizes concerns in order
to control the influence that other agents exert on its decision making. Mission
critical concerns reflect concerns, which must be fulfilled to satisfy local require-
ments in the agent’s domain. Negotiation critical concerns are concerns which are
configured to obtain preferences based on the decision making of other agents.
Finally, non-mission critical concerns are used to represent desirable or nice-to-
have features. An example here could be a concern who strives to operate the
domain energy efficiently. Agents will select solutions which first minimize cost
for mission critical concerns, then the negotiation critical concerns and finally
the non-mission critical concerns.

3 VPP Model

The purpose of the VPP in our model is to expose an electricity profile which
adheres to incoming demand response (DR) [2] events. The VPP will create
electricity profiles for each DER which considers their local properties while
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Fig. 1. Illustration of inter-agent negotiation. Triangles marked with a D reflect domain
decision points, circles marked with a C reflect objectives and squares marked with an
I reflect issues

addressing the DR event. The VPP model contains two types of agents: VPP
agents and DER agents. A VPP constitutes a single VPP agent which engages
in bilateral negotiation with DER agents, representing DER in the VPP. The
VPP agent obtains knowledge of the forecasted electricity profile of the DER
agents before they engage in the negotiation as shown in Fig. 2. Here, the VPP
agent reacts to a DR event by calculating proposals for DER agents. The VPP
agent propagates the proposals to the DER agents, who respond with counter
proposals. Negotiation continues until either an agreement is reached (where
the proposals of the VPP agent is equal to the counter proposals of the DER
agents), a fixed number of negotiation cycles has been reached or a time limit
is reached. The protocol is synchronous which means that the VPP agent will
generate solution proposals to DER agents, who will generate and send counter
proposals in response to this.

Fig. 2. Interaction between VPP- and DER agents.
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3.1 VPP Agent Model

A VPP agent contains one issue for each DER in the VPP. Each issue describes
an electricity profile of a connected DER; that is, the desired future domain
state of the DER. The definitions of issues depend on the operational range of
connected DER, which is assumed to be known to the VPP-agent.

A VPP-agent contains one mission-critical concern, the DR Concern, which
has a preference defined by incoming DR events. The DR Concern will summarize
all issue values in each solution proposal, and compare the summarized vector
towards its preference, in order to determine if the combined electricity profile
of the VPP adheres to the DR event. Furthermore, the VPP agent contains two
negotiation critical concerns for each DER agent: A Sum-DER concern and a
Time-DER concern. Both concerns have their preference defined by the counter
proposal of the DER agent they represent. The Time-DER concern compares
the values of the counter proposal towards the values of its corresponding issue
in solution proposals. It will calculate a cost as the absolute Euclidean distance
between the two. The Sum-DER Concern looks at the distance between the sum
of allocations in the counter proposal and the sum of its corresponding issue
values in solution proposals. The configuration with two concerns for each DER
is necessary for supporting load shifting, where the VPP wants to reallocate
electricity from a time slot. If only the Time-DER concern is present in the
VPP, a situation can arise, where a solution which takes one unit of allocation
from one DER, and allocates it to another DER is selected over one, which shifts
allocation for a single DER. To overcome this, the Sum-DER Concern will add a
cost, if the combined allocation does not match the counter proposal of the DER
it represents. Hence, if a unit of allocation is removed or added to a DER, this
concern will return a cost higher than 0. In this way, load shifting of one DER
is preferred over combination of load shedding/valley filling across two DER.

3.2 DER Agent Models

In this paper we present three DER agent models: One which represents a flex-
ible consumer with a manageable load, one which represents a generator and
one which represents a prosumer constituting both a manageable load and an
electrical storage unit.

Flexible Consumer DER Agent. A Flexible Consumer DER agent contains
a single issue, the Load Schedule issue, reflecting a decision point for a load in
the domain. For simplicity, the load is assumed to be either on or off in these
experiments, which is reflected by having smin = 0, smax = 1 and sstep = 1.
ssize is 24 for the issue (and all other issues in the experiments) reflecting that
an electricity profile is calculated for the next 24 h. The Flexible Consumer DER
agent also contains three concerns: A Production concern, a VPP concern and a
Minimize Consumption concern. The Production concern strives to achieve some
production target in the domain, and is configured as being mission-critical. The
production is assumed to be depending on the output of the load. Hence, the
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Production concern has an interest in the operation of the load to achieve a pro-
duction goal within a given time frame (in this experiment assumed to be 24 h).
This means that the preference of the Production concern only holds a single
element which specifies the production target. The Production concern has a
model which specifies the contribution of the load towards the production target
over the course of 24 h, which means that time of allocation plays a role. Hence,
the Production concern is not interested in the time of allocation of electricity.
Instead, it is interested in reaching a production goal, which yields the intrinsic
flexibility of the DER. This means that electricity can be allocated to any slot, as
long as the combined contribution of the electricity profile (i.e. the output of the
load) is sufficient to reach the production target. The Minimize Consumption
concern attempts to minimize the amount of electricity consumed in the domain.
It does so by having a preference with a single element of value 0, which repre-
sent the sum of electricity that the Minimize Consumption concern would like
to reach. Naturally, this conflicts with the Production concern (assuming the
Production concern has a production target > 0). Hence, in order to guarantee
that the production target is reached in the domain, the Minimize Consumption
concern is prioritized as non-mission critical. By default this means that a Flex-
ible Consumer DER agent will reach its production target with the most energy
efficient schedule. The VPP concern maps the connected VPP-agent into the
decision logic of the Flexible Consumer DER agent with a preference containing
the current suggestion of the VPP for an electricity profile for the DER. The
VPP concern will attempt to minimize distance between this suggestion and the
value for the Load Schedule issue.

Generator DER Agent. A Generator DER agent is configured with two
concerns, a Generator concern and a VPP concern, as well as a single issue, the
Generator issue. The Generator issue represents the only decision point of the
generator domain used here - namely the operation of the generator. Generator
Issue values constitute suggestions for operation levels of the generator. This
issue is defined by smin = −2, smax = 0 and sstep = 1 which gives it three
operating levels (−2, −1 and 0 respectively). ssize is again 24. Note that the
value-range of the issue is negative. This reflects a negative contribution to an
electricity profile, where positive values indicate consumption.

The Generator concern is responsible for local operation of the generator
and - as a result - it is modeled as a mission-critical concern. The Generator
concern has a preference, which reflects a desired operation schedule of the gen-
erator. Thus, here the preference maps directly to the values of the Generator
issue. The Generator concern will evaluate suggestions for Generator issue values
as an absolute distance between the suggestion and the preference. The prefer-
ence of the Generator concern used in the experiment is shown in Fig. 3a. The
last concern in the Generator DER agent, the VPP concern, has a configuration
which resembles that of the VPP concern in the Flexible Consumer DER agent.
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Fig. 3. Preferences for the Generator- and Storage concerns.

Prosumer DER Agent. A Prosumer DER agent is similar to the Flexible
Consumer DER-agent but with an additional issue, the Storage issue, which rep-
resents the charge/discharge schedule of the storage unit. This issue is defined
with smin = −1, smax = 1 and sstep = 1, which gives the storage unit 3 oper-
ating levels at −1, 0 and 1 respectively. Here negative values means that the
unit discharges and positive values means that the unit charges. ssize is 24 as
in the other cases. This means that the Prosumer DER agent has an operat-
ing range from −1 (when discharging the storage unit and not consuming) to
2 (when charging and consuming simultaneously), and the issue definition in
the VPP agent for Prosumer DER agents must reflect this. Furthermore, the
preferences of the Sum-DER concern and Time-DER concern representing the
Prosumer DER Agent in the VPP-agent’s decision logic, must be defined as the
sum of issue values for the Load Schedule issue and the Storage issue proposed
by the Prosumer DER Agent. A Prosumer DER agent also contains an addi-
tional concern, the Storage concern, which is similar to the Production concern
except that it addresses the Storage issue (and not the Load Schedule issue),
and has a preference which resembles a desired storage operating profile. This
profile shown in Fig. 3b where positive values reflect charge and negative values
reflect discharge of the storage unit.

4 Experiments

To illustrate the properties of the proposed VPP model, two sets of experi-
ments have been conducted. For all experiments, the goal is to determine an



Agent-Based Integration of Complex and Heterogeneous Distributed Energy 51

electricity profile for each DER, which conforms to an external request for a
combined electricity profile of the VPP. The external requests for a combined
electricity profile in the VPP simulate different DR actions. The DR actions
include “load shedding” which is a reduction in the electricity consumption
without any compensation at another time, “load shifting” where consumption
is moved from one slot to another, and valley filling which is an increase in con-
sumption in one slot without shedding consumption in another slot [1]. Assuming
we have a baseline electricity profile across 24 h for the VPP, which corresponds
to the electricity consumption of the VPP with no external influence, DR may
be performed by requesting an alteration of the baseline electricity profile. The
baseline electricity profile for the VPP varies across the two sets of experiments,
as the baseline electricity profile of each DER depends on the type of DER agent
used.

4.1 VPP with Generator DER and Flexible Consumer DER

This set of experiments was conducted with 1 Generator DER agent and 3 Flex-
ible Consumer DER agents. To simulate heterogeneous consumer domains, con-
tribution ascribed to load operation is varied across the agents. Four experiments
were conducted: A baseline experiment, an experiment with load shedding, an
experiment with valley filling and an experiment with load shifting. The baseline
experiment serves to show the combined electricity profile of the VPP when no
DR event is pending. From Fig. 4a we see the demand of each DER as well as the
allocation proposed by the VPP. Each color represent a DER, with the lighter
colored bars being allocations and the darker colored bars being electricity pro-
files of the DER. Numbers 1 to 3 cover the Flexible Load DER agents and 4 maps
to the Generator DER agent. For brevity, we will refer to these as DER 1 to 4 in
the following. The red dotted line is used throughout the experiments to have a
reference towards the baseline, when the electricity profiles are altered. As can
be seen from the Fig. 4a, allocation in this case matches electricity profiles of the
DER, as would be expected. In the load shedding experiment, a DR event has
been received which forces the VPP to reduce consumption in slot 10. As can
be seen from Fig. 4b, the VPP agent proposes a reduced allocation for DER 1.
But as DER 1 is not compensated with additional allocation in a different time
slot, this leads to a conflict, where allocation and demand is not equal, as would
be expected. How to deal with this conflict depends on the type of VPP. In a
commercial VPP, the demand of DER 1 is likely to be honored, thereby accept-
ing a probable loss of electricity market revenue, whereas in a technical VPP,
the allocation represents an absolute limit on allocation, hence forcing DER 1
to alter its consumption. It should be noted however, that general methods for
handling these conflicts are outside the scope of this paper. In the valley filling
experiment of Fig. 4c, the VPP receives a DR event which mandates an increase
of consumption in slot 6. As the Flexible Consumer DER agents are unable to
consume more than a single unit of electricity in these experiments, DER 4 is
allocated less generation from the VPP-agent. However, as DER 4 must adhere
to its mission critical concern, which follows a fixed generation schedule, this
leads to a conflict, as expected. Again the handling of these conflicts depends



52 A. Clausen et al.

Fig. 4. Results of 1st set of experiments (Color figure online)

on the type of VPP being operated. In the load shifting experiments, the VPP
receives a DR event in which a move of consumption between slots is requested.
As DER 1 through 3 do not value electricity equal across the slots, and as they
initially operate at their most energy efficient electricity profiles, one of two
things can happen: (1) The VPP receives a DR event which does not allow it
to compensate a DER sufficiently, i.e. only offers increase in consumption in one
slot in response to a reduction in another slot. Here, a conflict arises, as the
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Fig. 5. Results of 2nd set of experiments (Color figure online)

DER agent is unable to reach its production goal. This situation is reflected in
Fig. 4d where the DER 2 is allocated one unit of electricity less in hour slot 4,
and compensated with a single unit of electricity in slot 20. However, as can be
seen, DER 2 also demands additional electricity in slot 24. (2) The VPP receives
a DR event which does allow it to compensate a DER sufficiently. As can be
seen in Fig. 4e DER 1 is allocated one unit of electricity less in slot 19 and com-
pensated by one unit of electricity more in slots 20 and 21. Here, allocation and
demand is equal, which means that no conflict is present.
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4.2 Complex, Heterogeneous Virtual Power Plant

In this set of experiments all Flexible Consumer DER agents were replaced with
Prosumer DER agents to increase the complexity of the VPP. This will show
how more complex scenarios are handled by the model as well as show causality
between the obtained results and an increasingly complex configuration of the
MAS. Again 4 experiments were conducted to reflect a baseline scenario, a load
shedding scenario, a valley filling scenario and a load shifting scenario. As in
the experiments before, a baseline experiment has been conducted to establish a
reference baseline. From Fig. 5a, we see that the introduction of Prosumer DER
agents which discharges in slot 14 and charges in slot 15 has led to a situation
where all consumption of slot 14 has been moved to slot 15. This of course reflects
that each of the Prosumer DER agents have the same charge/discharge profile
for their electricity storage unit. The results of the load shedding experiment in
Fig. 5b resemble that of the previous load shedding-experiment shown in Fig. 4b.
However, here the shedding is done in slot 15, which leads to a conflict with DER
2. The results of the valley filling-experiment in Fig. 5c shows an outcome which
resemble that of the previous valley filling-experiment, although this time in
slot 5. In the load shifting experiment, the VPP receives a request to shift load
from slot 6. In Fig. 5d, that DER 3 is allocated less electricity in slot 6, and
compensated with allocation in slot 7. However, as this is insufficient to fulfill
its production goal, DER 3 requests an additional unit of allocation in slot 15,
leading to a conflict as expected. As can be seen, the electrical storage units in the
Prosumer DER agents makes it possible for each of these DER to request more
than a single unit of electricity in a single slot. When sufficient compensation is
provided, we again see from Fig. 5e that load shifting does not lead to a conflict.
In this case, DER 1 is allocated less electricity in slot 6 and compensated with
a single unit of electricity in slots 7 and 22, leading to a conflict free situation.

5 Conclusion

The paper extends the approach of [2] with a model and design for the creation
of VPPs with complex, heterogeneous DER. The model describes VPP and
DER as agents with decision logic based on concerns and issues. Agents may
engage in multiple, bilateral negotiations with other agents, by representing these
in their decision logic as concerns. In this way, a VPP agent may engage in
bilateral negotiations with DER agents, in order to find appropriate allocations
for electricity across the VPP. Two sets of experiments have been conducted
in order to illustrate the properties of the model, namely one with one VPP
agent, a Generator DER-agent and 3 Flexible Consumer DER agents and one
with one VPP agent, a Generator DER agent and 3 Prosumer DER agents. It
was shown that the VPP will allocate electricity based on incoming DR events,
i.e. load shedding, valley filling and load shifting events, which will adhere to the
demands of the DER-agents to the best degree possible in case of conflicts.
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Abstract. The topic of critical hydrogeological phenomena, due to flooding, has
a particular relevance given the risk that it implies. In this paper we simulated
complex weather scenarios in which are relevant forecasts coming from different
sources. Our idea is that agents can build their own evaluations on the future
weather events integrating these different information sources also considering
how much trustworthy the single source is with respect to each individual agent.
These agents learn the trustworthiness of the sources in a training phase. Agents
are differentiated on the basis of their own ability to make direct weather forecasts,
on their possibility to receive bad or good forecasts from an authority and on the
possibility of being influenced by the neighbors’ behaviors. Quite often in the real
scenarios some irrational behaviors rise up, whereby individuals tend to impul‐
sively follow the crowd, regardless of its reliability. To model that, we introduced
an impulsivity factor that measures how much agents are influenced by the neigh‐
bors’ behavior, a sort of “crowd effect”. The results of these simulations show
that, thanks to a proper trust evaluation of their sources made through the training
phase, the different kinds of agents are able to better identify the future events.

Keywords: Trust · Social simulation · Hydrogeological risk

1 Introduction

The role of the impulsivity in human behaviors has relevant effects in the final evalua‐
tions and decisions of both individuals and groups. Although we are working in the huge
domain of social influence [4, 8, 7], we consider here impulsivity as an attitude of making
a decision just basing this decision on a partial set of evidence, also in those cases in
which more evidence is easily reachable and acquirable. Sometimes this kind of behavior
can produce consequences that were not taken in consideration at the moment of the
decision [16]. Impulsivity is a multifactorial concept [5], however we are interested in
identifying the role that it can play in a specific set of scenarios. In particular, in this
paper we simulated complex weather scenarios in which there are relevant forecasts
coming from different sources. Our basic idea is that agents can build their own evalu‐
ations on the future weather events integrating these different information sources also
considering how trustworthy the single source is with respect to each individual agent.
These agents learn the trustworthiness of the sources in a training phase. Agents are
differentiated (i) on the basis of their own ability to make direct weather forecasts, (ii)
on their possibility to receive bad or good forecasts from an authority, and (iii) on the
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possibility of being influenced by the neighbors’ behaviors. Given this picture, our
simulations inquired several interactions among different kinds of agents testing
different weather scenarios with different levels of impulsivity. We also considered the
role that both expertise and information play on the impulsivity factor. The results show
that, thanks to a proper trust evaluation of their sources made through the training phase,
the different kinds of agents are able to better identify the future events. Some particular
and interesting results regard the fact that impulsivity can be considered, in specific
situations, as a rational and optimizing factor, in some way contradicting the nature of
the concept itself. In fact, as in some human cases, it is possible that we learned specific
behaviors just basing on one information source that is enough for the more efficient
behavior although we could access to other different and trustworthy sources. In that
case we consider as impulsive a behavior that is in fact fully effective.

2 The Trust Model

According to the literature [1, 2, 10, 11, 17], trust is a promising way to deal with infor‐
mation source. In particular in this work we are going to use the computational model
of [13], which is in turn based on the cognitive model of trust of Castelfranchi and
Falcone [3]. It exploits the Bayesian theory, one of the most used approaches in trust
evaluation [9, 12, 18]. Here information is represented as a probability distribution
function (PDF).

In this model each information source S is represented by a trust degree called
TrustOnSource [6], with 0 ≤ TrustOnSource ≤ 1, plus a bayesian probability distribution
PDF (Probability Distribution Function) that represents the information reported by S.
The TrustOnSource parameter is used to smooth the information referred by S: the more
I trust the source, the more I consider the PDF; the less I trust it, the more the PDF is
flattened. Once an agent gets the contribution from all its sources, it aggregates the
information to produce the global evidence (GPDF), estimating the probability that each
event is going to happen.

2.1 Feedback on Trust

We want to let agents adapt to the context in which they move. This means that, starting
from a neutral trust level (that does not imply trust or distrust) agents will try to under‐
stand how much to rely on each single information source (TrustOnSource), using direct
experience for trust evaluations [14, 15]. To do that, they need a way to perform feedback
on trust. We propose to use weighted mean. Given the two parameters α and β1, the new
trust value is computed as:

1 The values of α and β have an impact on the trust evaluations. With high values of α/β, agents
will need more time to get a precise evaluation, but a low value (below 1) will lead to an
unstable evaluation, as it would depend too much on the last performance. We do not inves‐
tigate these two parameters in this work, using respectively the values 0.9 and 0.1. In order to
have good evaluations, we let agents make a lot of experience with their information sources.

Interactions among Information Sources in Weather Scenarios 57



newTrustOnSource = 𝛼 ∗ TrustOnSource + β ∗ performanceEvaluation

𝛼 + 𝛽 = 1

TrustOnSource is the previous trust degree and performanceEvaluation is the objec‐
tive evaluation of the source performance. This last value is obtained comparing what
the source said with what actually happened. Considering the PDF reported by the source
(that will be split into five parts as we have 5 possible events), we will have that the
estimated probability of the event that actually occurred is completely taken into account
and the estimated probability of the events immediately near to it is taken into account
for just 1/3. We in fact suppose that even if the evaluation is not right, it is not, however,
entirely wrong. The rest of the PDF is not considered. Let’s suppose that there was the
most critical event, which is event 5. A first source reported a 100% probability of event
5, a second one a 50% probability of event 5 and a 50% of event 4 and a third one asserts
100% of event 3. Their performance evaluation will be: Source1 = 100%;
Source2 = 66.67% (50% + (50/3)%); Source3: 0%. Figure 1 shows the corresponding
PDFs.

Fig. 1. (a) A source reporting a 100% probability of event 5. (b) a source reporting a 50%
probability of event 5 and 50% probability of event 4. (c) a source reporting a 100% probability
of event 3.

3 The Platform

Exploiting NetLogo [19], we created a very flexible platform, taking into account a lot
of parameters to model a variety of situations. Given a population distributed over a
wide area, some weather phenomena happen in the world with a variable level of criti‐
cality. The world is made by 32 × 32 patches, which wraps both horizontally and verti‐
cally where agents are distributed in a random way and is populated by a number of
cognitive agents (citizens) that have to evaluate which will be the future weather event
on the basis of the information sources they have and of the trustworthiness they attribute
to these different sources. We provided the framework with five possible events, going
from 1 to 5, with increasing level of criticality: level 1 stands for no events, there is no
risk at all for the citizens; level 5 means that there will be a tremendous event due to a
very high level of rain, with possible risks for the agents sake. The other values represent
intermediate events with increasing criticality. In addition to citizens, there is another
agent called authority. Its aim is to inform promptly the citizens about the weather
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phenomena. The problem is that, for their nature, weather forecasts improve their preci‐
sion nearing to the event. Consequently, while the time passes the authority is able to
produce a better forecast, but it will not be able to inform all the citizens, as there will
be less time to spread information.

3.1 Information Sources

To make a decision, citizens consult a set of information sources, reporting to it some
evidence about the incoming meteorological phenomenon. We considered the presence
of three kinds of information sources for citizens:

1. Their personal judgment, based on the direct observation of the phenomena.
Although this is a direct and always true (at least in that moment) source. In general,
a common citizen is not always unable to understand the situation, maybe because
it is not able, it does not possess any instrument or it is just not in the condition to
properly evaluate a weather event. So we have introduced two kinds of agents: the
expert ones and the inexpert ones.

2. Notification from authority: the authority distributes into the world weather forecast,
trying to prepare citizens to what is going to happen. While the time pass, it is able
to produce a better forecast, but it will not be able to inform everyone. In this sense
we have two kinds of agents: the well-informed ones and the ill-informed ones.

3. Others’ behavior: agents are in some way influenced by community logics, tending
to partially or totally emulate their neighbors’ behavior (other agents in the radius
of 3 NetLogo patches). The probability of each event is directly proportional to the
number of neighbors making each kind of decision. This source can have a positive
influence if the neighbors behave correctly, otherwise it represents a drawback.

None of these sources is perfect. In any situation there is always the possibility that
a source reports wrong information.

3.2 Agents’ Description

At the beginning, all the citizens have the same neutral trust value 0.5 for all their infor‐
mation sources. This value represents a situation in which citizens are not sure if to trust
or not a given source (1 represents complete trust and 0 complete distrust). There are
two main differences between citizens. The first one relies on how much they are able
to see and to read the phenomena. In fact, in the real world not all the agents have the
same abilities. In order to shape this, we associated to the citizens’ evaluations different
values of standard deviation related to the meteorological events, dividing them in two
sets.

1. Class 1: good evaluators; they have good capabilities to read and understand what
is going to happen. They will be quit always able to detect correctly the event (90%
of times; standard deviation of 0.3), and then we expect them to highly trust their
own opinion.
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2. Class 2: bad evaluators; they are not so able to understand what is going on (20% of
times, that is the same performance of a random output; standard deviation of 100).
For better understanding which will be the future weather event they have to consult
other information sources.

The second difference is due to how easily they are reached by the authority. The
idea is that the authority reaches everyone, but while the time passes it produces new
updated information. There will be agents able to get update information, but not all of
them will be able to do it. To model this fact, we defined two agent classes: (1) Class
A: the have the newest information produced by the authority; the information they
receive has a 90% probability to be correct; (2) Class B: they are only able to get the
first prevision of the authority; the information they receive has a 30% probability to be
correct.

3.3 The Authority

The authority’s aim is to inform citizens about what is going to happen. The best case
is the one in which it to produce a correct forecast and it has the time to spread this
information through all the population. However this is as desirable as unreal. The truth
is that weather forecast’s precision increases while the event is approaching. In the real
world the authority does not stop making prediction and spreading it. As already said,
in the simulations we modeled this dividing the population into two classes. Agents
belonging to the class B will just receive the old information. This is produced with a
standard deviation of 1.5, which means that this forecast will be correct in 30% of times.
Then the authority will spread updated information. Being closer to the incoming event,
this forecast has a higher probability to be correct. It is produced with a standard devi‐
ation of 0.3, so that it sill be correct in 90% of times. As a choice, in the simulation it is
more convenient to use as a source the authority rather than personal evaluations, except
for experts that are as good as a reliable authority.

3.4 Citizens’ Impulsivity

Sometimes impulsivity overcomes logic and rationality. This is more evident in case of
critical situations, but it is still plausible in the other cases. Maybe the authority reports
a light event, but the neighbors are escaping. In this case it is easy to be influenced by
the crowd decision, to make a decision solely based on the social effect, letting “irra‐
tionality” emerge. Let us explain better this concept of “irrationality”: in fact we consider
that an agent follow an “irrational” behavior when it makes a decision considering just
one of its own information sources although it has also other available sources to consult.
In this work we consider just the social source as subjected to the impulsivity condi‐
tioning.

Impulsivity is surely a subjective factor so our citizens are endowed with an impul‐
sivity threshold, which measures how much they are prone to a less informed choice
due to the crowd effect. This threshold is in turn affected by the other two sources, the
authority and the experience, as they add rationality in the decisional process. The
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threshold goes from 0 to 1, and given a value of this threshold, being well informed or
an expert gives a plus 0.2 to it (it an agents is both informed and expert, it is a plus 0.4).
Therefore it is important for individual to be informed, so that they are less sensible to
a sort of irrational choice and they are able to produce decisions based on more evidence.
In our experiments we consider a common impulsivity threshold (IthCom) that is the same
for all the agents and two additional factors (AddInf and AddExp) due to the potential
information and the expertise each agent has that determine the individual impulsivity
threshold (IthAgent). In practice, given an agent A, we can say that:

IthA = IthCom + AddInf + AddExp

The threshold is compared with the PDF reported by the social source. If there is one
event that has a probability to happen (according to this source) greater than the impul‐
sivity threshold, then the agents act impulsively.

3.5 Platform Inputs

The first thing that can be customized is the number of citizens and their distribution
between the performance categories and the reachability categories. Then, one can
set the value of the two parameters α and β, used for updating the sources’ trust eval‐
uation. It is possible to change the authority reliability concerning each of the reach‐
ability categories. One can also set the events’ probability that is the frequency with
which each event will happen. Concerning the training phase, it is possible to change
its duration. Finally, it is possible to set the impulsivity threshold and how much it
will be modified by each rational source.

3.6 Workflow

Each simulation is divided into two steps. The first one is called “training phase” and has
the aim of letting agents make experience with their information sources, so that they can
determine how reliable each source is. At the beginning of this phase, the citizens start
collecting information, in order to understand which event is going to happen.

The authority gives forecast reporting its estimated level of criticality. As already
explained, it produces two different forecasts. All the citizens will receive the first one,
but it is less precise as it is not close enough to the event. The second one is much more
precise, but being close to the event it is not possible for the authority to inform all the
citizens. In any case, being just forecasts, it is not sure that they are really going to
happen. They will have a probability linked to the precision of the authority (depending
on its standard deviation). Then citizens evaluate the situation on their own and also
exploit others’ evaluations (by the effect of their decisions). Remember that the social
source is the result of the process aggregating the agents’ decisions in the neighborhood:
if a neighbor has not decided, it is not considered. If according to the social source there
is one event that has a probability to happen greater than the impulsivity threshold, then
they act impulsively: they will not consider the other sources. If this does not happen,
then they consider all the information they can access and they aggregate each single
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contribution according to the corresponding trust value. Finally they estimate the possi‐
bility that each event happens and select the choice that minimizes the risk.

While citizens collect information they are considered as “thinking”, meaning that
they have not decided yet. When they reach the decisional phase, the citizens have to
decide. This information is then available for the others (neighborhood), which can in
turn exploit it for their decisions. At the end of the event, citizens evaluate the perform‐
ance of the source they used and adjust the corresponding trust values. This phase is
repeated for 100 times (then there will be 100 events) so that agents can make enough
experience to judge their sources.

After that, there is the “testing phase”. Here we want to understand how agents
perform, once they know how much reliable their source are. In this phase, we will
compute the accuracy of their decision (1 if correct, 0 if wrong).

4 Simulations

We investigated two main scenarios. In the first one we tested the effect of impulsivity
on a population with different abilities to interpret the events and with different possi‐
bility to be informed by the authority. In this case impulsivity affects everyone, as even
the more expert or informed can be misled by their neighbors’ decisions. In the second
simulation we introduce a decisional order between agents. The best informed will be
the first to decide, followed by the most able to understand the events. In this second
ideal world impulsivity has a much smaller influence on decision. In addition, as the
most rational agents (which also possess more evidence about the events) will decide
before the worst informed and able agents, there will be a positive effect on the perform‐
ance of all the agents.

In order to understand and analyze each simulation, we are going to use two metrics.
The first one is agents’ performance. Concerning a single event, the performance of
an agent is considered correct (and assumes value 1) if it correctly identified the event
or wrong (and assumes value 0) if it made a mistake with the events. The second dimen‐
sion is the trust on the information sources. Section 2.1 explains how agents produce
their trust evaluations, based on the source performance. They possess a trust value for
each of their three sources.

We introduced these metrics for individual agents. Actually in the results they will
be presented aggregating the values of a category of agents and mediating them for the
number of times that the experiment is repeated (500 times). In particular, in order to
provide a better analysis of the results, we are not going to simply consider the category
of agents indicated in Sect. 3.2 but their combinations: 1A = well informed and expert
agents; 2A = well informed and not expert agents; 1B = less informed and expert agents;
2B = less informed and not expert agents.
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4.1 First Simulation

Here there is no decisional order, so that each citizen can influence and be influenced
by everyone. In the scenarios we investigated, the percentage of well informed citizens
and the percentage of expert citizens is the same, as we are mainly interested in
increasing/decreasing the quantity of good information and expertise that the population
possesses. Of course, as the assignment of citizens to categories is random, it is possible
an overlap between these categories: a well informed citizen can also be an expert.

Simulation settings: number of agents = 200; α and β = respectively 0.9 and 0.1;
authority reliability = we used a standard deviation of 1.5 to produce the first forecast
reported by the authority (it is correct about 90% of time) and 0.3 for the second one (its
forecasts are correct about 30% of time); percentage of well informed citizens and
percentage of expert citizens = {10-10, 20-20, 30-30, 45-45, 60-60, 75-75}; events’
probability (from the lightest to the most critical one) {35%, 30%, 20%, 10%, 5%};
training phase duration = 100 events; impulsivity threshold = we experimented the four
cases {0.3, 0.5, 0.7, 0.9}

For sake of simplicity, as the percentage of well informed citizens and of expert
citizens is the same in each experiment, we will use this value to identify the specific
case. For instance, the “case 10-10” is the one with 10% of well informed citizens and
of expert citizens.

It is worth noting that when the impulsivity threshold (IthCom) is 0.9 then well
informed or expert agents are not impulsive for sure (given that for those agents IthAgent
saturates the max value 1). When the impulsivity threshold (IthCom) is 0.7, it is necessary
to be both informed and expert to not be impulsive in any case. In the other cases agents
could act impulsively, according to the modality explained in Sect. 3.4. This is clearly
visible with an impulsivity threshold of 0.7, especially in Fig. 2 but also in Fig. 3: there
is a big difference between 1A agents’ performance and the others. In practice, in the
given composition of agents showed in Figs. 2 and 3, impulsive agents are penalized.
Let us explain in detail. Figure 2 shows the case 10-10 (10% of well informed citizens
and 10% of expert citizens). Here the majority of the citizens, approximately the 81%,
belongs to the category 2B (not well informed and not expert) represented in violet.
They are so many that their evaluation of the events influences negatively their neighbors
through the social source, especially when there is a low value of common impulsivity
threshold. Increasing the percentage of informed/expert citizens this effect tends to
disappear, as showed by Figs. 3 and 4. From Figs. 2, 3 and 4 it clearly results that the
performance of 1A, 1B and 2A agents increases when we increase the value of the
impulsivity threshold (agents are less impulsive). In fact increasing this component,
these agents will not be influenced by the crowd effect and they will be able to decide
on the basis of all their sources.
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Fig. 2. Agents’ correctness in the case 10-10 Fig. 3. Agents’ correctness in the case 30-30

Fig. 4. Agents’ correctness in the case 75-75

Differently form the others, if we focus on the 2B category (both bad evaluators and
misinformed) we notice an interesting effect: in all the cases, increasing the impulsivity
threshold the performance of 2B citizens decreases. This is due to the fact that, being
less impulsive will have more weight on their own information and their own expertise
in their final evaluations. But not being well informed or experts, there is a higher prob‐
ability that they will be wrong.

4.2 Second Simulation

In this scenario we suppose that there is a decisional order, so that who is well informed
(independently on its expertise) will be the first to decide; then the experts decide; finally
the remaining agents decide, the ones with the lowest reliable information. Doing so
there is a double effect: who has good information is not negatively influenced by who
does not have it; who does not have good information is mainly much more influenced
by who has it. The settings are exactly the same of the previous experiment. Let’s start
analyzing agents’ performance.

Looking at Fig. 5, it is clear that the impulsivity has no negative effect on agents that
are well informed or expert. This does not imply that they are not impulsive. Let’s
consider well informed agents: the first to decide will be just influenced by the authority.
The others could be impulsive, following the social source. But the social source is just
influenced by what the authority reports. In conclusion, the impulsivity factor has no
influence in this scenario.
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Fig. 5. Agents’ correctness in the case 10-10
with decisional order.

Fig. 6. Agents’ correctness in the case 30-30
with decisional order

The impulsivity is still relevant for expert agents, which will be strongly influenced
by the well informed ones (but their performance would be high in any case), and it is
clearly fundamental for 2B agents (which are both bad evaluators and misinformed): in
this case, much more than the agents 1B, impulsivity seems to help them. The proof is
given by the fact that their performance decreases while their impulsivity threshold
increases.

Obviously, increasing the quantity of information in the world, agents’ performance
improves and the 2B’s curve tends to be equal to the others (Figs. 6 and 7).

Fig. 7. Agents’ correctness in the case 75-75 with decisional order

4.3 Trust Analysis

Talking about trust, analyzing the four categories 1A, 1B, 2A and 2B the components
of self trust and authority trust do not change. They in fact assume a fixed value in all
the cases, not being influenced by the impulsivity threshold or by the quantity of infor‐
mation in the world (just by its quality). Figures 8, 9, 10 and 11 show these values
respectively to the categories 1A, 1B, 2A and 2B. Not even the decisional order influ‐
ences them, so that they are the same in both the experiments.
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Fig. 8. Trust degrees of the agents belonging
to the 1A category in the case 30-30.

Fig. 9. Trust degrees of the agents belonging
to the 1B category in the case 30-30

Fig. 10. Trust degrees of the agents belonging
to the 2A category in the case 30-30

Fig. 11. Trust degrees of the agents belonging
to the 2B category in the case 30-30

Of course the social trust changes. Notice that it does not depend on the agent’s
nature; it just depends on its neighborhood: the more performative they are, the higher
the social trust will be. This is clearly visible in Fig. 12, reporting the social trust levels
without decisional order. We can see how the social trust increases increasing the
percentage of expert/informed citizens.

Fig. 12. Social trust of all the agents in the six cases

With the decisional order, there is a big difference for the social source: each category
of agents will be differently influenced by the other categories. For instance, well
informed agents (1A and 2A) are the first to decide, so that they will be influenced just
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by agents of the same kind. Then 1B agents decide, exploiting the decision of agents
belonging to their category, but also those of well informed agents. 2B agents decide
last, on the basis of everyone else’s choices. Within this picture we clearly expect to
have different trust levels for the different categories.

The trust values of 1A (Fig. 13) and 2A (Fig. 15) agents are almost the same2. Even
if they have the best performance, their social trust is very low. This is reasonable as
quite often they will be the first to decide: in those cases, as none of their neighbors
decided yet, their social source is flat, reporting no evidence. Not being able to exploit
this source, agents lower the trust in it. Then 1B agents decide, basing its decision on
1A and 2A agents. Their social trust levels (Fig. 14) are higher than those of these last.
The higher trust values are the ones of 2B (Fig. 16) agents. In fact, given that all the
other agents decided and their decisions were strongly influenced by well informed
agents (and then indirectly by the authority), 2B agents are able to exploit a lot of correct
decisions.

Fig. 13. Social trust of 1A agents in the six
cases, with decisional order

Fig. 14. Social trust of 1B agents in the six
cases, with decisional order

Fig. 15. Social trust of 2A agents in the six
cases, with decisional order

Fig. 16. Social trust of 2B agents in the six
cases, with decisional order

2 Actually there is a little difference: in the case 10-10 the social trust level is a little bit higher
in the 2A case. The reason of this difference is the extremely low percentage of 1A agents in
this scenario, so that it is quite unlikely that a 1A agent influences another 1A agent, but there
is a higher possibility that it influences a 2A agent.
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5 Conclusions

In this work we analyzed the effect of subjective impulsivity inside critical weather
scenarios. We proposed some simulations in which a population of citizens (modeled
through cognitive agents) has to face weather scenarios and needs to exploit its infor‐
mation sources to understand what is going to happen.

In these situation agents can act “rationally” (basing their choice in the global
evidence they possess) or impulsively, just emulating their neighbors due to a sort of
“crowd effect”.

First of all, we saw that impulsivity has a strongly negative impact on informed or
expert agents, while on the contrary it is useful for the remaining 2B agents. In particular,
it is not good to have a high percentage of 2B agents, as they have a negative impact
also on the agents belonging to the other categories. This is a quite predictable effect,
even if it is interesting appreciate the various levels of impulsivity that determine the
different impacts.

Second, we saw that introducing the decisional order the agents’ performance
improves significantly. Doing so in fact it is possible to avoid the negative effect that
impulsivity has on informed or expert agents and to increase the positive effect that it
has on 2B agents, even if they represent a substantial percentage of the population.

Finally we analyzed the role played by social trust. In the first simulation, given a
value for the impulsivity threshold and a percentage of informed and expert citizens, it
assumes a fixed value for all the citizens, as it is independent by the agent’s category.
On the contrary, introducing the decisional order the social trust changes depending on
the agents’ category. In particular the first to decide will have the lowest trust value and
it increases until the last to decide, 2B agents, just thanks to the decisional order. In this
way, the agents that would be hindered by the social source use it less, while the agents
that need it to decide correctly exploit it more.
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Abstract. In this paper we present a multi-agent architecture for IoT systems
based on the Teleo-Reactive paradigm. Our final goal is to prove that the Teleo-
Reactive (TR) paradigm is suitable for IoT systems, allowing them the ability of
being responsive to changes in the state of the environment while being directed
to achieve their final tasks and conferring the network the robustness and relia‐
bility that IoT systems demand. A hierarchical architecture in which Coordination
Nodes, Local Coordination Nodes and Local Nodes running Erlang and TR code,
communicating among themselves and asking for services to the Cloud is
described and the hardware, software and communications protocols used are
specified. For validating this approach, a case-study for precision farming is being
developed. A GUI will allow non-technical users to simply specify the TR rules
of their IoT systems, fueling the development of IoT.

Keywords: Internet of Things · Teleo-Reactive programming · Precision
farming

1 Introduction

The Internet of Things (IoT) is a growing paradigm that is gaining more and more adepts
every day. Although the concept had been discussed before, the term Internet of Things
became popular in 1999 when Kevin Ashton, a British technology pioneer, used it to
describe a system in which objects in the physical world could be connected to the
Internet by the use of sensors [1]. Nowadays, the extent of the concept is much wider
and there is no single universally accepted definition for the term yet. In order to promote
their particular view of the IoT, different actors (e.g. business alliances, stakeholders,
research and standardization bodies) have given many different definitions according to
their interests and backgrounds. Atzori et al. states in [2] that the difference in the
definitions given are due to the issue being approached either from an “Internet
oriented”, “Things oriented” or “Semantic oriented” perspective and the authors estab‐
lish that actually, the Internet of Things paradigm is the result of the convergence of
these three main visions. Some of the technologies on which the IoT relies are Wireless
Sensor Networks, RFID, Cloud, Edge and Fog Computing and Big Data Analytics [3].
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Thanks to the price reduction of computation, sensors and actuators that allow to
harvest information from the physical world and respond to it; and to the networking
capabilities and the power that the Internet can provide to embedded devices, IoT is now
achievable. Ideally, IoT would allow any device to be connected to the Internet anytime,
anywhere, with anything and anybody and by using any path or network and any service.
A mesh of devices producing information and building a worldwide network of real
physical objects is in this way created. Some of the applications of IoT are in the fields
of transportation and logistics, healthcare or smart environments. According to Cisco
[4], the number of IoT devices by 2020 will surpass 50 billion. However, in order to
achieve these numbers, a series of challenges must still be faced concerning security,
privacy, standardization or reliability among others.

One of the issues when developing IoT systems is the specification of the system’s
behavior. Most of the approaches are based on programming language, so only experts
are able to specify and evolve the behavior of the deployed system. We think that the
IoT landscape could benefit from the application of the Teleo-Reactive (TR) paradigm,
and thus, a proposal for deploying TR nodes in IoT systems is given. The TR paradigm
was first introduced in 1994 by Professor Nils Nilsson at Stanford University [5] and
plenty of work has been developed since then [6, 7]. TR programs are conceived as a
set of rules that lead a system to its final goal (hence Teleo) by constantly sensing the
environment and responding to changes (hence Reactive) by triggering actions that
assure that the system always gets closer to such final goal. The main advantage of TR
programs is their ability to robustly react to changes in the environment owing to the
continuous computation of sensing values. Thus, the TR paradigm suits in a natural way
the always sensing - changing - reacting nature of IoT systems and its application would
confer these often unreliable networks of devices the robustness required to achieve their
goals and self-repair. To our knowledge, this is an innovative first proposal for the use
of the TR approach for IoT systems and it is made due to our previous positive experi‐
ences in this field [8, 9].

Throughout this first Section, a brief introduction to the IoT and the TR paradigm
has been given. The remainder of this paper is organized as follows. Section 2 presents
the topology of the hierarchical multi-agent network that will be deployed and the char‐
acteristics and contents of the three different kinds of nodes that will be employed. This
is followed in Sect. 3 by the proposal of a smart agriculture study case in which the
hardware, software and communication protocols chosen to carry out the study are
specified and all the principles and architectural decisions made in Sect. 2 are tested. In
Sect. 4 we enumerate the benefits of this approach and in Sect. 5 we summarize the most
relevant related works. Finally, we conclude this paper in Sect. 6 by summing up the
main points of the approach, open issues that require further research and future work.

2 Overview of the Architecture and Nodes Implementation

IoT has experienced massive research in the recent years and multiple open-source and
commercial platforms and middleware have appeared to try to give either vertical or
horizontal solutions to different domains [10–13]. However, to our knowledge, the use
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of the TR approach for IoT systems is an innovative solution never tried before that
addresses the development of these systems from a goal oriented agent perspective,
different to anything found in the current literature. It is our opinion that the TR paradigm
can highly simplify the specification, implementation and deployment of IoT systems;
allowing end-users with a basic programming background to set the behavior of their
systems by using a simple approach and philosophy (e.g. similar to the one used by
Gamesalad for games creation [14]). Involving end-users as auxiliary developers will
rapidly make IoT systems transform and evolve as it already happened with Web 2.0
[15], which is our main aim.

Razzaque et al. establishes in [13] functional, non-functional and architectural
requirements that a middleware for IoT should comply with. It is our goal to make our
framework able to satisfy as many of these requirements as possible, especially:
programming abstraction, interoperability, context-awareness, autonomy, adaptive,
scalability, availability, reliability, real-time, privacy and security. As a result of this, a
hierarchical multi-agent architecture (named TRIoT) is considered in order to deploy
the TR nodes network (see Fig. 1).

Fig. 1. TR hierarchical architecture for IoT.

The information can either flow downwards from the Cloud to the nodes when serv‐
ices are requested or upwards from the nodes to the Cloud when data requires to be
stored or analyzed. The hierarchical architecture leaves the door open for the use of
modern techniques such as data aggregation and edge computing that would reduce the
network overload and increase the overall reliability. The network is composed of three
different kinds of nodes, each of them with their own capabilities and place in the hier‐
archy: Local Nodes at the bottom, Local Coordination Nodes in the middle and Coor‐
dination Nodes at the top of the hierarchy.
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• Local Nodes (LNs): These physical nodes are the most basic ones and their main
function is to sense the environment and to react accordingly to it. They could also
exchange messages with other nodes or ask for web services although it is not their
main purpose. They are directly subordinated to the Local Coordination Nodes.

• Local Coordination Nodes (LCNs): Located in the middle of the hierarchy, the main
purpose of these physical nodes is to coordinate the different LN networks and to act
as a broker with external agents or services. Although it is not a must, sensing and
actuating capabilities are a possibility too.

• Coordination Nodes (CNs): These top hierarchy nodes have no sensing or actuating
capabilities and they just coordinate the different LCN networks, serve as brokers
with external agents and services and connect to the Cloud. Some of these nodes
could be virtual using cloud computing facilities instead of physical, depending on
the needs of the application.

A star topology has been chosen for the communication between the LNs and the
LCNs. This topology has the advantages of simplicity and low latency and power
consumption with the only disadvantage of the LNs having to be located inside the range
of the LCN. Figure 2 presents the configuration of each of the nodes previously
mentioned.

Fig. 2. LN, LCN and CN implementation.

All the nodes will contain two main elements: a lightweight Erlang Virtual Machine
[16] and a TR interpreter running the TR code implemented. This code will be split in
two parts, the main code that is in charge of the basic behavior of the node; and a meta-
level for coping with system evolution. The meta-level will have the ability to modify
the main code whenever the situation requires it, changing in this way the behavior of
the overall system and making the network dynamic and responsive to events, and
consequently more robust and reliable. Since Erlang was designed to support fault
tolerant, distributed, soft-real-time and non-stop applications, it seems the appropriate
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language for this kind of IoT implementation; although the need of a virtual machine
could be an impediment in the case of the most resource constrained embedded devices.
To specify the behavior of the nodes, a simple visual editor will be designed to set the
TR rules given a group of sensors, actuators, and available services; allowing the non-
technical users to easily set their own TR IoT systems.

3 A Case-Study for Validating the Approach

A case-study for validating the whole approach is currently being developed in the field
of precision farming (also known as smart agriculture) due to our knowledge in this
domain [17, 18]. Precision farming is one of the multiple fields in which IoT finds
application. Precision farming involves the use of communication technologies for the
automated monitoring of crops, as well as related environmental, soil, fertilization and
irrigation conditions. By the 24/7 monitoring and data collection of crops and environ‐
ment it is possible to take actions to improve farm profitability, quality of the products,
save water, reduce the use of fertilizers, fight climate change and be ready to meet the
increasing population’s food demand (food production must increase a 60% by 2050 in
order to feed the 9 billion people that will populate the Earth by then, according to the
United Nations’ Food and Agriculture Organization [19]). By connecting the sensing
and actuating devices to the Internet and the Cloud, their capabilities increase and they
are able to ask for services like weather predictions or send the data collected to the
Cloud in order to be better processed and analyzed.

As Makonin et al. did in [20] for the Smart Home, domain concept maps can be
elaborated, as a first step, to show different factors relevant to our smart farming frame‐
work and to define the ontology that serves for sensors, actuators and available services
identification (see Fig. 3).

There are three key elements to select to define the case study: The hardware platform
in which the nodes will be implemented, the communication technology used by the
different nodes to talk to each other and the IoT communication protocol.

Features that should be taken into account when selecting a hardware platform are
the following [21]: processor speed, RAM (at least 4 kB are needed to support standard
encryption mechanisms and 256 MB to run Linux), networking capabilities, power
consumption, number of GPIO, size and price. For the case-study platform, and since
we are still in a prototyping stage and we just want to prove the feasibility of the TR
approach and not to produce a commercial product, only the most famous prototyping
boards have been assessed. Finally, the Raspberry Pi 2 Model B [22] was the platform
chosen to implement the nodes due to three reasons: high capabilities, the possibility of
having a Linux based Operative System and the already existence of an Erlang Virtual
Machine. These benefits come with a disadvantage too: “high” price. In the future it will
be needed to migrate to a cheaper and more constrained customized platform in order
to make the development more scalable.

In respect of the communication technology, in agriculture applications variables
change slowly, so bandwidth is not an impediment. Power consumption is needed to be
as low as possible to increase battery duration and when it comes to range, thanks to the
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hierarchical topology of our network, high ones are not required. So our focus of atten‐
tion was low range and low power consumption technologies and among them Zigbee
[23] was the one chosen. Zigbee allows low-cost wireless and interoperable device
communications. It is built over IEEE 802.15.4 standard, can work in the 2.4 GHz band
and uses AES128 encryption. It is suitable for applications with low data rate
(~250 kBps), low range (max. 500 m outdoors), and on-body sensors like ours.

To select the IoT communication protocol for our application, an assessment of the
most popular IoT protocols was made and MQTT-S [24] was the one chosen. MQTT
[24] is a lightweight, mature and reliable protocol created by IBM and optimized for
resource and power constrained devices. It is ideal for telemetry applications in which
big networks of small devices have to be monitored from the Cloud. It takes data from
many different points and sends it to one for analysis. It works in real-time over TCP
and uses a publish/subscription mechanism with interesting features such as three
different quality of service levels or last will statement messages. Its main disadvantages
are that if the broker fails, most of the system fails; and that TCP was not designed for
embedded devices so it can affect their battery. MQTT-S was created to solve these
issues. MQTT-S works over UDP and supports all MQTT features while considering
wireless network constraints such as high link failures, low bandwidth and short message
payload. The MQTT protocol has been used for example for Facebook’s famous
messaging app and for Flood Net and Smart Lab projects of University of Southampton.

Fig. 3. Concept maps of different factors relevant for the smart farming framework.
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Taking into account the aforementioned design decisions, a case-study to validate
the suitability of the TR approach for IoT systems can be defined for a Smart Farming
application. Our hierarchical TR network will be deployed in two 4 ha fields, which is
the typical size in the South-East of Spain. These fields will be irrigated by a common
irrigation pond that they will have to share and there will be a common base station or
farm office for coordination too, as shown in Fig. 4.

Fig. 4. Smart farming case-study for validating the TR approach [25].

In each field, the LNs will be placed together with a LCN in a star topology and
MQTT-S over Zigbee will be used for the communications. The CN will be at the base
station. LNs will use batteries while LCNs and CN will be connected to the network, so
their power consumption is not an issue. The LNs will sense (every 30 min approx.) the
environment (temperature, wind, soil moisture) and health of the crops and react to their
measures (open and closing valves, sending notifications, etc.) or to the orders of the
LCN (clock synchronization, resets, events, etc.). The LCN will act as a broker between
the LNs and the CN, mainly managing the flow of information, taking decisions and
giving orders. The CN in the base station will manage the network, allowing to upload
or download data from the Internet (web services, weather predictions, cloud data
computation, etc.) or a data base and coordinating the LCNs (e.g. by giving priority to
one field when both of them need irrigation, i.e., resource sharing). The final goal of this
system is to produce the best products in the minimum amount of time required and in
a cost-effective way. LNs, LCNs and CN will have their own final goal: to reach stability.
By reaching stability the global goal of the system will be accomplished too. Stability
has been defined, in the case of the LNs, as: having battery to work, having executed
any order received, having sensed the environment and sent packages, and being
connected to the LCN. In the case of the LCNs means: having executed any order
received, having received packets from the LN and delivered them to the CN or having
analyzed them and taken a decision, and being connected. Finally, in the case of the CN,
stability means: being connected, having uploaded the data received to the Cloud and
having attended and made a decision about all petitions received, even if it means asking
for forecast predictions to The Internet in order to share a resource (e.g. the irrigation
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pond when both fields need to be irrigated). In a simplified way, the kind of TR rules
that each node could handle is given in Table 1.

Table 1. TR rules for LNs, LCNs and CN

LN

Condition Action

Stability → Sleep

<15% Battery → Notification to user

Order received → Execute

10 readings → Send data to LCN

DevicesWork&30min → Sense environment

LCN Connection Opened → Check devices work

True → Ask for LCN connection

CN

Condition Action

Stability → Nil

Rain B % > Rain A % → Irrigate Field B, then Field A

Rain A % > Rain B % → Irrigate Field A, then Field B

Both fields need water → Check forecast

Field B needs water → Irrigate field B

Field A needs water → Irrigate field A

Packets received → Send data to Database

LCN Connection not 
established after 30 min

→ Send notification to user

Connection opened → Wait for packets/petitions

True → Wait for LNC connection

LCN

Condition Action

Stability → Nil

CN order received → Execute

Field sector needs fertilizer → Send fertilizing order

Field sector needs water → Send irrigation order

LN packet received → Collect&Analyze
&Deliver packets

LN Connection not 
established after 30 min

→ Notification to user

CN connection opened → Wait for LN connection

True → Ask for CN connection

Table 1 shows how by using the TR approach, each node tasks and dependencies
can be easily specified making the system react to events and always evolve to its
final goal, even if at some point the conditions of the environment change. According
to the semantic of a TR program, starting from the top of the list all the conditions
are continually evaluated and once that one condition is satisfied, its action is
executed. The LN will ask for the connection with the LCN, take measures every
30 min and execute any order it receives. When there are no more tasks left, it will
go to sleep for thirty minutes and wake up again to take more measures. If at any
point any of the conditions is not achieved, the process will not restart from the
beginning but from the not achievable condition. Something similar happens to the
LCN and CN. The set of rules that defines their behavior and leads them to stability
is established, and whenever any of the rules is not accomplished, the system falls
back and tries to recover and reach stability again.
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4 Benefits of the Approach

By using the innovative goal oriented agent architecture described, systems that other‐
wise would need hundreds of states in a statechart approach or really complex program‐
ming by using formal languages, can be easily specified. This is how the TR approach
and TRIoT can make a difference. Thanks to the combination of the TR paradigm and
IoT ecosystem, a highly robust, fully-functional, fault-tolerant and hence, reliable
network of monitoring and actuating devices empowered by the Internet can be
deployed. The TR programming will allow the network to be dynamic and reconfigure
in case of some of the nodes disconnection or failure and will make sure that the overall
system always moves forward to achieve its final goal. The system will be able to sense
the environment in a continuous way and intelligently respond to changes whenever
they take place. This approach would be especially advisable in the case of distributed
systems with high reliability and soft real-time requirements. In addition, the specifica‐
tion of IoT systems in the form of a set of TR rules is easier to understand for end-users,
encouraging the development of the IoT. The major limitation of TR programs compared
to ordinary programs is the involvement of higher computation. Computing time is trade
for ease of programming. Nevertheless, we believe that the advantages of the approach
clearly outweigh the disadvantages.

5 Related Work

As it has already been established throughout this paper, IoT is one of the most promising
technologies of our times and research on the topic has recently multiplied, mainly
focusing on communication protocols, network architecture and other limitations [26,
27]. Open and proprietary platforms or middleware have emerged to try to give either
vertical or horizontal solutions to different domains [10–13] but, to our knowledge, there
is no previous attempt of using the TR approach for IoT systems, which makes our
solution pioneer and innovative. Therefore, this section provides a review of the litera‐
ture on other approaches to specify IoT systems.

Choe et al. presents in [28] a visual environment called SAVE to model IoT systems
with dynamic and static properties by making use of a process algebra called δ-Calculus
and a first order logic called GTS-Logic. Thramboulidis et al. in [29] extends UML to
consider the properties of IoT systems, and Cubo et al. [30, 31] use UML sequence
diagrams to indicate the interactions between agents and finite state machines for the
behavior of each node. Jayaraman et al. [32] introduces a semantically enhanced digital
agriculture use case Phenonet based on the OpenIoT platform and in [33] describes
SmartFarmNet, an IoT platform that allows visualization, analysis and scalable sensor
acquisition in smart farming applications. IBM makes use of the well-known Node-RED
[34] for “wiring” the IoT and Spanoudakis et al. use Ambient Intelligence [35]. At the
same time, IoT systems can be specified by the use of statecharts but, in complex
systems, this approach has the drawback of huge unmanageable number of states.
Despite of the benefit of using statecharts compared with state diagrams, TR programs
provide a much more concise way to specify the behavior of a system and all the possible
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ways are implicitly modelled as part of the specification. In a statechart, all the transitions
to deal with every possible alternative in the execution have to be explicitly considered.
Ambient Intelligence or general purpose domain–specific programming languages
(Java, Python, etc.) have the drawback of being too formal and complex specifications,
unsuitable for inexperienced developers.

It is our opinion that the TR approach is a way to easily simplify the specification,
implementation and deployment of IoT systems. People with basic programming back‐
ground will be encouraged to set the behavior of their own IoT systems by using a simple
GUI similar to ECA rules, fueling therefore the IoT development.

6 Conclusion and Future Work

Throughout this paper, TRIoT, a new approach for combining the IoT and TR paradigm
taking advantage of their synergy in a feasible and useful way, has been proposed and
a case-study for validating the approach in the field of smart agriculture has been
described. Though the case-study still has to be deployed in real life and its results and
performance should be analyzed in detail, it cannot be denied that at first sight, the TR
paradigm looks rather promising and its application for IoT systems seems a natural
approach, especially when dealing with non distributed and highly unreliable networks.
The work should focus on validating the suitability of the TR specification for imple‐
menting IoT systems.

One of the open issues that still have to be addressed is, as said before, the deployment
of TR nodes in real life scenarios and the assessment of their performance. Other open
issues include: assessing nodes’ power consumption, Minimum Event Separation Time
assessment or developing a web interface to allow anybody to simply deploy his own
TR IoT network. Future work will include, apart from giving solution to these issues,
the extension of the architecture to other fields different from agriculture and the appli‐
cation of fuzzy logic for decision making, among others.
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Abstract. In this paper, we present an argument-based mechanism to
generate hypotheses about belief-desire-intentions on dynamic and com-
plex activities of a software agent. We propose to use a composed structure
called activity as unit for agent deliberation analysis, maintaining actions,
goals and observations of the world always situated into a context. Activ-
ity transformation produces changes in the knowledge base activity struc-
ture as well in the agent’s mental states. For example, in car driving as a
changing activity, experienced and novice drivers have a different mental
attitudes defining distinct deliberation processes with the same observa-
tions of the world. Using a framework for understanding activities in social
sciences, we endow a software agent with the ability of deliberate, drawing
conclusion about current and past events dealing with activity transfor-
mations. An argument-based deliberation is proposed which progressively
reason about activity segments in a bottom-up manner. Activities are
captured as extended logic programs and hypotheses are built using an
answer-set programming approach. We present algorithms and an early-
stage implementation of our argument-based deliberation process.

Keywords: Practical reasoning · Agents · Complex activity ·
Argumentation · Deliberation · Tool

1 Introduction

In social sciences, an activity1 in general is understood as a purposeful interaction
of the subject with the world [15]. This activity-theoretical concept [20] has
been used to frame human behavior around the conscious pursue of goals to
fulfill human needs. Key element of this theory is the concept of activity as
a complex, dynamic and hierarchical structure. Among other approaches from
social sciences, activity theory (AT) has been typically used for describing and
explaining past events, for instance investigating activity dynamics considering
current situations.

On the other hand, in artificial intelligence, practical reasoning investigates
about what it is best for a particular agent to do in a particular situation
[3]. Roughly, it explores the pursuing of goals by rational agents through two
processes: deliberation deciding which of a set of options an agent should pursue;

1 Not only human activity but activity of any subject.
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and means-end reasoning, solving the question how to achieve the selected goal.
In other words, this models endow agents with abilities to plan ahead.

This work addresses the research question: how a software agent can look
ahead for the next goal to execute when current and past events are considered?
This problem is solved in two phases: (1) framing the evaluation of current and
past events under an activity analysis, using AT to structure the agent knowl-
edge, and argumentation theory2 to deliberate about it; and (2) planning ahead
using consistent hypothesized intentions which follow a well-known approach in
practical reasoning, the Belief, Desire and Intention (BDI) model [8,25].

In our approach, deliberation is performed using a bottom-up method, draw-
ing conclusions progressively using results from previous computation, i.e.,
explanations in the operative level about atomic no-purposeful elements of an
activity are generated; then explanations in the objective level about purpose-
ful goals and conditions that need to be hold (from operative level) are build;
then, explanations in the intentional level conclusions about an explicit con-
scious action to perform a goal under certain circumstances (from operative and
objective level) are generated. In summary, the following technical contributions
are presented: (1) a notion of practical reasoning about complex agent activities;
(2) a progressive bottom-up deliberation based on answer-set programming and
argumentation theory; (3) algorithms for practical reasoning; and (4) an open
source tool for argument-based deliberation on complex activities.

The paper is organized as follows. In Sect. 2 we introduce basic notions about
what a dynamic and complex activity is along with the syntax language that
we use in the paper. In Sect. 3 we present our main contributions, where the
deliberation process is formalized and exemplified. We implemented a first step
on practical reasoning on activities developing a Java-based tool described in
Sect. 4; in this section we also introduce algorithms that were implemented on
the tool. In Sect. 5 we discuss about our approach regarding close related work.
We highlight our main contributions in Sect. 6.

2 Preliminaries

2.1 Dynamic Activities

Activity theory defines an activity as a hierarchical structure composed by
actions, which are, in turn, composed of operations. These three levels corre-
spond, respectively, to motives, goals, and conditions, as indicated by arrows in
Fig. 1. According to AT, actions are directed to goals; goals are conscious, i.e., a
human agent is aware of goals to attain. Actions, in their turn, can also be decom-
posed into lower-level units of activity called operations. Operations are routine
processes providing an adjustment of an action to the ongoing situation, they are
oriented toward the conditions under which the agent is trying to attain a goal.
In this paper, an activity can be defined by the tuple A = 〈Go,Ac,Op,Co〉 where
Go = {g1, . . . , gi} is the set of i > 0 goals of the activity; Ac = {ac1, . . . , acj} is

2 A general perspective about argumentation theory is presented in [4].
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Fig. 1. The hierarchical structure of activity in activity theory. Adapted from [15]

the set of j > 0 actions associated with the set Go; Op = {op1, . . . , opk} is the
set of k > 0 operations; and Co = {co1, . . . , col} is the set of l > 0 conditions
related to operations.

2.2 Underlying Logical Language

In the hierarchical structure of an activity mentioned above, the agent current
state depends on external information to the agent’s knowledge base. This infor-
mation can be incomplete or uncertain. In order to capture and deals with this
information during the deliberation process we use logic programs with negations
as failure (NAF).

We use a propositional logic with a syntax language constituted by proposi-
tional symbols: p0, p1, . . . ; connectives: ∧,←,¬, not,�; and auxiliary symbols:
(,), in which ∧,← are 2-place connectives, ¬, not are 1-place connectives and � is
a 0-place connective. Propositional symbol � and symbols of the form ¬pi(i � 0)
stand for indecomposable propositions which we call atoms, or atomic proposi-
tions. Atoms of the form ¬a are called extended atoms in the literature. An
extended normal clause, C, is denoted: a ← b1, . . . , bj , not bj+1, . . . , not bj+n

where j + n � 0, a is an atom and each bi(1 � i � j + n) is an atom. When
j + n = 0 the clause is an abbreviation of a ← � such that � always eval-
uates true. An extended normal program P is a finite set of extended normal
clauses. By LP , we denote the set of atoms which appear in a program P.
ELP use both strong negation ¬ and not, representing common-sense knowl-
edge through logic programs. On programs with NAF, the consequence opera-
tor: ← is not monotonic, which means that the evaluation result, may change
as more information is added to the program. Two major semantics for ELP
have been defined: (1) answer set semantics [11], an extension of Stable model
semantics, and (2) the Well-Founded Semantics (WFS) [27]. Let ASP (S) be
a function returning a semantic evaluation3 of a set S ⊆ P in which any of

3 Semantic in terms of a semantic system [23]. A semantic system relates a set F of
logical formulae to a set M of formal models, each representing a conceivable state
of the world in enough detail to determine when a given formula represents a true
assertion in that state of the world.
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these two ELP semantics is used. In consequence, the range of this function is:
ASP (S) = 〈T, F 〉. Roughly speaking, ASP () will return true (T ) or false (T ) for
a given set S. ASP function will be use to make a consistency checking of rules
sets, dealing with possible inconsistencies of the agent’s activity e.g., detecting
“loops” such as S = {a ← not b, b ← not a}.

In order to exemplify our approach, we introduce an example about how an
activity can be captured using this underlying formalism:

Example 1. A rational agent is deployed in a self-driving vehicle4. In this context,
driving is an activity for the agent. This example is reduced to exemplify rational
deliberation only. This activity consists of different actions, goals, operations
and conditions which are indicated by superscripts acc,g ,op and co respectively
as follows:

In P , an intuitive reading of a clause e.g.: keepRouteg ← onRoadLineop ∧
not carNearop, indicates that given that there is not evidence about a car nearby
and the vehicle is in the road line, then the vehicle keeps its route.

Relevance is a property that some logic programming semantics satisfies,
including WFS. The relevant rules of a program P w.r.t. a literal L contains
all rules, that could ever contribute to L’s derivation. Roughly speaking, the
truth-value of an atom, w.r.t. any semantics, only depends on the subprograms
formed from the relevant clauses with respect to that specific atom [7].

Definition 1. Let P be an extended logic program capturing an activity A and
let x ∈ LP be an action or operation in A. rel rules(P, x) is a function which
returns the set of clauses containing a ∈ dependencies of(x) in their heads.
4 Some actions and operations are based on a self-driving vehicle example in [22].
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Example 2. Following Example 1, we can obtain related rules from a
given action, e.g., steeringLeftacc as follows: rel rules(P, steeringLeftacc) =
{avoidCollisiong ← carNearop ∧ carDist < 10mco ∧ steeringLeftacc}

3 Deliberation on Activities

Deliberation is performed on related information about an activity w.r.t. a par-
ticular atom, e.g. an operation or an action. Our bottom-up approach for delib-
eration starts with an analysis in the operative level of the activity as follows.

3.1 Deliberation in the Operative Level

According to AT, an activity analysis in the operative level implies the exami-
nation of processes that become a routine [15]. For a rational agent, the impor-
tance of building operative level hypotheses lies in dealing with uncertainty of
the external world observations, handling inconsistencies of its internal knowl-
edge base and reasoning about belief routines. Hypotheses at this level can be
built as follows:

Definition 2 (Operative hypothesis). Let A = 〈Go,Ac,Op,Co〉 be an agent
activity. Let S ⊆ P be a subset of an extended logic program; let op ∈ Op be an
operation and let R = rel rules(S, op) be the set of clauses related to op. An
operative level hypothesis is a tuple Hop = 〈R, op〉 if the following conditions
hold:

1. ASP (R) = 〈T, F 〉 such that op ∈ T .
2. R is minimal w.r.t. the set inclusion, satisfying condition 1.
3. � op ∈ LP such that {op,¬op} ⊆ T and ASP (R) = 〈T, F 〉.
where Op,Co ⊆ R.

An operative hypothesis as is presented in Definition 2, defines a consistent
knowledge structure allowing to an agent ascertain about a reliable belief about
the world. Moreover, the first step in Definition 2 can be seen as a consistency
checking process for dealing with uncertain information of the current belief.

Example 3. Let us continue with Example 1. Using P the following is an oper-
ative hypothesis that an agent can build from its driving activity:

Hop1 = 〈inMoveop ← onRoadLineop ∧ ...; onRoadLineop ← not crossLineop},
︸ ︷︷ ︸

S

inMoveop
︸ ︷︷ ︸

op

〉

Hop1 says that there is consistent and well-supported evidence that the vehi-
cle is in movement inMoveop5.
5 Please, note that in atom: speed > 0kmhco the symbol > does not belong to the

underlying language, it is a semantic interpretation of a world observation.
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Operations in AT are well-defined routines [18], e.g. in driving, as an agent’s
activity, the continuous verification to keep the vehicle on the road line can be
considered as an operation, a routine. In this context, a sub-routine example can
be collect information about distance between the road line and the vehicle wheel
location. Sub-routines can be also captured using the concept of sub-operative
hypotheses as follows:

Definition 3. Let HopA
= 〈RA, opA〉, HopB

= 〈RB , opB〉 be two operative
hypotheses. HopA

is a sub-operative hypotheses of HopB
if and only if RA ⊂ RB.

In Example 3, a sub-operative hypothesis can also be built from the atomic
rule: onRoadLineop ← not crossLineop, e.g.:

Hsubop1
= 〈{onRoadLineop ← not crossLineop}

︸ ︷︷ ︸

S

, onRoadLineop
︸ ︷︷ ︸

op

〉

Conflicts Among Operative Hypotheses. At some point in the deliberation,
an agent can build a number of operative hypotheses about its beliefs, these can
be conflicting each other invalidating or supporting other. This process has been
used in argumentation theory for endowing non-monotonic reasoning to agents.

Definition 4 (Attack relationship between hypotheses). Let HA =
〈RA, opA〉, HB = 〈RB , opB〉 be two operative level hypotheses such that
ASP (RA) = 〈TA, FA〉 and ASP (RB) = 〈TB , FB〉; with RA, RB ⊆ R i.e.,
hypotheses with related information. We can say that HA attacks HB if one of
the following conditions holds: (1) opA ∈ TA and ¬opA ∈ TB; and (2) opA ∈ TA

and opA ∈ FB. Att(H) denotes the set of attack relationships among hypotheses
belonging to a total set of possible built hypotheses H.

In argumentation theory literature, Dung in [9] introduced patterns of
selection for arguments, the so called argumentation semantics which are for-
mal methods to identify conflict outcomes for sets of arguments. The sets
of arguments suggested by an argumentation semantics are called extensions
which can be regarded as conflict-free and consistent explanations. In our app-
roach, using an argumentation semantics to a set of hypotheses (at any level),
for instance in the operative level: SEM(Att(Hop),Hop) the function SEM
returns “the best” explanations for the current situation, where Hop denotes
the set of all operative hypotheses that can be built from P . We can denote
SEM(AFop) = {Ext1, . . . , Extm} as the set of m extensions generated by an
argumentation semantics w.r.t. an argumentation framework formed by opera-
tional level hypotheses AFop = 〈Hop, Attop〉. Sets of justified conclusions from
the argumentation process can be defined as follows:

Definition 5 (Justified conclusions). Let P be an extended logic program
capturing an activity; let AFop = 〈Hop, Attop〉 be the resulting argumenta-
tion framework from P and SEM be an argumentation semantics. If SEM
(AFop) = {Ext1, . . . , Extm}, (m � 1), then: Concs(Ei) = {Conc(H) | H ∈ Ei}
(1 � i � m) and Output =

⋂

i=1...n Concs(Ei).
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In the remainder of this paper, we use subscripts with this functions to define
the deliberation context, e.g., Outputop indicates an output set of a deliberation
process in the operative level of an activity.

Proposition 1. Concs from operative hypotheses are candidate beliefs for an
agent.

Proposition 2. Output in the operational level suggests an unambiguous belief
for an agent.

3.2 Deliberation in the Objective Level

Objective hypotheses captures the notion of consistent agent desires, describing
necessary conditions to achieve a goal as objective. In this sense, an objective
hypothesis is composed by operative level hypotheses directed to a goal, more
formally:

Definition 6 (Objective hypothesis). Let A = 〈Go,Ac,Op,Co〉 be an agent
activity. Let S ⊆ P be a subset of an extended logic program; let g ∈ Go be a goal
and let R = rel rules(S, g) be the set of clauses related to g. Let Outputop be the
output of the deliberation process in the operative level 6. An objective hypothesis
is a tuple Hob = 〈R′

, g〉 if the following conditions hold:

1. ASP (R) = 〈T, F 〉 such that g ∈ T .
2. R is minimal w.r.t. the set inclusion, satisfying condition 1.
3. R

′
= R ∪ Outputop.

4. � g ∈ LP such that {g,¬g} ⊆ T and ASP (R) = 〈T, F 〉.
where Op,Co,Go ⊆ R. Outputop is a set of unambiguous beliefs in the opera-
tional level. Hob will denote the set of all the objective hypotheses that can be
built from P .

In Definition 6, R is extended with a set of unambiguous belief from the
operative level: Outputop i.e., a number of facts from the operative level are
added to the subset of clauses related to a given goal. This bottom-up building
approach has two advantages: (1) restricts the search space for building objective
desires; and (2) limits the generation of agent’s desires by constraining the output
of the deliberation process to sets of unambiguous beliefs using Outputop.

Example 4. Let us continue with Example 1. Let us assume the following output
from the deliberative process in the operative level: Outputop = {onRoadLineop}
(see Example 3), an operative hypothesis can be built:

6 Assuming that AFop = 〈Hop, Attop〉 is the resulting argumentation framework
obtained from R and SEM(AFop) = {Ext1, . . . , Extm}, (m � 1) is the set of exten-
sions suggested by an argumentation semantics SEM .
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Hob1 = 〈 {keepRouteg ← onRoadLineop ∧ not carNearop ∧ . . . ;
onRoadLineop ← not crossLineop; onRoadLineop ← �

︸ ︷︷ ︸

Outputop

},

︸ ︷︷ ︸

R′

keepRouteg
︸ ︷︷ ︸

g

〉

Where ← � is a clause that always evaluates true, so called fact.

In the hierarchical structure of AT, goals can be composed by other goals
inducing the notion of a sub structure of an objective hypothesis, as follows:

Definition 7. Let HobC = 〈RC , obC〉, HobD = 〈RD, obD〉 be two objective
hypotheses. HobC is a sub-objective hypotheses of HobD if and only if RC ⊂ RD.

Similarly to operative hypotheses, among objective hypotheses attack rela-
tionships may exist. Moreover, inter-level attacks, i.e., hypotheses from a level
attacking other hypotheses in different level, can also occur due to the bottom-up
deliberation process that is performed using AT approach.

Proposition 3. Output in the objective level suggests unambiguous desires for
an agent.

Proposition 4. Agent desires can be composed by operative and objective
hypotheses, i.e. desires can be formed by other desires or consistent beliefs.

3.3 Deliberation in the Intentional Level

A third type of hypotheses allowing to an agent deliberate about how to reach
a goal by executing an action under certain circumstances is proposed.

Definition 8 (Intentional hypothesis). Let A = 〈Go,Ac,Op,Co〉 be an
agent activity. Let S ⊆ P be a subset of an extended logic program; let g ∈ Go
and acc ∈ Ac be a goal and an action; let R

′
= rel rules(S, acc) be the set of

clauses related to acc. Let Outputobj be the output of a deliberation process in
the objective level7. An intentional hypothesis is a tuple Hin = 〈R′′

, g, acc〉 if the
following conditions hold:

1. ASP (R
′′
) = 〈T, F 〉 such that g ∈ T .

2. R
′′
is minimal w.r.t. the set inclusion satisfying 1.

3. R
′′

= R
′ ∪ Outputobj.

4. � g, acc ∈ LP such that {g,¬g} ⊆ T , {acc,¬acc} ⊆ T and ASP (R
′′
) =

〈T, F 〉.
where Op,Co,Acc,Go ⊆ R

′
. Outputobj is a set of unambiguous desires in the

objective level. Hin will denote the set of all the intentional hypotheses that can
be built from P .
7 Similarly Definition 6, assuming that AFobj = 〈Hobj , Attobj〉 is the resulting argu-

mentation framework obtained from R
′

and SEM(AFobj) = {Ext1, . . . , Extm},
(m � 1) is the set of extensions suggested by an argumentation semantics SEM .
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Similarly to the deliberation process in operative and objective levels,
Definition 8 establishes a bottom-up process using previous deliberations but
including information how to achieve the given goal.

Example 5. Example 1 continuation. Following the bottom-up approach, desires
and beliefs from previous deliberative process are added to the related rules of
action throttleUpacc. Using Definition 8 an intentional hypothesis can be built:

Hin1 〈 {arriveDestinationg ← keepRouteg ∧ throttleUpacc;
keepRouteg ← onRoadLineop ∧ not carNearop ∧ speed > 60kmhco;
onRoadLineop ← not crossLineop; onRoadLineop ← �

︸ ︷︷ ︸

Outputop

; keepRouteg ← �
︸ ︷︷ ︸

Outputobj

}

︸ ︷︷ ︸

R
′′

throttleUpacc
︸ ︷︷ ︸

acc

,

arriveDestinationg

︸ ︷︷ ︸

g

〉

The intentional hypothesis Hin1 has an action throttleUpacc that when is exe-
cuted under certain operations-conditions, hypothetically the agent will achieve
the goal arriveDestinationg.

An argument-based deliberation in the intentional level of an activity, can
suggest sets of consistent intentions in an agent. Outputin can be defined as a set
of conclusive hypotheses supporting means (actions) to reach goals. As a result
of this hierarchical structure and similarly in the objective and operative levels,
sub-intentional hypotheses can be also defined (we omit these formal definition).

Proposition 5. Outputin suggests unambiguous intentions for an agent.
Concsin are candidates for agent intentions.

4 A Tool for Argument-Based Deliberation on Complex
Activities

In this section, we briefly describe the tool8 for lack of space. The first module
in Fig. 2 evaluates the inference feasibility of an atom considering if an atom
belongs to the head of a rule or not. We obviate present this algorithm for a lack
of space and simplicity of the process.

Head 
extraction

Relevant 
clauses Deliberation EvaluationKB

Activity captured 
in an extended 
logic program

Set of head 
atoms

Set of connected 
clauses. 

Graph analysis

Bottom-up 
argument-based 

reasoning

Activity planning 
evaluation

Fig. 2. Deliberation tool modules and implementation notes.

8 Sources and manual instructions of the tool can be download in: https://github.
com/esteban-g/recursive deliberation.

https://github.com/esteban-g/recursive_deliberation
https://github.com/esteban-g/recursive_deliberation
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Relevant clauses search is one of the key components in our approach. For a
lack of space we cannot present this algorithm. Nevertheless we implement this
in our tool using a graph library for detect connected components treating the
logic program as a graph. Deliberation module takes a mapping between heads
and their relevant rules and generates hypotheses first in the operative level,
considering only atoms that are in the heads of rules which belong to operational
level rules. Then, a semantic argumentation is applied using an external tool, a
modification of the WizArg tool [12]. The output set is stored and the algorithm
for selecting heads is again applied to obtain new facts which are added to the
subprograms. This process is repeated for the objective and intentional layers of
the activity. Based on the notion of a semantic-based construction of arguments
[13] we developed a similar tool using DLV [19]. In Algorithm 1 line 5, MIN() is
a function returning the minimal set w.r.t. the evaluated answer-set. Let us note
that in the same line, ASP() function can be implemented using well-founded
or stable semantics. In our implementation, we use the well-founded semantics
evaluation provided by DLV (option -WF).

5 Discussion

In this paper, the research question: how a software agent can look ahead
for the next goal to execute when current and past events are considered? is
addressed. For this purpose, we propose a bottom-up process for building con-
sistent hypotheses allowing to an agent deliberate about what action (or set of
actions) take to accomplish a goal (or set of goals). Current and past events
are considered here no as temporal occurrences, i.e. considering the time when
actions are performed (e.g. temporal reasoning), but as the “classical” notion of
fluents [21]. Argument-based hypotheses are built to characterize mental states
of the agent framed on a particular activity. Knowledge representation structure
of the agent is based on an activity theory perspective, which allows us to clearly
define the role of goals and actions w.r.t. an activity. In different approaches of
practical reasoning using a Belief-Desire-Intention model, some agent’s goals
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have analogous interpretation than desires9. In our approach, a well-known the-
ory for activity analysis defines an interpretation of actions, goals, operations and
conditions. Belief, desires and intentions of the agent are built upon an activity.
In this sense, our approach is close to the Kautz plan recognition [16,17], where a
hypothetical reasoning method is proposed in which an agent tries to find some
set of actions whose execution would entail some goal.

There are key points to highlight why we consider this framework a valu-
able resource to be considered in practical reasoning: (1) granularity of actions
and goals, in a number of approaches in computer science, actions are consid-
ered atomic processes directed to another atomic structure, the goal (see [14,28]
reviewing agent theories). In different approaches of activity recognition, devia-
tions in what is considered a “normal” activity have been amply investigated (see
[26] as survey). In our approach, granularity in acts is the key for our bottom-up
agent deliberation. (2) Activity as a hierarchical dynamic structure. Essential in
our approach is activity dynamics. Roughly speaking, in most of computer sci-
ence approaches the notion of an activity is statically defined. While this makes it
relatively easy to design laboratory experiments, real-world human activities are
far more complex and practical agent’s activities became compound rather than
atomic. Activity theory establishes a valuable approach for explaining real-world
activity dynamics, e.g., activities changing in time.

The closest approaches of our bottom-up deliberation are formal models for
reasoning about desires, generating desires and plans for achieving them, based
on argumentation theory in [1,2,24]. In those approaches, authors propose three
frameworks for reasoning about belief, desire and intentions. There are consider-
able differences between Amgoud et al. and our approach: (1) in [24] an agent has
different and independent knowledge bases for beliefs, desire-generation rules,
and plans; we propose one knowledge base capturing an activity in a logic pro-
gram. Nevertheless, our approach can deal with multiple concurrent programs
given the well known properties of extended-logic programs and ASP seman-
tics (see [6,7]); (2) in [1] the argument-based structure of actions and desires
can lead to inconsistencies of the form: {desire ← desire}10; (3) an action
in [1] is a tuple 〈desire, P lan〉 (original notation is different); in our approach
action is an established notion in social sciences of a higher level act; (2) in
[1,24], deliberation process is linked to the semantic meaning of atoms; we pro-
posed our bottom-up approach considering an activity as a reference background
framework where beliefs can change not only under more evidence or informa-
tion (Definition 2) but also by a process called automatization in AT literature,
where actions transform in operations11. A key advantage of our approach is
the ability of maintain a reasoning focus, e.g., in program P of Example 1 a
clause about checking information about social activities: verifySocialNetg ←
touchScreenop ∧ internetAvailabco does not affect the inference about driving,
the so-called conflict propagation [10] or contamination [5].

9 e.g. the so called, “potential desires” and “potential initial goals” in [1,2].
10 In [1] Definition 4 it is state that “Note that each desire is a sub-desire of itself”.
11 In this paper we do not address automatization, this particular topic is being cur-

rently explored by the authors.
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6 Conclusions

We present a formalization about an argument-based deliberation method for
building explanations about current and past agent’s events. Knowledge of the
agent is represented using an activity-theoretical framework captured in an
extended logic program. A bottom-up progressive approach for building struc-
tured beliefs, desires and intentions is formalized and implemented. We present
algorithms used for developing our deliberation tool which we released as open-
source. This is a first step in the integration of an activity-theoretical approach
for knowledge representation of software agents. In our future work we want to
investigate the process of change in complex software agent’s activities similarly
as is analyzed in social sciences. In this manner, an agent can re-orient plans
when actions become operations, e.g., when a software agent learns an activity
by imitation or using human support, then such activity changes.
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Abstract. Task allocation is an important research area for multi-
agent systems (MASs). In a large system of systems, multiple MASs are
connected through the network, and decentralized coordination among
MASs is vital. In general, it takes time to coordinate task allocations.
However, when a task has to be done within a short time, it is necessary
to start the task execution immediately. In this paper, we present a new
task-allocation algorithm that reconciles decentralized coordination and
reactivity. We consider scenarios where multiple causes of future agent
failures are created simultaneously and consecutively, and if they are not
removed by repair actions within limited times, some agents become out
of order with high probability. In this paper, we show that the combina-
tion of decentralized coordination and reactivity significantly increases
(more than doubles) the average numbers of successful repairs when the
time available for decision-making and repairing is short.

Keywords: Multi-agent systems · Coordination and reactivity · Decen-
tralized task allocation · Emergency repair

1 Introduction

Task allocation is an important research area for multi-agent systems (MASs).
In order to allocate tasks to agents, agents need to communicate and cooperate
with one another through the network. In general, it takes time to allocate tasks
to agents because of various delays such as communication, computation process,
action preparation, planning, or human confirmation. However, in the case of an
emergency, there is insufficient time for task allocation. In this paper, we present
two new algorithms for task allocation that handle delay times. In particular,
one of the algorithms reconciles decentralized coordination among agents and
reactivity by local agents, which is our main contribution.

We consider large MASs where multiple unit MASs are connected through the
network. We also consider the scenarios where multiple disaster events happen
simultaneously and consecutively, which trigger many causes of future agent
failures. If a cause of a future agent failure is not repaired within a limited
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 95–106, 2017.
DOI: 10.1007/978-3-319-59930-4 8
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time, an agent will stop functioning with high probability. Some agents in unit
MASs can execute repair actions. Therefore, the problem we consider is that of
allocating repair tasks to unit MASs within limited times in order to prevent
agent failures.

As discussed in [5,11,14], task-allocation algorithms are roughly divided into
two kinds of algorithms: centralized algorithms and decentralized algorithms. In
centralized algorithms, only one manager agent collects information from its child
agents, computes the combination of tasks and agents, and allocates the tasks to
its child agents. On the other hand, in decentralized algorithms, multiple man-
ager agents communicate with one another to allocate tasks to other manager
agents or to themselves. Many existing task-allocation algorithms are central-
ized algorithms. However, decentralized task-allocation algorithms are robust
because the total MAS continue to function as a whole even when some man-
agers breakdown. Auction algorithms such as the contract net protocol [15] are
often used for dynamic task allocation [1,2,4,6,8,10] and it is not difficult to
use them in a decentralized manner. Therefore, we modify and extend decen-
tralized task-allocation algorithms that use the contract net protocol so that
the new algorithm can allocate multiple emergency repair tasks that need to be
completed within a limited time.

The rest of this paper is organized as follows. In Sect. 2, we discuss related
work. In Sect. 3, we explain the MAS architecture and the problem. In Sect. 4,
we define two new decentralized algorithms for repair-task allocations. In Sect. 5,
we explain the simulation settings in detail. In Sect. 6, we show and analyze the
simulation results. In Sect. 7, we conclude this paper.

2 Related Work

In this section, we discuss related work. In typical approaches for task allocations,
meta-heuristics are used for optimizing combination of tasks and agents consid-
ering various constraints. In [9,17], multiple meta-heuristics for task allocation
are compared. In [17], it is shown that a variant of tabu search is better than the
other algorithms including variants of GA and ACO in terms of computation
times and optimality. In [9], it is shown that a variant of PSO produces slightly
better results in terms of optimality when the computation time is limited, and
the other algorithms including variants of GA and fast greedy algorithms are
nearly as good as PSO. However, in general, the algorithms of meta-heuristics
are time-consuming and they are based on the centralized MAS architecture.
Even if we use fast greedy algorithms, it is still impossible to avoid the delay
times of the other computation, network delay, or human confirmation. On the
other hand, we need to dynamically allocate tasks within very short times based
on a decentralized MAS architecture. Therefore, to enhance reactivity, we try
to avoid human confirmation and coordination among agents when the time for
decision-making is short.

In [11,13], variants of max-sum algorithms for distributed constraint opti-
mization (DCOP) are used for task allocation problems. Compared with
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other algorithms of DCOP that utilize connectivity graphs of agents, max-
sum is robust against agent failures. However, many messages are repeatedly
sent between agents in DCOP, which causes delays of communication and
computation.

There is some research on task allocation that is robust for agent failures.
In [14], the probabilities of future agent failures are considered when allocat-
ing tasks to agents. However, the algorithm does not consider repairing. In [7],
backup agents are used in the case of an emergency. However, the cost of backup
agents is high when additional hardware is needed. Similarly, in [12], robust
agent teams are created by preparing more agents than needed, considering
future agent failure.

Our repair-task-allocation problem is closely related to the task-allocation
problems of combat ships [2,3], weapon-target assignment [4,9,17], and disas-
ter relief [1,13,16] where tasks with hard deadlines such as threat removal and
civilian rescue are allocated to teams.

3 MAS Architecture and Problem Description

We consider a MAS for repair-task allocations that is composed of multiple unit
MASs, each of which includes sensing agents, action-execution agents,
and a manager agent: sensing agents detect causes of future agent failures,
action-execution agents fix causes of future agent failures using limited resources,
and manager agents communicate with one another to allocate repair tasks to
action-execution agents. In this section, we define unit MASs and the agents that
belong to unit MASs. We define the functions of unit MASs as agents because
each function is often deployed on different hardware and becomes out of order
independently.

As shown in Fig. 1, a unit MAS is a MAS comprising 0 or more sensing agents,
0 or more action-execution agents, and 1 manager agent. When a sensing agent
senses a cause of a future agent failure, it reports the information to the manager
agent in the same unit MAS. When receiving the information of a cause of a
future agent failure, the manager agent allocates the repair task to an action-
execution agent that belongs to the same unit MAS or allocates the repair task
to the manager agent of another unit MAS if there are multiple unit MASs and
their manager agents are connected by the network.

Fig. 1. MAS Architecture for repair-task allocations
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Fig. 2. Delay times

When allocated a repair task, the action-execution agent will execute a repair
action consuming one resource. Execution of a repair action will succeed or fail
according to the predefined probability. Unless a cause of a future agent failure
is removed by a repair action, one of the agents will stop functioning according
to the predefined probability.

Because we need to tackle time-critical problems, we consider delay times as
illustrated in Fig. 2: time for a sensing agent to process sensor data to detect a
cause of a future agent failure, time for an agent to send a message, time for an
agent to receive and process a message, time for a manager agent to plan for
repair, time for the human operator of a manager agent to confirm the repair
plan, and time for an action-execution agent to prepare for repairing.

4 Algorithms

In this section, we introduce two new decentralized algorithms for repair-task
allocations that are based on the contract net protocol [15]. These algorithms are
equipped with replanning capabilities. Replanning is triggered when an action-
execution agent fails to execute a repair action, which is very effective as shown
in our previous study [8]. Replanning is also triggered when a manager agent
with no available resource receives a repair-task allocation due to delay times.

We modify the contract net protocol so that we can handle multiple causes
of future agent failures that are detected nearly simultaneously when repairing
is delayed because of communication, computation process, action preparation,
planning, or human confirmation. In these algorithms, when a manager agent M
tries to allocate a repair-task R to a manager agent of another unit MAS, M tries
to allocate R to a manager agent that M has not allocated a task for a certain
period of time because even when multiple new causes of future action failures
are found at nearly the same time, only a few agents are likely to be selected
for repair-task allocations during the delay times, which triggers unnecessary
replanning.

The second algorithm is an extension of the first algorithm. In the second
algorithm, we combine decentralized coordination and reactivity. This is the
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main contribution of this paper. The idea is that in the case of an emergency,
the manager agent that has the information of a cause of a future agent failure
allocates the task to itself without communicating with the other manager agents
and avoids confirmation by the human operator, which saves much time and
enhances reactivity. We expect this new algorithm to become more effective
when the time available for decision-making and repairing is short.

Algorithm 1 (Decentralized Coordination). The sensing agents, the man-
ager agent and the action-execution agents in each unit MAS work as follows if
they are alive:

– Algorithm of Sensing Agents
1. When a sensing agent detects a new cause of a future agent failure, it

reports the information to the manager agent in the same unit MAS if
the manager agent is alive.

– Algorithm of Manager Agents
1. When the manager agent M of a unit MAS U receives the information

of a new cause of a future agent failure C from a sensing agent of U,
M asks each alive manager agent M2, if it exists, whether the unit MAS
U2 of M2 can be in charge of the repair task R of C and how quickly an
action-execution agent of U2 can start the repair action of R.

2. If there exists a unit MAS that can be in charge of the repair task R of
C, then the manager agent M performs the following procedure:
• If there exists a unit MAS that can be in charge of the repair
task R of C and has not been in charge of any repair task for
a certain period1 of time, then from those manager agents,
M selects the manager agent M3 of the unit MAS U3 such
that an action-execution agent of U3 can start the repair
action of R the quickest and allocates R to M3.

• Otherwise, M selects2 the manager agent M4 of the unit MAS U4
such that an action-execution agent of U4 can start the repair action
of R the quickest and allocates R to M4.

3. When the manager agent M5 receives the allocation of a repair task R,
M5 performs the following procedure:
• If there exists an action-execution agent E5 in the same unit MAS
such that E5 is alive, the number of resources of E5 is more than 0
and E5 is not reserved for another cause of a future agent failure,
then M5 performs the following procedure:
(a) The manager agent M5 selects and reserves the action-execution

agent E5 for R.
(b) The manager agent M5 calculates the plan P for R.
(c) The human operator of M5 confirms the plan P for R.

1 We set the period of time to be 1min in our experiments.
2 M4 has been in charge of a repair task for a certain period of time in this case.
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(d) When it becomes possible for the reserved action-execution agent
E5 to start executing the repair action A for the reserved repair
task R, if E5 is alive, the manager agent M5 orders E5 to execute
A and erases the reservation information.

(e) When the manager agent M5 receives the result of action execu-
tion of A for the repair task R from the action-execution agent E5
in the same unit MAS, if the result is a failure, M5 asks each alive
manager agent and reallocates R to one of the manager agents in
the same way.

• Otherwise3, M5 asks each alive manager agent and reallo-
cates R to one of the manager agents in the same way.

– Algorithm of Action-Execution Agents
1. When receiving an execution order of the repair action A, from the man-

ager agent M in the same unit MAS, the action-execution agent E executes
A, decrements 1 resource whether the result of A is a success or a failure,
and reports the result to M.

Algorithm 2 (Decentralized Coordination + Reactivity). The sensing
agents, the manager agent and the action-execution agents in each unit MAS
work as follows if they are alive:

– Algorithm of Sensing Agents
• Same as the algorithm of sensing agents in Algorithm 1

– Algorithm of Manager Agents
1. When the manager agent M of a unit MAS U receives the information

of a new cause of a future agent failure C from a sensing agent of U, M
performs the following procedure:
• If there is time4 to communicate with other manager agents

to allocate the repair task R of C before an agent fails owing
to C, then the manager agent M allocates R to one of the manager
agents in the same way as step 1 and step 2 of the algorithm of man-
ager agents in Algorithm 1.

• Otherwise5, M allocates the repair task R to itself.
2. When a manager agent M5 receives the allocation of a repair task R, M5

tries to do the repair task R in the same way as step 3 of the algorithm of
manager agents in Algorithm 1 except that step 3c is modified as follows:
• The human operator of M5 confirms plan P for R if 6 the repair
action A of R can be completed before an agent fails after
the human confirmation.

– Algorithm of Action-Execution Agents
• Same as the algorithm of action-execution agents in Algorithm 1

3 In this case, M5 has received repair-task allocations beyond its currently available
resources because multiple manager agents in different unit MASs tried to allocate
a task to M5 at nearly the same time during the delay times.

4 The threshold is calculated based on Table 5 in our experiments.
5 In this case, M does not have the time to communicate with other manager agents.
6 This step is skipped when there is insufficient time for human confirmation. The

threshold is calculated based on Table 5 in our experiments.
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5 Simulation Settings

In this section, we explain the details of simulation settings to compare and
evaluate the two new algorithms defined in the previous section. In the following,
we set typical values of unit MASs, considering our target applications.

5.1 The Number of Agents and Resources in Unit MASs

As shown in Table 1, we use 5 kinds of unit MASs: UMAS 1, . . . , and UMAS 5,
which are typical unit MASs of our target application. The numbers of UMAS
1, . . . , and UMAS 5 are 1, 2, 2, 4, and 8, respectively. The total number of these
unit MASs is 17 (=1 + 2 + 2 + 4 + 8). Each unit MAS has exactly one manager
agent and one sensing agent. Because high-performance unit MASs are costly in
general, considering the balance, we use a smaller number of high-performance
unit MASs and a larger number of low-performance unit MASs. We introduce
the performance of each unit MAS in the next subsection.

The numbers of action-execution agents in UMAS 1, . . . , and UMAS 5 are
0, 0, 4, 2, and 1, respectively. The total number of action-execution agents is 24
(=2 * 4 + 4 * 2 + 8 * 1). An action-execution agent cannot execute more than one
repair action in parallel but multiple action-execution agents can execute repair
actions at the same time. The numbers of initial resources that each action-
execution agent in UMAS 3, . . . , and UMAS 5 has are 6, 4, and 8, respectively.
The total number of initial resources is 144 (=2 * 4 * 6 + 4 * 2 * 4 + 8 * 1 * 8).

UMAS 1 and UMAS 2 do not have action-execution agents, which means that
the causes of agent failures found by the sensing agent of UMAS 1 or UMAS 2
need to be repaired by the action execution agents of UMAS 3, . . . , or UMAS 6.

Table 1. The number of unit MASs, Agents, and Resources

Type of

unit MAS

# of Unit

MASs

# of Manager

agents

# of Sensing

agents

# of Action-

execution agents

# of Resources of each

action-execution agent

UMAS 1 1 1 1 0 -

UMAS 2 2 1 1 0 -

UMAS 3 2 1 1 4 6

UMAS 4 4 1 1 2 4

UMAS 5 8 1 1 1 8

5.2 Performances of Sensing Agents and Action-Execution Agents

Table 2 shows the times for sensing agents to start detecting causes of future
agent failures before the expected times of agent breakdown. The probability of
detecting causes of future agent failures is 90%. The sooner the sensing agent
detects a cause of a future agent failure, the higher the performance is, which
means that performance of the sensing agent in UMAS 1 is the best.
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Table 3 shows the times for action-execution agents to start repairing and
removing causes of future agent failures before the expected time of agent break-
down. The sooner the action-execution agent can start repairing, the higher the
performance is, which means that performance of the action-execution agent in
UMAS 3 is the best. The success probability of repairing is 80%.

Table 4 shows the times for action-execution agents to repair and remove
causes of future agent failures when they start repairing x seconds before the
expected time of agent’s breakdown. We assume a situation where a cause of
agent failure approaches the target agent at constant speed and the action-
execution agent sends the resource for a repair to the cause of future agent
failure at constant speed. Among the three causes of future agent failures, cause
3 approaches the target agent at the fastest speed.

Table 2. Probability and time to start detecting a cause before an agent failure

Type of unit MAS Cause type of future agent failure

Cause 1 Cause 2 Cause 3

UMAS 1 90%, 43.2 s 90%, 120.0 s 90%, 42.4 s

UMAS 2 90%, 43.2 s 90%, 60.0 s 90%, 21.2 s

UMAS 3 90%, 43.2 s 90%, 24.0 s 90%, 8.5 s

UMAS 4 90%, 43.2 s 90%, 14.4 s 90%, 5.1 s

UMAS 5 90%, 18 s 90%, 6 s 90%, 2.1 s

Table 3. Success probability and time to start repairing before an agent failure

Type of unit MAS Cause type of future agent failure

Cause 1 Cause 2 Cause 3

UMAS 3 80%, 36.0 s 80%, 12.0 s 80%, 4.2 s

UMAS 4 80%, 18.0 s 80%, 6.0 s 80%, 2.1 s

UMAS 5 80%, 10.8 s 80%, 3.6 s 80%, 1.3 s

Table 4. Repair time when starting the repair x seconds before an agent failure

Type of unit MAS Cause type of future agent failure

Cause 1 Cause 2 Cause 3

UMAS 3 x/2.5 s x/4.5 s x/9.5 s

UMAS 4 x/2.5 s x/4.5 s x/9.5 s

UMAS 5 x/2.5 s x/4.5 s x/9.5 s

5.3 Delay Times

In our simulation scenarios, we take various delay times into consideration
because they affect the simulation results when the time is limited. Table 5 shows
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Table 5. Delay times

Time for processing
sensor data

Time for sending
a message

Time for processing
a message

Time for repair
planning

Time for human
confirmation

Time for repair
preparation

1 s 1 s 1 s 5 s 0, 10, 12, 13,
14, 15, 20, 30 s

5 s

the delay times. When a sensing agent detects a cause of future agent failure, it
takes 1 s for processing sensor data. When an agent sends a message to another
agent, it takes 1 s. When an agent receives and processes a message, it takes 1 s.
When a manager agent calculates a plan for a repair task, it takes 5 s. When a
human operator of a manager agent confirms a plan for a repair task, it takes
0, 10, 12, 13, 14, 15, 20, or 30 s. (We change the times for human conformation
to see how the length of each delay affects the simulation results.) When an
action-execution agent prepares for the execution of a repair action, it takes 5 s.

5.4 Occurrence Patterns of Disasters and Agent Failures

Table 6 summarizes the occurrence patterns of disaster events and causes of
future agent failures. In our simulation scenarios, when a disaster event occurs,
a cause of a future agent failure is created every second. The total number of
causes of future agent failures created by a disaster event is 10. Disaster events
repeatedly happen up to 10 times, and the interval between disaster events is
1 h. Note that the total number of causes of future agent failures created by 10
disaster events is 100 (=10 * 10) whereas the total number of initial resources is
144. It seems that the resources are sufficient for repairing. However, when an
action-execution agent or its manager agent fails, its resource becomes unavail-
able. When a cause of a future agent failure is not removed, an agent becomes
out of order with the probability of 90%. The proportions of cause 1, cause 2, and
cause 3 are 60%, 30%, and 10%, respectively. The times from occurrence of cause
1, cause 2, and cause 3 to agent failures are 1800, 600, and 212 s, respectively.

Table 6. Occurrence patterns of disasters and causes of future agent failures

# of
Disaster
events

Occurrence
interval of
disaster
events

# of Causes of
future agent
failures created by
a disaster event

Occurrence
interval of
causes of future
agent failures

Prob. of
agent failures
when not
repaired

Proportions of causes of future
agent failures and times from
occurrence of a cause to an
agent failure

1, 2, 3, 4,
5, 6, 7, 8,
9, 10

1 h 10 1 s 90% Cause 1: 60%, 1800 s,
Cause 2: 30%, 600 s
Cause 3: 10%, 212 s

6 Simulation Results

This section shows the simulation results. We conducted simulations 1000 times
using different random seeds for each algorithm and for each simulation setting.

Figure 3 shows the simulation results after 10 disaster events when changing
the times for human confirmation in the x-axis. Recall that 100 causes of agent
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(a) (b)

Fig. 3. Simulation results when changing the times for human confirmation

(a) (b)

Fig. 4. Simulation results when changing # of disaster events

failures are created by 10 disaster events. In the graph of Fig. 3(a), the average
number of successful repairs is shown in the y-axis. In the graph of Fig. 3(b), the
average number of agent failures is shown in the y-axis.

In the two graphs of Fig. 3, we can see that Algorithm 2 (Decentralized
Coordination + Reactivity) always produces better results than Algorithm 1
(Decentralized Coordination). The differences of these two algorithms are slight
when the times for human confirmation are between 0 and 13 s. Algorithm 2
suddenly produces better results than Algorithm1 when the time for human
confirmation changes from 13 s to 14 s. The simulation results do not change
much afterwards. This means that reactivity is very effective when the delay
times are long compared with the remaining times before the agents become
out of order. In other words, reactivity becomes very effective when there is
insufficient time for coordination among unit MASs and for human confirmation.

Figure 4 shows the simulation results when changing the number of disaster
events in the x-axis for different times for human confirmation. In the graph of
Fig. 4(a), the average increase in the number of successful repairs by combining
decentralized coordination with reactivity is shown in the y-axis. In the graph
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of Fig. 4(b), the average reduction in the number of agent failures by combining
decentralized coordination with reactivity is shown in the y-axis.

We can confirm that reactivity is very effective when the delay times are long
even for different numbers of disasters. When the times for human confirmation
are between 14 and 30 s, the average increase in the number of successful repairs
linearly increases as the number of disaster events increases in the graph of
Fig. 4(a). However, the average reduction in the number of agent failures does
not increase beyond 14 in the graph of Fig. 4(b). This is because the number of
agent failures increases as the number of disaster events increases, and repairing
a cause of an agent failure does not reduce the number of agent failures when
the agent is already out of order.

7 Conclusions

In this paper, we presented two new algorithms (Algorithms 1 and 2) for decen-
tralized repair-task allocation. These two algorithms were developed by modify-
ing the contract net protocol so that we can dynamically handle multiple causes
of future agent failures even when repairing is delayed because of communication,
computation process, action preparation, planning, or human confirmation.

Although we improved decentralized repair-task allocation algorithms con-
sidering delay times, this was insufficient when a repair task has to be completed
within a short time. In this case, we do not have time for coordination among
agents and human confirmation. Therefore, in Algorithm2, we combined decen-
tralized coordination and reactivity, which is the main contribution of this paper.
The idea of this algorithm is to skip coordination among agents and human con-
firmation when there is insufficient time.

We compared Algorithm 2 (Decentralized Coordination + Reactivity) with
Algorithm 1 (Decentralized Coordination) by means of simulation. In our severe
simulation scenarios of disasters, causes of future agent failures are created simul-
taneously and consecutively. We conducted simulation 1000 times for each simu-
lation setting and for each algorithm using different random seeds. We evaluated
the simulation results by the average number of successful repairs and the aver-
age number of agent failures. As a result, we found the following in our simulation
scenarios:

– Algorithm 2 (Decentralized Coordination + Reactivity) always produces bet-
ter results than Algorithm 1 (Decentralized Coordination).

– Algorithm 2 (Decentralized Coordination + Reactivity) is effective when the
delay times are long compared with the remaining times before the agents
become out of order.

– There is a clear borderline of delay times such that the combination of decen-
tralized coordination and reactivity becomes very effective.

Although these results are confirmed in a limited number of simulation sce-
narios, we anticipate that these results hold in general. In future work, we intend
to evaluate the algorithms in more detail in our target application using many
different scenarios and parameters.
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Abstract. In this paper, we study the problem of wireless sensor net-
work (WSN) maintenance using mobile entities called mules. The mules
are deployed in the area of the WSN in such a way that would minimize
the time it takes them to reach a failed sensor and fix it. The mules must
constantly optimize their collective deployment to account for occupied
mules. The objective is to define the optimal deployment and task allo-
cation strategy for the mules, so that the sensors’ downtime and the
mules’ traveling distance are minimized. Our solutions are inspired by
research in the field of computational geometry and the design of our
algorithms is based on state of the art approximation algorithms for the
classical problem of facility location. Our empirical results demonstrate
how cooperation enhances the team’s performance, and indicate that a
combination of k-Median based deployment with closest-available task
allocation provides the best results in terms of minimizing the sensors’
downtime but is inefficient in terms of the mules’ travel distance. A k-
Centroid based deployment produces good results in both criteria.

1 Introduction

Wireless Sensor Networks (WSN) have recently become a prevalent technology
used in a wide range of environmental monitoring applications such as tempera-
ture, pollution and wildlife monitoring. Typically a WSN is composed of a large
number of sensor nodes (n) coupled with short range radio transceivers. The
sensors transfer their sensed data to a central hub via multi-hop communica-
tion. A communication tree is formed based on physical proximity and must be
maintained through technical failures such as battery drainage or memory over-
load. The root of such a tree is usually a special node having significant power
and communication abilities (for example, it is able to send an alert message to
the control center which is far away from the actual sensors’ location). In case
some sensor in the communication tree fails, it not only stops monitoring its
environment but, it might also disconnect the communication from other parts
of the network.

We study the use of mobile agents called mules which have the ability to
reach failed nodes, fix them and temporarily replace their role in the task of
data collection and transfer. The mules are used to maintain and improve the
networks resiliency and reliability.
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 107–119, 2017.
DOI: 10.1007/978-3-319-59930-4 9
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We aim to optimize the mules’ deployment and to design the cooperation pro-
tocol between them as to minimize the duration of failures and the mules’ travel
distance. The decision on which exact objective function to measure involves
some conflicting considerations.

By limiting the maximal downtime that any sensor may experience we can
make sure that there is no loss of data for longer than a certain period of time.
This guarantee is important for WSNs where data is sensed or transmitted peri-
odically. On the other hand, minimizing the average downtime minimizes data
loss in WSNs where sensors constantly sense and transmit data.

As for the mules’ movement, since the mules are battery operated, it is
important to limit the maximal movement by any mule to prevent its total
battery depletion. Nonetheless, minimizing the mules’ average travel distance
would extend the total lifetime of the team as a whole and would enable them
to fix more failures. As a consequence, we try to minimize both objectives (i.e.,
downtime and movement) under the two criteria (i.e., average and max) while
focusing on minimizing the average downtime.

We propose algorithms that differ in their positioning methods and their
suggested level of cooperation between mules. The contribution of our work lies
in the novel use of known facility location approximation algorithms for solving
the mule team problem.

Definition 1. The k-Center problem is defined as follows: given a set of n points
S and an integer k, find a set S′ of k points for which the largest Euclidean
distance of any point in S to its closest point in S′ is minimum.

Definition 2. The k-Median problem is defined as follows: given set of n points
S and an integer k, find a set S′ of k points for which the sum of Euclidean
distances of any point in S to its closest point in S′ is minimum.

Definition 3. The centroid of a set of points S is the arithmetic mean of their
coordinates.

Definition 4. A Voronoi diagram is a partitioning of a plane into regions based
on distance to a given set of points S. For each point in S there is a corresponding
region consisting of all points in the plane closer to that point than to any other
point in S. These regions are called Voronoi cells.

1.1 Related Work

Coordinating a team of mobile agents to perform tasks in a dynamic environ-
ment is a fundamental problem in AI that has received much attention from
researchers [9,29,32]. Some of the popular methods that have been used to tackle
this problem include: game theory [11,30], machine learning [17,33], multi-agent
path planning and scheduling [8], distributed constraint optimization [6,35], eco-
nomic market based approaches and auctions [15,21], virtual potential fields [25]
and probabilistic swarm behavior [16].
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We aim to further contribute to the study of multi-agent coordination by
investigating the integration of known facility location techniques into the design
of the algorithms which are meant to solve the mule team problem.

The term MULE (Mobile Ubiquitous LAN Extensions) was coined in [28]
to refer to mobile agents capable of short-range wireless communication that
can exchange data with a nearby sensor.1 In the field of WSN, mobile elements
have been proposed to improve maintenance, data collection, connectivity and
energy efficiency [7]. Crowcroft et al. [5] define the (α, β)-Mule problem, where
α is the number of simultaneous node failures and β is the number of traveling
mules. Unlike our work where the topology of the network is given, their aim is
to define the topology of the network in order to minimize the mules’ tours. In
[18], Levin et al. study the tradeoff between the mules’ traveling distance and the
amount of information uncertainty caused by not visiting a subset of nodes by
the mules. The authors of [27] utilize autonomous mobile base stations (MBSs)
to automatically construct new routes to recover disconnected infrastructure,
while in [1] mobile backbone nodes (MBNs) are controlled in order to maintain
network connectivity while minimizing the number of MBNs that are actually
deployed. In [31], the k-Traveling Salesman Problem (TSP) approach is used to
plan the data collection routes of k mules. TSP with neighborhood was applied
for the same purpose in [14].

The k-Server problem proposed by [19] and researched by many others is
closely related to our problem. However, the major difference is that the objective
of the k-Server problem is to minimize the total traveling distance of the servers
while in our problem this is a secondary objective. Our main interest is finding an
optimal deployment scheme for the mules as to minimize the downtime of failed
sensors. Another similar strand of work relates to the ambulance redeployment
problem [20,34]. The difference from our model is that the set of deployment
bases is predefined and finite while in our case agents can be placed anywhere
in the environment.

The static version of a single iteration of our problem relates to the k-Center
and k-Median problems (see Definitions 1 and 2 respectively). Since both of
these problems are NP-Hard, we integrate into our algorithms known greedy
heuristics for these problems that guarantee some approximation ratio of the
optimal solution. These solutions run in polynomial time and thus are suited for
practical applications that require quick responses. Specifically, Gonzalez [10]
proposed the Farthest-First (FF) algorithm that provides a 2-approximation for
the k-Center problem in O(n) time. In [4] it is shown that the reverse greedy
algorithm (RGreedy) guarantees at most an approximation ratio of O(log n) in
O(n2 log n) time for the k-Median problem.

1.2 Problem Definition

Formally, the mule team problem is defined as follows: V is the set of n wireless
sensor nodes embedded in the Euclidean plane. Let M be a set of m mobile agents

1 We use the term mules and agents interchangeably.



110 D. Hermelin et al.

(mules) that can travel anywhere in the plane and fix sensors that experience
technical failures. The sensors are subject to a set of failures F . Each failure
occurs at a certain node, at a certain time and has a predefined failure duration
Fd, which is the time it takes to fix a node from the moment a mule has reached
it. The term downtime of a node v, denoted vd, refers to the time from when v
failed until a mule reaches it. Mule m’s travel distance is denoted mt The mules
are immediately aware of any failure and can communicate with each other.
Once a mule is engaged in fixing a failed node v, experiencing failure f , it is
unable to attend to any other tasks for the time it takes to travel to v plus f ’s
specified fail duration, fd. It is assumed that the time to fix a failure is greater
than the average time between consecutive failures and much greater than the
average time it takes a mule to move to a failure.

The goal is to find a continuous deployment strategy and a cooperation
method for the mules, which minimize two opposing objectives. The primary
objective is to minimize the nodes’ downtime and the secondary objective is to
minimize the mules’ traveling distance. These objectives are measured according
to two criteria, namely average and max, while our focus is on the average
criterion, we also monitor the max criterion. There exists a trade-off between
these two objectives since minimizing downtime requires the mules to redeploy
after every failure thus increasing their travel distance. The challenge is to
design an algorithm that would produce the best results on both objectives and
according to both criteria.

The first objective is to minimize the nodes’ average downtime and is for-
malized as: min(

∑
v∈V vd/|V |). The second objective is to minimize the mules’

average travel distance: min(
∑

m∈M mt/|M |). The same objectives under the
max criterion are: minimizing the nodes’ maximal downtime, min(maxv∈V vd),
and minimizing the mules’ maximal traveling distance, min(maxm∈M mt).

2 Algorithms

2.1 Facility Location Strategies

The facility location problem is a well studied problem in computer science and
operations research [26]. It has many variations which primarily deal with opti-
mally placing k facilities to service n given cities. Two classical variants of this
problem which are closely related to our problem are the k-Center and k-Median
problems, both proven NP-hard problems [12,13]. Consequently, there is a signif-
icant body of work that deals with approximation algorithms for these problems.

An optimal solution to the k-Center problem minimizes the maximal distance
of any city to its closest facility and thus, any algorithm that provides a good
solution for this problem can be useful in the design of an algorithm that would
minimize the mules’ maximal movement and the sensors’ maximal downtime in
the mule team problem.

The FF algorithm proposed in [10] provides a 2-approximation for the k-
Center problem in O(n) time. The algorithm greedily selects k points in the follow-
ing way. The first point is selected arbitrarily and each successive point is chosen
out of the n nodes as far as possible from the set of previously selected points.
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An optimal solution to the k-Median problem minimizes the sum of distances
of all the cities from their closest facility and thus, any algorithm that provides
a good solution for this problem can be useful in the design of an algorithm that
would minimize the mules’ average movement and the sensors’ average downtime
in the mule team problem.

The Reverse Greedy algorithm (RGreedy) proposed in [4] to solve the k-
Median problem, works as follows: it starts by placing facilities on all nodes. At
each step, it removes a facility to minimize the total distance to the remaining
facilities. It stops when k facilities remain. It runs in O(n2 log n) time.

Finally, in [22] it was proven that a centroid of a set of points P provides a
2-approximation for the 1-median of P . Table 1 summarizes these findings.

It should be mentioned that there are additional approaches to deal with
variants of k-Center and k-Median problems. So-called ε-nets [24] and Linear
Programming relaxation [3] are just few examples. However, these approaches
do not allow distributed implementation which is essential to make our solutions
feasible for real life deployments.

Table 1. Summary of facility location approximation algorithms

Name Reference Performance bounds

FF Gonzalez [10] 2-Apx. for k-Center

RGreedy Chrobak et al. [4] logn-Apx. for k-Median

Centroid Milyeykovski et al. [22] 2-Apx. for 1-Median

2.2 Proposed Algorithms

The proposed algorithms differ in their approach to four main traits, i.e., the
mules’ initial deployment, task allocation, continuous redeployment and cooper-
ation methods. Each trait can be implemented in several ways.

1. The mules’ initial deployment:
– Grid - The mules are uniformly distributed in the area of the nodes.
– Farthest-First - The mules are deployed according to the FF algorithm

which approximates the k-Center problem.
– Reverse-Greedy - The mules are deployed according to the RGreedy algo-

rithm which approximates the k-Median problem.
– Centroid-Adjustment - Each of the above methods can be combined with

an additional repositioning stage of centroid adjustment where each mule
moves to the centroid position of its closest nodes i.e., the nodes within
its Voronoi cell. This process is performed iteratively until convergence.

2. The mules’ cooperation method:
– No cooperation - Each mule is in charge of the nodes in its Voronoi cell

according to the initial deployment. This allocation is static and does not
change as the mules move.

– Cooperation - Here there is no strict node-to-mule allocation and every
mule can fix any node even if it lies in another mule’s Voronoi cell.
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3. The mules’ task allocation strategy (Only applicable for cooperative algo-
rithms):

– Closest - Send the closest mule to each failure thus minimizing average
travel distance.

– Closest-Available - Send the closest available mule thus minimizing down-
time.

– Closest-Least Traveled - Send the closest mule whose total travel distance
after tending to the current failure is the lowest, thus minimizing the
maximal travel distance.

4. The mules’ redeployment:
– No redeployment - This case has two options, either the mule that moves

simply stays in its new position to minimize travel distance or it returns
to its initial position to return to a deployments that was calculated to
offer good reaction times and minimize downtime.

– Farthest-First - The available mules are redeployed according to the FF
algorithm and the occupied mules are disregarded. After recalculating
the new positions, the closest mule is sent to every new location as to
minimize their traveling distance during redeployment.

– Reverse-Greedy - The mules are redeployed according to the RGreedy
algorithm yet only (k − b) medians are calculated out of (n − b) node
locations where b is the number of busy, occupied mules. Occupied mules
and nodes that are being fixed are disregarded in the RGreedy calculation.
After recalculating the new positions, the closest mule is sent to every new
location as to minimize their traveling distance during redeployment.

– Centroid-Adjustment - Unoccupied mules perform centroid adjustment by
moving to the centroid position of their closest nodes while disregarding
occupied mules.

The redeployment stage poses another interesting problem of mule’s reassign-
ment, i.e. which mule to assign to which location as to minimize the total travel-
ing distance of mules. This problem is similar to the Minimum Weight Bipartite
Matching Problem which can be solved optimally in O(n3) time, where n is the
number of assignments, using the Hungarian Algorithm, [23]. We implemented
this algorithm to determine the assignments of mules to new locations of the
redeployment.

The different combinations of traits produce a large number of possible algo-
rithms. Although we tested many algorithms in a wide variety of settings we limit
our analysis to the few algorithms that yielded the best results and in addition,
provide clear insights on the performance of the facility location techniques. Here
are the proposed algorithms:

– Basic Grid Algorithm - This algorithm is designed to be a baseline algo-
rithm to which we will compare the others. In our preliminary testing it
provided the best results out of the algorithms that do not perform any rede-
ployment. It uses uniform grid placement for the initial mules’ deployment.
The closest-available mule is assigned to a failure. No redeployment is per-
formed.
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– No Cooperation Algorithm - This algorithm is designed to compare
the performance of the non-cooperative approach to the cooperative one. It
uses uniform grid placement for the initial mules’ deployment. Each mule is
assigned the nodes in its Voronoi cell. This assignment is constant and there
is no cooperation. This means that if a failure occurs in a Voronoi cell of an
occupied mule, none of its neighbors would help out even if they are available.
No redeployment is performed.

– k-Center Algorithm - This algorithm uses FF for the initial mules’ deploy-
ment and for their redeployment. Mules cooperate and the closest-available
allocation is used.

– k-Median Algorithm - This algorithm uses RGreedy for the initial mules’
deployment and for their redeployment. Mules cooperate and the closest-
available allocation is used.

– k-Centroid Algorithm - The initial deployment is done using FF but
is immediately followed by a procedure called centroid-adjustment, where
each mule moves to the centroid of the nodes in its Voronoi cell. Centroid-
adjustment is also used to redeploy the mules after every movement. Here
too, the closest-available mule is sent to any failure.

– Local Search Algorithm - While approximation algorithms can provide
certain theoretical guarantees, there is no guarantee that they perform as
good as local search methods in practice. For this reason we also implemented
a local search algorithm, based on the scheme proposed in [2], to evaluate the
overall performance of our proposed algorithms which are based on approxi-
mation algorithms.
One of the difficulties in applying local search is the fact that the number of
steps to reach a local optimum could be exponential. Since we are dealing with
low polynomial time solutions, it would not be fair to compare between both
approaches. We deal with this issue by using a limited time frame for search
and an anytime mechanism for maintaining the best achieved state during
the search process. The mules’ deployment strives to achieve the k-Median
criterion. The search process is performed in a distributed concurrent manner.
At each iteration, every agent moves to a nearby position that minimizes the
sum of distances from it to the nodes closest to it. The number of iterations
is limited to a constant, the number of nodes n, or until convergence thus
maintaining O(n) runtime. Here too, the closest-available mule is sent to any
failure.

3 Experimental Evaluation

In order to compare the performance of the different algorithms, we developed
a dedicated software simulator, representing a WSN with failures and a team
of mobile mules. The area of the simulated problem is an X over Y plane. Any
number of nodes (N), and mules (M) can be positioned in the area. Within
the total duration of the experiment (Et), we can randomly induce any number
of failures (F ) on the nodes either in uniform or in non-uniform distribution.
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The nodes which fail are randomly chosen from N and the start time of each
failure is randomly chosen from (0, Et). For each experimental setting we test
several values of failure durations (Fd), which is the time it takes to fix a failure
from the time a mule has reached it.

In each experiment the specific values for N,M,Et, F, Fd are chosen differ-
ently to demonstrate the algorithms’ behavior in different scenarios. We ran
several tests to find a combination of parameters that gives a good separation
in the algorithms’ performance and that adhere to natural assumptions of such
a practical system such as N > M . Each reported result represents an average
of 50 random experiments. In each experiment the initial node locations, failure
location and start times are randomly selected. We used the same set of random
seeds so that each algorithm is presented with the same 50 randomly generated
problems. To analyze the statistical significance of the results, we performed T-
Tests to validate the difference between the algorithms’ performances. We state
verbally in the text whether the differences between the results are statistically
significant (i.e. p-value < 0.05) or not. For sake of readability, we refrain from
adding error bars to the figures.

In the following subsections we analyze specific representative cases.

3.1 Comparing Cooperative vs. Non-Cooperative Algorithms

In this subsection we analyze the differences between the performance of non-
cooperative algorithms where the node-to-mule assignment is static, and coop-
erative algorithms where any mule can attend to any failure even if it is not the
closest mule to this failure. To this end we use the No-Cooperation algorithm
to represent non cooperative behavior. It uses grid initial deployment and static
task allocation, the mules do not return to their initial position as this strategy
proved better than returning to the initial position on both objectives.

The experimental setting included problems with 10 mules and 100 nodes
that were randomly deployed in a X = 100 over Y = 100 area. 100 failures
were generated with Fd = 0, 100, ..., 1000 and Et = 10000. Failure distribution
is uniform i.e., each sensor has the same probability of failing.

Figures 1 and 2 present a comparison of the average downtime per failure
between cooperative and non-cooperative algorithms. It is evident that as failure
durations increase, the non-cooperative algorithm’s performance worsens. The
k-Median algorithm performs significantly better than all other algorithms.

Fig. 1. Comparing cooperative vs.
non-cooperative algorithms.

Fig. 2. A closer look.
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3.2 Comparison of Cooperative Algorithms

This subsection presents a comparison between the three facility location
inspired algorithms (i.e., k-Center, k-Median, k-Centroid) and, following the
conclusions derived in the previous subsection, we do not compare them to a
non cooperative algorithm but instead to the best performing cooperative algo-
rithm that does not use any redeployment i.e., the Basic Grid algorithm, and to
the Local Search algorithm.

The experimental setting uses the following parameter values: 10 mules, 100
nodes, X = 100 over Y = 100 area, 10 failures with Fd = 0, 1000, ..., 10000 and
Et = 10000. Failure distribution is uniform.

Fig. 3. Average downtime per fail-
ure as a factor of increasing failure
durations.

Fig. 4. Average distance per mule as a
factor of increasing failure durations.

The results depicted in Fig. 3 demonstrate the advantage of the k-Median
and the k-Centroid algorithms in terms of average downtime. The difference
in the results of the k-Median algorithm to the Local Search algorithm and to
the Basic Grid algorithm is statistically significant within 5%. The k-Center
algorithm performs worse than the Basic Grid algorithm.

Figure 4 presents a comparison between the algorithms in terms of the average
distance traveled per mule. The results indicate that the k-Median and k-Center
algorithms cause significantly more movement than the other algorithms. This
is due to the fact that after every movement of a mule to a failure, a new
deployment is calculated according to the occupied mules. As a result, all the

Fig. 5. Maximal downtime per fail-
ure as a factor of increasing failure
durations.

Fig. 6. Maximal traveled distance of all
the mules as a factor of increasing fail-
ure durations.
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available mules move with every failure as opposed to the Basic Grid algorithm
where only one mule moves. The centroid-adjustment phase and local search
create less movement since they only fine-tune the positions of the mules and
in most cases only the mules that are very close to the one that moved are
effected. In our experiments, usually after one or two rounds no mules move
and only the nearest neighbors are effected. The reason that we see almost
10 times more movement in redeploying algorithms compared with the Basic
Grid algorithm is due to the fact that there are 10 mules in this experiment.
Another interesting phenomena is that as failure durations increase, the average
movement in k-Median and k-Center decreases since there are less un-occupied
mules to reposition.

Figure 5 presents a comparison of algorithms in terms of the maximal down-
time experienced by any node. The results show an advantage of the k-Centroid
algorithms though the differences from it to the k-Median algorithm are not
statistically significant within 5%.

Figure 6 presents a comparison between the algorithms in terms of the max-
imal distance traveled per mule. As in the average traveled distance, here too
the results indicate that the k-Median and k-Center algorithms cause signifi-
cantly more movement than the Basic Grid, Local Search and the k-Centroid
algorithms.

3.3 Non Uniform Failure Distribution

In this case the failures were not generated randomly with equal probability
of any node failing. Instead, once a node fails, the probability of failures in its
vicinity is increased.

Fig. 7. Average downtime with non-uniform failure distribution.

Figure 7 presents a comparison between the algorithms in terms of the average
downtime per failure. It is interesting to see that unlike the uniform failure
scenario, here the k-Center algorithm performs very good and significantly better
than the Basic Grid algorithm. Here too the k-Median algorithm produces the
best results, significantly better than the k-Centroid algorithm.
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4 Conclusion

In this paper we proposed the use of facility location approximation algorithms
for the coordination of a team of mobile agents charged with maintaining a WSN.
Specifically, we designed three algorithms based on approximation algorithms for
the k-Center and k-Median problems and compared them to two baseline algo-
rithms. The first, Basic Grid, is the best performing algorithm which does not
use any redeployment techniques. The second, Local Search, enables to com-
pare the algorithms to a heuristic local search approach. Our empirical results
indicate that:

– Redeployment using the k-Median heuristic (RGreedy) paired with a task
allocation strategy that sends the closest-available mule to any failure, pro-
vides the best results in terms of minimizing the nodes’ downtime.

– Algorithms that perform redeployment using either FF or RGreedy are less
efficient in terms of mobility than using centroid adjustment or not redeploy-
ing at all.

– The k-Center algorithm performs poorly when failures are uniformly distrib-
uted but produces good results in non-uniform failure distribution in terms
of downtime.

– Cooperative strategies that enable mules to tend to failed nodes outside of
their Voronoi cells are more effective than non-cooperative ones and this
advantage becomes more apparent with larger failure durations.

– Allocation of the closest-available mule to a failure is more effective than
allocating the closest mule in terms of minimizing downtime and performs
only slightly worse in terms of mobility. This advantage become apparent
with larger failure durations.

A key contribution of this paper is the introduction and experimental assess-
ment of facility location approximation algorithms into the well studied AI prob-
lem of multi-agent coordination. Future work will extend the model to handle
different node weights that represent the node’s importance in data collection
and communication, and non-deterministic failure fix durations.
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Abstract. This work contributes to a technology stack that pursues the
goal of integrating intelligent entities in a production environment by
means of communication technologies based on scalable interfaces sup-
porting semantic modeling. The proposed architecture is realized based
on a model-driven interconnection of multi-agent systems with OPC Uni-
fied Architecture. The integration of these technologies enables a usage
of intelligent mechanisms within modern production sites while ensur-
ing semantic integrity during all communication processes and compli-
ance to essential security standards. The goal of this work is to enable
a autonomous, reactive production by means of intelligent communica-
tion in autonomous systems. By making use of a model-based repre-
sentation of intelligent software agents, an integration of cyber-physical
systems with products and production units in manufacturing systems
can be realized. The integrability of these multi-agent systems with high-
level applications in terms of generic vertical interoperability is shown
by means of seamless information exchange with an ERP system.

Keywords: Interoperability · Vertical integration · OPC UA · Semantic
interface standards · Multi-agent systems · Enterprise resource planning

1 Introduction

One major topic of current research on modern production is dedicated to an
intelligent utilization of resources [8]. With regard to industrial production, on
the one hand these resources are characterized by the availability of manufac-
turing entities such as machines or engineering plants and on the other hand
by means of human resources. The machine-related components of production
plants are nowadays characterized by a high degree of automation, while the
human-related tasks are moving from manual activities towards decision mak-
ing. However, current developments show that autonomous decision making and
intelligent behavior of manufacturing units can be also achieved by smart embed-
ded autonomous systems working together in a cooperative manner [2].
c© Springer International Publishing AG 2017
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In order to utilize the full potential of human decision making, automated
legacy systems and autonomously acting intelligent systems, an efficient cooper-
ation between these different players is required. The goal of this cooperation is
to reach a holistic optimization of current and future processes in manufacturing
systems by taking into account highly granular data from the lowest level of a
production plant (shop floor) and combining them with high-level logic of plan-
ning systems, e.g. enterprise resource planning (ERP). The key for incorporating
these highly heterogeneous systems is to reach a communication that suits low-
level automated systems, intelligent entities as well as high-level systems that
interact directly with human beings at the same time [3].

In the ideal scenario, an integration of all systems enabled by scalable commu-
nication leads to an omnipresent availability of information from the production.
One major goal is to reach an optimal provision of data from the field level with
the purpose of serving valuable information to human decision makers. To reach
this target, raw data from the manufacturing level has to be preprocessed and
appropriately visualized in order to serve as a suitable basis for interpretable
information. Another major interest focuses on the utilization of data directly
on the shop floor based on computer-aided tools [4]. These smart embedded sys-
tems usually focus on methods of artificial intelligence that go beyond simple
algorithmic correlations and calculation rules that are already present within
current control units and programmable logic controllers (PLC).

Although both of these strategies – integration of information from the shop
floor and autonomous processing of this data – play an important role in pro-
duction, pursuing only one of those will not exploit the potential of optimizing
the entire process. Thus, this work is about combining both strategy goals –
enabling profound human decisions by means of an interconnection between dif-
ferent systems and utilizing the potential of smart autonomous systems in the
field. The interaction and vertical integration is realized through an information
modeling approach that allows for scalable machine to machine communication
through semantic model definitions for multi-agent systems (MAS) in the field.

The proposed model based representation of agents covers the modeling of
agent entities and their communication with other systems of the manufacturing
infrastructure. The state-of-the-art section covers basics about the communica-
tion in modern production sites and MAS. Section 3 describes a software stack
for modeling MAS using a scalable approach. In Sect. 4 the scalability of the app-
roach together with higher systems of the enterprise planning layer is validated
by means of an extended ERP agent communication stack and use-case.

2 State of the Art

2.1 Communication in Modern Manufacturing Environments

Optimization strategies in automation systems depend on the availability of up-
to-date information that is collected through various devices, such as sensors
or other data acquisition tools. However, the collection, aggregation and auto-
mated interpretation of the available information poses huge challenges to cur-
rent information management systems as production data from different sources
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is usually represented in various forms. Especially with regard to automated
systems some distinct characteristics of available information can be pointed
out:

– Production data collected in automation systems is naturally characterized
by a strong degree of heterogeneity. The information does not only differ due
to syntactical variance of data structures, but also in the manner different
semantical concepts are used to represent the information.

– Modern production sites are comprised of a vast number of complex systems
structured by means of hierarchically organized architectures, thus posing
high challenges regarding vertical interoperability throughout these systems.

Hence, an integration of consistent interface technologies that connects all
of these complex systems and subsystems with higher levels of the production
planning and organization is difficult to achieve (see Fig. 1).

Fig. 1. Communication systems throughout the automation pyramid [1].

Seamless, integrative communication is generally only realizable in horizontal
layers of automated processes, i.e. between programmable logic controllers or
within closed control loops. Information to higher levels is mostly exchanged
only in form of aggregated or condensed information that does not appropriately
represent the complexity and granularity of the underlying production data.

In order to enable full availability of precise production data within higher
systems for flexible process adaptation, the information from the shop floor has
to be appropriately preprocessed and semantically annotated in order to fit the
information management requirements on higher systems [11]. A promising com-
munication interface standard that fits these requirements is OPC UA.
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2.2 OPC UA – Scalable Interface Standard for Automated Systems

OPC UA has been derived from an initiative of a few major automation compa-
nies to a de-facto standard in automated industrial environments [5]. The OPC
UA specification does not attempt to define another proprietary communication
protocol, but rather introduces a metamodel that defines how information has
to be represented in order to be integrable with information from other systems.
For this purpose, OPC UA proposes an information modeling stack (Fig. 2) that
allows for scalable extension of existing standards in order to fit the needs of
each application or device that attempts to communicate through OPC UA.

Fig. 2. OPC UA metamodel and information model stack

At the bottom of the information modeling stack the OPC UA Base Model
is located. On top of the base model, additional models from former versions
of the OPC standard preserve legacy system compatibility of OPC UA. The
specifications of other organizations expand the standard by additional informa-
tion models that comply to existing specifications, e.g. such as the IEC 61131-3
standard for PLC programming or AutomationML just to name two. On top
of the model stack vendor specific namespaces can be defined., e.g. to facilitate
an integration of common programmable logic controllers or similar pervasive
device families. This approach pursued by OPC UA enables scalability on top
of existing standardizations. The underlying design pattern can be used for a
object-oriented modeling of arbitrary components, such as intelligent agents.

2.3 Enabling Cyber-Physical Systems in Production Through MAS

In order to cope with the growing complexity of modern production systems,
ideas to facilitate optimization procedures based on intelligent, autonomous sys-
tems have been emerged in the last couple of years. In the matter of fact, the
extensive increase of technical systems in automation environments brings cen-
tralized systems to its limits [10]. A key concept that is able to tackle these
arising challenges consists in the introduction of cyber-physical systems (CPS).

The CPS idea is based upon the concept that all physical actions can be
linked to a digital representation. Through this approach, it is possible to incor-
porate physical procedures with a digital twin that reflects real world processes
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with their digital counterpart [9]. An intelligent software agent as applied
within multi-agent systems represents such a cyber-physical system. According
to the definition of these intelligent entities, software agents provide capabilities
to independently interact with their surrounding environment and performing
autonomous actions while cooperating with other systems [7].

In accordance to CPS, agents are capable of sensing their direct environ-
ment and thus transporting physical actions into a digital context. In order to
integrate these agents with other systems of the automation pyramid, this con-
textual information needs to be integrated with the semantics and information
representation of the system architecture as demonstrated in the next section.

3 Agent OPC UA – A Scalable Approach for Integrating
Multi-agent Systems into Real Production Sites

The OPC UA metamodel for information modeling is capable of incorporating
any kind of object-oriented structure into its model definitions. In the same
manner as companion specifications on the third and fourth layer of the OPC
UA metamodel stack, an integration of complex concepts such as an object-
oriented representation of MAS is also realizable by means of such approach. This
section describes further developments of such specification that incorporates
the representation and communication flow between agents and with high-level
enterprise systems based on previous works of the authors [6].

3.1 Information Modeling for CPS

Similar to other smart embedded devices, intelligent software agents can be
interpreted as some sort of cyber-physical system (CPS) as they are located on
the interface of the physical process and its digital representation. The modeling
of such entities is strongly inspired by the Internet of Things (IoT), which is
also characterized by the formation of agile (ad-hoc) networks cooperating in
agile infrastructures. Such open, dynamic and autonomous network compounds
are only realizable through flexible information transport approaches that do
not rely on central management instances, e.g. based on fixed servers, which
mediate the communication processes between clients. The goal of the targeted
network structures is to enable client as well as server functionalities on each
communicating instance as vital part of the production network.

The presented approach aims at reaching such kind of generic interoperability
between agents by enabling scalable communication solutions being part of a
MAS metamodel. The proposed architecture is presented in the following section.

3.2 Semantic Integration of Intelligent Software Agents

The model representation of software agents based on OPC UA is performed
by extending the existing OPC UA metamodel structure by an object-oriented
mapping of the agents and their according communication skills (Fig. 3).
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Fig. 3. Metamodel stack of OPC UA based multi-agent systems

On top of the base model, the AgentType and MessageType object models are
located. The AgentType specification contains basic properties of an agent, e.g.
the capabilities of an agent and its interactions facilities in terms of environmental
perception through sensors and other data acquisition techniques.

The MessageType specification is located on the same semantic level as the
AgentType and defines the inner design of messages that are exchanged between
agents. The defined types reflect the different purposes of messages, e.g. for infor-
mation exchange or for negotiation with other agents. Both metamodel specifi-
cations, the AgentType and the MessageType model, are designed by means of
object-oriented modeling paradigms and comply with the basic requirements of
OPC UA. This way, the information models are scalable in terms of new agent
types or semantic enrichment of the message payload. Figure 4 shows the most
important parts of the information model focusing on the MessageType.

The BaseObjectType is part of the base model and is located on the top repre-
senting the entry point for the information model. The AgentType as well as the
MessageType are modeled as direct subtypes of the BaseObjectType inheriting
the basic properties of an OPC UA node. The MessageType is further detailed by
deriving subtypes of messages such as the GetOfferMessageType that represents
the negotiation capabilities of an agent in terms of pursuing production steps
or the SetOrderMessageType for representing concrete production assignments.
The process-related type definitions are structured by means of a domain-specific
namespace. Unlike the information model namespace, domain-specific extensions
of the OPC UA metamodel focus on the requirements of a certain application
domain, e.g. an engineering domain or a special type of process.

As shown in terms of the MessageType example, the utilization of the OPC
UA metamodel offers a high variety and in-depth modeling capabilities for any
kind of objects, entities or even domain ontologies. That being said, the ultimate
goal of the OPC UA based representation of multi-agent system becomes clear:
The described form of representing software agents in a digital way enables an
integration of the agents’ capabilities with other services by means continuous
semantics and context information.
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Fig. 4. Detailed MessageType specification of the OPC UA agent metamodel

With regard to the manufacturing related context that is in the focus of this
work, some specific capabilities of software agents can be pointed out, which can
all be represented in accordance to the described modeling concepts:

– The basic functionality of an agent is to sense its direct environment. With
regard to a production scenario, this includes the capability to observe the
state of surrounding agents, e.g. whether they are occupied, free, etc.

– Another crucial feature of an agent is the capability to receive messages from
other entities. The advantage of the presented approach is that a form of
generic interoperability can be guaranteed as long as the messages exchanged
comply with the metamodel definition of the OPC UA agent model.

– In the same manner as receiving messages, the agents modeled in terms of
the presented framework are also capable of placing messages to every OPC
UA node, e.g. to communicate with other agents or to propagate information
to high-level systems of the production planning and organization.

– Furthermore, an agent is capable of processing the content of messages, e.g. to
perform actions based on the gained knowledge. The metamodel definition of
the message objects ensures that each message is interpretable by the agents
and can be processed in accordance to the underlying context, i.e. the specific
application domain the agents comply to.

– The capability to process information from the surrounding environment
enables agents to take autonomous decisions and accordingly negotiate with
other entities. In terms of a manufacturing scenario, this can either be the
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negotiation with regard to a production step or the execution of actions such
as performing a transport or the conduction of a manufacturing step.

In order to utilize the described capabilities not only in the context of a
dedicated subsystem on the shop floor, but also in terms of interactions with
other systems of the automation pyramid, the software agents need to be capable
of communicating with these higher system. The OPC UA metamodel already
provides the basic enablers for this purpose. However, in order to communicate
with higher instances, e.g. enterprise resource planning systems, an interface is
required that does not only deliver a suitable protocol, but does also provide an
understanding of the context information of the agents’ application domain.

The purpose of the next section is to describe the design of an interface agent
that interconnects agents from MAS in the shop floor to high level ERP systems.

4 OPC UA Based ERP Agents

Traditionally, interface technologies on the shop floor, e.g. enabled by service
buses or similar technologies, enable a horizontal integration of the components
by providing syntactical and semantic concepts for an information exchange.
These concepts are usually focused on proprietary, fixed protocols and commu-
nication channels. Even though, these systems provide a functional cooperation
of the entities in the field, the information exchange capabilities with higher
systems is very often limited to a single interface as seen in Fig. 5.

Fig. 5. Interface of tightly coupled MAS with higher systems
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The software agents in the field represent certain machines and their capa-
bilities that are shared by means of communicating with each other. However,
their connectivity to high-level systems, e.g. Manufacturing Execution System
(MES) is depending on a single interface that serves as a fixed gateway between
a tightly coupled MAS and all high-level systems. Thus, the information that is
changed throughout this interface is generally aggregated and represented in a
highly condensed form. Profoundly granular information that could be of major
importance during the execution planning, is usually not exchanged.

4.1 ERP System Connectivity Through OPC UA Based Messages

The architecture that results from the semantic information modeling approach
that was carried out in terms of this work is depicted in Fig. 6.

Fig. 6. Generic interoperability of software agents with higher systems

Compared to the MAS architecture in Fig. 5 the resulting architecture shown
in Fig. 6 is characterized by higher flexibility. The agents remain their identity,
thus still representing manufacturing machines for enabling intelligent utilization
of production resources through negotiation and similar cognitive techniques.
However, in contrast to the prior architectural approach, rich communication is
not limited to an information exchange between agents. Enabled by the usage
of a generic message representation based on OPC UA, information exchange
can be realized either within the MAS, but also beyond, e.g. by communicating
directly with MES or ERP systems. The advantage of this approach is that
the actual manufacturing control programs can be adjusted in-process in terms
of self-optimization, e.g. for compensating intolerances from earlier production
steps through later actions in similar manufacturing sequences.
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:AutonomousAgent :Server :ERP

Negotiate with other agents

Add subscription for orders

Get all historic order events

process each order, cf. process for new order event

New order created

Publish new order event

Store event in history manager

Notification of new Order event

Get order properties

Get order items

Get routing for product

Get routing tasks for routing

Do the routing task or reject it

Notify about finished task

LoopLoop loop through routing tasks

LoopLoop loop through items

Fig. 7. Sequence diagram of the autonomous agent’s process order method
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4.2 The ERP Interface Agent

In order to incorporate high-level systems with the MAS in a seamless manner,
an interface agent is deployed on the edge of the ERP. This agent provides all
services of the underlying ERP system and enables direct interaction with the
intelligent software agents in the field. This approach enables an agile planning
and execution of the production process as the goals of the manufacturing can
be dynamically adjusted with regard to real-time requirements from the ongoing
processes. On the other hands, the agents on the shop floor can also benefit from
the process knowledge that is integrated within the ERP domain namespace. In
this way, the agents are able to focus on the actual process-related optimization
strategies without having to deal with structural knowledge, i.e. managing dif-
ferent orders of products or the precise sequence of several production steps. By
encapsulating these basic functions from the agents, the entities of the MAS can
cooperate based on common production programs and accordingly finish orders
more efficiently. Figure 7 shows the logical sequence of an agents cooperating
with the ERP system by means of a common OPC UA address space.

In the first step, the agent subscribes to the product orders that are received
through the ERP system. If a new agent is logging into an existing MAS the
historic order events in the ERP will be returned to make sure that the agent is
aware of the current production state. When new orders are placed in the ERP
system, the agent is automatically notified about the order by an event.

Based on the order properties, each agent is able to compare the required
production steps with their own capabilities and will accordingly decide about a
proposition of its availability. The routing of the products that can be obtained
for each order specifies the sequence of production steps. When the negotiation
process about the execution of production steps between the agents is finished,
the manufacturing steps are looped for each product until the product order is
completed. Each agent that takes part in the manufacturing notifies the ERP
system about the current state of production and about finished production
steps. That way the ERP system stays in charge in terms of managing the
process flow without infringing the autonomy of agents during the production.
Based on this clear distinction of responsibilities a valuable cooperation between
managing systems and solutions for embedded intelligence can be realized.

5 Conclusion and Outlook

The high level of technology present in modern industrial production opens up
various new applications, many of them based on the usage of data driven tech-
nologies. However, there is still a lack of generic integration of these technologies,
especially with regard to communication processes between the different parts of
a technical system. Most state-of-the-art automation systems are still far away
from vertical interoperability through their system architecture.

The current work offers an approach to meet these challenges by present-
ing an architectural approach that combines two completely different types of
technology – communication interface standardization and artificial intelligence.
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An incorporation of multi-agent systems and OPC Unified Architecture bears
the potential to use adaptive behavior embedded into small devices on the field
of a production more effectively by combining the knowledge and capabilities of
agents with information from the enterprise layers such as ERP or other high-
level systems. Especially the combination with resource planning systems as
shown in this work brings decisive advantages in terms of agile planning, recon-
figuration and flexible execution scenarios for customized production processes.

The stated solutions are already embedded and evaluated in terms of an
Industry 4.0 demonstration test bed presented at the Hannover Fair 2016 in
Germany. Future work in the field will focus on the embedding and combination
of more sophisticated learning strategies of the agents, which include machine
learning solutions, e.g. with regard to predictive maintenance scenarios in com-
bination with an efficient resource planning and product life cycle evaluation.
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Abstract. Security Risk Assessment is commonly performed by using
traditional methods based on linear probabilistic tools and informal
expert judgements. These methods lack the capability to take the inher-
ent dynamic and intelligent nature of attackers into account. To partially
address the limitations, researchers applied game theory to study security
risks. However, these methods still rely on traditional methods to deter-
mine essential model parameters, such as payoff values. To overcome
the limitations of traditional methods, we propose an approach which
combines agent-based modelling with Monte Carlo simulations. Agent-
based models allow more realistic representation of essential aspects and
processes of socio-technical systems at cognitive, social and organisa-
tional levels. Such models can be used to estimate risks and parameters
related to them. An application of the approach is illustrated by a case
study of an airport security checkpoint.

1 Introduction

Security Risk Management is a field in which one aims to identify, calculate
and mitigate security risks of a system by utilizing a finite set of resources. An
important step within Security Risk Management is Security Risk Assessment,
in which one aims to qualitatively or (semi-)quantitatively define security risks.
A commonly used method to do this is the Threat, Vulnerability & Consequence
(TVC) methodology [18], of which an adaptation is outlined in Fig. 1.

In this method, Threat Identification forms the first step, where a set of
security scenarios is identified. Then, for each identified security scenario, Con-
sequence Assessment is performed, where one aims to quantify losses in case the
identified security scenario were to happen. Threat Likelihood Assessment is then
used to estimate the probability that the security scenario will happen in some
time period. Vulnerability Assessment is performed to determine the probability
that all defense measures in the security scenario fail, and thus, the attackers are
successful. Risk then forms the product of each of these three aforementioned
factors. In Security Risk Management these risks values are then used to setup
proper defense measures.

In general, each of the steps is quantified using analytic tools at the disposal
of a security expert. This can for instance be linear probabilistic tools like Event
trees [5], historical data, intelligence data and the experience of security experts
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-59930-4 11
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Fig. 1. The Threat, Vulnerability & Consequence (TVC) methodology.

[9,18]. It is often observed that these methods do not properly take the inherent
dynamic and intelligent nature of an adversary into account [4,11].

To partially overcome this problem, researchers applied game theoretic meth-
ods that model a security scenario si as a security game [3,13]. In such a security
game, a defender agent and an attacker agent are modelled as the respective row
and column players of this game. Columns represent the options an attacker has
to attack a target, while rows represent the available actions the defender has to
defend the target. Based on the chosen strategies of the attacker and defender a
pay-off is determined.

While security games allow for the modelling of intelligent and dynamic
adversaries, they still require the definition of pay-off values. These pay-off values
still have to be defined by relying on the above discussed methods to quantify
Vulnerability and Consequence.

We therefore propose an Agent-based modelling and simulation method,
which forms a promising alternative method for Vulnerability and Consequence
assessment. It is capable of more realistic modelling of the underlying socio-
technical processes, often problematic for the above mentioned methods. It can
include rich cognitive, social and organisational models and explicit represen-
tation of the environment. As these models form a closer representation of the
underlying socio-technical system, this can lead to improved estimates of security
risks. It further reduces dependency on security experts and leads to more con-
sistent quantitative results. Further, results of this method can be used as input
for both the TVC methodology and game-theoretic method described above.

This paper sets a first step towards the development of this approach. We
provide an illustrative case study in the area of an airport security checkpoint,
and show the results of some basic experiments.

This paper is structured as follows. Section 2 provides an overview of the
Agent-based Security Risk Assessment approach. Then, Sect. 3 discusses the
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details of a case study and the associated model that illustrate the workings
of the Agent-based Security Risk Assessment approach. Section 4 discusses the
experiments that were performed with the model, and finally, Sect. 5 states the
conclusions of this work and the possible directions for future research.

2 An Overview of Agent-Based Security Risk Assessment

In this section, we describe our Agent-based Security Risk Assessment method
to estimate Vulnerability and Consequence. The method focuses on outcomes of
specific security scenarios, and Threat Likelihood is therefore not considered. For
generality purposes we do not commit to a specific MAS architecture, but merely
describe the set of agents and environment objects present in the underlying
Agent-based model. A more concrete example that applies this Agent-based
Security Risk Assessment method can be found in Sect. 3.

Agent-based simulation model mi replicates and elaborates on some security
scenario si. It contains the following sets of agents: Di, Ai and Oi. The set Di

contains defender agents, the agents that are responsible for the defense in si.
Ai is the set of adversary agents, executing the subversive actions in security
scenario si. Oi is the set of other agents present in si. This can for instance be
a set of pedestrians or airport passengers. The set of environment objects Ei,
then represent the environment objects present in si.

Consequence and Vulnerability are estimated using a Consequence function
and a Fail function respectively. We define the (real-valued) Consequence func-
tion C(mj

i ) determining the Consequence value for simulation run j, denoted
mj

i . This Consequence function incorporates estimates of direct losses and indi-
rect losses. Direct losses for instance include fatalities and physical damages of
an attack are estimated from mj

i . Indirect losses like decreased number of future
passengers and business disruptions are then based on the estimated direct losses
and historical data. A boolean Fail function F (mj

i ) is defined, determining the
adversaries’ success (and therefore the failure of the defense) in mj

i . The function
is equal to 1 if the defenders failed and 0 otherwise. Monte Carlo simulations
are performed to estimate Consequence and Vulnerability values. This is done by
performing N simulations and calculating the following estimates of Consequence
and Vulnerability in si respectively.

Ĉ(mi) =

∑N
j=1 C(mj

i )
N

F̂ (mi) =

∑N
j=1 F (mj

i )
N

This approach can easily be extended to multiple security scenarios of a
system by replacing the set of adversary agents with a new set that executes
different actions. The next section will describe a case study to illustrate the
workings of this approach.
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3 Illustrative Case Study

To illustrate the workings of the agent-based approach for Security Risk Assess-
ment, a case study in the area of airport security is elaborated. In this case study,
a terrorist aims to bring an improvised explosive device (IED) past a security
checkpoint of an airport in his/her carry on luggage. Employees of the security
checkpoint aim to find illegal items of passengers, while being under constant
(time) pressure influencing their performance.

An agent-based modelling framework is defined and outlined in Fig. 2. In
this framework, Human Agents and an Environment are distinguished. These
elements will be discussed in the following subsections.

3.1 Human Agent

A human agent is the representation of a human in the airport environment.
Human agents can interact with their environment, other (human) agents and
have a (set of) goal(s) that they want to complete. Based on the works of
Blumberg [1], Hoogendoorn [8] and Reynolds [14] we distinguish three levels
of abstraction in a human agent: the Motivation Layer, the Task Layer and the
Motor Layer. The Motivation Layer is responsible for high-level goal planning,
(processing of) communication with other agents and the selection of activities.
It further is responsible for setting and reaching high level goals. The Task Layer
is responsible for the execution of specific activities and navigation. Then, the
Motor Layer is responsible for low level interactions with the environment. It is
responsible for sensing the environment and determines and executes the next
move accordingly.

Three different types of human agents are distinguished: defending agents,
passengers and attacker agents.

Defending Agents. Defending Agents in this model work at the security check-
point to detect illegal items from passengers. They form the boundary between
the secure and public areas of the airport. Four types of checkpoint employees
exists, each having a different task within checkpoint operations: WTMD officer,
Bag Checker officer, X-Ray officer and Directions officer.

The X-Ray officer is discussed in detail, while other employees are mod-
elled in a similar fashion. The X-Ray officer has one activity, the detect illegal
items activity, which is always active. In this activity, the X-Ray officer observes
the output of the X-Ray machine he/she controls. An observation of an X-Ray
machine is interpreted by the X-Ray officer to determine if the bag under con-
sideration contains an illegal item. If an illegal item was detected, it is commu-
nicated to the Bag Checker officer, who then manually checks the bag. Three
relevant parameters are distinguished: Tbase representing the mean processing
time of an observation, FNbase representing the false negative probability (i.e.
the bags that did contain an illegal item, but were not observed by the X-Ray
officer) and FPbase representing the false positive probability (i.e. the bags that
did not contain an illegal item, but were identified as such).
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Fig. 2. Overview of the Agent-based Modelling Framework, containing attackers,
defenders and passengers. The body of each agent shows a single activity that he/she
can execute, represented in the Task Layer of the model. The two other layers are not
visualized in this figure.

To incorporate varying performances of checkpoint employees under demand-
ing circumstances, the Function State Model [2] is used. The Function State
Model is used to determine the experienced pressure (EP ∈ [0, 1]) and perfor-
mance quality (PQ ∈ [0.4, 1.6]) of an agent, based on factors like personality
profile, cognitive abilities and external task demands (TL ∈ [150, 500]).

Task level is defined as a combination of two factors: queue length and bag
complexity. These factors were shown to be influential on the performance of
X-Ray officers in literature [6,16]. Specifically, it is defined as follows:

TL(t) = Cbag × TLbag(t) + (1 − Cbag) × TLqueue(t)
TLbag(t) = Norm(BC(t))
TLqueue(t) = Norm(QL(t))

where TLbag(t) and TLqueue(t) represent the task demand with respect to the
baggage and queue at time t respectively. Cbag is a weighing parameter (∈ [0, 1])
and BC(t) is the bag complexity at time t. QL(t) is the queue length at time t
and finally, Norm(x) represents a (unity-based) normalizing function. BC(t) is
equal to 0 when the X-Ray officer has no bag under consideration.

We relate the performance quality to the base values for both false nega-
tive probability and false positive probability of illegal item detection, as shown
below.
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FNx−ray(t) = FNbase × Norm(PQ(t))
FPx−ray(t) = FPbase × Norm(PQ(t))

Where FNx−ray(t) and FPx−ray(t) represent the current false negative and
false positive probability of illegal item detection respectively, and Norm(x) is a
normalizing function.

Previous work showed that experienced pressure influences processing time
positively, while bag complexity influences the processing negatively [6]. This is
modelled as follows.

Tx−ray(t) = Tbase × I(t)
I(t) = CEP × Norm(EP (t)) + (1 − CEP ) × Norm(TL(t))

where Tx−ray(t) is the current mean processing time, CEP is a weighing para-
meter (∈ [0, 1]) and I(t) is the current influence factor. The influence factor is a
combination of two contributing factors EP (t) and TL(t). A linear relationship
is assumed here, while other types of relationships are possible too.

Passenger and Attacker Agent. The Passenger aims to pass the security
checkpoint of the airport. It contains a pass checkpoint activity, which enables
the passenger to move past the checkpoint. The checkpoint activity consists of
three sub-activities: baggage drop-off, WTMD passage and baggage collection.
Baggage drop-off and baggage collection are parametrized by Tdrop and Tcollect

respectively. These parameters determine the mean processing time of the asso-
ciated sub-activities. Passengers are randomly generated in a designated area
with interarrival time Tarrival.

The Motor Layer of Passengers is defined using the Social Force Model [7],
which defines movement in terms of interacting particles.

The attacker agent is a special type of passenger, that carries an IED in
his/her carry on luggage. He/she shows standard passenger behavior, but aims
to pass the security checkpoint without being detected.

3.2 Environment

The Environment of the model consist of sensors and physical objects. Sensors
are devices that enable agents to sense using a mechanic object. We distin-
guish two types of sensors: X-ray machines and Walk Through Metal Detectors
(WTMD). X-ray machines produce an observation based on the bag under con-
sideration, which is then interpreted by the X-ray officer. WTMDs also produce
an observation based on the passenger under consideration. This observation is
then interpreted by the WTMD officer.

Two important physical objects exist: walls and queue separators. Queue
separators specify boundaries of queuing areas, which allow for measurements of
the number of people in the queue (QL(t)) and average queuing time (QT (t)).
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4 Experiment and Results

In this section, the implementation of the above described simulation model is
discussed. Two experiments performed with this simulation model are discussed
and the corresponding results are shown.

4.1 Implementation and Setup

For the implementation, we created an open-source microscopic agent-based sim-
ulator specifically built for Agent-based Security Risk Assessment1. The simu-
lator is entirely Java-based and can therefore easily be used across different
platforms. It allows for simple visualization and is modularly structured. It con-
tains a collection of airport specific structures, like checkpoint functionality and
basic passenger behavior. A visualization of the simulator is shown in Fig. 3.

The following is specified in our experiments. Defending agents, D = {d1x−ray,
d2x−ray, d

1
bag, d

2
bag, dwtmd, ddirections}, consists of two X-Ray officers, two Bag

Checker officers, a WTMD officer and a Directions officer. The set of attack-
ers is defined to be A = {aIED}, a single attacker agent carrying an IED.
O = {o1, ..., oq} is a set of q passengers, randomly generated over time. The
environment, E = {ewall, equeue, ewtmd, e

1
x−ray, e

2
x−ray} is specified, which con-

sists out of walls, a single queuing area, a Walk Through Metal Detector and
two X-ray machines. A visualization of the experimental setup is shown in Fig. 3.
Finally, the Fail function is defined as follows.

F (mj
i ) =

{
1 aIED passed the checkpoint undetected.
0 otherwise.

We do not define the Consequence function C(mj
i ) as this is outside the

scope of this experiment. Further, two types of personality profiles based on the
work of Bosse et al. [2] are specified, denoted as Type I and Type II. Type I has
the capability to cope well with high stress levels, while Type II does not cope
with stress well. For simpler comparison, we adapt personality Type I such that
it has the same optimal experienced pressure level as Type II. Some important
parameters were set using values provided in literature and are shown in Table 1.
If relevant data is unavailable in literature, experts can be consulted to estimate
a range for each parameter. Here, we show results of two experiments that were
performed with this model. In one experiment we study the influence of interar-
rival time Tarrival on estimated vulnerability, while in the other experiment we
study the influence of bag complexity BCμ on estimated vulnerability.

4.2 Interarrival Time Experiment

We set Cbag to be 0, meaning that the task level TL(t) of an X-Ray officer
is only influenced by the queue length QL(t). CEP is set to 0.5, meaning that
1 The simulator can be found at: https://github.com/StefJanssen/SeRiMa-ABM.

https://github.com/StefJanssen/SeRiMa-ABM


Agent-Based Modelling for Security Risk Assessment 139

Fig. 3. A visualization of the experimental setup in the simulation tool. The following
agents are shown in this figure. 1: X-Ray officers dx−ray, 2: Bag Checker officers dbag,
3: WTMD officer dwtmd, 4: Directions officer ddirections, 5: attacker agent aIED. All
unlabelled agents are passengers oi. The area in which A is located represents the
agent-generation area, area B represents the queuing area and area C is the secure
area. Passengers oi and the attacker agent aIED are generated in area A and go to area
C. Walk Through Metal Detector ewtmd is indicated by α and the X-Ray machines are
indicated by β.

experienced pressure EP (t) and TL(t) equally influence the processing time of
the X-Ray officer. We generate aIED after 20 min of simulation time, while we
vary the interarrival time Tarrival. We perform N = 10000 simulation runs and
for each run record both the queue length QL(t) at the time that the attacker
passes the checkpoint and if the defenders failed to detect the attacker (F (mj

i )).
Results of the experiment are shown in Fig. 4. This figure shows F̂ (mi), the

estimated Vulnerability and the average queue length QL(t) at the time that the
attacker passes the checkpoint for each of the interarrival times Tarrival.

The results show that both personality types perform best with an interar-
rival time of 17.5 s, corresponding to a queue length QL(t) of around 20 pas-
sengers. The corresponding Vulnerability is 0.116 for Type I and 0.126 for per-
sonality type II. This can be explained from the definition of the Functional
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Table 1. Basic parameters for the experimental setup. It shows the parameter name,
description and standard value. It also refers to the work which was used to determine
the standard value. In some cases this is an estimate based on related parameters.

Parameter Description Standard value Source

Pbag The probability that the bag checker
agent randomly checks a bag

0.1 [10]

Tdrop The mean time a passenger takes to drop
its belongings at the x-ray system

12.5 s [10]

Tcollect The mean time a passenger takes to
collect its belongings at the x-ray system

12.5 s [10]

Twtmd The mean time the WTMD officer takes
to check a passenger

10.0 s [17]

Pwtmd The probability that the WTMD officer
randomly checks a passenger

0.1 [17]

FNbase The base False Negative probability of an
X-Ray officer

0.1 [15]

FPbase The base False Positive probability of an
X-Ray officer

0.2 [15]

Tbase The mean time an X-Ray officer takes to
check a bag

6.0 s [12]

State Model, with the definition of optimal experienced pressure. We also find,
as expected, that X-Ray officers with personality Type I generally produce a
lower Vulnerability, implying a higher performance quality PQ(t) at the moment
attacker agent aIED passes.
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Fig. 4. The left plot shows the estimated Vulnerability F̂ (mi) of the system for varying
interarrival times Tarrival, calculated using the defined Fail function. The right plot
shows the mean queue length QL(t) at the time aIED was processed.
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4.3 Bag Complexity Experiment

In this experiment we investigate the influence of bag complexity on the perfor-
mance of the defense agents. We use the same two personality profiles as used
in the previous experiment. We set Cbag to be 0.75, meaning that the task level
TL(t) of an X-Ray officer is influenced by the queue length QL(t) for 25% and
the bag complexity BC(t) for 75%. CEP is set to 0.5, meaning equally influence
importance for EP (t) and TL(t) processing time. We set the interarrival time
Tarrival to be 15 s and generate aIED after 20 min of simulation time. We vary
the bag complexity of each agent by drawing a number from a normal distri-
bution with mean BCμ and standard deviation BCσ. We perform N = 10000
simulation runs and for each run record the performance quality PQ(t) of the
responsible dk

x−ray at the time that aIED passes the checkpoint and the outcome
of Fail function F (mj

i ).
Results of the experiment are shown in Fig. 5. The figure shows F̂ (mi), the

estimated Vulnerability and the mean performance quality PQ(t) at the time
that the attacker passes the checkpoint for each of the bag complexities BCμ.
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Fig. 5. The left plot shows the estimated Vulnerability F̂ (mi) of the system for different
mean bag complexities BCµ, calculated using the defined Fail function. The right plot
shows the mean performance quality PQ(t) of the responsible dk

X−ray at the time the
attacker agent was processed.

The graphs show that the estimated Vulnerability decreases while bag com-
plexity increases. While this sounds counter intuitive, it can be understood from
the specification of the Functional State Model. In the FSM a so-called recov-
ery effort is defined, allowing an agent to decrease exhaustion in the absence
of (large) tasks. Task demand with respect to the baggage TLbag(t) is defined
to be 0 in the absence of baggage. This allows for timely decrease of exhaus-
tion and therefore, high performance quality in case a new bag arrives. Higher
task demand can, in the short term, result in higher performance qualities
due to a direct link between the task level and current contribution. This is
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reflected in the increasing performance quality PQ(t) and the resulting estimated
Vulnerabilities.

5 Conclusions and Discussion

This paper introduced a novel Security Risk Assessment approach which is based
on Agent-based modelling and simulation. It uses Monte Carlo simulations to
estimate both Vulnerability and Consequence, which are important parame-
ters in Security Risk Assessment. It defines an Agent-based model with both
defender agents and attacker agents. An attacker agent aims to execute subver-
sive actions within some security scenario identified by security experts, while
defender agents are modelled to perform their security tasks.

This approach enables modelling of essential aspects and processes of socio-
technical systems at cognitive, social and organisational levels. This is problem-
atic for traditional and game theory based approaches. Vulnerability and Con-
sequence produced by this method can be used to improve both traditional and
game theory based Security Risk Assessment methods. Outputs of this method
can be used as estimates for each of the payoffs in a game theoretic approach.

An illustrative case study in the area of airport security has been performed
to demonstrate the use of this approach. Using the Functional State Model, it
is shown that different Vulnerabilities arise for a variety of circumstances at the
security checkpoint. It for instance shows preferred stress levels for X-ray officers,
resulting in higher performance.

In the future, we will perform case studies in which we estimate Consequence
as well. This will be done by defining a Consequence function that estimates
consequence in a given simulation run. This Consequence function incorporates
estimates of direct losses and indirect losses. Direct losses, including fatalities
and physical damages of an attack, can be estimated from a simulated security
scenario. Indirect losses like decreased number of future passengers and busi-
ness disruptions are then based on the estimated direct losses and historical
data. This work will be extended with a theoretical analysis, more elaborate
experiments and different underlying models to investigate the theoretical and
practical strengths and weaknesses of this approach.
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Abstract. Through this study, we introduce the idea of applying
scheduling techniques to allocate spatial resources that are shared among
multiple robots moving in a static environment and having temporal
constraints on the arrival time to destinations. To illustrate this idea, we
present an exemplified algorithm that plans and assigns a motion path to
each robot. The considered problem is particularly challenging because:
(i) the robots share the same environment and thus the planner must
take into account overlapping paths which cannot happen at the same
time; (ii) there are time deadlines thus the planner must deal with tem-
poral constraints; (iii) new requests arrive without a priori knowledge
thus the planner must be able to add new paths online and adjust old
plans; (iv) the robot motion is subject to noise thus the planner must be
reactive to adapt to online changes. We showcase the functioning of the
proposed algorithm through a set of agent-based simulations.

1 Introduction

Consider the example of a hospital where patients are transported to the required
location within the hospital (e.g., a medical ward or an operating theater) and
this transportation is performed by dedicated robots (e.g., the robots presented
in [17]). Each patient may have a different medical situation which determines
the urgency of the transportation, thus, a specific temporal deadline. Addition-
ally, in most cases, the arrival of new patients cannot be predicted in advance
but the system must deal with online requests. The robots that operate in this
transportation system share a given environment, thus share the same limited
resources. For instance, a lift or a corridor can be accessed by a limited number
of robots at a time. Finally, robots may not have a deterministic arrival time,
but their motion may be subject to delays (e.g., due to the avoidance of unex-
pected obstacles, such as humans, or due to a noisy robot motion). This example
presents a very challenging problem which requires the robust online planning
of paths for multiple robots with temporal and spatial constraints. In this study,
c© Springer International Publishing AG 2017
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DOI: 10.1007/978-3-319-59930-4 12



Scheduling the Access to Shared Space in Multi-robot Systems 145

we investigate this problem and propose an algorithm that deals with such types
of constraints. The proposed algorithm does not provide the complete solution
that can be directly applied to this example but it is a significant step forward
in such direction which tackles various challenging aspects.

The considered challenges can be ascribed as the core problems investigated
in the two research areas of path planning and scheduling (which we review in
Sect. 2). The former area studies solutions to plan the sequence of intermediate
locations (configurations) that a robot has to visit (implement) for moving from a
starting position to a final destination. Almost every mobile robot system has to
deal with this aspect and, in fact, this research area has been very active since a
few decades and several solutions have been proposed [3,7]. The latter research
area, scheduling, studies how to plan the times of access to shared resources.
Solutions in this area typically aim at problems of sharing computational power
[2], while we are not aware of any work that considered the space as the resource
that needs to be scheduled for a shared access under deadline constraints. Our
work lays at the interface of these two areas; the main idea is to get inspira-
tion from solutions in scheduling, and employ and adapt them for multi-robot
path planning with arrival time deadlines. We illustrate this idea by propos-
ing an exemplified time-space planner which we present in Sect. 3. Additional
constraints that make the investigated problem more challenging, while closer
to a real world application, are (i) stochasticity in robot motion and (ii) online
requests for new paths. The proposed algorithm is reactive and thus able to
modify online the planned paths in response to delays in the robot motion.
Additionally, the algorithm evaluates online new requests and either rejects or
accepts them. The rejection of a request means that there is no possible plan
that would allow reaching the destination within the given deadline without
cancelling already scheduled paths. In this case, possible solutions are either to
cancel already planned paths, or to extend the temporal deadline. The current
version of our algorithm does not make decisions of this type. Instead, when a
request is accepted, the planner may modify, if necessary, other planned paths
which may include the preemption (i.e., the pausing) of a robot that was moving
to allow another robot with a higher priority to access to a spatial resource. We
perform a set of agent-based simulations to verify the correctness and efficiency
of our algorithm in Sect. 4. Finally, we give final remarks on our study in Sect. 5.

2 Related Work

Path planning algorithms can be organised in two macro-categories: deter-
ministic algorithms and stochastic algorithms. Deterministic algorithms are pre-
ferred when agents have few degrees of freedom that determine a limited number
of possible configurations; here, the algorithm can exploit a tractable solution
space and provide provable bounds on the solution quality. Instead, stochastic
algorithms are preferred when the solution space to explore is extremely large
and stochastic exploration is the only resort to speed up the planning time.
In this work, we plan paths over a small graph that allows us to implement a
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deterministic algorithm. Among the most known deterministic algorithms for
planning are Dijkstra’s and A∗; and several variants and extensions of these
algorithms have been proposed (e.g., D∗, or the jump point search) [3,7]. Path
planning in multi-robot systems has been often tackled as an optimization prob-
lem focused on finding the shortest collision-free path [1,11,15,16]. Some of
these works [1,15] included priorities to give precedence to some robots in case
of conflicting access to space. Differently from other works in multi-robot motion
planning, our study takes into account a specific temporal deadline for each robot
(thus, for each path) and hence the planner has to schedule movements both in
space and in time.

Traditionally, real-time scheduling algorithms have dealt with deterministic
execution times such as the worst case execution time [2]. While, stochastic
execution times of tasks have been considered only in a limited number of studies.
Some of them modified existing deterministic algorithms to support variable
execution times, e.g., [10]. Others have implemented heuristic approaches to
schedule tasks with stochastic execution times on multi-processors [9]. All these
works, similarly to ours, have in common the use of probability distributions
to characterize the stochastic execution time of the tasks. In fact, in our study,
tasks are not pieces of code to execute (as in traditional scheduling), but tasks are
robot motions which are characterized by stochastic execution times. Accounting
for time constraints, such as deadlines, in multi-robot systems has been studied
only in a limited number of works, e.g., [5,6].

Other works tackled the problem of allocating resources in multiagent
systems through various methods such as continuous-time DEC-MDP and DEC-
POMDP—decentralised (partially observable) markov decision processes—e.g.
[18], or distributed negotiation protocols, e.g. [8], or metaheuristic approaches,
e.g., in vehicle routing [13]. Differently from ours, this class of studies aim to min-
imize the costs of resource allocation and therefore solve an optimization problem.
Instead, we assume specific deadlines for each task and the minimization of execu-
tion time is not required. Solving a minimization problem adds a level of complex-
ity that is unnecessary for our problem; for example, tasks with very far deadlines
can make a relaxed use of resources. This difference led us to tackle the problem
in a different way, i.e., through a scheduling algorithm.

Another class of problems that presents strong similarities with our study
is railway scheduling [4,14] where train journeys with given arrival times are
scheduled. As a main difference, our study considers the unpredicted arrival
of new tasks which requires to alter the previous schedule and to determine if
accepting the new task is possible or not. Additionally, as presented in Sect. 3,
we include the notion of link congestion which might allow us to consider the
use of resource by entities external to the system under control (e.g. humans).

3 Time-Space Planning Algorithm

The proposed algorithm plans access to a shared space complying with spe-
cific deadlines. We model the environment as a graph in which nodes represent
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locations and links represent connections between locations. We assume that a
link between two locations can be used by only one robot at a time (even if
the other robots move in the opposite or in the same direction, e.g. a lift in a
building). We assume a system composed of N identical robots. A robot may
get a task Ti which is characterized by four attributes: the start time ai,0, the
start location, the destination, and the temporal deadline Di. This information
is not known a priori but becomes available to the planner only when a new
task arrives. In our work we deal with stochastic execution times that can be
characterized through its probability distribution.

When a new task arrives, the algorithm evaluates whether to accept or reject
it through an acceptance test1. A task passes the acceptance test if (i) a feasi-
ble path connecting its start location to its destination is found (space planing)
(ii) and if this path can be completed before the deadline expiration and without
violating any deadline of previously-scheduled tasks (time planning). Our algo-
rithm is reactive to unexpected delays in the robot motion which requires the
adjustments of the generated time-space plan. A robot delay is treated as the
arrival of a new task using as start location the location where the unexpected
delay is reported and as a start time the time at which the robot arrived at that
specific location. The acceptance test evaluation is composed of two phases: space
planning and time planning. The goal of this study is to illustrate the utility of
including a time planning phase—based on scheduling techniques—to allocate
spatial resources in a multi-robot system. To highlight and measure the impact
of the time planning phase in a clean way, we want to limit as much as possible
the influence of arbitrary design choices in the space planning phase, e.g., pos-
sible stochastic components. To this end, in the proposed exemplified algorithm
we rely on a complete and deterministic planning solution. This choice allows us
to illustrate the advantages (and drawbacks) of the time planning phase through
a set of experiments on a small size grid environment. In larger environments,
this solution would not be viable and the space planning phase can be replaced
by any stochastic planning algorithm [3,7].

Space Planning. In this phase, the algorithm finds and orders all feasible paths
between the start location and the destination. These paths are ordered by their
weight which is computed combining two measures: (i) the length of the path
and (ii) the congestion of the links along the path. The path length is a deter-
ministic measure that is defined as the sum of the lengths of all links in the path.
The congestion of a link is a stochastic measure—characterised by a probability
distribution—that represents the number of individuals (including robots and
other entities: e.g. humans) that cross the link during a time unit. The conges-
tion measure allows the system to operate on more realistic assumptions with
which the robots are not isolated from other systems operating in the same envi-
ronment. The algorithm uses the expected value of the congestion distribution.
Since we are dealing with known environments, solid distributions for the links

1 The term “acceptance test” or “schedulability test” is also used in traditional real-
time systems to refer to the decision process of accepting or rejecting a task based
on the ability of scheduling it under the given time constraints.
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congestion can be obtained. These can be time-variant distributions, where the
congestion over links varies over time. Our algorithm applies the expected value
of the congestion according to the distribution valid during the time of planning.
The algorithm combines these two measures (the path length and the path con-
gestion) to compute a weight Wπj

for the j-th path πj and then order the set of
paths Π according to their weights. The weight Wπj

is computed as:

Wπj
= αlπj

+ (1 − α)cπj
, (1)

where lπj
is the length measure and cπj

is the congestion measure of the path πj

and α is a design parameter. The length lπj
is a normalised value in the range

[0, 1] computed as lπj
= Lπj

/Max(Lπ) with Max(Lπ) the longest path between
any two locations in the environment (we do not consider loops). Similarly, the
congestion cπj

is normalised in the range [0, 1] as cπj
= Cπj

/Max(Cπ) with
Max(Cπ) the maximum congestion over all paths in the environment. The com-
putation of all feasible paths may be computationally expensive. We assume a
static environment, therefore, the set of paths Π can be computed offline for all
pairs of start locations and destinations. On the contrary, the congestion measure
may possibly vary over time which requires the online computation of weights
Wπj

and the online ordering of Π. Additionally, in case a link has a limited
capacity (i.e., a limited number of robots can use a link at the same time), the
congestion measure must be updated online each time a new path is planned.
In this study, however, we assume that a link has a very limited capacity for
robots: it can be used by only one robot at a time. This assumption allows us
to simplify the algorithm by ordering Π offline and focusing on the scheduling
algorithm to allocate one link at a time to each robot.

Time Planning. During this phase, the algorithm assesses the validity of the
paths in Π sequentially following the ascending order of their weights. The selec-
tion of the parameter α determines the order of the paths. This parameter has
no crucial effect on the performance of the algorithm since we consider an offline
average of the link congestion and the goal is not to select the shortest path,
but a path that respects the task deadline. The time planning phase algorithm
is complete, thus, will evaluate all paths before rejecting a task, therefore, the
choice of the parameter α may influence only the algorithm speed. A path is
considered valid if it allows the robot to move between the start location and
the destination before the task’s deadline is expired and without violating any of
the deadlines of already accepted tasks. When a valid path πj (j is the order of
the path in the set Π) is found, the task is accepted and the path πj is assigned
to the task without further checking of the remaining paths in Π.

Each link in the path πj represents a spatial resource that could be shared
among several tasks that may attempt to access it with time intersections.
Hence, we need to schedule the time access to these links. We do so through the
widely-used EDF (Earliest Deadline First) scheduling algorithm2. In traditional
2 EDF is a preemptive optimal scheduling algorithm for dynamic priorities. The

tasks’ priorities are updated during the execution of the tasks based on the
current conditions.
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real-time systems, EDF uses the worst-case execution time to check the task’s
schedulability and to generate feasible schedules. For multi-robot systems, this
is not trivial because of two challenges to overcome: First, the execution time
of individual links (i.e., the time spent in crossing a link) is stochastic; Second,
scheduling the access to a particular link influences the execution times of all
further links used by the related tasks due to new preemptions which were not
planned before accessing the link. Therefore, we propose the following approach
to facilitate scheduling.

The execution time ρi(h) of a link h by robot i on task Ti is a stochastic
measure that we model using the normal probability distribution. The time is
determined by two components: the speed and reliability of the robot resulting
in the particular motion time ei of the robot performing Ti, and the congestion
on the link Ch, thus, ρi(h) = ei + Ch. The distribution of ρi(h) can be approx-
imated by a normal distribution [12] according to the central limit theorem.
Hence, ρi(h) ∼ N (μ, σ), ∀i, h. When links have different congestion, the normal
distribution that models the execution time of each links has a different mean
and standard deviation, nevertheless, it does not influence the computations of
the algorithm. Following the statistical 3-σ rule of the normal distribution, the
probability that the execution time of link is smaller than μ+3σ is 0.99. Hence,
considering the planning value ρi(h) = μ+3σ allows the system to operate with
the probability of having delays with respect of the planned time on link h min-
imized to 0.01 = 1 − 0.99. Using this planning value is similar to planning with
the worst-case execution time but considering 99% of the cases.

Evaluating the acceptance of path πj for task Ti consists in checking if exe-
cuting all links h ∈ πj (i.e. moving through them) complies with the deadline
Di and does not violate the deadlines of the already-scheduled tasks. To make
this evaluation, the algorithm computes for task Ti its ready-to-run time θi(h)
at each link h, which is the time at which the robot on task Ti is ready to move
through link h. The expected ready-to-run time E(θi(h)) on link h is computed
as:

E(θi(h)) = E(ai(h)) + E(γi(h)) (2)

where E(ai(h)) is the expected arrival time of robot i at link h and E(γi(h)) is the
expected preemption time of robot i before executing link h. The expected arrival
time E(ai(h)) is computed as the sum of the planned times spent in crossing all
the previous links q ∈ {1, . . . , h − 1} plus the times spent in preemption on the
previous links:

E(ai(h)) = ai,0 +
h−1∑

q=1

(ρi(q) + E(γi(q))) (3)

where ai,0 is the start time of task Ti and ρi(q) is the estimated motion time
(e.g., ρi(q) = μ + 3σ) on link q.

The expected preemption time E(γi(h)) at link h is calculated as a result of
the dynamic priorities assigned by EDF to all the tasks requiring access to this
particular link at the same time. These priorities are assigned based on the links’
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deadlines Di(h), h ∈ πj . The deadline Di(h) of link h is computed as a fraction
of the total deadline Di of task Ti:

E(Di(h)) = E(ai(h)) +
lh
lπj

× (Di − ai,0) (4)

where lh is the length of link h and lπj
is the total length of path πj . After

computing the expected deadline of link h for all tasks that are attempting
to access link h with time intersections, EDF assigns them dynamic priorities
based on their computed deadlines (i.e., shorter deadline higher priority). After
assigning the order in which tasks are allowed to execute link h, it becomes
possible to compute the preemption times for the tasks at this link. For task Ti,
this is given by:

E(γi(h)) = E(REs(h)) +
r∑

q=1

ρi(q) (5)

where REs(h) is the execution time left for task Ts —that was running when task
Ti arrived at the link h— to finish executing link h. This execution time is zero
when there is no task running over link h when task Ti arrives. Furthermore,
r is the number of tasks with a higher priority than Ti. After the algorithm
schedules the access to link h and computes the preemption times of all the
tasks attempting to access this link, it updates the arrival times of these tasks
at all the future links of their planned paths. This update may result in new time
intersections which need to be scheduled. While updating the tasks’ preemption
times, the algorithm checks, at each link, whether there is any violation of the
link deadline Di(h):

E(θi(h)) + ρi(h) ≤ E(Di(h)) (6)

If a violation appears on at least one of the links, the corresponding path is
rejected. Otherwise, it is accepted and assigned to the robot.

Algorithm Complexity. The computations with the highest complexity are
performed by the algorithm during the space planning phase in which the algo-
rithm iterates over all possible paths between any two nodes. Since we are dealing
with known static environments, all these computations are done offline, with
complexity O(mn2). As mentioned above, we selected a complete (but expensive)
space planning algorithm to remove any possible bias coming from the specific
implementation and parameterization of a stochastic path planning algorithm.
However, in case needed, the space planning phase could use a stochastic algo-
rithm to save time and to generate a smaller set of paths.

Since robots (tasks) arrive online, the computations performed by the algo-
rithm during the time planning phase are made online. For a given pair of start-
end locations, the algorithm verifies the time constraints of the paths between
these two locations. The worst case for the algorithm is when no path among
these satisfies the time constraints (i.e., does not meet the corresponding task’s
deadline without violating previously planned paths). This is when the algorithm
rejects the task after going over all these paths and checking Eq. (6), which takes
(m − 1 + n − 1)!/(m − 1)!(n − 1)! time.
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Task Start time Start Location Destination Deadline

co
nfi

g.
1 Task 1 0.1465 3 6 0.34

Task 2 0.47 3 7 12.82
Task 3 0.54 2 7 14.73
Task 4 0.75 2 6 7.2
Task 5 1.09 2 9 10.4

co
nfi

g.
2 Task 1 0.29 1 8 10.357

Task 2 1.36 3 8 12.90
Task 3 2.045 1 6 22.9
Task 4 2.745 2 7 38.14
Task 5 2.96 3 8 19.1

Task Start time Start Location Destination Deadline

co
nfi

g.
3 Task 1 0.03 3 6 0.78

Task 2 0.13 1 6 15.36
Task 3 0.58 3 7 25.67
Task 4 1.055 1 8 13.53
Task 5 1.67 2 8 17.34

co
nfi

g.
4 Task 1 1 1 9 40

Task 2 1 1 9 30
Task 3 1 1 9 20
Task 4 1 1 9 10

Fig. 1. The environment considered in our scenario and the four configurations used
to verify our algorithm. Tasks marked with light-gray are those not accepted by the
algorithm.

4 Results

We performed a set of experiments to validate and showcase the correctness of
the proposed algorithm, to prove the utility of having a time planning phase,
and to estimate the scalability performance for increasing robot density. We
evaluate the algorithm performance in two planning strategies: safe planning and
risky planning. With safe planning, the algorithm estimates the robot motion
execution time (on a link h) as ρi(h) = μ + 3σ and thus the probability of
missing the planned execution time is only 0.01. Instead with risky planning,
the algorithm computes ρi(h) = μ + σ and thus the probability of missing the
planned execution time of a link is 0.32. Testing these two strategies allows us
to compare the predicted algorithm performances with our simulations’ results.
For simplicity, we assume that all links have the same length, and hence their
execution times are sampled from a normal distribution with the same mean μ
and standard deviation σ. The parameter α of Eq. (1) for computing the path
weight is set to 0.5.

4.1 Validation Case Studies

We first start with verifying the correctness and efficacy of the proposed time-
space planning algorithm for a multi-robot system of N = 5 identical robots
through a set of agent-based simulation experiments. The environment that we
consider in our experiments is depicted in Fig. 1, where robots can move between
9 partially connected locations—a small environment increases the chances of
concurrent requests for a same link. In our simulations, we model the arrival
of tasks using a homogeneous Poisson process with rate of 3 tasks/second. The
tasks are generated with random start locations, destinations, start times, and
deadlines. The start location is a node that is selected randomly between the
nodes on the left side of the grid of Fig. 1 (i.e., either node 1, 2 or 3), while the
destination is selected among nodes on the right plus node 6 (i.e., node 6, 7, 8
or 9). The task deadline Di is randomly selected through a uniform distribution
U(ai,0, 3eM ) where eM is the expected execution time of the longest path between
the task’s start location and its destination. We keep μ = 0.7 in all experiments
while we vary σ, with σ = 0.1 for safe planning and σ = 0.3 for risky planning.
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Fig. 2. Results of the agent-based simulations for the four considered task configura-
tions. (upper part) Time-space plans generated by the algorithm (safe planning without
re-planning). (lower part) Success rate for 100 simulation runs in three setups. (Color
figure online)

We let the algorithm to schedule paths for four task configurations, three
of which were randomly generated (config 1, 2 and 3) and one manually chosen
(config 4), see the tables in Fig. 1. The plan is generated online while we simulate
the task arrival and the robot motion through an agent-based simulator. We
execute 100 runs for each configuration and for each planning strategy (i.e.,
safe and risky). The upper part of Fig. 2 shows the four plans generated by the
algorithm (in safe planning with no re-planning). As previously defined, more
tasks (i.e., robots) can stay simultaneously on the same node, however, a link
can be used by at most a robot at a time. In the plots, solid (horizontal) lines
represent a movement on a link departing from that node; the change of node is
then visualised as a vertical dashed line of the same color. Preemption (pausing)
of a task happens when the horizontal line is missing.

We can see that the algorithm generates plans that do not let two robots
access the same link concurrently and produces plans where the accepted tasks
meet their deadline. However, we can also see that in some cases (i.e., configs
1 and 3) the algorithm rejects two tasks (which have very short deadlines).
Configuration 4 has been manually chosen and represents the case in which all
tasks have the same start time, start location and destination while have different
deadlines. In this example, we observe the sequential use of the links according
to their respective deadlines. The lower part of Fig. 2 shows the success rate of
100 simulation runs, i.e., the proportion of runs in which the robot has reached
its destination before its deadline. In each experiment, we simulate the motion
of each robot through its planned path, which is generated online as soon as
the new task request arrives. The robot motion time on each link is computed
by drawing a random number from the probability distribution N (μ, σ). When
the robot motion is slower than planned and the robot misses a link deadline
(see Eq. (6)), the algorithm needs to re-plan the task. We execute simulation
experiments with three setups: (i) safe planning without re-planning if deadline
are missed (red bars of Fig. 2(lower part)), (ii) risky planning without re-planning
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(green bars), and (iii) risky planning with online re-planning when robot motion
has delays (white bars). The first two setups do not allow re-planning, therefore
in case a robot does not meet a link deadline, it stops and the task is considered as
a failure. These two setups, without re-planning, allow us to match the predicted
performances of the algorithm with the agent-based simulation results. In fact,
the algorithm that operates in safe planning (i.e., using ρi(h) = μ + 3σ to
estimate the robot motion execution time) predicts that its plans meets each
link deadline more than 99% of the times. Therefore a path that is composed by
k links is expected to have a success rate of 0.99k. The simulation results match
the predictions: the red bars of Fig. 2(lower part) are always above the respective
white overlaying line which marks the lower bound of success. Similarly, the risky
planning algorithm (which uses ρi(h) = μ+σ) has 0.32 probability to fail on each
link and, thus, a path composed of k links will succeed with probability greater
than 0.68k. Although we see a noticeable decrease in the success rate, the green
bars of Fig. 2(lower part) are always above the predicted lower bound marks
(black overlaying lines). The third set of simulations is performed to highlight the
role of online re-planning. In this case, we allow the algorithm to re-plan the paths
of the tasks which have missed a deadline on a link. While the algorithm operates
with a risky planning strategy, we can appreciate that the system performance
noticeably increases (compared to the no re-planning case, green bars).

4.2 Effect of Time Planning

To evaluate the utility of time-scheduling to access shared space, we compared
our algorithm with a simple algorithm that assigns to each task its shortest path.
Rather than applying time planning, it solves conflicts for accessing shared space
resources choosing at random which path to divert (i.e., robots access shared
links in arbitrary order). We use μ = 0.7 and σ = 0.3 in all our experiments and
we report results for varying number of task requests up to 40. As above, tasks are
generated with random start locations, destinations, start times, and deadlines.
For each data point, we generate 10 different sets of tasks and we simulate 30
task executions on each plan. The lines connect the average success rate and the
vertical bar indicates the standard deviation of the 300 runs. Figure 3a shows
the proportion of completed tasks over the number of requested tasks. For being
considered as completed, a task must be first accepted and scheduled by the
planner, then the robot must execute the plan and reach the destination before
the deadline. Instead, Fig. 3b shows the success rate which is computed as the
rate of an accepted task to arrive at destination by its deadline.

The simple algorithm accepts all tasks, however many of them fails
(i.e., have a very low rate in reaching destinations by their deadlines). Instead,
the time-space planning refrains to accept a task that have a probability to miss
its deadline above a certain threshold (which depends on the strategy whether
it is risky or safe). For low number of tasks the performance of the three algo-
rithms is comparable, however, when the number of tasks increases, our time-
space solution largely outperforms the simple algorithm. Even if this result is
expected because the simple algorithm does not have any strategy to deal with
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Fig. 3. Comparison between time-space planning (both with safe and risky strategy)
and the simple algorithm without time planning phase, in terms of the (a) proportion of
completed tasks and (b) task success rate. (c)Proportion of rejected tasks as a function
of total number of requested tasks.

deadlines, the result displays the effectiveness and utility of the time planning
phase.

4.3 Scalability on Number of Tasks

Figure 3a–c show how, respectively, the proportion of completed tasks, the suc-
cess rate of a task and the proportion of rejected tasks changes as a function
of the number of tasks. The plot of Fig. 3a shows that the risky strategy com-
pletes a higher number of tasks in average. This results is due to the fact that
the risky planning accepts a larger number of tasks, however presents an higher
risk of failure (with a success rate that converges to 0.68, in agreement with the
1-σ rule). Differently, the safe planning accepts fewer tasks but assures a higher
success rate (around 0.99 according to the 3-σ rule). Additionally, we can see
that while the simple algorithm accepts all tasks, the time-space algorithm does
not accept anymore tasks above a certain upper bound, visualised through the
interrupted lines (around 25 tasks) in Fig. 3b. This upper bound is determined
by both the number of tasks (robot density) and the distance between deadlines.

The idea behind time-space planning algorithms is to make a decision before
the beginning of a task’s execution about the probability of that task to succeed
in meeting its deadline. A task begins only if it has a probability of success
higher than a certain value, otherwise the task is rejected before beginning. This
rejection mechanism has the goal to inform beforehand the user which may look
for alternative solutions rather than missing the deadline halfway through.

5 Conclusions

We present an algorithm to plan paths for multiple robots that move in the
same shared static environment. The algorithm plans new paths online as new
requests arrive and manages possible conflicts if more robots want to access the
same resource (space) at the same moment (time). The novel characteristic of
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the proposed time-space algorithm is its capability to plan paths that comply
with temporal deadlines. Additionally, the algorithm is able to adapt online to
unexpected delays in the robot motion which may be caused by internal robot
failures/noise or by external factors that could hamper the normal movement.
Finally, we show through agent-based simulations that the algorithm is able to
generate plans that respect the given deadlines with predictable performance
levels. Natural extensions of this study consists in experimenting the algorithm
performance in more challenging setups where each link has different congestion
and the system is composed of heterogeneous robots, each with different motion
speeds and reliability. Further extensions would consider dynamic environments
(with time variant topologies), and larger link capacities.
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Abstract. With the growing number of applications that require large
data transfers from distributed databases, there is a great need for
efficient distributed data caching methods. It is essential that data is
cached at the best and optimal locations between users and data stores.
Cache management should consider patterns about data usage and make
dynamic decisions to place data across cache units. In this paper, we have
modelled the distributed data caching mechanism using multi-agent sys-
tem allowing to test strategies and algorithms for data placement that
later can be incorporated in the real life applications. Subsequently, we
demonstrate the application of this system to study various distributed
coordination strategies for identifying effective data placement and thus
improving overall cache performance. This study is significant for dis-
tributed system applications.

Keywords: Distributed cache · Agent based modelling · Coordination
strategies

1 Introduction

Introducing multi-agent systems (MAS) into distributed computing can facilitate
implementation and also provide novel characteristics such as more autonomy
to the application system [22]. MAS allows construction of models to solve prob-
lems with variety of frameworks for environment centered analysis, design [3]
and programmable architectures [9]. These architectures enable to create appli-
cation examples such as distributed situation assessment, distributed coordina-
tion etc. to accurately represent and help researchers to develop new insights.
Other examples include, large-scale distributed multi-agent systems in open sys-
tems such as E-Commerce [7], E-Health [14] and E-Governance [23]. Very few
systems in distributed caching have implemented the agent-based approach. In
industrial applications, TIBCO1. has come up with distributed cache scheme
for distributed object management using MAS. In their work, MAS is used
1 https://docs.tibco.com/pub/businessevents-express/5.2.1/doc/html/

GUID-5CA44A37-01E9-4EE4-9922-8F8E70D50E7B.html.
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to define functions such as partitioning, replication, distribution, failure recov-
ery and event handling. In another work in distributed caching, Dimakopoulos
et al. [5] simulate peer-to-peer resource discovery using MAS. Each cache agent
is used to store information to enable the distribution of data.

Distributed data caching is used in applications that need to cope with large
volumes of data which are distributed all over the world2. For users’ queries,
data may have to be collected from multiple data stores before the reply is sent
to the user. When groups of users work on related projects, queries tend to
be repeated fully or partially. Repeated queries need same data to be retrieved
and processed several times causing repeated data transfers, high bandwidth
utilization and thus delayed responses [20]. Setting up several interconnected
cache units to store the most repeated data at locations between users and data
servers help to reduce response time and save processing resources [18]. Thus
distributed caching is an interface between users and data stores.

Distributed caching is a complex system consisting of physical components
such as multiple units of data servers, communication networks, middleware
cache storage units, cache server (processing resources), and users. Cache man-
agement or maintenance is a software component which is considered to be
the soul of the entire system. Maintenance typically happens on cache servers.
Traditionally, cache storage units are small in size. Hence during the cache main-
tenance process, the decision has to be made about storing in cache units the
most relevant data and removing the obsolete data. This means that we have to
identify ‘what data’ to store, ‘where’ a given data segment should be stored,
and for ‘how long’. This is the data placement problem in distributed cache
maintenance. Periodically, an analyzer component (please refer to Sect. 2) col-
lects meta-data by performing an assessment of the data freshness and location
relevance for each of the data segments stored. Analyzer helps cache mainte-
nance to predict future needs based on the meta-data collected. In order to
maximize cache utilization, management must employ approaches to make opti-
mal decisions. Usually cache units are considered to be passive resource units
and they are used only for storage purposes. But often global decision makers
are hampered with knowledge about association between data units at a par-
ticular location. Also, as the overall system grows, global decision making may
prove to be a bottle neck. To overcome these issues, we introduce the idea of
delegating some responsibility to cache. With the knowledge about local data,
caches actively participate in data placement decisions.

Typical applications that use distributed caches have huge number of cache
units set worldwide. Coordinating management component, cache units should
be able to analyze meta-data characteristics of the data usage and communicate
with each other. All these entities are autonomous, intelligent, and contribute
their knowledge towards solving data placement problem. We need to model
interactions between these entities that cooperate and negotiate to make a collec-
tive decision about the best possible location for each data segment. All of these
characteristics make agent-based system very well suited as a tool to model dis-

2 www.ivoa.net.

www.ivoa.net


Multi-Agent System for Distributed Cache Maintenance 159

tributed caching and its processes. Therefore, we propose an agent-based design
and agent-based simulation for evaluation of the presented ideas.

2 Background

Depending on application requirements, several types of architectures are avail-
able to describe the distributed cache system. The architecture we follow is as
shown in Fig. 1a. For the sake of clarity, we mention a data unit stored in cache
as ‘data segment’ and each cache storage unit as ‘cache unit’ here after.

Each cache unit in the overall cache system stores data segments. A cache
system can be in two states - (i) active state and (ii) maintenance state. Period-
ically, cache alters between these two states. Usually, maintenance state is much
shorter than active state. During the active state, the query analyzer receives
requests from users and identifies part of the query that can be answered from the
cache. It fragments the request and searches for the data needed by each of those
fragments in cache units. For any data segment that is not found in a cache, the
coordinator sends requests to databases. It then aggregates all segments together
and sends is to user [11]. During this period, it collects meta-information about
the user query patterns in order to predict future data needs.

(a) Distributed cache architecture (b) Multi-agent architecture for distributed cache

Fig. 1. Distributed cache system and multi-agent model

During the maintenance state, cache refreshment and data placement is per-
formed. While coordinator keeps track of the changes in user query patterns
globally, each cache unit governs the data segments stored locally. In smaller
systems, the query analyzer can keep track of the global index of the data and
hence user interests. But, when the system grows, some of the information is
delegated to caches. Cache units keep track of the information related to each
data segment stored at its own location. Hence, it is important to place each
data segment at appropriate cache unit, so the overall performance of the cache
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system is maximised. Query analyzer and cache units should work together and
coordinate their actions to maintain the overall cache system (shown in Fig. 1b).

Typical diagnostics used for decision making in placing data segments are:
frequency of each data segment queried, time when a data segment was used,
location preference where the data segment was requested, association among
data segments at a given location, number of joins in a query, storage capacity
of the cache unit, and workload characteristics depicting the pattern of query
requests.

Many researchers have worked in the area of distributed caching [21]. But
since we are concentrated on semantic caching based on materialized views (a
hybrid concept) in cooperative environment, we relate our work to this type
of caching only. In an environment and goal similar to us, D’Orazio et al. [6]
proposed a flexible locality based resolution and dual cache solution, based on
semantic caching to improve query evaluation in grid middleware. But, their work
does not use active cache participation. This solution may not be scalable due
to the heavy cache operations. Lillis et al. [13] developed a cooperative caching
scheme for XML documents. This scheme allows sharing cache content among a
number of peers. The proactive cache replacement policy is implemented by each
peer cache checking its nodes before performing a split whenever a specific node
overflows. This work is similar to us but, since caches take decisions indepen-
dently, they tend to miss global data access patterns. Our solution differs in this
aspect. Cache units consult global information and other important diagnostics
before taking decisions on eviction (explained later).

3 System Overview

3.1 Architecture

We have developed a multi-agent model for the distributed cache system. This
model supports two main functions of distributed cache: (i) participation of
agents in active state (regular query process) and (ii) cache maintenance for data
placement (shown inside dotted lines of Fig. 1b) in cache maintenance state. The
system architecture together with major participating agents and their interac-
tions is shown in Fig. 1b. Identification of agents and their roles are modelled
based on our earlier work [10]. We follow a flexible, generic MAS architecture
that can use decision making and information gathering techniques. We have
applied GAIA agent-oriented software engineering methodology [24] because of
its capacity to formally describe agents in distributed systems. The functionality
of agents and GAIA role models are presented in Table 1. Interaction diagrams to
represent interactions among agents are developed using the standards defined
for Agent Unified Modelling Language (AUML) [17].

User agents (UA) are modelled as the software representation of humans
that query databases. Query process is instigated when UA sends a query to
databases. Query response time is measured as the time elapsed from the query
sent from UA to the reply received by a user (Fig. 1b). The main responsibility of
a user agent is to monitor the query response time. UA synchronizes its clock with
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Table 1. Description of GAIA role model of agents

the global clock to measure response time. During the query process, UA can
be in one of the three states, query sent, wait for response or query completion.
Also, user agents exhibit querying patterns related to their interests.

Query analysis agent (QAA) assumes coordinator role in the distrib-
uted caching. It has combined responsibilities for analysis and management.
Hence QAA is a high level abstraction for multiple supporting agents. This agent
assumes coordination and monitoring of the whole query-reply process. It inter-
acts with UAs, maintenance agents and cache agents. In the active state, QAA
is the single point access to user agents. It then fragments incoming queries, and
searches within the cache for the data need by query. QAA divides query into
fragments and resolves which part of the query can be answered by cache. It then
sends the remainder query (part that cannot be answered by cache) to respec-
tive databases. After collecting all the data from sources, data is aggregated to



162 S. Kuppili Venkata et al.

formulate a response. QAA maintains the global index of data availability for
lookup. QAA also gathers meta characteristics of user query patterns from the
workloads during the active state. It sets diagnostics for the use during mainte-
nance state. During the maintenance state, QAA runs prediction algorithms for
future needs with the help of diagnostics collected during the active state. With
the help of other supporting agents QAA creates optimal data placement plans.

Cache agents (CA) are designed to take active part in cache maintenance.
They are cooperative agents. Cache agents handle local data during active phase
and prepare meta data to be used during maintenance phase. Meta data include
knowledge about query pattern, data requirements and associations among data
stored within a cache storage unit. CAs share information and negotiate with
other agents while creating plans for ideal data placement. Cache agents are
functional elements in deciding the scalability of the system.

Placement agent (PA) is an executor agent in the cache maintenance
phase. It revises and recreates data placement plans and supports QAA during
the maintenance state. PA interacts with cache agents to get feedback over the
local information. PA holds multiple responsibilities. PA helps cache agents in
negotiations. It aggregates plans made by cache agents and sends positive or
negative feedback.

Database agents (DBA) are resource (passive) agents. They understand
database load characteristics of the data usage and periodically submits this
information to QAA. Database agents are mainly needed in the evaluation
of database performance for various cache algorithms. DBA is responsible for
assessing data store performance with respect to cache algorithms and decisions
on replication.

Apart from the above main agents, Negotiator Agent supports QAA in
handling negotiations among CAs. Similarly, a Planning Agent is another
supporting role for QAA. Planning Agent is responsible for creating a master
placement plan (distributed query planner) and distributing sub plans to others.
Communication Agent, Network Agent, and Processing Agents have
specific tasks in the overall distributed cache scenario, but they are not discussed
in detail due to lack of space.

3.2 Coordination Strategies in Multi-Agent Systems

Many coordination strategies are available, each of them has its advantages and
disadvantages and there is no universally best method [12]. We choose the most
common strategies used in distributed computing [4] and multi-agent systems.

One of the foremost coordination approaches is the master/slave or client-
server technique [16]. In this technique, the master agent plans and distributes
fragments of plans to slaves. Master has the authority to do task and resource
allocation. Slaves typically are cooperative in achieving common goals visualized
by the master. Master/slave coordination approach is more suitable for central-
ized market structure. Voting methods [1] refer to techniques used to describe
decision making processes involving multiple agents. Voting methods are useful
in applications related to political science, game theory (for conflict resolution)
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and pattern recognition. In weighted voting methods, each vote carries equal
weight while, ranked and confidence voting methods provide a bias to candi-
dates. In multi-agent planning [16], agents build a plan that details all future
actions and interactions required to achieve their goals as well as interleave exe-
cution with more planning and re-planning to avoid inconsistent and conflicting
actions. In multi-agent planning, there is usually a coordinating agent that, on
receipt of all partial or local plans from individual agents, analyses them in order
to identify potential inconsistencies and conflicting interactions. The coordinat-
ing agent then attempts to modify these partial plans and combines them into
a multi-agent plan where conflicting interactions are eliminated. Negotiation
protocols are used in the case where agents have different goals or the use of a
resources by agents can prevent another agent to achieve its goal. The protocol
followed in the negotiation and decision making process that determines each
agent uses its positions and criteria for agreement [2,15]. We also adopt a coor-
dination approach from automatic control systems by obtaining feedback [8].
This strategy is similar to the effective negotiation, where agents reason their
beliefs and desires [19].

3.3 Interaction Among Agents for Data Placement

This section describes implementation of coordination strategies using the agent
model. All strategies are assumed to follow standard rules: (i) all agents abide
by the coordination by agreement (COA); as and when priorities and conditions
of requirements change, coordinator agent broadcasts them to all participating
agents; (ii) all agents accomplish coordination one phase at a time in a joint
activity.

In Master/slave coordination strategy, query analysis agent (QAA) acts
as the master coordinating agent as shown in Fig. 2a. Master aims for equal distri-
bution of data caching at each cache location. With the help of a planning agent,
QAA decides the placement of data using first come first placed basis according
to cache storage space availability. Thus master follows a greedy strategy and

(a) Master/slave strategy among cache
agents and query analysis agent

(b) Voting strategy among cache agents and
query analysis agent

Fig. 2. Master/slave and voting coordination strategies in the system
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ensures to place each data segment at a first available best position. This strat-
egy is the simplest of all and needs minimum number of inter agent-message
communications. But, master/slave strategy suffers from improper distribution
of data placement and thus longer query response time as there is no feedback
from cache units (slaves).

Unlike master/slave, voting strategy enables cache agents to vote for the
QAA’s (coordinator) decisions. This strategy allows local interests of a cache to
be expressed through voting as shown in Fig. 2b.

Fig. 3. Multi-agent planning

Cache units can vote based on the
local knowledge (bias) such as affin-
ity among all data stored within a
cache unit. Polling of votes is done
to accept or reject the whole plan.
A plan is accepted only when it is
accepted by majority of voters. Coor-
dinator first starts with a basic plan.
If rejected, improved plans are cre-
ated by adding another qualifier to the
heuristic. Coordinator follows a greedy
strategy and ensures to place each data

segment at first available best position. In Multi-agent planning strategy,
cache agents develop plans keeping local benefit in view. Agents make indi-
vidual plans using different heuristics. Here the Placement Agent (PA) acts as
coordinator and resolves conflicts and develops a new global plan. Coordinator
resolves contention when more than one cache unit bids to store a specific data
segment or placement of new data (shown in Fig. 3). For example, a cache agent
with larger data storage capacity may use storage capacity for heuristic where as
another agent with high cache hit ratio might consider data frequency. PA must
consider common interests to resolve conflicts. Thus placement agent follows a
greedy strategy and ensures to place each data segment at a first best position.

In Negotiation strategy, cache agents negotiate with each other to maxi-
mize cache site utilization as shown in Fig. 4a. In multi-agent planning, partici-
pating cache agents generate separate plans and submit them to the coordinator.
Negotiation allows peer to peer communication with other cache agents to discuss
plans. Negotiations are carried on till they reach to a mutually agreed solution.
Each cache agent starts with their own objectives and benefits. This strategy
uses all of its diagnostics to calculate the cost of placement to decide the ideal
place. Hence many iterations of negotiations are needed before agents converge
to a final decision. With a decentralized approach, the cache system may not
suffer from bottlenecks with the scaling up of the system. Also, by considering
multiple diagnostics, negotiation can predict user preferences well and recom-
mend the most ideal place for each data segment. On the other hand, it suffers
from the big inter agent message communication overhead. When negotiations
run into infinite number of iterations, the coordinator agent (QAA in this case)
may force cache agents to stop from going into infinite interactions.
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(a) Negotiation among cache agents and
query analysis agent in the system

(b) Negotiation with feedback among cache
agents and query analysis agent

Fig. 4. Negotiation and feedback coordination strategies in the system

Feedback strategy is an extension of negotiation strategy that aims to
reduce inter agent message communication overhead. Feedback strategy employs
a negotiation agent to provide feedback after every iteration to cache agents. It
calculates the overall cost of data placement and provides feedback (shown in
Fig. 4b). When negotiations are not contributing to the improvement of the final
results, negotiation agent may provide negative feedback refraining concerned
agents from further negotiations. Thus feedback helps to reduce communication
overhead and help the negotiations to converge quickly.

4 Evaluation

We have conducted a number of experiments to study various variables using
Java based simulator developed for the research project. Due to space constraints
studies related to three important metrics are presented. We have used synthetic
workloads generated in our tool3 to evaluate distributed strategies devoid of
noise introduced due to communication networks, etc. Each workload is a set of
queries with varied repetition distribution of queries. A workload is defined as a
tuple: W =< N , s, r, t, n >; where, W is the workload, N = total number queries
during the observation period, s = percentage number of queries repeated within
the workload, r = statistical distribution with which s queries are repeated, t
= statistical distribution with which queries are sent, n = number of cache
agents in the experiment. For example, a workload <30000, 20, poisson, uniform,
45> describes a workload (W) of 30000 queries; 20% of queries are repeated in
a poisson distribution among the workload; inter query arrival rate is set to
uniform distribution; and number of cache agents = 45.

3 Links to our query generator will be made public later.
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We made the following assumptions to maintain the uniformity across all
strategies:

– All queries have equal complexity to keep the processing requirements equal.
– All cache units have identical server configuration. They are assumed to be

located near to user groups. Hence cache agents can use location preference
in their negotiations. Similarly, all data servers are assumed to have identi-
cal hardware configuration. We did not consider server-side cache for these
experiments.

– Communication network is assumed to be congestion free and transmission
lines are always available for data transfers. This assumption is valid to eval-
uate the performance of a strategy alone.

Average query response time is an important metric to evaluate cache
performance. Response time is calculated as the total time elapsed between the
time a query is sent from user agent to the time user agent receives response.
Hence, response time depends on the data availability at a nearby cache location.
Thus, response time indicates the effectiveness of a data placement as well. In a
typical scenario several queries are sent simultaneously and the processing takes
place in parallel. Here we calculated the average response time for a workload.
Each of the experiments were repeated 8 times and median value is calculated
below for the comparison study. Time spent for a process to complete is measured
in terms of simulated time ticks. A tick is a unit time needed to complete it’s
execution.

Response time =
1
N

n∑

i=1

(Di + li + di + qproc), (1)

where, i = ith query, N= total number queries during the observation period,
D = average processing time at data servers, l = cache latency (time spent at
query optimizer + lookup time), d = data transfer time on network and qproc =
assemble time of cached data segments and remainder queries.

Average response time for varied query repetition distributions: Average
response time was observed in this experiment for varied query repetition distri-
butions as shown in Fig. 5a. For workload W1 =< 30000,20,*,uniform,50>, each
experiment was conducted several times and average was taken. We followed
Least Recently Used (LRU) policy to for cache refresh during maintenance.
From the results, random and uniform distributions of repetition of queries in
the workload (where any particular query repetition pattern is not present) have
resulted in the two highest response times across all strategies. This may be due
to the deletion of queries based on LRU. Among the strategies, as master/slave
does not consider cache agents’ preferences, average time for master/slave has
the highest response time over every query repetition pattern. Negotiation has
exhibited high response times with large communication overhead. While poisson
distribution has low response time consistently.

Average response time for varied number of queries: Based on the lower response
time for poisson query repetition pattern as shown in Fig. 5a, we focused on the
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(a) Average response time with workload vari-
ation

(b) Average response time for poisson work-
load pattern

(c) Look up time variation (d) Communication overhead with varying
workload patterns

Fig. 5. Experimental evaluation

response time with respect to increasing number of queries in Fig. 5b. With
workload W2 =<*,20,poisson, uniform,50>, almost all strategies stabilize with
the increase in number of queries due to the heavy repetition of few number
of queries in poisson pattern. Multi-agent and voting have low response times.
Negotiation and feedback resulted in high response time and almost similar to
Master/slave. But in general they are low as these strategies could find an ideal
data placement better than other query repetition distributions. Feedback has
shown clear advantage over negotiation. This experiment is to test the scalability
of coordination strategies for increased workloads.

Lookup time is another important metric for cache performance and a mea-
sure to consider for scaling up of the system. Lookup time is the time needed for
query analysis agent to update query index and search for a stored segment due
to reordering of data placement after each cache maintenance period. Figure 5c
shows the lookup time needed for varying number of cache agents in the system
for W3 =< 30000,20,poisson, uniform, * >. Almost all strategies have linearly
increased with increasing number of cache agents. Lookup time for negotiation
and feedback are higher than others. This may be due to the higher number of
data replacements done by them. Master/slave and voting strategies are quicker
in comparison with other strategies and can help to scale the cache system.

The communication overhead in terms of number of internal messages
needed for a strategy to reach a decision with workload pattern variation is



168 S. Kuppili Venkata et al.

shown in Fig. 5d for W4 =< 30000,20, *, uniform,50>. Master/slave, voting and
multi-agent have the lowest overhead with finite number of communications per
cache agent. These strategies are ideal for open systems that uses Internet as
applications need to set up huge number of proxy caches over the network. Being
iterative, negotiation strategy needed the highest number of internal messages.
Though feedback is lower than the negotiation, the worst case for feedback may
go up to the maximum similar negotiation.

5 Conclusion and Future Work

In this paper, we have presented a multi-agent system to model distributed cache
system and the study of optimal data placement for cached data to achieve higher
performance. We chose master/slave, voting and multi-agent planning strategies
to represent centralized coordination as well as negotiation to represent decen-
tralized or peer to peer coordination in our study. We introduced a new feedback
strategy to refine negotiation. Feedback will help to reduce the message explosion
due to inter-agent communications in negotiation. Though master/slave is sim-
ple to implement, it has high response time due to the lack of knowledge about
user preferences. In negotiation strategy the advantage of considering multiple
diagnostics for recommending an ideal place is totally eclipsed by the inter-agent
communication overhead. Limitations on the evaluation is not extensively dis-
cussed as the main aim of this paper is to present the MAS. In future, we would
like to implement other coordination strategies with cache refresh policies. We
also plan to incorporate this model in real life applications and compare with
existing non multi-agent approaches.
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Abstract. The overall aim of this research is to develop an adaptive dig-
ital coaching system that gives seniors personalized support for increas-
ing physical activity, and promoting participation in social activity and
their own care. The main research question is how can different behav-
ioral and motivational factors of an individual be formally integrated
into the knowledge base of a coach agent for generating support tailored
to the individual’s needs and preferences in a specific situation?

The results include a theory-based motivational model incorporat-
ing different person-centric factors, and an algorithm for generating the
adaptive and persuasive behavior of the agent that aims to motivate
the individual. These are integrated in a mobile coaching application
together with a set of theory-based motivating messages targeting pri-
marily physical and social activities. Future work includes the develop-
ment of methods for handling conflicting motives, and user studies.

Keywords: Agents · Behaviour change · Persuasive technology ·
Personalisation · Physical activity · Social inclusion · Older adults

1 Introduction

The generic aim of this research is to develop an adaptive digital coach that
gives seniors personalized support for increasing physical activity, and promot-
ing participation in social activity and their own care. A basic observation is that
such intervention will necessarily aim to change the individual’s behavior, which
puts particular demands on the design and behavior of the system. Motivation
is identified as a core factor when changing routines for maintaining or improv-
ing health, e.g., adhering to a treatment. Only few Behavior Change Systems
are embedding theory-based components of motivation and behavioral change
([20,21]), consequently, it is still largely unknown what effects on activity per-
formance personalized technology can provide that is based on theories on moti-
vation and human activity. This research aims at investigating how particular
c© Springer International Publishing AG 2017
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theories may be formalized and applied for personalization purposes for improv-
ing health, and whether such theoretical models may be consistent and useful in
a realistic setting. A particular aim is to explore how different behavioral and
motivational factors of an individual can be formally integrated into a agent-
based coaching system for generating support tailored to a specific situation.
This was done by:

1. developing a theory-based motivational model incorporating different person-
centric factors,

2. developing a personalization module for generating the adaptive behavior of
the agent that aims at motivating the individual, and

3. integrating a set of motivational messages categorized based on theory tar-
geting primarily physical and social activities, which forms the motivating
content of dialogues between the user and the agent [10].

For developing the adaptive behavior of the system the perspective was taken
of autonomous, intelligent and assistive agents [5,9,12], cooperating with the
human in the different activities to be conducted: first the baseline assessment of
functioning, ability and health; then the iterative cycle of adapting the interven-
tion, which includes (i) the (re-)planning of intervention; (ii) the conduct of the
planned activities; and (iii) following up (evaluating) the intervention (Figure 1).
The following section introduces the theoretical foundation for adaptation, fol-
lowed by an introduction to the software in Sect. 3 and an outline of the adaptation
strategy in Sect. 4. The generic behavior of a software agent with the role to assist
and motivate the individual in these tasks was outlined in a model of goal-based
activity (Fig. 1). Key in this process is the agent’s aggregation and updating of
(i) the user model (Sect. 5), (ii) the motivational model (Sect. 6), (iii) its own goal
setting (Sect. 7), (iv) selection of adaptation strategies (Sect. 7), and (v) evaluation
of the situation. The article ends with a brief discussion and an outline of future
work in Sect. 8.

2 Theoretical Foundation for Adaptation

A knowledge-based user modeling approach is applied, which is combined with
methods for identifying specific individual features [13]. A theory-based app-
roach was applied for developing the motivational model and decision-making
framework. Our work that aims to identify specific individual features is based
on two main theories: Activity Theory (e.g. [11]), which provides systemic models
for describing and explaining humans’ purposeful behavior in a context, and the
Self-Determination Theory (SDT) [22] regarding behavioral change and devel-
opment of motivation in humans.

Activity Theory has in this work been used in the analyses of activity, both
the collaborative activity involving the human and the agent, and the agent’s
activity, consisting of actions and sub-actions (Fig. 1). The prototype applica-
tions have the role of common mediating instruments in activities (Fig. 2).
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Fig. 1. The cooperating human and software agents’ activities in generic terms. The
software agent’s sub-actions that are marked with (*) are described further.

The SDT concepts intrinsic and extrinsic motivation, meaning internally
motivated or externally motivated activities respectively are applied. Individu-
als can be motivated because they value an activity with personal commitment
(intrinsic motivation) or because there is strong external coercion (extrinsic moti-
vation) [22]. Moreover, intrinsic and extrinsic motivation can be characterized by
the importance given to personal goals related to an activity. Following Activity
Theory the purposeful activity oriented towards a motive serves to fulfill needs
[11], and in this work three particular needs defined by SDT are focussed: auton-
omy, relatedness and competence [22]. Th hypothesis is made that different types
of motivation and consequently activities require different motivating strategies
to be mediated by an intelligent coach agent. To create a person-centric and
adaptive system for intervention more knowledge is needed about what moti-
vates the individual to change a behavior and translate these into measurable
factors, for using them to guide the adaptive behavior of the coach agent. In
this work we review and synthesize theories of human occupation and motiva-
tion (e.g. [11,17,22]), expertise from the domains of occupational therapy and
physiotherapy, and the results from earlier research to form a model of motiva-
tion. The model supplements our earlier developed models of human activity and
domain knowledge used by agents when aggregating user models in personalized
systems for healthcare [1,8,14,18].

3 Platform for Development and Interaction Design

ACKTUS was used as software platform for the development of prototypes [15].
ACKTUS is a web-based content management system that builds upon a core
ontology that is extended for different knowledge domains, and a set of ser-
vices for the execution of applications. ACKTUS is used for managing user
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authentication and user information, knowledge-based content and structure of
the applications in focus for this work. The content, structure and some pre-
defined behavior of the prototypes were developed by health professionals and
interaction designers by using ACKTUS. This was done by extending a knowl-
edge base developed in earlier studies, which will be further described in Sect. 5.
The adaptive behavior of the coach agent embedded in the mobile application
mHemmaVis is generated by a personalization module developed as part of this
research.

Fig. 2. Examples of baseline questions (A-C), and example of a response by mHem-
maVis if the activity has been performed, and a question about reasons when an activity
has not been performed. (Color figure online)

HemmaVis is used by the senior as an instrument for the baseline assess-
ment and mHemmaVis is used by the senior for planning activities, setting and
adjusting goals, and follow up activities through self-assessment (Fig. 2).

There are three situations with different purposes when the user is invited
to become engaged in a dialogue with the agent: (i) to outline planned activities
for the current day (breakfast time), (ii) to reflect on the activities of the day
and evaluate these (dinner time), and (iii) to revise the plan of activities (dinner
time every third day) (Fig. 2).

The planned activities for current day are presented to the user as a checklist
with the possibility to mark whether they have performed the activity or not.
After the user has reported if (s)he has performed an activity, the activity is
augmented with a happy green face for reinforcing the accomplishment in the
list of activities, and no face for activities not performed as planned. In both
cases an encouraging message is provided and if not conducted, the question
about the reason/s for not doing the activity.

4 Outline of the Adaptation Functionality

The agent model follows the BDI format containing Beliefs drawn from the
ACKTUS knowledge bases, Desires in the form of goals, and Intentions, forming
plans of actions, components which will be described in the following sections.
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A generic model of the cooperative agent’s behavior was defined that includes
a repertoire of goal-oriented actions, and a decision-making strategy for adapta-
tion (Sect. 7). The personalization module takes as input the motivational model
relating to the activity to be conducted, which includes the evaluation of ear-
lier performed activity, and the current situation, including self-assessed and, if
available, computer-generated assessment of performance and capacity (Sect. 6).
The output of the module is a “decision set” of services (i.e. the agent’s preferred
goal-based actions) tailored to the human and a situation. In our case study the
actions are posing questions to collect information and/or providing reminding
and encouraging messages tailored to the situation and the individual (Sect. 7).

The following is a generic algorithm for the adaptation of messages that will
be further described in the following sections:

– Identify the Situation that represents the individual’s situation in which (s)he
conducts an activity.

– Fetch a set of messages based on the current Situation.
– Fetch relevant information from the User Model.
– Create the Motivational Model relating to the current Situation.
– Set goals for the agent.
– Select and apply a decision-making strategy for adaptation (i.e., how to select

the optimal actions and create a plan, here select the optimal motivating
message).

– Return a decision that includes the motivational message tailored to the per-
son and her/his situation.

5 The User Model

A multi-layered model of the user is developed where relationships among phys-
ical, environmental, personal and mental factors are defined. This is a generic
model generated based on the baseline assessment and updated when new infor-
mation is collected, e.g. in a followup situation. In situations of specific activity,
a tailored motivational model is aggregated, which explains the current activity
performance and motivates the agent’s behavior (Sect. 6).

The information about the user is collected through the HemmaVis Baseline
assessment protocol, which is a knowledge-based structure modeled in ACKTUS
by health professionals. The information is partly based on instruments used in
daily occupational therapy practice, and consequently, the HemmaVis Baseline
functions as a tool for therapists similar to [4]. An earlier version of this protocol
was applied in a study [14], and was modified and further developed in this
research, which will be described in this section. The users access the baseline
assessment through a web interface, e.g., on a touchpad. HemmaVis mediates
the structured protocol containing the questions, and organizes the mediation of
person-tailored follow-up questions, also based on the domain experts’ modeling.
A user model is automatically aggregated based on the information. The user
model contains information about the (1) client’s preferences and prioritized
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Fig. 3. The actions the software agent selects among have different purposes, either
to develop/change or support the client’s capacity when performing an activity. Con-
sequently, the actions target different properties of the user, here described from the
domains of the user model and situation.

activities, (2) functions and ability to perform the prioritized activities, (3) daily
routines and environment, and (4) an activity model containing preference and
motivational information associated with each category of activity selected by
the individual.

The ACKTUS core ontology, and consequently the information within the
user model and motivational model, is partly built upon the terminology model
provided by the International Classification of Function, Disability and Health
(ICF) provided by the World Health Organization1, which includes classes for
body functions and body structures, activity and participation, environmental fac-
tors and personal factors (Fig. 3). ICF is supplemented with different validated
instruments from the rehabilitation domains. The person-specific information
that builds the user model is associated to items in the knowledge base, and
stored in the Actor Repository. A user model is described as a tuple

UM = 〈G, AM, PF, PH, COG, ENV 〉
where G is a set of the individual’s goals relating to the activities in AM , AM is
the set of selected activities that builds the activity model including preferences
and motivation, PF the set of personal factors including motivation levels, PH is
the set of physical functions, COG is the set of cognitive functions, and and ENV
is the set of environmental factors (see Fig. 3). The information is categorized
based on what concept in the ontology is associated to the information. The goal
for each activity is to complete it in a satisfactory way measured with the same
scale as for satisfaction, following a plan further described in Sect. 6.

During the baseline assessment conducted using (computer-supported) inter-
views, the client specifies for each category of activity the following:

1. Importance: The degree of importance to the client following a five item
scale ranging from not important to most important (Fig. 2A),

1 http://www.who.int/classifications/icf/en/.

http://www.who.int/classifications/icf/en/
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2. Satisfaction: To which extent the activity is currently being performed in
a satisfactory way. The categories of degrees relate to satisfactory or not
satisfactory, here distinguished between too extensively, or too little (Fig. 2B),

3. Intervention: Whether or not the client wants to have support from assistive
technology to manage the activity, and thereby define a goal relating to this
activity.

In addition, the following information is collected:

– Personal information: Gender, age, social factors, living conditions, etc.,
– Daily routines: Daily and weekly habits,
– Activities: Specific prioritized physical and social activities,
– Health: Pain and sleeping conditions.

This information can be used for generating a personalized model of each
activity, defined in Sect. 6.

The content of the baseline assessment application HemmaVis was developed
by modeling structured questions, which were associated with the motivation-
related concepts. Content of the applications such as motivational messages were
also categorized and formalized by associating each to a type of motivation. The
level of physical activity was measured by the International Physical Activity
Questionnaire (IPAQ) [6], and the motivational level towards physical activ-
ity were measured with The Behavioral Regulation in Exercise Questionnaire
(BREQ 2) [16], both instruments were digitized and integrated. The rationale
for using these two instruments is to be able to measure changes in the individ-
ual’s physical activity and in their motivation level. The results from the BREQ
2 were also used to calculate the individuals Relative Autonomy index (RAI).
The index is used to determine each individuals motivational level. The levels
are matched to the four types of motivations defined in SDT. This information is
used for selecting a message tailored to the person and to the situations involving
exercise activities.

The BREQ 2-based motivation index is supplemented with a simpler index
based on questions about how important certain categories of activities are to
them. The evaluation is based on a 5-grade scale. A threshold is applied for
classifying the person into either intrinsically or extrinsically motivated for each
type of activity. An activity is interpreted as externally motivated when the
client value its importance low and vice versa.

6 The Motivational Model

Instrumental in the agent’s decision-making is the motivational model, which the
agent needs to aggregate in each situation, and tailor to the particular activity to
be conducted, since the person’s preferences and conditions may change, which
affect also the person’s motivation. Consequently, the Motivational model is
aggregated based on a situation, the individual’s current plan of actions, and the
relevant content of the user model defined in previous section. In this section the
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situation, plans and other information specific for generating the motivational
model is presented.

Which activities and goals to focus is determined by the situation. The fol-
lowing definition of a Situation is applied:

Definition 1 (Situation)
A representation of an individual’s Situation is a tuple SITu =
〈au, status, satu, t〉 such that:

– au is the activity that an individual is conducting: physical and/or social.
– status is the state of the activity at a particular moment and can take one of

the values: not initiated, or completed.
– satu is a self-assessed evaluation of the individual’s satisfaction with respect

to the activity.
– t is the time when the information of the Situation is captured (timestamp).

The person-specific information regarding the activity is specified in the user
model, as presented in previous section. The following definition of an Activity
Model is applied:

Definition 2 (Activity Model)
A representation of a specific activity in relation to the individual user
(Activity Model) is a tuple amu = 〈au, importanceu, satisfactionu, goalu,
interventionu, MotRAIu, MotSIMPu〉 such that:

– a is the activity that an individual is conducting: physical and/or social.
– importance can take one of five values in the range between: most important,

and not important.
– satisfaction can take one of the five values too little, a bit too little, satisfac-

tory, a bit too often, too often.
– goal is to achieve the activity and measure the performance satisfactory.
– intervention is a boolean value whether the activity is desired by the user to

be supported by the system or not.
– MotRAI is the motivational level based on RAI for physical activities.
– MotSIMP is the motivational level based on importance, and is either

intrinsic or extrinsic.

The activities that the user specifies in the baseline assessment builds AM ,
a set of prioritized activity models.

An individual’s plan that is formed in the interaction with the system
(PLAN) is defined as a set of plans relating to specific activities in AM ,
where the activity is marked as intervention = yes, and that has a Schedule:
plana = 〈g, Schedule〉 where g is the individual’s goal relating to one of the
activities. Schedule is a set of days selected by the individual for conducting the
activity.

The part of the plan that is relevant for a specific situation (PLANsit) is
included in the motivational model, and is based on which activity is specified
in SIT , and which activities in PLAN have schedules that includes t, specified
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in SIT . Consequently, the agent will have information about competing goals
that may interfere with performance, or reinforce performance for the activity
in focus.

To summarize, based on the situation in focus (SITcurr), the activity model
(AMsit) and plan (PLANsit), both relevant to the situation, can be generated.
This information forms the core parts of the Motivational Model, which is defined
as follows:

Definition 3 (Motivational Model)
A representation of the individual’s Motivational Model is a tuple MMu =
〈SITcurr, SITpast, PLANsit, AMsit, RESsit〉 such that:

– SITcurr is the current situation following Definition 3.
– SITpast is the past situations following Definition 3.
– PLANsit is the plans relevant to the current situation.
– AMsit is the set of activities relevant to the current situation, following

Definition 2.
– RESsit is other relevant information obtained from the user model.

In a Situation such as presented in Definition 3, information from past Situa-
tions (i.e., previous achieved goals, activities or status) is relevant for an individ-
ual, since it affects how the individual adjust his/her preferences and motivation
related to activities. As such, it may increase, or decrease motivation. Therefore,
an overview is included in the mobile application that shows the user what has
been accomplished in the past days SITpast in conjunction with the plan for the
current day PLANtoday, since it is assumed that the information will increase
motivation.

The individual’s resources (and potential barriers) relating to a particular
situation is described as a tuple

RESsit = 〈PFsit, PHsit, COGsit, ENVsit〉

where PF the set of personal factors, PH is the physical functions, COG is the
cognitive functions, and and ENV is the environmental factors.

The Motivational Model can be related to the basic needs specified in the Self-
Determination Theory (SDT) autonomy, competence and relatedness. Autonomy
and competence are mainly dependent on the individual’s resources, and are
therefore taken into consideration in the Motivational Model. The fulfillment of
relatedness is dependent on the settings of a particular activity. Consequently, a
subset of the activities selected by the individual is expected to fulfill the need
for relatedness, e.g., spending time with family members, or taking walks with
friends.

To summarize, the motivational model contains information that can be used
for (i) tailoring the immediate response to the current situation, (ii) tailoring the
response to the characteristics of the particular activity (importance, satisfac-
tion, motivation), (iii) tailoring the response taking competing or supplemen-
tary goals into consideration, (iv) tailoring the response by relating it to past
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achievements, and (v) tailoring the response taking personal and environmental
resources into the argumentation about achievements. In the following section
the first two are taken into consideration in an algorithm that selects motivating
messages.

Input : Motivation Model MM , Activity Model amu, set of messages
MSGList

Output: Personalized message

1 Let MM = 〈SITcurr, SITpast, PLANsit, AMsit, RESsit〉 be a
motivational model ;

2 Let amu = 〈au, importanceu, satisfactionu, goalu, interventionu,
MotRAIu, MotSIMPu〉 be an activity model;

3 Let MSGList be an empty list;
4 Let motTypes ← ∅ be the motivation classes in motivation ontology

relevant to the person ;

5 initialization;
6 MSGList ← FetchSituatedMessages(); /* returns the messages

tailored to situation */

7 motType ← MotRAIu; /* gets the current motivational level */

8 motTypes ← FetchMotTypes(); /* returns the motivation classes

tailored to person */

9 motTypes = {mot0, . . .motn} where n ≥ 0; /* n is the most generic

motivational type in the ontology */

10 for mot0 ∈ motTypes to motn do
11 if mot0 �= ∅ then
12 MSGList ←MatchToProfile(RESsit); /* gets all messages

considering RESsit information */

13 MSGList ←ExcludeDislikedMessage() ; /* excludes disliked

messages */

14 MSGList ←ExcludeSentMessage() ; /* excludes already sent

messages */

15 end
16 end
17 return GetFirst(MSGList); /* returns the first message of

MSGList */

Algorithm 1. Selection of the personalized message to be delivered in a
situation.

7 Selecting Motivational Messages

The messages were classified into different motivation types and associated to
different situations [10], e.g., when having accomplished a certain type (social
and/or physical) of planned activity (PA messages), or when not (NPA mes-
sages). The situations were represented as protocols in ACKTUS containing a
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set of messages. Each situation was associated to a category of activity, and this
information is applied in the algorithm for selecting a message.

In this setting, the problem that the agent has to solve is decide upon and per-
form the most optimal behavior that promotes a particular activity, for example
through motivating using tailored messages.

The following set of actions is defined for the software agent s (Figs. 1, 3):

Actions = {observe, ask, guide, remind,motivate, persuade}
These actions serve the following goals: (i) collect new information (observe and
ask), (ii) optimize activity performance (guide), (iii) enhance cognitive ability and
effectuate focus shift (remind), and (iv) change attitudes (motivate, persuade).

Different strategies and combinations of strategies can be defined for solving
the problem of finding the most optimal actions. In the current implementation
the agent’s goal-based actions remind, and motivate through encouragements
and motivating feedback on the activity au, tailored to the Situation are applied.
The strategy described in Algorithm 1 is to follow the motivational model in the
selection of the optimal motivational message in the particular situation where
the agent’s goal is to motivate. The strategy was chosen in the current implemen-
tation for the purpose to collect as many responses as possible to the messages
that was optimized to the individuals participating in a pilot user study. The
number of alternatives in the individual case is reduced by removing the messages
that the user has evaluated as not motivating or disliked. Results showed that
the older adults were appreciating the tailored messages, and was entertained
while having the dialogues. However, the pilot study focussed primarily on the
interaction design and not the motivational model. Further, too few individuals
were included with the different motivational profiles, and the application was
not used long enough to show any sustainable behavior change.

8 Discussion and Future Work

A coach agent promoting a healthier behavior in a user needs to adapt to the sit-
uation including the user’s changing motivation, preferences, activity etc. How-
ever, research in technology-based health interventions (e.g., treatments), and
persuasive and behavior change technology are still in its early stages. Only few
Behavior Change Systems are embedding theory-based components of motiva-
tion and behavioral change, although motivation is identified as a core factor
when changing routines for maintaining or improving health ([20,21]), conse-
quently, it is still largely unknown what effects on activity performance per-
sonalized technology can provide that is based on theories on motivation and
human activity. Typically, simplistic models of human behavior and technology
are forming interventions, often assuming that people will make rational deci-
sions if only they become sufficiently informed in the situation when they need
the information [7,12,19]. Although behavior change is essential for improving
many aspects of life, our habitual systems, conflicting motives and contextual
factors are often preventing change, also in the presence of vital information
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(e.g., [2,3]). Consequently, a new generation of digital assistants, or software
agents, is needed that handles such complexity of human activity. Such agents
should be able to adapt its behavior to the individual, motivate, guide and coop-
erate with the individual in pursuing goals that promote physical, cognitive,
mental and social well-being [12,23].

The results of the research presented in this article provides a step forward by
forming a theory-based motivational model that captures conflicting motives and
preferences, and which serves as instrument for the coach agent in its decision-
making. Further, the results includes a strategy for adaptation that will be fur-
ther developed in future work to also handle conflicting motives. Future work
includes the development of theory and methods for tailoring the response taking
competing or supplementary goals into consideration, and tailoring the response
by relating it to past achievements. User studies conducted over a longer period
of time involving groups of users with different types of motivation and goals
will be conducted to evaluate the users’ experience of interacting with the coach
agent, and for measuring the potential effects on behavior change.
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Abstract. A key aspect of software architecture design is to satisfy
quality-attribute requirements, such as performance or modifiability.
This is usually a complex task, because there are often several candi-
date solutions meeting the same requirements, and the quality-attribute
tradeoffs of those solutions need to be considered by architects. In pre-
vious work, we developed an agent-based approach called DesignBots to
assist architects in the exploration of design solutions driven by quality
attributes. The agents performed a local search, each one optimizing a
particular quality, but they were limited regarding tradeoff analysis capa-
bilities. In this paper, we propose negotiation techniques for improving
the tradeoff analysis of the agents, inspired by how human architects
(and stakeholders) normally work in real-life projects when assessing
alternative designs. In particular, we develop two negotiation strategies
that integrate with the DesignBots framework. The experimental results
obtained so far with an architectural case-study show that the negotia-
tion can produce more satisfying tradeoffs than those currently provided
by DesignBots.

Keywords: Software architecture design · Quality attributes · Tradeoff
analysis · Multi-agent search and negotiation

1 Introduction

Designing a software system in such a way it meets the main quality-attribute
requirements (e.g., performance, modifiability, security) is a complex, and error-
prone activity, even for experienced architects. A factor that contributes to this
complexity is the existence of multiple alternative solutions for the same require-
ments. The architectural design process can be seen as a search through a large
design space, in which the solution space is n-dimensional and each dimension
represents a different quality attribute to be optimized. Along this line, a quality-
attribute tradeoff means that a quality is satisfied (by a given architecture of
the design space) at the cost of negatively affecting another quality (e.g., mod-
ifiability versus performance). In previous work, we developed the DesignBots
approach to assist architects in architecture exploration [5,6].
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DesignBots provides a framework that divides the architectural knowledge
into separate components, i.e., agents called dbots, each one focused on opti-
mizing a single quality attribute. Usually, an agent represents the interests of
a particular stakeholder regarding the architectural solution. Given an initial
architecture, each agent explores (by means of local, heuristic search) different
design solutions, but only proposes the best one according to its quality goals.
The solutions from all agents are then presented to the user (architect), so that
she can make an informed decision about the architecture. A number of tradeoffs
naturally emerge from these agent solutions, and these tradeoffs are judged by
the architect. Each agent might internally compute and discard many solutions,
even if they can be relevant for the tradeoff analysis, or they could be combined
with solutions from other agents and lead to more tradeoffs. Thus, despite the
advantages of the distributed agent search, the solutions currently returned by
DesignBots to the architect are limited with respect to a (global) analysis of
tradeoffs among alternative architectures.

To tackle this problem, we propose an agent-based negotiation approach in
order to generate additional solutions and better tradeoffs, in terms of their
acceptance by the architect. Negotiation techniques permit to achieve consen-
sus among proposals generated by different agents or dbots, while keeping the
modular knowledge-based approach of DesignBots. In particular, we used a mul-
tilateral version of the monotonic concession protocol (MCP) [7] that integrates
performance-versus-modifiability negotiation with the existing search capabili-
ties of the DesignBots framework. We chose MCP because it models naturally
the way humans seem to negotiate about architectural designs.

Two negotiation strategies were investigated. The first strategy consists of
two sequential phases: first the agents search and produce a set of architectural
alternatives, and afterwards the agents apply MCP to negotiate over those alter-
natives until agreeing on a final solution. The second strategy is based on the
same two phases, but they are intertwined in an iterative fashion. We report on a
series of experiments with an architectural case-study, in which the results show
that both strategies can produce more satisfying tradeoffs than those resulting
from a schema of pure search (as currently in DesignBots).

The rest of the article is organized into 5 sections. Section 2 presents the main
concepts of DesignBots and its current search capabilities. Section 3 describes
the two negotiation strategies proposed in this work. Section 4 reports on a pre-
liminary evaluation of both strategies. Section 5 discusses related work. Finally,
Sect. 6 presents the conclusions and outlines future work.

2 DesignBots Overview

The design assistance of DesignBots is centered around the notion of design
agents called dbots. A key principle of the approach is that different types of
dbots have competencies (i.e., knowledge) in different quality attributes. This
principle captures the usual division of expertise of software architects, and also
the competing interests of the system stakeholders. To provide assistance to the
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Fig. 1. Main phases in the DesignBots cycle of architecture assistance

user (architect), the dbots participate in three phases, as shown in Fig. 1. The
first phase is the analysis of the architecture, in which each dbot performs an
evaluation to determine whether its quality-attribute goals are satisfied with
the initial architecture. In the second phase, in case some goals are unsatisfied,
the bots search for alternative architectures by applying transformations (called
tactics) on the initial architecture. At this point, in the recommendation phase,
the (local) optimal architectures computed by the dbots are presented to the
user for a (global) tradeoff assessment. The user can pick any of the proposals as
the “new” architecture, and the 3-phase process starts again. This exploration
process continues until the user is satisfied with certain architectural alternatives.

The table at the bottom of Fig. 1 shows different architectures and corre-
sponding tradeoffs generated by 4 dbots on a simple initial architecture. The
first column lists all the scenarios being pursued by the dbots. The column
labeled as “Actual” is the evaluation of the current architecture, and each of
the subsequent columns are the analyseis of alternative solutions proposed by
the dbots. The color-coded balls indicate whether a scenario is satisfied with
a given alternative, as determined by scenario metrics. The arrows (or equal
sign) show the variation in the metric between the alternative and the current
architecture. An ascending arrow means that the scenario was improved with
respect to the previous architecture, and vice versa. The equal sign means that
the metric remained (approximately) the same. Note that none of the solutions
improve all scenarios, which means that a tradeoff must be made by the architect
for choosing a “good enough” architecture. Also note that only 4 solutions are
considered, because 4 dbots (M1, M2, M3, and P3) are configured in the tool.
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2.1 Main Concepts

There is a number of design concepts that must be understood in order to work
with DesignBots. In the sequel, be provide a summary of those concepts. The
interested reader is referred to [4,6] for a full coverage of the framework.

A Dbot is an autonomous agent represented by a system process that analyzes
a given architecture and recommends improvements for it. A dbot is targeted to
a specific quality attribute and can take (and try to satisfy) several scenarios for
that attribute. A dbot can also be equipped with several tactics.

A Quality attribute is a non-functional requirement, such as performance or
modifiability. It is necessary to quantify quality attributes in order to compare
software architectures. Thus, quality attributes are made concrete by means of
scenarios, which act as goals for the dbots. A Quality-attribute scenario is a rep-
resentation of a desired property for the architecture that a dbot should achieve.
For example, a modifiability scenario may state “A new variable has to be added
to the user profile within 15 person days of effort”. This scenario is represented
by M2 in Fig. 2 (right). The architect is responsible for creating the different
scenarios and assigning them to dbots. Each scenario can be measured with a
quality metric (e.g., cost in person days for modifiability). After the analysis
phase, a dbot evaluates a metric on the current architecture and compares it
against a threshold, in order to decide whether the scenario is fulfilled.

An Architectural tactic is a design transformation that takes a given architec-
ture and applies changes so as to generate a new architecture (i.e., an alternative
solution to the initial architecture). Tactics are used to improve the satisfaction
of scenarios, and they are the main operators of the search implemented by the
dbots. An example of a tactic consists of inserting an intermediary in between
highly coupled modules, as shown in Fig. 2. The initial architecture (A) is trans-
formed into a new architecture (B). Note that the architecture is re-evaluated

Fig. 2. Application of an architectural tactic for improving a modifiability scenario.
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(with respect to scenario M2) after applying the tactic. During tool setup, the
architect configures each dbot with a set of tactics. If no tactics are configured
in a dbot, it only performs analysis of its scenarios.

2.2 Search of architectural solutions

The dbots are equipped with search algorithms that, departing from an input
architecture, can apply and assess the results of different tactics. A given tactic
can be instantiated several times on the same architecture. For example, the
tactic of inserting an intermediary (Fig. 2) can be applied to different groups of
modules. The search works at different levels, that is, for a given alternative,
the same dbot (or even other dbots) can apply several tactics, until reaching
a predefined depth in the search tree. This “deep” search is based on heuristic
algorithms, as they do not perform an exhaustive search over the design space.
Furthermore, due to the modular conception of the DesignBots framework, each
dbot tries to optimize its own metrics provided by its scenarios. Thus, a dbot
returns a local and single-quality optimum rather than a global optimum. For
instance, the modifiability scenario M2 specifies a cost metric (Fig. 2), which
makes dbot M2 search for the solution with the smallest cost via its tactics. Col-
umn “Analysis 7” in Fig. 1 comes from inserting an intermediary in the archi-
tecture. The combination of the solutions provided by all dbots constitutes an
approximation of the Pareto frontier. In principle, it is possible to configure
the dbots with search strategies that provide a deeper exploration of the search
space. However, the “best” solutions still have to be assessed by the user about
their tradeoffs. From a usability perspective, the user should ideally evaluate
the most promising solutions. Furthermore, the optimization of scenarios and
the tradeoff analysis thereof should take into account that not all scenarios can
be equally important to the user. For instance, a user might prefer to improve
M2 because it is very valuable for the business, and defer other scenarios to the
point of keeping their metrics under predetermined thresholds.

3 Proposed Negotiation Approach

In the approach explained above, each dbot executes its own local (and deep)
search and then shares its results with the other dbots (and with the archi-
tect). This schema is inspired by how human architects (and stakeholders) would
do architecture exploration in real-life project. Nonetheless, a drawback is that
DesignBots might not provide all solutions and possible tradeoffs, as only a small
part of the Pareto frontier is returned by the dbots. Although a table with all the
candidate solutions explored by all dbots could be created (i.e., a larger subset
of the design space), such a table is likely to produce information overloading
issues [11] in the user and discourage her from making good decisions. In order to
overcome this problem, we argue for a negotiation metaphor able to enlarge the
current subset of alternatives with satisfying solutions. To arrive to a satisfying
solution (in terms of quality-attribute tradeoffs), all the participants (humans,
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or dbots acting on their behalf) should discuss and negotiate their architectural
proposals. This negotiation might rely on priorities of the participants’ scenar-
ios, or require additional search for particular solutions. It is unlikely to have a
solution that makes everybody happy, but compromises can often be achieved.

In this context, we have developed two negotiation strategies for DesignBots,
based on the monotononic concession protocol (MCP) for multiple parties [7].
These strategies lead to “negotiated” solutions that complement the tradeoff
table generated by the dbots. Column “Negotiated Results” in Fig. 1 is an exam-
ple of a negotiated solution. Details about the two strategies are given next.

3.1 Strategy #1: Sequential Deep Search and Negotiation

Currently, every dbot just presents to the user the best architecture it was able
to find when running a local, deep search phase. In this strategy, the outputs
of the search phase are subsequently negotiated among the dbots using MCP.
More formally, let DB = {db1, db2, ..., dbN} be a set of N cooperative agents
(dbots), and let A be a finite set of architectural solutions (potential agree-
ments) that can be proposed by those agents. The set A can be interpreted as
the union of the results of each db when applying tactics over an architecture.
Let us assume an initial architecture arqini (e.g., architecture A in Fig. 2) that
must be optimized with respect to 3 scenarios by 3 dbots: db1 is assigned to
modifiability scenario qs1, db2 is assigned to modifiability scenario qs2, and db3
is assigned to performance scenario qs3. In this context, each agent applies its
search mechanisms and obtains a set of architectural solutions. We denote Ai,j

to the set of solutions for arqj computed by dbi. Thus, A1,ini = {arqa, arqb},
A2,ini = {arql, arqm, arqn}, and A3,ini = {arqx, arqy}.
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Fig. 3. Steps of MCP for our two negotiation strategies.

The steps of the MCP protocol are summarized in Fig. 3a. At the beginning,
each agent makes an initial proposal with its best architectural solution. Then,
the proposals are interchanged in order to determine if an agreement on that
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Table 1. Utility of architectural solutions according to each agent’s utility function

Ai,ini A1,ini A2,ini A3,ini

Ui arqa arqb arql arqm arqn arqx arqy

U1 0.6 0.4 0.4 0.5 0.1 0.2 0.6

U2 0.3 0.4 0.6 0.5 0.3 0.4 0.4

U3 0.1 0.5 0.3 0.6 0.7 0.6 0.2

solution can be reached. The notion of agreement is defined in terms of the
utility of a given proposal for the agents. To do so, a utility function Ui : A →
R

+
0 is assumed in each agent dbi ∈ DB that maps agreements to non-negative

values. The utility function Ui corresponds to a mapping between the scenario
metric (sr) of an architectural solution aj from the point of view of the quality
attribute of dbi. A utility function captures the interest of a given stakeholder
regarding a particular quality scenario. For instance, if the scenario is about
modifiability or performance with cost or latency metrics, respectively; then
the utility often increases as the metric decreases. For example, we can have a
linear decreasing utility function defined as Ui(aj) = (−1/n.ERi).SRi(aj) + 1,
where SRi : A → R

+
0 is a function that computes the metric of an architectural

solution; ER is the expected metric (threshold) of the scenario i; and n is a
variable that determines when the utility becomes 0 (for example, if n = 5,
Ui(aj) = 0 when SRi(aj) = 5.ERi). In our example, if the utility function of
db1 is linear decreasing with n = 5; ER1 = 0.2 and SR1(arqa) = 0.1, then
U1(arqa) = 0.9. Table 1 shows the utility values of each the solutions in A per
agent, assuming that all utility functions are linear decreasing with b = 1. Notice
that, although the utility function is the same, the utility values of a given
solution might vary for each agent since the SR functions are different.

We have an agreement if one agent makes a proposal that is at least as good
(regarding utility) for any other agent as their own current proposals [7,14]. If
so, the proposal that satisfies all the agents is chosen. In Table 1, after the initial
round of proposals, an agreement among the 3 agents is not possible, because
each top architectural solution (arqa for db1, arql for db2, and arqx for db3) in
one ranking is marked as low in the two remaining rankings.

After the dbots come up with a list of solutions each, they engage in rounds
of negotiation, each one making proposals that need to be assessed by the other
agents, until an agreement is reached or the negotiation finishes with a conflict.
The agents abide by a set of predefined rules that specify the “legal” moves
available at any stage of the negotiation process. In MCP, these rules have to
do with: (i) the agreement criterion, (ii) which agent makes the next concession,
and (iii) how much an agent should concede. The agreement criterion (step 3
of Fig. 3) is a generalization of the agreement for bilateral negotiations [7]: an
agreement is reached iff there is a dbi ∈ DB such that Uj(ai) ≥ Uj(aj) for all
dbj ∈ DB, where ai is the last proposal of dbi and aj is the last proposal of dbj .
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In case a negotiation round ends up in a conflict, one of the agents must
make a concession (step 4). A concession means that an agent seeks an inferior
proposal (from its own utility perspective) . If no agent can concede, the process
finishes with conflict. Several concession strategies are possible. In our example,
let us imagine that db1 decides to make a concession and then proposes arqb.
At this point, the agreement criterion is re-assessed by the agents. However, no
consensus is reached yet, since U2(arqb) < U2(arql) and U3(arqb) < U2(arqx)
(see Table 1). Then, db2 concedes and proposes arqm. Since the latter meets
the criterion (U1(arqm) > U1(arqb) and U3(arqm) = U3(arqx)), the negotiation
finishes in agreement. Finally, arqm is the negotiated architectural solution. Note
that the negotiation is not guaranteed to terminate successfully.

Selecting the agent(s) that must concede is determined by the Zeuthen strat-
egy [14] around the concept of willingness to risk conflict (WRC) (see [7] for
further details). Various strategies are possible for the concession itself, i.e., the
new agent proposal [7]. For our work, we selected the egocentric concession, in
which an agent makes a proposal that is worse for itself. That is, the concession
is based on the agent’s own evaluation rather than on that of other agents. This
strategy does not force the agent to know the utility functions of all agents.

3.2 Strategy #2: Intertwined Search and Negotiation

In this strategy, the idea is to improve the initial architecture by doing several
negotiation rounds, in which each intermediate agreement is the input of the
next round, as shown in Fig. 3b. This schema works in an iterative fashion and
combines (simple) search and negotiation phases. Formally, let us suppose the
same DB = {db1, db2, ..., dbN} that was defined in Subsect. 3.1, and let Ai,j be
the set of architectural solutions that dbi can reach in iteration j by applying
tactics to the architecture selected in the previous iteration (j−1). Based on the
same example of the strategy #1, every agent applies its search mechanisms over
arqini and obtains a set of solutions, which leads to A1,0 = {arqa, arqb, arqc},
A2,0 = {arqf , arqg}, A3,0 = {arqx, arqy, arqw, arqz}. Note that an agent only
applies its tactics to arqini and not to the solutions from other agents, like in the
deep search phase of strategy #1. Once every agent has its set of alternatives,
an MCP instance begins. If the negotiation succeeds, the result is a (satisfying)
architecture arq1neg for all parties. In the next iteration, the agents repeat all the
steps but this time using arq1neg (i.e., the output of the previous step) as the input
architecture (see Fig. 3b). Thus, in the i-th iteration, the agents run this process
taking arqj−1

neg as input. This cycle continues for a fixed number of iterations, or
until an absolute conflict is reached. In the latter case, the algorithm returns the
architectural solution agreed on the previous iteration.

4 Evaluation

The goal of this evaluation was to assess the performance of the 2 negotiation
strategies with respect to the pure (deep) search schema of DesignBots. We
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Table 2. Quality-attribute scenarios for CTAS case-study.

Modifiability scenarios Performance scenarios

Scenario ER CR Priority Scenario ER CR Priority

M1 28.00 27.68 1 P1 15.00 19.27 1

M2 120.00 70.91 2 P2 9.00 3.75 2

M3 44.00 26.50 10 P3 16.00 31.50 3

P4 16.00 29.43 4

P5 8.00 13.38 5

conducted a series of experiments on the CTAS (Clemson’s Travel Assistant
System) case-study [12], which has been used by other design assistants. Table 2
summarizes the expected responses (ER), current responses (CR) and priorities
of 8 CTAS scenarios, which target both modifiability and performance. The
initial (input) architecture of CTAS was given in Fig. 2(top).

The experimental procedure consisted of comparing the individual solutions
of the dbots and the negotiated ones, under both strategies. We also varied the
number of dbots involved in the negotiation (all dbots versus dbots associated to
high-priority scenarios). In both cases, we first ran the individual analysis (one
per dbot) and then, we ran each of the negotiation strategies.

To consider the priority of particular scenarios during the negotiation process,
we defined a utility function where the priority value plays an important role. The
rational here was to emphasize a loss in utility for high-priority scenarios, as the
cost of the corresponding architectural solutions increase. This means that low-
priority scenarios were more concessive than high-priority ones. For this reason,
we define a priority-based Boulware function, as described in [8]. This function
is defined by Boulware(cost) = 1 − (

cost
r.er

) p
t , where t is a positive number that

indicates how concessive the function is. Thus, if p < t the dbots lose utility
quickly when the solution cost of the solutions gets higher. In contrast, if p > t
the loss of utility is small when the cost is low but it decreases quickly when cost
tends to r ∗ er. If p = t the utility function becomes a linear one.

With regards to the dbots involved in the negotiation, we ran experiments
with one dbot per scenario described in Table 2, and replicated these experiments
but using one dbot per high-priority scenario (scenarios M1, M2 and P1 with
priorities 1 o 2). At last, we computed a priority weighted average (WA) of
the improvement obtained by each dbot regarding the metrics of the initial
architecture (current response) and the expected metric (expected response).

4.1 Analysis of Results

For the current context of DesignBots (without negotiation), Fig. 4a and b show
the improvement rates obtained by the individual analysis (dbP2 and dbP5 are
omitted because they did not get solutions by applying their tactics for their
scenarios). It can be observed that each dbot presented a solution with the best
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Fig. 4. Improvement rates obtained by the Individual Analysis and Negotiation-based
strategies, with all dbots and with high-priority dbots.

improvement in its own scenario. Thus, dbM1 presented a high improvement for
scenario M1, but the same solution impoverished the metrics of performance
scenarios. In contrast, performance dbots improved their scenarios and kept the
modifiability ones unchanged. When it comes to the WA scores, the individual
analysis can be divided into two groups according to the metric changes in
scenario P2. We noticed that dbM3 and dbP4 presented solutions that changed
the P2 metric for the worse. However, the solutions of dbM2, dbP1 and dbP3 did
not affect scenario P2. In consequence, the WA is higher in the last group. The
high WA in er obtained by dbP1 was due to the fact that its solution did not
alter the metrics of modifiability scenarios, and also that the actual scenarios
responses were below the expected responses (Table 2).

Figure 4c and d show a comparison of the improvement rates obtained by
both negotiation-based strategies involving all the dbots. Note that strategy #2
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Fig. 5. Architectural solutions according to the utilities of P1 and M1.

ran just two iterations, as the third one finished in conflict mainly due to the
large number of dbots involved in the negotiations. However, strategy #2 still
obtained better WA results than strategy #1.

Figure 4e and f present the results obtained by the negotiation-based strate-
gies with high-priority dbots. It is worth noticing that reducing the number of
agents negatively affected the results of strategy #1. We attributed this situation
to a decrease in the number of solutions obtained by strategy #1. In contrast,
the results of strategy #2 showed enhancements. In particular, we can see how
the solutions from each negotiation iteration improved the WA of the previous
iteration. Furthermore, the results obtained with high-priority scenarios were
better than the results obtained with all the dbots.

Taking a different perspective, Fig. 5 shows the range of architectural solu-
tions, obtained by the individual analysis and the negotiation-based strategies
with high-priority dbots, according to the utility values of dbP1 and dbM1 (dbots
with the highest priority). It can be seen that the solutions from the individ-
ual analysis of dbP1 and dbM1 improved the utility in their respective scenarios,
while the negotiation strategies exhibited more satisfying tradeoffs (see “Agree-
ment zone”). We think that the negotiated solutions yield a high improvement
for because the responses of the modifiability scenarios were under the expected
responses in the initial architecture (see Table 2).

5 Related Work

A number of approaches have tackled the optimization of software architectures
in function of quality-attribute metrics. A survey and a general optimization
process are presented in [2]. Most approaches are often limited to a few quality
attributes. Representative examples of architecture optimization platforms are
ArchE [3,4], ArcheOpteryx [1], PerOpteryx [9], and AQOSA [10].

ArchE [3,4] is an assistant for architecture design that inspired several design
concepts used by DesignBots. ArchE searches through the design space via a rule-
based engine, using the outputs of quality-attribute modules (called reasoning
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frameworks) to direct the search towards solutions that satisfy quality scenarios.
The analysis of quality-attribute tradeoffs is similar to that of DesignBots (with-
out negotiation); thus, the same limitations apply. AQOSA [10] provides tools
for component-based systems that allow for design space exploration. Scenario-
based analyses for performance, reliability and cost serve to focus the design on
particular architectural configurations. The developer can visualize the resulting
architectures using Pareto curves, which are used for making design tradeoffs
explicit. A drawback of DeSiX is that it does not support automated search,
and the developer manually selects configurations to be evaluated by the tool.
ArcheOpteryx [1] is an optimization framework targeted to the Architecture
Analysis & Design Language (AADL) for embedded systems. The optimization
engine is based on genetic algorithms and is amenable to perform multi-objective
optimization. The results can be visualized as Pareto diagrams, although the user
cannot steer the search for particular quality-attribute tradeoffs, as our nego-
tiation approach aims to do. PerfOpteryx [9] is a variant of Archeopteryx for
architectures modeled with the Palladio Component Model (PCM). PerfOpterix
is equipped with sophisticated quality-attribute analyzers for performance, reli-
ability and cost. Nonetheless, the conception of PerfOpterix is monolithic in
nature, and cannot take advantage of modular or distributed approaches, such
as those of ArchE or DesignBots.

Another related approach for tradeoff analysis in engineering domains is
MATE (Multi-Attribute Tradeoff Exploration) [13]. This approach proposes a
system design process based on notions of need identification, architecture explo-
ration, and evaluation, which have direct correspondences with the notions of
scenarios, tactics and analysis models of DesignBots.

6 Concluding Remarks

In this article, we have presented an approach for managing and improving
quality-attribute tradeoffs in architecture exploration activities based on agent
negotiation techniques. We have studied two strategies and have experimen-
tally evaluated them in the context of an architectural case-study. The results
obtained thus far are promising, since the negotiation strategies produced more
satisfying tradeoffs than the one based on pure search mechanisms.

Nonetheless, we still need to assess the strategies with other case-studies and
more scenarios in order to determine their pros and cons. On the search side,
we can configure different levels of depth in the search tree for each dbot, which
affects the number of alternatives generated per dbot, and therefore, can provide
more proposals to the negotiation phase. Furthermore, the search heuristic can
explore all the possible transformations derived from the tactics associated to
the dbots, or alternatively, a faster heuristic can be used, which only tries trans-
formations with good chances of improving the scenario under optimization. On
the negotiation side, different utility functions can be employed, for instance,
a linear decreasing function. Overall, our future work will study how all these
factors can influence the nature of the tradeoff in the solutions and the time it
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takes to the dbots to compute the candidate solutions. In general, we can see
the problem of selecting an architectural solution that satisfies a set of dbots,
each one with different goals and preferences, as a group recommendation prob-
lem. From this perspective, we plan to investigate how group recommendation
techniques can be adapted to work in the DesignBots framework.

Acknowledgements. This work is funded by project PIP112-201101-00078 (CON-
ICET, Argentina).
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Abstract. Multi-Agent Systems (MAS) have been applied in recent
years to assignment or matching problems in order to enhance privacy
in preferences and constraints for individuals, and to facilitate the dis-
tribution of solving. A further step in this direction consists in using the
organisational structures provided by MAS. Thus, in this paper, we rely
upon the capability of Multilevel MAS to reify intermediate viewpoints
between the individual and the collective levels, in order to encompass
matching or assignment problems. Therefore we define a meta-model for
assessing the welfare of agent groups with respect to relevant metrics,
so that these groups are able to elaborate solutions that improve the
collective well-being without forcing them to disclose all their private
information. Finally, we outline the general principles for distributed
solvers designed for this type of modelling.

Keywords: Multi-level agent-based modelling · Social choice theory ·
Assignment and matching problems

1 Introduction

Resource allocation and matching problems are two large and generic families
of problems. They have been deeply studied by various methods, both for their
modelling and their resolution. They also have been extremely specialised to
meet many contexts and heterogeneous application, resulting in an abundance
of algorithms, that rival in front of increasingly complex instances.

In this paper, we propose a multilevel agent-based modelling of these prob-
lems. We assume that each component of the system modelled is represented by
an agent. Moreover, each component is able to calculate its individual satisfac-
tion with respect to its environment, its own constraints and subordinate agents.
This approach is intended to elicit objectives and constraints for each system
element. We also propose the principles of a distributed solving method, based
upon the satisfaction of each agent towards its own constraints, which allows
some privacy.
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 196–208, 2017.
DOI: 10.1007/978-3-319-59930-4 16
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The paper is organised as follows. In the next section, we review the definition
of allocation problems and matching problems. We also discuss the conventional
modelling and solving methods. We show the limits of their expressiveness and we
present our contribution. We explain the meta-model we propose for measuring
multilevel welfare considering all these aspects. Then, we sketch the principles of
resolution algorithms. Before concluding, we discuss advantages and limitations
of our approach. Eventually, we present the pending questions that requires
further works.

2 Literature and Contribution

2.1 Centralised Approaches

A problem of resource allocation aims at distributing a resource set among a
population of individuals, optimising a goal defined as the aggregation of indi-
vidual measures. A matching problem aims at grouping individuals, by optimis-
ing a goal defined as the aggregation of assessments made by each individual on
other members of their group. In both cases, objectives are often expressed as
an aggregation of individual evaluations using the social choice theory [2,3] for
instance. While these two families have similarities, they are always addressed as
problems of a different nature, in particular because of the possibility or not for
“resources” to express preferences towards other members of their group. They
are thus resolved by algorithms dedicated to specific families, or even specific
sub-problems.

Various paradigms can model these problem families including the constraint
satisfaction problem (CSP) multi-objective optimisation (which aims at finding
compromise between various potentially conflicting objectives), or multi-criteria
optimisation (which seeks to optimise a composite metric).

In terms of resolution, the most common methods are centralised and based
on complete information. Indeed, all preferences or constraints are public and
manipulated by an overall solver. Among the most known algorithms in this
field, we can mention of course the Hungarian algorithm for assigning resources
[9] and the Gale-Shapley algorithm for matching problems [8].

These methods usually focus in identifying optimal solutions in absolute
terms, by making the strong assumption of a full and public information. Mech-
anisms for achieving such a solution from a given starting point is not a concern
of these methods.

2.2 Distributed Approaches

In recent years, these problems have also been modelled using the multi-agent
paradigm. On the one hand, one can consider the problem of resources/tasks
allocation within a population of agents: MAS are then just an application area
[1,5,18], for which it seems natural to seek distributed solving methods [10].
On the other hand, MAS can be used as a tool to solve allocation or matching
problems in a distributed way.
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Amongst the latter approaches, some are a mere distribution of computa-
tions [4,14] and do not consider the behaviours required for agents to achieve
a solution, but rather a protocol to set up (e.g., on the assumption of indi-
vidual rationality) and the solution characteristics (Pareto-optimality, envy-
freeness. . . ). Other methods, on the contrary, seek to strengthen the privacy
of preferences and constraints: for instance, distributed algorithms guaranteeing
privacy of such information were proposed by [15] for allocation problems and
[7] for matching problems. In addition, the MAS approach is especially suited
to clarify the point of view of each actor involved in the resolution. This “more
natural modelling” facilitates the acquisition of expertise on the preferences and
constraints, and provides opening towards multi-criteria or multi-objective opti-
misation. However, the measurement of welfare can only be either individual
(agent level) or collective (MAS level).

However, these approaches are primarily a distribution under agents of indi-
vidual preferences and a distribution of the allocation/matching solving. In fact,
MAS allow to go beyond this mere distribution, taking into account relational
aspects for instance (such as networks of acquaintances to specify which agents
can negotiate), behavioural aspects (by introducing a variety of strategies in
partners or resources selection) and organisational aspects (by the explicit intro-
duction of agent groups sharing some interests). These factors are rarely consid-
ered in classic allocation problems or matching problems. Indeed, it presupposes
a form of distribution that classic methods exclude, but it is equally rare in
MAS methods.

2.3 Contribution

The proposal described here explores a complementary approach. Instead of
addressing the very issue of distributing either the preferences or the resolu-
tion among a population of agents for a particular problem, we rather try to
build a generic multilevel structure which allows the modelling of assignment or
matching problems, and the expression of multiple concerns at the same time.

The multilevel agent-based meta-models [6,13,16,17] took a growing impor-
tance within MAS in recent years. Indeed, from their origin in the field of simula-
tion, they have spread to other areas, such as distributed constraint solving [12].
Thus, we think that they can also benefit to the types of problems we have dis-
cussed above, especially by introducing a capability to represent intermediary
stages between “atomic” individuals and the overall system.

In this paper, we propose a multilevel modelling of these problems and lay
the foundation of a solving method that clarify goals and constraints of each
system element. This distributed solving method is based on the satisfaction by
each agent of its own constraints, and consider also some privacy. Our modelling
increases the variety of constraints and preferences that can be expressed at every
organisation level, using the ability to build composite metrics. Our longer-term
objective is to design mechanisms for agents to negotiate a path between an
initial situation and a solution displaying desirable properties.
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3 Proposed Model

3.1 Multilevel Formalism

In this section, we present the multilevel modelling setting which underlies our
approach. Especially, we assume that all relevant entities of the model (e.g.
“individuals”, “resources”, “groups”. . . ) are represented by agents and linked by
a belonging relationship. Those relations are not necessarily hierarchical, since
for example some problems may imply resource sharing (one resource belonging
to several individuals), or allow individuals to be members of several groups at
the same time.

In order to implement these features, the formalism we chose is a multi-
level agent-based simulation meta-model called “PADAWAN” [16]. It has already
been successfully adapted for handling distributed constraint solving in the con-
text of cartographic generalisation [12]. Besides, in the context of allocation or
matching problems, some simplifying assumptions can be made. For instance,
environments, which are considered a first-order abstraction in simulation, can
here be reduced to a mere set of agents, according to the “AgentSet” Design
Pattern proposed in [11]. Thus, the key feature in this meta-model is that any
agent can contain other agents, and conversely an agent can belong to several
agents.

In the rest of the paper, we use the following definitions. The set of all
agents is denoted by A; a1 � a2 means that agent a1 is contained by agent
a2 (or a2 is host to a1). Since the agents can represent individuals as well as
resources or groups, the � relationship expresses very generic belonging links (in
general, a1 and a2 have different types, but this is not mandatory). An agent
can be contained in several other agents at the same time (in order to represent
multiple memberships). The � relationship induces a hosting graph between
the agents, which is an oriented graph. According to the original meta-model
hypotheses [16], this graph must be cycle-free. Figure 1 provides an example of
such a graph.

a

Fig. 1. Example of a hosting graph between agents. The arrow link represents the �

relation. Agent a belongs to two hosts and contains 3 other agents.
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For any agent a we also define its hosts and conversely the set of all agents
contained in a respectively as:

hosts(a) = {ai ∈ A|a � ai} (1)

content(a) = {aj ∈ A|aj � a} (2)

The level of an agent in the hosting graph is defined as:

level(a) =

⎧
⎨

⎩

0 if hosts(a) = ∅

1 + min
h∈hosts(a)

level(h) otherwise (3)

This structuring of the MAS through the belonging relationship leads to an
original modelling of the welfare of the agents.

3.2 Multilevel Welfare Model

Our approach consists in grounding the computation of welfare values in the
very belonging relations in the MAS. To do so, we decompose the individual
welfare of any agent into three contributions which can be aggregated in various
ways (depending on the application domain). They represent respectively the
agent as an individual, as the neighbour of other agents, and as the host to other
agents. Thus we have:

w(a) = fa(σ(a), μ(a), γ(a)) (4)

The fa function can be chosen arbitrarily, depending on the situation to be
modelled. Since the hosting graph is cycle-free, a consistent computation of the
welfare values can be done level by level.

As an Individual. The σ(a) contribution (“situation”) represents the satis-
faction of agent a as an individual, which is also situated in a given structure.
Thus, this value can be computed from the state of agent a, but also according
to the perceived properties of its hosts and of their own “ancestors” (as shown
on Fig. 2a), and defined as follows:

H(a) = {h ∈ A|a � h ∨ ∃h′ ∈ H(a), h′ � h} (5)

The corresponding value can then be computed by using an operator
Ëa,

specific to agent a (and to be defined for each concrete situation), in order to
aggregate the perceptions by agent a of its situation, i.e. its own properties and
those of all agents that contain a (either directly or transitively):

σ(a) =
aë

h∈{a}YH(a)

χa(h) (6)

χa, here and in what follows, is a way to express the “subjectivity” of agent a,
in the sense that, depending on the target application, it can be either prop-
erties that can be accurately measured by agent a observing other agents, or
estimations made by agent a.
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As a Neighbour. The μ(a) contribution (“membership”) represents the sat-
isfaction of agent a as member of a group, in other words the contribution of
externalities due to the presence of other agents within the same hosts. Thus,
this value must take into account the perception by a of the properties of its
neighbours, in every host (as shown on Fig. 2b), i.e. the set of agents defined by:

ν(a) =
⋃

h∈hosts(a)

content(h) \ {a} (7)

The perceived properties of those neighbours are then aggregated using
another operator which we denote by

Å
:

μ(a) =
å

n∈ν(a)

χa(n) (8)

As a Host. The γ(a) contribution (“group representation”) represents the sat-
isfaction of agent a as the representative of a group of agents, namely in relation-
ship with the agents which are contained in a (i.e., content(a)). This satisfaction
as a group is intended to measure the collective welfare of the agents contained
in a, which can be done by aggregating the perceived properties of the agents
contained in a, using a third domain-dependent operator, denoted by

Ê
(as

shown on Fig. 2c):

γ(a) =
ê

m∈content(a)

χa(m) (9)

In most problems, the welfare is computed according to an “ascending” order:
the collective welfare, as a measure of the quality of the assignment or matching,
is calculated from the individual welfare values. In that case, the “perceived
properties” that are relevant to calculate γ are simply the individual welfare of
the agents contained in a:

∀m ∈ content(a), χa(m) = w(m). (10)

a a a

)c()b()a(

Fig. 2. Contributions to the welfare of agent a: (a) as an individual σ(a): a and its
direct or transitive hosts; (b) as a neighbour μ(a): neighbours of a in each of its hosts;
(c) as a host γ(a): agents contained in a.
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To ensure the consistency of this choice, welfares must indeed be calculated by
sorting agents in descending order of levels, as defined in Eq. (3).

4 Applications

This example is an overview of the capabilities of our meta-model to represent
various points of view (hence, various objectives), specific to each agents family
or to each level. It also provides a concrete case of multiple membership.

Here we consider individuals (I) allowed to enrol in several associations (A).
These associations can gather into federations (F) and can be funded either by
municipalities (M) or by regions (R).

The objectives of such agents are clearly quite different. The individuals
seek to maximise their participation in the associations offering their preferred
activities, according to private time or budget constraints. The associations and
federations intend to assert their size (enrolment) so as to defend their grant
requests. The municipalities aim at allocating their available budget as fairly
as possible between their local associations. Similarly, the regions try to do the
same between municipalities and federations. A typical situation is described by
the hosting graph on Fig. 3.

Region

m2m1 fed.

a1 a2 a3

i1 i2 i2 i3 i5 I

A

FM

R

Fig. 3. Hosting graph representing a common associative network, with individuals (I)
enrolled in several associations (A), possibly grouped into federations (F) and funded
by municipalities (M) or regions (R).

We can assume in this example that the grant allocation is based on a Nash
welfare, in order to prevent the largest structures from monopolising the budget,
and yet taking their enrolment into account, hence:

Ê
R =

Ê
M =

∏
.

An association a which only intends to assert the number of registered mem-
bers (without consideration for their satisfaction), can simply use χa(i) = 1 for
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every member i and
Ê

A =
∑

. The weight of an association obviously depends
on its belonging to a federation, thus for each of its hosts h, we assume χa(h) = 1
if h ∈ F , and χa(h) = 0 otherwise, with

Ë
A =

∑
.

The individuals are rather in search of a trade-off between the participation
to their preferred activities (e.g. using an affinity model) and the cumulative
cost of these activities (which requires a cost matrix (ci,a) which reflects the cost
for person i to enrol in association a). Again,

Ë
I =

∑
can be used. But, in

addition, people are highly sensitive to their neighbours, i.e. the other individuals
enrolled in the same associations. This can again be handled for instance through
an affinity-based approach, and an aggregation operator

Å
I either optimistic

(max), or pessimistic (min).
To summarise, the diversity of objectives within the MAS is made explicit

by using a large diversity of metrics, within a structure where all agents are
otherwise homogeneous. We show in the next section that this systematisation
is the basis for defining generic resolution principles, which can deal with quite
different situations, in opposition of classical approaches (either centralised or
distributed) where each specific problem is to be solved by its specific method.
Indeed, we assume that our meta-model allows the construction of intrinsically
multi-agent resolution methods, i.e. relying on local perceptions and interactions
between agents, and on generic behaviours subject to context-dependent settings.

5 Solving Method

At this stage, we mainly focused on the modelling of assignment or match-
ing problems using a multilevel agent-based formalism. This allows an accurate
expression of the viewpoints of every entity involved in the problem. Neverthe-
less, the advantages of such a modelling have to be also supported by concrete
resolution methods.

Most of the time, the specificities of the problem to address, or of the appli-
cation domain, have a deep impact on the resolution algorithms to use. The
approach we propose cannot bypass this issue, and there certainly are many
open questions, some of them being discussed in the next section.

Yet, we believe that our meta-model, due to its generic structure, can guide
the construction of solving algorithms through the use of generic principles. The
guidelines we present below are based on our preliminary work in the matter,
and we are currently carrying out a thorough study on this subject.

Besides, a resolution algorithm can be assessed according to a wide range of
criteria, from e.g. its computational cost and the size of manipulable instances, to
the volume of exchanged messages, or the capability to optimise several metrics
at the same time. Thus, searching for a convenient all-purpose method would be
quite illusory.
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5.1 Principles

Instead, we describe below a protocol that allows two agents at the same level to
exchange a subset of their content (i.e. other agents). This protocol relies upon
some simple principles drawn from [15]:

1. agent s (the seller, which starts the negotiation) should be ready to initiate
a dialogue by offering “resources” (other agents contained in it) to agent b
(the buyer, interlocutor of s) – and to do so, even if this gift is potentially
unfavourable

2. agent b can propose a counterpart, but it does only if it finds this useful
3. to assess the exchange, some principle of subsidiarity applies: if both agents

agree upon the favourable or unfavourable nature of the exchange, s and b
can take a joint decision; otherwise, they request a mediation from their host.

5.2 A Bilateral Protocol

In what follows, we denote by ℘(S) the power set of set S (sometimes denoted
by 2S). Δaw(+X) (resp. Δaw(−Y )) denotes the the variation in the welfare of
agent a when it adds to (resp. removes from) its content the set of agents X

(resp. Y ). Δhw(s
X
�
Y

b) denotes the variation in the welfare of an agent h, host

to s and b, when s and b exchange the sets of agents X and Y . We discuss in
the next section several methods to assess those values.

On this basis, the protocol for two agents s and b sharing the same host h
runs as follows:

1. agent s calculates the “best” non-empty subset X� of the agents it contains,
which it can part with:

X� = arg maxX∈℘(s.content\∅){Δsw(−X)} (11)

2. if no such subset exists, agent s can propose nothing, the negotiation is over;
otherwise, s sends b the message propose(+X).

3. agent b calculates a possible counterpart to the proposal of s:

Y � = arg maxY ∈℘(b.content){Δbw(+X − Y )} (12)

4. if Δbw(+X − Y ) > 0, agent b sends s the message offer(-X+Y): it is a firm
offer, since the exchange of X against Y is favourable to b; otherwise, b sends
propose(-X+Y).

5. two “simple” cases can occur:
– Δsw(−X + Y ) > 0 and b sent offer: in that case, the exchange is

favourable to both agents s and b, thus it can be immediately accepted
– Δsw(−X + Y ) ≤ 0 and b sent propose: in that case, the exchange does

not benefit anyone, thus it can be immediately rejected
6. in other cases, only one agent benefits from the exchange, thus s asks its host

h to pronounce on the collective interest of the exchange. The host calculates

Δhw(s
X
�
Y

b): the exchange is accepted iff this value is strictly positive.
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5.3 Primitives and Experiments

This protocol relies upon primitives which appear to be fully independent from
any application domain and from any kind of problem. Basically, in the multilevel
meta-model, all agents can be endowed with a capability of adding other agents
to their content, of removing other agents from it. From these two building
blocks, several primitives can be built, such as a unilateral gift, an exchange, the
transfer of agents from one level to another, etc. All these primitives compose
a generic basis for the design of agents behaviours aimed at solving particular
problems.

For now, this bilateral negotiation protocol, intended for agents sharing the
same host, has been successfully tested in the context of a “table assignment
problem” , on “small” instances (containing 9 to 15 agents to be able to compare
with the optimal assignments). Tables are allowed to interact for exchanging
guests, exactly as if they were mere resources: they can be handled like that
because the calculation of the welfare of the tables includes the preferences of
the guests through the γ contribution. Besides, in order to cope with realistic
solutions, we introduced a limitation in the size of the X/Y subsets which are
proposed and/or accepted during the negotiations, so as to take into account the
number of seats available at each table. This reflects a situation that can occur
in many concrete problems, and show that the generic protocol can be easily
extended to cope with such constraints, without requiring dramatic changes.

6 Discussion and Future Work

The modelling and resolution principles proposed above are a first step towards
a systematic study of distributed solving algorithms for assignment and match-
ing problems modelled through multilevel agent-based representations. We have
shown that such a modelling provides a substantial enhancement in the capabil-
ity of expressing subtle nuances in welfare assessment, and takes explicitly into
account the point of view of intermediate organisation levels. This approach to
the modelling of assignment or matching problems is generic and requires new
resolution methods.

As we built a meta-model which benefits from the intrinsic features of a mul-
tilevel MAS, we intend to keep those interesting properties in the solving phase,
especially by endowing agents with generic behaviours, based on their local per-
ceptions and belonging or neighbourhood relationships with other agents. The
negotiation protocols which can be built under these assumptions are yet unex-
plored. Then, an extensive work is to be conducted so as to evaluate them in the
light of classical criteria, such as the number of operations (moves) to reach a good
solution, the nature of the solution itself (optimal or approximate), the volume of
exchanged messages, or the quantity of individual information made public.

We have laid out the first blocks in this process by proposing the core principles
of any negotiation, presenting a bilateral protocol for agents sharing a same host,
and carrying out the corresponding experiments. Our ongoing work on the matter
suggests several open questions. We discuss the three main of them below.
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The first key issue consists in specifying which agents are allowed to interact
with each other so as to exchange part of their content. In the simplest case,
which we addressed above, the interacting agents share the same host, which
ensures that this host is able to provide an direct arbitration when the negoti-
ating agents disagree about the assessment of a transaction.

But, in some situations, it may be more relevant to allow more agents to
interact, using for instance an acquaintance network to specify their potential
negotiation partners. In that case, the arbitration mechanism has to be “recur-
sive”, i.e. may involve upper levels up to a common host which is able to correctly
assess the exchange.

The nature or level of the interacting agents is another aspect of this same
question. For now, we assumed negotiation partners at the same level. But, nego-
tiations between agents from different levels are conceivable as well. For instance,
in the “table assignment” problem, the guests could be initially contained in the
restaurant, which then is in charge of proposing guests to tables; or, the guests
contained in the restaurant may be allowed to interact directly with tables. We
are currently investigating such inter-level negotiations protocols.

The second key question concerns the capability of agents to assess the vari-
ation of their welfare value, induced by a potential exchange (Δw). It is rather
difficult to propose an all-purpose solution that would allow a prior evaluation,
since it is tightly dependent on the application domain, on the nature of aggre-
gation operators, and on the way the perceived properties are calculated. If prior
knowledge is available and if most functions are linear, the variations of welfare
may be computed before any effective move.

When prior assessment is not realisable, a general solution consists in a sim-
ulation of the moves, carried out by the negotiation partners themselves. This
process allows each agent to “test” its interest in accepting the exchange, with-
out requiring further communication on its preferences and evaluation functions.
The process has of course to be reversible through a “backtrack” mechanisms.

A last point we would like to emphasise, is that a resolution method based on
agents behaviours should be able to deal with both static and dynamic problems.
Indeed, each agent makes a “local” decision, with regards to its own evaluation of
the situation. Thus, from the point of view of the agent, there is no noticeable dis-
tinction between a close, static problem where all agents (individuals, resources,
groups, etc.) are given once and for all, and an open, dynamic problem where
the objectives or properties of the agents, or even the agents themselves, can
change over time.

Agent-based resolution methods, in general, are able to operate gradual mod-
ifications in response to the reconfiguration of agents, instead of starting the
resolution again from scratch. It may prove less efficient of course than a cen-
tralised method, but allows to address open systems such as those found in the
real world. Hence, in the long term such solving methods can often be transposed
to build control mechanisms in distributed systems.
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7 Conclusion and Perspectives

In this paper, we proposed a uniform approach to model assignment or matching
problems through a multilevel multi-agent system. We have shown on examples
the capability of this formalism to express a broad diversity of objectives, rep-
resenting the viewpoints of the actors of the system. Besides, we started an
investigation of the resolution principles and algorithms which can be built for
this agent-based structure.

Ongoing work now focuses on the elaboration and evaluation of several pro-
tocols based on the nature of the hosting graph between agents, so as to avoid
being specific to a problem or to a particular family of problems. This requires
to identify couplings between the nature and structure of the addressed prob-
lems, and the behaviours to give the agents to enable them build a solution in
an incremental way, and should also lead to the development of methodological
guidelines.

Finally, we would also mention a long-term, but promising, perspective of our
work. As we explained, most agent-based multilevel meta-models were initially
developed in the field of simulation. One of the key issues in multilevel agent-
based simulation consists in techniques enabling the automatic aggregation or
disaggregation of agents, either for reducing the computational cost of the behav-
iours, or to focus the observation of the simulation on a relevant sub-system, or
to enhance the realism of the simulation outcome.

Based on the multilevel decomposition of the satisfaction of the agents pro-
posed in our meta-model, metrics can be built at each level in order to reflect the
balance between the state of the simulated entities and external criteria: CPU
load, interaction with an observer, compliance of the simulation outcome with
reference data, etc. In response to low welfare levels, the agents would decide to
aggregate or to disaggregate, in order to enhance their individual or collective
satisfaction. We thus think that our multilevel welfare assessment model offers
new perspectives to contribute to this issue.
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12. Maudet, A., Touya, G., Duchêne, C., Picault, S.: Representation of interactions in
a multi-level multi-agent model for cartography constraint solving. In: Demazeau,
Y., Zambonelli, F., Corchado, J.M., Bajo, J. (eds.) PAAMS 2014. LNCS (LNAI),
vol. 8473, pp. 183–194. Springer, Cham (2014). doi:10.1007/978-3-319-07551-8 16

13. Morvan, G., Veremme, A., Dupont, D.: IRM4MLS: the influence reaction model
for multi-level simulation. In: Bosse, T., Geller, A., Jonker, C.M. (eds.) MABS
2010. LNCS (LNAI), vol. 6532, pp. 16–27. Springer, Heidelberg (2011). doi:10.
1007/978-3-642-18345-4 2

14. Netzer, A., Meisels, A., Zivan, R.: Distributed envy minimization for resource allo-
cation. JAAMAS 30(2), 364–402 (2015)

15. Nongaillard, A., Mathieu, P.: Reallocation problems in agent societies: a local
mechanism to maximize social welfare. J. Artif. Soc. Soc. Simul. 14(3), 5 (2011)

16. Picault, S., Mathieu, P.: An interaction-oriented model for multi-scale simulation.
In: Walsh, T. (ed.) 22nd International Joint Conference on Artificial Intelligence
(IJCAI), pp. 332–337 (2011)

17. Siebert, J., Ciarletta, L., Chevrier, V.: Agents & artefacts for multiple models coor-
dination: objective and decentralized coordination of simulators. In: Proceedings
of ACM Symposium on Applied Computing, pp. 2024–2028 (2010)

18. Weerdt, M., Zhang, Y., Klos, T.: Multiagent task allocation in social networks.
JAAMAS 25(1), 46–86 (2011)

http://dx.doi.org/10.1007/978-3-319-25524-8_51
http://dx.doi.org/10.1007/978-3-319-07551-8_16
http://dx.doi.org/10.1007/978-3-642-18345-4_2
http://dx.doi.org/10.1007/978-3-642-18345-4_2


A Multi-Level Multi-Agent Simulation
Framework in Animal Epidemiology
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Abstract. In order to recommend better control measures in public
or animal health, epidemiologists incorporate ever-finer details in their
models, from individual diversity to public policies, which often involve
several observation scales. Due to the variety of modelling paradigms, it
becomes more and more difficult to compare hypotheses and outcomes,
all the more that the increased complexity of simulation programs is
not yet counterbalanced by design principles nor by software engineering
methods. We propose in this paper to use the multi-level agent-based
paradigm to integrate existing methods within a common interface, pro-
vide a separation between concerns and reduce the part of code devoted
to model designers. We illustrate our approach with an application to
the Q fever disease in cattle.

Keywords: Epidemiological modelling · Multi-level agent-based
simulation · Knowledge and software engineering

1 Introduction

The work presented here takes place within Project MIHMES1 in the context of
cattle epidemiology. To gain a deeper understanding of disease spread processes
and to identify efficient control measures, this research studies enzootic livestock
diseases at several scales. Various models were developed for either intra-herd
or inter-herd spread, using either a compartment-based or individual-based app-
roach, in many programming languages (Scilab, C++, Python, R). They proved
relevant to account for field observations and helped designing recommendation
strategies to control disease spread. Yet, they lack genericity from a software
engineering viewpoint, so that the exploration of new hypotheses often requires
a substantial coding effort. Besides, the choice of the modelling paradigm is a
strong constraint which is the backbone of each simulation program, though

1 http://www6.inra.fr/mihmes.
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it would often be quite useful to replace compartment models by Individual-
Based Models (IBM) or vice-versa. This situation is highly representative of
the difficulties encountered in epidemiological modelling and thus is taken in
the paper as a use-case for testing new software approaches. We believe that
Multi-Agent Based Simulations (MABS) are a convenient solution for providing
a homogeneous interface to several modelling paradigms. Besides, the concepts
and techniques developed in Multi-Level MABS are fully relevant to implement
epidemiological models, because of their connection to the issues raised by the
multi-level nature of infectious processes, farming techniques, and cattle trade.

The paper is organized as follows: Sect. 2 discusses the main existing par-
adigms in epidemiological modelling. The design principles and the framework
proposed to answer above issues are presented in Sect. 3, and illustrated with an
application to Q fever disease in Sect. 4.

2 An Overview of Epidemiological Modelling Paradigms

2.1 Classical Methods: Equations and Compartments

Since the seminal work of Kermack and McKendrick [12], the classical approach
to epidemiological modelling relies upon the partition of the population into sev-
eral compartments, each representing a number of individuals sharing a homoge-
neous state. This strong assumption allows considering only flows of individuals
moving among compartments. This is usually described through a flow diagram
as the famous “SIR” model (Fig. 1), where three health states are represented:
Susceptible (S), where individuals can become infected due to the contact with
Infectious individuals; Infectious (I), where individuals are likely to contaminate
others; Recovered (R), where individuals are not contagious anymore and can-
not be reinfected. The state variables S, I,R, i.e. the amount of individuals in
each compartment, are controlled by an Ordinary Differential Equation (ODE)
system based on transition rates between compartments. They can be computed
either in a continuous, deterministic way, or in a discrete, stochastic way after
transforming rates into probabilities and applying multinomial sampling.

Fig. 1. Flow diagram of the classical SIR model. Nodes are compartments measuring
number of individuals in each health state; edges are labeled with the flow rates.

This compartment-based paradigm, in addition to allowing analytical
insights, is quite flexible. Input and output rates can be used to integrate demo-
graphical dynamics. If needed, compartments can easily be subdivided into finer-
grain boxes, for instance to account for spatial areas or age groups. Several
species can also be modelled, e.g. in vector-borne diseases. In addition, the role
of environmental contamination can be explicitly introduced through one or
more dedicated compartments [14].
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Yet, it is not very convenient to account for the individual diversity that
is encountered in biological parameters (e.g. in the susceptibility to diseases),
or to integrate behavioural considerations, such as seasonal moves, or preven-
tion and control measures. When several concerns are to be taken into account
simultaneously in addition to health states, the only possibility offered by
compartment-based approaches consists in subdividing compartments again and
again (e.g. [14]), which finally resembles very much individual-based models, or
to complexify the formalism [18].

2.2 The Rise of Individual and Agent-Based Models

Due to this drawback, a growing number of models use Individual-Based Mod-
els (IBM), which allow an explicit integration of the diversity of individual
states (e.g. [7]), or even to Agent-Based Models (ABM), where the diversity of
individual behaviours and interactions between individuals are native features
(e.g. [2,20]). The main advantage of IBM/ABM is to be almost undefinitely
extensible, since the introduction of new hypotheses essentially leads to introd-
uct of new agents or behaviours. The dynamics of the model can be studied in
details, and domain entities are represented very straightfully by computational
entities. Is also easier to represent multifactorial processes and gain a deeper
understanding of causal mechanisms of epidemiological systems [15].

As a counterpart, the computational cost is much higher. Not only processing
an IBM is generally slower than a compartment model, but the number of repe-
titions required to study the model is also greater. Indeed, the detail level is at
the cost of additional parameters, thus the sensibility analysis has to be carried
out more thoroughly. In addition, the enhanced facility for changing hypotheses
naturally leads to the temptation of multiplicating the number of scenarios to
assess and compare control measures and public policies. Besides, most of these
works focus on a practical case and specific pathogens, where Multi-Agent Sys-
tems prove a quite convenient tool, but to our knowledge none is dedicated to
drawing MAS towards a true paradigm for epidemiological modelling, with a
generic methodology and reusable algorithms and architectures.

2.3 The Emergence of Multi-level Simulation

Additional issues are at stake when coming to a regional or national scale, since
the spatial dynamics cannot be ignored, and models developed at different scales
have to be coupled [4].

A classical approach used to handle epidemiological models at a regional
scale is the ecological concept of metapopulation [9]. A metapopulation is a sys-
tem of interconnected local populations living in isolated patches, each of them
endowed with its own epidemic dynamics. Contacts between local populations
may occur due to neighbourhood relations, movements, or transport of pathogens
via hosts or wind. This method reduces the computational cost that would result
from a pure IBM approach, at the expense of a coarse-grained modelling of sub-
populations dynamics. This approach is very popular in human epidemiology,
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since it allows addressing large-scale populations and areas, where contact struc-
tures are rather well described. Besides, this approach can be handled either in a
deterministic or stochastic way. Yet, compared to equivalent multi-agent based
simulations, metapopulations models may lead to overestimate infections [1,11].

Conversely, the computational cost of classical MABS at this scale is quite
high. Unless using a massively parallel platform with simple epidemiological
assumptions and a high level of software optimizations [17], handling millions
of agents is an issue, all the more when repetitions are required to compare
scenarios in a credible way.

As it appears from this diversity of modelling paradigms, there is definitely
no “ultimate solution” that would fit every situation. On the contrary, a multi-
purpose modelling framework should be able to provide tools for allowing a
combination of all these methods depending on the target context.

3 A Multi-level Modelling Method and Framework

We first assume that models have to be designed from the beginning as multi-
level models, instead of building for instance an intra-herd model and trying to
scale it to the regional scale, or conversely trying to “zoom” within each herd
of a metapopulation model by adding finer-grain features. This perspective, far
from idealistic, can be achieved through a high degree of modularity concerning
two aspects: (1) the structure of models, for which a multi-level agent-based
approach seems well suited, and (2) an explicit decomposition of all processes
(infectious dynamics, cattle management, trade...) involved in the system. In
this section, we present the design principles and the software architecture we
propose to answer above issues.

3.1 Structural Modularity: Multi-level Modelling

The number of research works on multi-level agent-based simulations (ML-ABS)
is significantly growing in recent years. These simulations use agents to reify orga-
nization, observation or scale levels at the same time. In cattle epidemiology, the
reification of intermediate entities (e.g. age groups, herds...) between the animal
and the population, as well as the use of associated spatial areas (pens, farms,
pastures...) is a major advantage to assess fine-grained control measures. Yet,
most contributions are designed for specific application fields. Hence, we use one
of the very few existing generic multi-level meta-models, PADAWAN [19], which
features many design and implementation properties we are seeking for compu-
tational epidemiology. Especially, the PADAWAN meta-model enforces a strong
separation between declarative and procedural concerns, through the indepen-
dence of behaviours (specified as interaction rules) from the agents that can per-
form or undergo them. Agents and environments can be associated through two
relations: situation (agents can interact within several environments) and encap-
sulation (agents can “contain” an environment in order to host other agents).
Thus, a multi-level MABS is built as the combination of a structure (the archi-
tecture and organization of nested agents and environments) and a function
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(an explicit and intelligible description of the processes involved in the system).
Since agents can represent any kind of entity, they provide a homogeneous, yet
polymorphic interface to integrate multiple modelling paradigms.

3.2 Functional Modularity: Knowledge Engineering

Besides, we argue that field knowledge (parameters, assumptions, processes,
data...) introduced in a model must be split with respect to the diversity of
concerns, as pointed out by [6]. Therefore, the first task in model design is the
identification of distinct processes. We also believe that a multi-level modelling
frame intended for epidemiology experts should be as little intrusive as possible
with respect to their habits, so as to induce only refinements and clarifications
of existing methods. Thus, we propose the following principles:

1. Enhance existing formalisms so as to make them unambiguous, but not
abstruse. For instance, the ODD protocol proposed in [10] is a first step
towards the elicitation of expert knowledge, but remains an ambiguous tex-
tual template [3]. On the contrary, using powerful formalisms originated from
physical multi-scale processes [8], or from molecular biology [13], would be
inappropriate as regards epidemiological concerns.

2. Provide methodological guidelines aimed at identifying typical issues and at
answering them with convenient, standardized solutions, as Design Patterns
do in software engineering.

3. Automate as much as possible the common tasks involved in the simulation
process, so as to let the final users develop only specific, tiny pieces of code.

To stay as close as possible to existing modelling formalisms, we propose
to transform the usual flow diagram into a true finite state machine. To do so,
we consider that nodes (states) and edges (transitions) can be endowed with
additional information (Fig. 2). States are given optional features: (1) a duration
distribution, which specifies how long an individual is likely to stay in current
state, and which is helpful to describe e.g. demographical effects, and (2) actions
performed when entering the state, being in the state, or leaving the state,
e.g. to handle shedding in infectious states. In addition to their label which
can represent either a rate, a probability, or an absolute number of individuals,

Fig. 2. Enhancements of the flow diagram in a state-machine style.
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transitions can be enhanced with: (1) crossing conditions, so as to determine
which agents from source state are allowed to move towards destination state,
and (2) actions performed by individuals when crossing the edge, i.e. after leaving
the source state and before entering the destination state.

These additions correspond to features that are ordinary hard-coded when
coming to the implementation of a model specified through a classical flow dia-
gram. Moving these elements very early in the design process is not much intru-
sive, contributes to a more accurate view of the whole model, and allows includ-
ing them in a code-generation process. Moreover, the state-machine diagram
can be used indifferently in a compartment-based (deterministic or stochastic)
or agent-based approach. All information regarding the processes involved in a
model, the corresponding state machines with their states, transitions, condi-
tions, actions, durations and rate/probability/amount parameters can be speci-
fied in a YAML configuration file, which is processed to generate the simulation
architecture, but can also be used for producing a technical documentation, fig-
ures, commenting the sources and assumptions, etc.

3.3 Architecture of the EMuLSion Framework

These design principles have been implemented and experimented through a
Python framework, called “EMuLSion”2. In this framework, a model is com-
posed of processes (a sequence of actions upon agents), some of them driven by
state machines, and using parameters. Parameters include rates, probabilities,
amounts, distributions... given either in values, ranges, or expressed as a func-
tion of other parameters. They are parsed using a symbolic mathematics library
(Sympy) and the consistency of the model is checked automatically.

Class related to agents and to their model-specified behaviours are shown on
Fig. 3. All Multi-Level Agents are situated in at least one environment. They are
divided into two categories: atoms and groups. The AtomAgent class represents
“individuals” (e.g. animals). Its EvolvingAtom subclass represents individuals
endowed with state-machine driven behaviours. On the contrary, groups of agents
can encapsulate a local environment where other agents can be situated. They
are themselves composed of two families: Compartments and Aggregations. The
Compartment class represents the situation where individuals are homogeneous
enough to be aggregated into a simple amount. An Aggregation provides a view
over individuals or other groups, i.e. a representation where agents are gathered
according to customizable variables, such as health state, age group, etc. More
specifically:

– SimpleView agents host individuals (atoms) and schedule their behaviour. An
AdaptiveView also detects individuals which have a different value of specific
variables than others, and ask their own host to put them in the proper place.

– The purpose of StructuredView agents is to associate SimpleView agents or
Compartment agents with possible values of specific variables. For instance, in

2 EMuLSion stands for “Epidemiological MUlti-Level SimulatION framework”.
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Fig. 3. Class diagram of the multi-level agent hierarchy in the EMuLSion framework.
Agent classes with an orange background have a state-machine driven behaviour.

a SIR model, the health state variable can take three values (S, I, R), hence
is associated to three Compartment agents or to three SimpleView agents. The
GroupManager does the same, but using a state machine to determine how
indivuals (or amounts) change their value for those variables.

– Finally, the MultiProcessManager can handle several processes in the same
simulation. It relies upon at least a SimpleView to control all individuals, and
a StructuredView or GroupManager agents to manage the different processes
involved in the model.

3.4 Usage Patterns

This composition-based architecture allows representing the modelling para-
digms found in computational epidemiology. Compartment-based models are built
using instances of the Compartment class, hosted by a GroupManager endowed
with a state machine specifying the health states and their transitions (Fig. 4a).
Compartment agents can adopt a deterministic or a stochastic behaviour on
demand. Individual-based models are composed of EvolvingAtom agents, each
endowed with their own state machine(s), and hosted by a SimpleView agent
(Fig. 4b). Finally, metapopulations can be represented using a StructuredView
or a MultiProcessManager holding several agents constructed after one of the
latter architectures, with additional processes describing contact structure.

Additional solutions can be built, especially by grouping individuals accord-
ing to their state. The main advantage of using regroupments of individuals is
to provide a straight access to similar individuals, especially when determining
which individuals have to change state. For instance, in a stochastic approach,
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Fig. 4. (a) Structure of a pure compartment-based model. The GroupManager is
endowed with a state machine to determine flows between compartments. (b) Pure
IBM simulation structure. EvolvingAtoms are endowed with their own state machines
and hosted by a SimpleView agent.

one multinomial sample per group can be used instead of one Bernoulli trial
per individual, which is significantly more efficient. To do so, the first step con-
sists in building a GroupManager agent, endowed with a state machine for one
concern, e.g. the infectious process affecting the health state variable (Fig. 5).
Each value of the health state is associated with an AdaptiveView, contain-
ing AtomAgents. Atoms move from one state to another according to the state
machine. If an external process affects health state of agents, for instance a
cure changing “I” into “R”, the “I” AdaptiveView detects the change and asks
the GroupManager to put modified atoms in the right place (“R” AdaptiveView).

Fig. 5. Structure of an aggregation of individuals into adaptive views. Atoms are
grouped according to their common states. The GroupManager is endowed with the
state machine to induce state changes in atoms.

The MultiProcessManager agent handles a combination of several analogous
structures (Fig. 6). This agent is given the list of processes affecting individuals or
groupings, and the variables associated with each grouping. If a process is bound
to a state machine, it automatically uses a GroupManager with the structure
described above, otherwise it does the same with a simple StructuredView.
Each individual is thus accessible from a global list (SimpleView) and from each
of the groupings.

The current version of EMuLSion counts about 3,200 lines of code (in
Python). The framework has been extensively tested on several variations of
the theoretical SIR-like models, to check that all usage pattern described above
produce equivalent results. In the next section, we show how these usage patterns
are deployed for the study of a real disease.
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4 Application to Q fever in cattle

To illustrate the interest of our approach, we explain here how it is applied to one
of the diseases studied in project MIHMES: Q fever, a zoonosis affecting mainly
ruminants. Two specific individual-based models have been already developed
for this disease in cattle and are used for comparison, one for the within-herd
spread [7], and one for the inter-herd spread [16].

4.1 Q fever model

Our implementation of the Q fever model in dairy herds is based on [7] with 6
health states: susceptible (S), infectious without immune response (I–), infectious
with immune response (I+) and bacterial shedding in milk (I+m), and carrier
with (C+) or without (C–) antibodies. Contaminations occur through bacterial
shedding in the environment. Besides, only adult female cows are taken into
account. They follow a farming process (“life cycle”) suited for milk production
where cows are inseminated, get pregnant (P state), calve (PC) or abort (A)
depending on their health state, and wait before new pregnancy (BP). Calving
and abortion bring a high level of bacterial shedding.

During each time step, the processes involved at the herd level are the following:
(1) bacterial decay in the environment (exponential decrease); (2) culling process
to remove cows depending on their parity (i.e. number of calvings); (3) replace-
ment process to introduce new animals in the herd; (4) infection process based on
the state machine affecting health state; (5) farm management based on the state
machine affecting life cycle; (6) actualization of the grouping of animals by parity.

4.2 Implementation, Tests, and Future Work

To implement this model, we could use a classical IBM approach, but to benefit
from the adaptive grouping of individuals, the most suited architecture consists
in defining a class for individuals, namely QfeverCow which extends AtomAgent,
and one for the herd (QfeverHerd) as a subclass of MultiProcessManager.

The processes involved in the model require that individuals are grouped
according to three criteria: parity (for culling), life cycle and health state (both
driven by a state machine). The amount of bacteria shedded by infectious animals
also depends if they recently calved or not, thus using an additional boolean
variable to control the grouping for the infection process is more efficient, all the
more than those groups are created only when needed. The resulting architecture
is shown on Fig. 6.

The implementation of the Q fever model within the EMuLSion framework
was first tested to reproduce the outcomes of the reference intra-herd model [7].
Figure 7 shows the comparison between both on two main outputs (disease preva-
lence, i.e. proportion of infectious animals, and amount of bacteria excreted in
environment). In addition, we are able to test rapidly alternative hypotheses,
especially regarding the simplification of the intra-herd model, in order to keep
the core mechanisms responsible for the disease spread before introducing inter-
herd contamination. This exploratory work will be published in a separate article.
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Fig. 6. Structure of the intra-herd model of the Q-Fever disease. Individuals are aggre-
gated according to concern-related variables. Individuals (e.g. the blue one in health
state I+, life state A and parity 4) can be accessed through each concern or through a
global list.

Fig. 7. Average (200 repetitions) and 5–95% percentiles for the prevalence and environ-
mental excretion of bacteria in reference model [7] and in EMuLSion implementation
of Q fever.
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The original intra-herd [7] and inter-herd [16] models were respectively com-
posed of 1,000 and 2,500 lines of assumption-specific code (in R and Python).
The EMuLSion implementation involves a small amount of classes developed for
Q fever (circa 250 lines), and a YAML configuration file for describing the state
machines, processes, and parameters composed of about 300 key-value pairs,
including textual comments.

Ongoing work now focuses on the integration of this model to an inter-herd
simulation, using again a MultiProcessManager to represent the metapopula-
tion of herds. In Q fever, contamination between herds occurs because of airborne
dissemination of bacteria and because of the introduction of infected animals
through animal trade. This only affects two processes of the intra-herd model:
the renewal process (based on sales and purchases) and the bacterial dispersion.
New procedures are currently elaborated to account for these mechanisms, on
the basis of existing trade and meteorological data.

5 Conclusion and Perspectives

We have presented a generic approach based on the organization of multi-level
nested agents to design and implement epidemiological models. Our method
offers a homogeneous way to integrate quite easily classical methods such as
compartment-based and individual-based models. Besides, it relies upon a sep-
aration of declarative and procedural concerns, first to keep the underlying
hypotheses intelligible and revisable, and second to make the simulation engine
generic and reliable. Though the development of the framework itself requires
advanced skills in computer science, its use for designing and simulating models is
made easy for epidemiologists, who have very little code (and simple) to write,
and conversely forced to write down their assumptions in detail. This frame-
work has been already applied to re-design the intra-herd model of Q fever and
test possible simplifications, in order to build an efficient and relevant between-
herd model. Other models developed during the MIHMES project will be re-
engineered in a similar way to ensure the sustainability and extensibility of the
modelling experience.

More generally, this work is a first step towards the collective elaboration of
a common modelling frame to allow an accurate comparison of epidemiological
models. The ability to make all assumptions explicit and describe precisely all
the processes and interactions involved in a system, and the confidence in a
generic, yet versatile simulation engine, are a crucial requirement for scientific
reproducibility. Besides, the capability of using indifferently and transparently
one paradigm or another paves the way for exploring automatic switch techniques
between them, as suggested in [5].

In a wider perspective, we also believe that reducing the duration of design,
implementation and testing of new models will be a key stake to answer epi-
demiological urges (avian or human flu, mosquito-borne diseases), increased by
global warming which could lead to a multiplication of unexpected situations.



220 S. Picault et al.

Acknowledgements. Project MIHMES is funded by the French Research Agency,
Program Investments for the Future (ANR-10-BINF-07) and the European fund for
the Regional Development (FEDER) of Pays-de-la-Loire. The research work presented
here is also funded by the Animal Health Division of the French National Institute for
Agricultural Research (INRA).

References
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Abstract. Multi-agent based approaches can offer highly scalable, robust
and flexible ways to provide data-collection and synchronisation services in
large-scale dynamic distributed environments, ranging from physical ter-
rains to sensor networks, computing Clouds, and the Internet of Things
(IoT). The network topology of the targeted distributed system, as well
as the agents’ exploration algorithm, have an important impact on ser-
vice performance and consequently on robustness in case of failure-prone
agents. In previous works we have proposed a pheromone-based agent
exploration algorithm that performs best in most targeted environments.
We have also identified the network topology characteristics that are most
sensitive to agent failure. In this paper, we propose a replication-based self-
healing approach that enables agents to complete a data-synchronisation
task even for high-failure rates, in failure-sensitive network topologies. Sys-
tem nodes can learn and estimate time-outs dynamically, so as to minimise
false positives. We evaluate overheads incurred by agent replication, in
terms of memory consumption and message communication. The reported
findings can help design viable multi-agent solutions for a wide variety of
data-intensive distributed systems.

Keywords: Replication · Multi-agent systems · Distributed system ·
Complex networks · Exploration · Data synchronisation · Self-healing
failures

1 Introduction

Multi-agent based approaches can offer highly scalable, robust and flexible ways
to provide data-collection and synchronisation services in large-scale dynamic
distributed environments, ranging from physical terrains to sensor networks,
computing Clouds, and the Internet of Things (IoT). In previous works we have
shown that both the network topology of the targeted distributed system, and
the agents’ network exploration algorithm, are key to service performance, and,
consequently, to robustness in case of failure-prone agents. In [1] we have pro-
posed a pheromone-based agent exploration algorithm that performs best for
c© Springer International Publishing AG 2017
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collecting data from physical environments with various topologies. The perfor-
mance of this algorithm was also confirmed for distributed computing systems,
where the exploration space was a complex network (rather than a uniform sur-
face) [2]. These findings are consistent with related works that also correlate
complex network topology to distributed task performance [3–5].

Performance also impacts robustness, since faster agent exploration provides
better resistance to agent failure (i.e. the task is completed before all agents fail).
In [2], we identified the characteristics of network topologies most sensitive to
agent failure, when using our pheromone-based algorithm. Namely, the agents’
success was inversely correlated to the variance of the betweenness centrality
among nodes – e.g. Small World or Hub & Spoke topologies were the most fragile.
To improve the robustness of our exploration algorithm in such topologies, we
propose here a self-healing approach based on localised agent replication.

Replication is a well-known strategy based on object copy creation (e.g. files,
databases, sensor information) [6]. It helps deal with component failures and
hence ensure better performance and dependability. In distributed systems, time-
outs are commonly used to detect node failures and trigger replication. Nodes
repeatedly exchange ping messages (or heart-beats) and the lack of a node’s
response within a delay indicates the node’s failure [7,8]. One difficulty here is to
estimate time-out values, so as to avoid false positives and node over-replication.
Another difficulty is system scalability, as the number of monitoring messages
may grow exponentially with the system size. Several strategies are available to
limit communication to local domains [9,10].

In the presented study, agents aim to complete the collective task of synchro-
nising data across all nodes of a distributed system. Each node is initialised with
different data, which is only updated by agents (this is a simplifying assumption
that can be lifted in future works). Agents explore the system and progressively
collect, merge and deposit data at each node, until all nodes contain the same
data aggregate. Agents can fail with a predefined probability, meaning they are
removed from the system. The self-healing technique proposed here aims to repli-
cate agents so as to: (i) ensure task completion, even for relatively high failure
rates; and, (ii) avoid false positives and over-replication, when time-outs are
initially unknown (e.g. vary dynamically).

In short, each node keeps references of agents that leave the node for a
neighbour node. Once arrived, the agent notifies the node that it left from. If
the node does not receive a notification from an agent within an expected delay,
then the node creates a new agent and injects the latest local data aggregate
into it. The time-out is the estimated delay for an agent’s transfer from the
current node to its neighbour node. To avoid over-replication, if a notification
arrives after a replica has already been created, then the node picks one of the
next arriving agents, merges its data with the local aggregate, then removes the
agent. The node also updates its time-out delay accordingly, hence learning and
adapting to local communication delays on each of its network links.

This replication technique applies to tasks performed by identical agents,
where differing agent states (i.e. partial data aggregates) can be reloaded from
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the local nodes. Possible applications include ad-hoc networks or sensor networks
where agents can be lost during communication and in re-designing services
like traditional DNS using peer-to-peer protocols when network partitions can
produce disruptions in internet services and high performance is required [11].
Additionally, future work will aim to enable agents to handle node and link
failures in a local fashion (e.g. partial failures, where agents provide altered
data [12] or node crashes in cloud environments where the topology must be
maintained and node instances can be created and interconnected dynamically).

The remaining of this paper is organized as follows: Sect. 2 presents the
agents’ data-replication collective task, the complex network topologies stud-
ied and the agent design. Section 3 presents the replication technique and Sect. 4
details the experimental settings (i.e. complex network topology, failure rates
and replication algorithm configuration) and discusses results. Finally, Sect. 5
presents conclusions and future works.

2 Data Replication Problem

Agents must explore nodes interconnected via a complex network. Initially, each
node holds different data. The agents collect and replicate data across the nodes
until all nodes hold the same data aggregate. Agents can fail, with a probability
pf (e.g. pf = 0.1 means that an agent can crash in one of ten simulation steps).

The agent implementation is based on [2], in turn inspired by previous
approaches [13,14]. Each agent is endowed with a collection of perceptions
P = {pheromone, data, node, neighbors, msg} and actions A = {Move(k),
Collect, Send(msg), Recv}. In the collection P , pheromone is a vector of real
numbers with values in [0, 1] that represent the amount of pheromone in the
agent’s vicinity (i.e. nodes adjacent to the current location); data stores a data
copy on the current node; neighbour returns the identities of agents in the same
vertex; msg stores messages from other agents; and node returns the agent’s
location (current node). In the actions, Move(k) moves the agent to a node k
and copies the agent’s data in k; Collect copies data from current node in the
agent’s memory; and Send and Recv exchange information with other agents.

Simulation is performed in rounds, where each round defines the time in
which each agent senses its local environment (current node, data in current
node, co-located agents and adjacent nodes); decides an action (e.g. move to
determined vertex based on the amount of pheromone) and execute it [13].

Complex networks have a large number of interconnected nodes with some
special features, like relatively small distances among nodes, power-law degree
distributions and non-trivial topological properties [4]. For the experiments, we
selected complex networks that were challenging for completing a data-collection
task, as shown in [2]: a Small-World, Scale-free, Community network and
Hub & Spoke (Fig. 1).

For the Small-World (Fig. 1-a), we used the model of Watts-Strogatz [15,16].
In this model, a regular ring lattice network with n vertices and k edges per
vertex is created. Then each edge in the network is rewired with a probabil-
ity β. The β parameter determines how regular the final network will be: β = 0
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Fig. 1. Complex network topologies selected for experiments.

generates a regular network, β = 1 a random network, and in-between values
a Small-World network [17]. The Community network in this paper (Fig. 1-b)
were generated using a nclusters parameter to define the number of groups in
the network and adding a single connection between nodes of different groups.
Each group was generated as a Small-World network (with its own k, β, and
n = m/nclusters, where m is the number of nodes in the network). In this paper,
a Community network with four clusters is connected via a circle formed by
pairs of nodes selected randomly from different groups. The Scale-free network
(Fig. 1-c),was modelled by starting with sn nodes and η connections. At each
step, a new node is added and connected via η links to existing nodes, giving pri-
ority to nodes with higher degrees [18]. The probability to connect to an existing
node is defined by pi = ki∑

j(kj)
, where ki is the degree of node i [16,19,20]. Hub &

Spoke corresponds to a Star configuration of a central node and n − 1 adjacent
nodes. Hub & Spoke networks are applied for obtaining high availability and
reliable computing services by expansion of individual cloud instances [21].

2.1 Agent Exploration Strategy

To implement the agents’ exploration strategy, we adopt the pheromone-based
approach presented in [2], which is an adaptation for complex network explo-
ration of the algorithm in [1], in turn inspired by Ant Colony Systems (ACS). In
this strategy, agents choose the nodes with the minimum amount of pheromone
as exploitation rule. If more than one node have the same minimum amount, the
next location is selected at random.

When a simulation starts, the initial value of pheromone in each node is
τv = 0.5. As in ACS [22], the decision of exploring or exploiting new nodes is
based on a pseudo-random variable q ∈ [0, 1] (Eq. 1):

dir =
{

exploitation rule if q ≤ 0.9
biased exploration otherwise (1)
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Biased exploration is a random-proportional rule based on the amount of
pheromone in each adjacent node to the current location of an agent i.

neighbourhood(i) includes the vertices connected to vertex i. Biased explo-
ration prevents agents from getting trapped in a confined area (e.g. agents sur-
rounded by pheromone traces). τ ′

v(v) = 1−τv(v) is defined to reward the selection
of vertices with a minimum amount of pheromone.

pd(x, y) =
τ ′
v(v)∑

(k)∈neighbourhood(i) τv(k)
(2)

In each round t, each agent i updates its internal pheromone value τat
(i) (as

in Eq. 3) and the pheromone amount in its current node τv(v) (as in Eq. 4).

τat
(i) = (τat−1(i) + 0.01 ∗ (0.5 − τat−1(i))) (3)

τvt
(v) = τvt−1(v) + 0.01 ∗ (τat−1(i) − τvt−1(v)) (4)

If an agent i finds or receives new information, then its internal pheromone
value is updated to its initial value of τat

(i) = 1. In this case, Eq. 3 decreases
the internal pheromone value at each round; and Eq. 4 increases the amount of
pheromone in the locations that the carrier agent explores.

Additionally, a passive exploration strategy is added to avoid stagnation,
allowing re-exploration of routes of agents that failed without sharing infor-
mation [23]. The environment performs pheromone evaporation on all nodes V
of the complex network G, using the definition in [24] with evaporation rate
ρ = 0.01: τvi

= (1 − ρ)τvi(t−1)
, for ∀i ∈ {V,G = (V,E)}

3 Agent Replication Approach

To deal with agent failure, we propose a replication strategy that enables nodes
to create new agent instances. Agents can fail when moving between nodes (e.g.
unreliable communication); node crashes will be addressed in future work. In
the proposed model, each node is responsible for a dynamic set of agents, called
followedAgents = {a1, a2, a3, ..., an}, which it monitors and possibly replicates.

When an agent departs from a node, it sends a message departing to its
current node, including the agent id and node destination. When an agent arrives
at a node destination, it sends a message freeresp back to its previous node.
Each time a node receives a departing message, it assumes responsibility for the
corresponding agent, adding it to the followedAgents set. When a node receives
a freeresp message, it deletes the agent from followedAgents.

Each node has an internal round counter, nodeAge, for calculating the round
difference between the departing and freeresp messages for each agent k in its
followedAgents set. All differences are stored in a special-purpose data struc-
ture, expectedMsgtime, separately for each neighbour node:

expectedMsgtime(destination(k)) ← getRound(freeresp) − getRound(departing).
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Algorithm 1 defines how nodes decide when to create an agent replica, for
each agent in followedAgents. The variable wsize is introduced to calculate the
median and standard deviation of the last n elements in expectedMsgtime, and
used to calculate the expected time-out. When the time-out expires, the node
creates an agent replica and injects its local data aggregate into it. When a node
detects a false positive – i.e. receives a freeresp after creating a replica – the
node deletes the next arriving agent (after collecting its data).

Algorithm 1. Replication algorithm
1: for each Agent a ∈ followedAgents do
2: dest ← getDestination(a) � gets next location of agent a
3: mRounds ← median(expectedMsgtime(dest), wsize)
4: sRounds ← stdev(expectedMsgtime(dest), wsize)
5: if nodeAge − getRoundDepartMsg(a) > mRounds + 3 ∗ sRounds then
6: createReplica(a)
7: followedAgents.remove(a)
8: end if
9: end for

4 Experiments and Results

Experiments aimed to: (i) determine whether the proposed replication strategy is
able to deal with agent failures, so as to complete the data-replication task; (ii) to
assess the time taken in rounds, and the induced overheads in terms of memory
consumption and communication messages; and, (iii) to show how the system
could learn to approximate communication time-outs and avoid over-replication,
by alternating simulations without and with agent movement delays.

Each experiment was performed 30 times. Agents start from random loca-
tions, selected separately for each topology (but the same ones for all 30 repeti-
tions in any one topology). In addition, each network consists of 100 nodes and
is explored by 10 agents (in a relation 10 to 1).

An experiment is a combination of: agents that replicate data (10 agents are
defined); A failure probability: pf = {0, 1e−3,3e−3, 5e−3, 7e−3, 9e−3, 1e−2,
3e−2, 5e−2}; activation or deactivation of the replication algorithm; and one
complex network (Small-World n = 100, k = 4, β = 0.5, Community Network
nclusters = 4, m = 100, k = 4, β = 0.5, Scale-free sn = 4, steps = 97, η = 1 and
Hub & Spoke: n = 100).

The parameters of the replication algorithm are: time-out of t = 10 rounds
assigned initially to each element in expectedMsgtime and wsize = 10.

expectedMsgtime is stored in each simulation to have a history and use this
values in the next simulation allowing learning of the time-outs.

4.1 Experiments Without Agent Movement Delays

These experiments were performed without agent movement delays between
nodes. The first comparison is between experiments with and without repli-
cation. With replication, all experiments are successful even with a pf = 0.5, as
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Fig. 2. pf vs. success rates for community network n = 100, β = 0.5, degree = 4 with
no replication.

the agents complete the task for all analysed complex networks. Without repli-
cation, success rates drop with the increase of pf (Fig. 2). Hence, there are no
successful experiments for a pf ≥ 0.1 in the Community, Small-World and Hub
& spoke networks; and for pf ≥ 0.003 in the selected Scale-free network.

In terms of number of replicas created, we sorted the 30 simulations by
date and obtained maximum, median and minimum number of agents in each
simulation. As expected, without replication, the median and minimum number
of agents reduces when pf increases (Fig. 2). Figure 3 shows the results with
replication. For a pf = 0, the initial number of agents is maintained (i.e. 10
agents), as there is no need to create replicas. For increasing pf (i.e. 0.1, 0.3, 0.5),
the minimum and median numbers are lower, showing the need for replication.
Additionally, the system learns the time-out and hence increases the minimum
number of agents, making the median to tend to the initial number, for all pf

values. The same behaviour is observed for all tested complex networks.

Table 1. False positives with replication and without delay

Complex network Number of false positives

Small-World β = 0.5, n = 100, degree = 4 0

Hub & Spoke 0

Scale-free sn = 4,eta = 1,numSteps = 97 1

Community β = 0.5, degree = 4, clusters = 4 4

Table 1 presents the total number of false positives in the 30 experiments by
each topology and all the values of pf . From this table it is observed how the
number of false positives is small. For the Scale-free one false positive is presented
with a pf = 0.5 and for Community network there are two for a pf = 0.007 and
a pf = 0.3.
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Fig. 3. Simulation sorted by date vs number of agents (max, median, min) in a Small-
World network n = 100, β = 0.5, degree = 4.

4.2 Experiments with Agent Movement Delay

A delay of 1000 ms is added in each agent movement, and the initial time-out of
10 rounds is maintained. This time-out is too small compared to the actual agent
movement delay, hence initially producing a lot of false positives. Figure 4 shows
how time-out values adapt, reducing the number of replicas from one simulation
to another. Time-out learning can be faster if pf tends to zero. Additionally, in
all cases using replication, success rates are 100%. For higher pf values, results
shown that the number of agents reduces, yet this takes more time since agents
fail continuously (Fig. 4).

As shown in Fig. 5-a, a higher pf implies lesser agents moving in the network
and a higher time to estimate the real time-out. However, even with high failure
rates the system adapts and reduces false positives over time.

4.3 Results in Terms of Round Number

These results compare the differences in rounds for the experiments with and
without replication for pf = 0. The null and alternative hypothesis for a deter-
mined topology are the following:

– H0 : the means of the round number with and without replication are equal
for a network G;

– H1 : the means of round number for the two algorithms are different for a
network G indicating correlation between the application of replication and
the round number.
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Fig. 4. Simulations sorted by date vs number of agents (max, median, min) in a Small-
World network n = 100, β = 0.5, degree = 4 with delay.

As shown in Table 2, for Small-World and Community networks there is
no significant difference between means (pval > 0.05). For Hub & Spoke, the
mean and median of the round number is lesser with replication than without
replication, with a significant difference. However, for a Scale-free network there
is the greatest difference in means, as the replication algorithm spends more time
with replication compared to other complex networks.

Figure 5-b shows a box-plot of pf vs round number for a Small-World net-
work. As pf increases, the round number for task completion increases. This
can be because for pf ≥ 0.1 agents fail more frequently requiring more replicas
to complete the task (for pf = 0.1 there are no successful experiments without
replication).

Fig. 5. (a) Simulation sorted by date vs false positives (b) Number of rounds neces-
sary to successfully complete a simulation versus pf - Small-World network β = 0.5,
degree = 4 with replication.
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Table 2. Differences in rounds of replication with delay and no replication with a
pf = 0

p − value Repl No repl

Small-World 0.6891 2828.034 ± 742.79 2636.448 ± 250.54

Community network 0.6856 4927.552 ± 1126.13 5050.655 ± 1380.60

Scale-free 3.725e−09 103529 ± 46554.29 28640.9 ± 7469.88

Hub & Spoke 0.003511 5371.52 ± 584.27 5855.14 ± 485.43

4.4 Results in Terms of Memory Consumption

To evaluate memory consumption we choose the scenario with delay, because
it generates a greater number of replicas, and compare the simulation with a
pf = 0. As shown in Fig. 6, there is not a difference of more than 2MB in memory
consumption after the system learns the time-out for Small-World, Community
and Hub & Spoke. The Scale-free network features the highest difference in terms
of memory consumption. This can be because this network topology takes more
time to complete the task, with the agent exploration algorithm proposed.

Fig. 6. Simulation sorted by date vs memory consumption.

5 Conclusions and Future Work

In this paper, we proposed a replication approach to deal with failures in mobile
agents. This approach allows a system to complete a distributed task even with
high failure rates. Nodes and agents have been modelled as agents that commu-
nicate between them, agents with a data-replication task, and nodes that store
information and also can create new agents and learn the delay necessary to
create a new agent copy allowing the system to self-recover.

The proposed approach only stores in local node memory the identities
of departed agents, rather than entire agent replicas, taking advantage of the
monotonically increasing synchronisation of information on each node, over time.
When a new agent replica is created, it receives the information available in the
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local node, which is the same or more up-to-date than the information of the
failed agent. This helps save node memory and increase task competition speed.

Experimental results show that the system approximates the number of repli-
cas to create by obtaining the initial number of agents. By replication, it is
possible to have 100 percent of success for the task, in performed experiments.
However, experiments suggest that the time in rounds taken to complete the
task increases with the failure probability (if pf ≥ 0.1).

Additionally, results show how for a Small-World, Community and Hub &
Spoke network, the memory consumption reduces as time-out is learned. How-
ever, a high memory consumption and the highest round numbers are observed in
the experiments with a Scale-free network, since agents normally take more time
to complete the task. Results suggest a possible relationship between the type of
complex network selected, the speed of data replication and the movement algo-
rithm. As shown in [2], better results were obtained with an Small-World and
a Community network. The slowest topology was the Scale-free with addition
of only one edge by step. This topology is characterized by difficult exploration
because there are hubs with a higher degree of connection that slow-down agent
exploration. However, even with this configuration, success is achieved in all the
experiments performed with agent replication.

Future work will focus on another important challenge in self-healing: recover-
ing failing nodes and addressing data integrity problems. We hope that obtained
results can provide useful insights into the behaviour of data management
applications with different execution environments, and help design distributed
protocols for data replication in server clouds, clusters and different kinds of
distributed devices (IoT). More information regarding experiments, including
complete measurements, tables and source code are available at http://www.
alife.unal.edu.co/%7Eaerodriguezp/networksim/
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Universidad Politécnica de Madrid, 28040 Madrid, Spain

jesusmanuel.sanchez.martinez@alumnos.upm.es,

{cif,jfernando}@dit.upm.es
http://www.gsi.dit.upm.es

Abstract. Social networks have a great impact in our lives. While they
started to improve and aid communication, nowadays they are used
both in professional and personal spheres, and their popularity has made
them attractive for developing a number of business models. Agent-based
Social Simulation (ABSS) is one of the techniques that has been used for
analysing and simulating social networks with the aim of understanding
and even forecasting their dynamics. Nevertheless, most available ABSS
platforms do not provide specific facilities for modelling, simulating and
visualising social networks. This article aims at bridging this gap by
introducing an ABSS platform specifically designed for modelling social
networks. The main contributions of this paper are: (1) a review and
characterisation of existing ABSS platforms; (2) the design of an ABSS
platform for social network modelling and simulation; and (3) the devel-
opment of a number of behaviour models for evaluating the platform
for information, rumours and emotion propagation. Finally, the article
is complemented by a free and open source simulator.

1 Introduction

Social Networks (SNs) have a great impact in our lives. While they started to
improve and aid communication, nowadays they are used both in professional
and personal spheres, affecting different aspects ranging economic [11] to health
outcomes [22].

The emergence of social computing [45] has raised the interest in the design,
analysis and forecasting of social systems. To this end, Social Computing is a
cross-disciplinary field with theoretical underpinnings including both computa-
tional and social sciences, as well as research from areas such as social psychol-
ogy, human computer interaction, Social Network Analysis (SNA), anthropology,
sociology, organization theory, and computing theory.

One of the fields where ABSS has been applied is the analysis and simula-
tion of social networks, in applications such as viral marketing [40], innovation
diffusion [20], rumour propagation [23]. In fact, some authors [33] propose that
the use of social media in agent based simulations can leverage the input data
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 234–245, 2017.
DOI: 10.1007/978-3-319-59930-4 19
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problem in ABSS, since capturing data from individuals is an expensive and
difficult task in longitudinal studies.

Nevertheless, there is a lack of ABSS platforms that provide support for
social network modelling. Thus, we aim at bridging this gap by designing and
developing an ABSS in Python specifically designed for social networks which
benefits from the wide number of available Python libraries for network analysis
and machine learning.

The remainder of the article is organised as follows. First, we review existing
ABSS platforms to justify why they are not suitable for our problem in Sect. 2,
as well as applications of ABSS to social network analysis. Based on this, we
present a set of requirements for the desired platform in Sect. 3. Then, the pro-
posed model, architecture and simulation workflow are presented in Sect. 4. The
platform has been evaluated through the development of a library of models
which is described in Sect. 5. We conclude with Sect. 6 and provide an outlook
of future work.

2 Review of ABSS Platforms for Modelling SNs

In recent years numerous ABSS have been developed, as shown by Railsback
et al. [34] and Nikolay et al. [31]. Based on this latter work that reviews 55
ABSS platforms, we have reviewed ABSS platforms to evaluate their suitability
for modelling social networks, attending to the following aspects: (i) type of
platform (general purpose or domain specific), (ii) programming language, (iii)
expertise in its application to SNs, (iv) whether the framework provides SNA
facilities and (v) whether the license is Open Source (OS). Table 1 summarizes
the platforms and the reviewed aspects.

From the initial list provided in [31] we have filtered out platforms that are
under a commercial license (e.g. cougaar), not actively developed (e.g. ABLE),
focused on training (e.g. AgentSheets), or otherwise not directly focused on
simulation (e.g. ECJ or Jade). The resulting set of platforms is Common-Pool
Resources and Multi-Agent Systems (Cormas) [7], Madkit [14], Mason [24],
NetLogo [35], Repast [32], SeSam [16] and Swarm [27]. Based on our literature
research, we have added some additional platforms: UbikSim [9], EscapeSim [41],
HashKat [38], Mesa [28], Krowdix [6] and Multi-Agent Scalable Runtime plat-
form for Simulation (MASeRaTi) [2].

Cormas [7] is a general ABSS platform dedicated to natural and common
resource management. There is a work [36] that models a social network of
innovation diffusion in the medical domain. Madkit [14] is a general multiagent
platform which relies on organization concepts and includes simulation facilities.
Kodia et al. [21] describe a model where investors are tied by relationships such
as friendship, trust and privacy. Mason [24] is a popular multiagent simulation.
There is an extension socialnets that provides simple network statistics and a
bridge to the Java Graph library Jung.1 Some authors [40] have used Mason for

1 http://jung.sourceforge.net/.

http://jung.sourceforge.net/
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Table 1. Review of ABSS platforms

Name Domain Language SNs SNA OS

Cormas Generic VisualWorks ✓ ✗ ✓

NetLogo Generic NetLogo, Scala & Java ✓ ✗ ✓

Swarm Generic Objective-C, Java ✓ ✗ ✓

MadKit Generic Java ✓ ✗ ✓

MASON Generic Java ✓ ✗ ✓

Repast Generic Java ✓ ✓ ✓

SeSam Generic Java ✗ ✗ ✓

MASeRaTi Generic Java ✗ ✗ ✓

Mesa Generic Python ✗ ✗ ✓

UbikSim AmI Java ✗ ✗ ✓

EscapeSim Evacuation Java ✗ ✗ ✓

HashKat Social networks C++ ✓ ✓ ✓

Krowdix Social networks Java ✓ ✓ ✗

Soil Social networks Python ✓ ✓ ✓

modelling viral marketing in Twitter. To this end, authors usually complement
Mason with other libraries and tools e.g. GraphStream2 for synthetic network
generation and dynamic network visualisation, iGraph3 for centrality and net-
work measures, and Gephi4 for detailed analysis of the network. NetLogo [35] is
a multiagent programming and simulation environment. It includes facilities for
network representations although not for network analysis. An outdated exten-
sion to NetLogo is described in [5], where the network analysis and visualisation
tool Pajek5 is integrated. In addition, there are some available models of social
networks (e.g. Social circles [15]), but they do not provide facilities for analysing
or building new models. Repast [32] is an agent based simulation platform that
provides a large library of simulation models. Repast has been extended for
SNA [19]. The library Repast Social Network Analysis (ReSoNetA) adds net-
work functionality to RepastJ. It provides a number of network metrics (cen-
trality, prestige and authority) based on the graph Java library Jung as well as
visualisation facilities. This library exploits Repast’s built-in facilities for net-
work modelling. In addition, other works such as van Maanen [25] have used
Repast for modelling social influence in Twitter. SeSam [16] provides a generic
environment for agent based simulations but it has not been applied for social
network modelling. Swarm [27] is a well known agent-based simulator that has
been applied to social network problems such as open source project dynam-
ics [27].

2 http://graphstream-project.org/.
3 http://igraph.org/.
4 https://gephi.org/.
5 http://mrvar.fdv.uni-lj.si/pajek/.

http://graphstream-project.org/
http://igraph.org/
https://gephi.org/
http://mrvar.fdv.uni-lj.si/pajek/
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While the previous ABSS platforms were designed for its application to a wide
variety of domains, other platforms, such as UbikSim [9] and EscapeSim [41] has
been specifically designed for a particular domain, such as Ambient Intelligence
(AmI) and evacuation.

HashKat [38] is a C++ ABSS platform specifically designed for the study
and simulation of social networks. It includes facilities for network growth and
information diffusion, based on a kinetic Monte Carlo model. It exports infor-
mation to be processed by machine learning libraries such as NetworkX6 or R’s
iGraph and network visualisation with Gephi.

Mesa [28] is an ABSS platform that aims at providing a Python alternative
to traditional Netlogo, MASON or Repast. It enables in-browser visualisation
and takes advantage of Python ecosystem. Krowdix [6] is a Java ABSS for social
networks but it is not open source. It uses JUNG for network functions and
JFreeChart7 for visualisation. The simulation model considers users, their rela-
tionships, user groups and interchanged contents. It has been applied to Twitter
and Facebook. MASeRaTi [2] is a distributed and scalable ABSS that uses the
Belief-Desire-Intention (BDI) framework lightjason [3], that extends the agent-
oriented programming language AgentSpeak.

To summarise, except for HashKat and Krodix, ABSS platforms do not pro-
vide support for the analysis of social networks, although some platforms have
already been used for this purpose. Moreover, most ABSS platforms are pro-
grammed in Java. MASeRaTi follows a different approach where agents can be
programmed based on a BDI model. Main challenges for applying existing plat-
forms to social networks come from their underlying models, frequently tied to
spatial models.

3 ABSS Requirements for Social Networks

Based on the previously presented review of ABSS platforms and their applica-
tion to SN analysis and simulation, we have identified the requirements listed
below, which are structured in network and agent model.

Network model. The network level groups all the functionalities related to the
structural aspects of the social network. The following requirements have been
identified:

– Generation of synthetic graphs. Even though accessing real social network
graphs is critical, real datasets have a number of disadvantages [39]. First,
sharing large social graphs is challenging, since they should be anonymised
and there are limitations in the way they can be shared (for example, only
tweet ids can be shared in Twitter, which requires collecting the dataset with
API restrictions and difficulties in reproducing the original dataset since some
tweets could be no longer available). Second, the availability of a small num-
ber of social graphs can limit the statistical confidence in the experimentation

6 https://networkx.github.io/.
7 http://www.jfree.org/jfreechart/.

https://networkx.github.io/
http://www.jfree.org/jfreechart/
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results. Finally, obtaining real datasets suitable for the desired experimenta-
tion can be difficult and require a great effort. Thus, synthetic graph gen-
erated by measurement-calibrated graph models [39] so that graph models
are fitted to a real social graph, and the simulation are realistic. The plat-
form should provide implementation of classical social graph models [39] (e.g.
Barabasi-Albert model [4], Random Walk [44], etc.) and should be extensible
to innovative models.

– Graph traversing and visualisation. The platform should provide functional-
ities for traversing social graphs and visualising social structure, in order to
be applied to diffusion models [13].

– SNA functionalities. Several functionalities should be available for the analy-
sis of the social graph, such as calculation of social metrics (e.g. centrality,
betweenness, etc.) as well as algorithms for community detection.

– Export and import of network model. There should be facilities for import-
ing and exporting social graphs, based on popular formats such as Graph
Modelling Language (GML) [18], GraphML [8] and Graph Exchange XML
Format (GEXF) [12].

Agent model. The agent level models the agent characteristics, their state,
how agent state evolves in every simulation step. Following the modelling steps
proposed by Macal and North [26], we outline the requirements for social net-
work modelling. Platform should allow users to: (i) define agent type definition
and attributes (e.g. sentiment, frequency of tweeting, number of followers, etc.);
(ii) define interactions with the environment, that represent external factors to
agent decision, such as news or market evolution; and (iii) specify methods to
update agent state based on their interaction with other agents and the envi-
ronment. This include the capability to update the agent social network (i.e.
creation or modification of social links).

Non functional requirements. Regarding non functional requirements, sev-
eral aspects have been considered. First of all, the programming language is an
important decision. In order to provide a homogeneous programming environ-
ment, network and machine learning libraries should be available. Both Java and
Python fulfill these requirements, as we have introduced previously. As previ-
ously outlined, it is very important that ABSS provide interactive experimenta-
tion facilities that enable researchers to run and define their experiments. In this
regard, most platforms ABSS platforms such as Mason or Repast provide con-
figurable and extensible configuration facilities [43]. Scalability has been recently
addressed by a number of researchers [1,2]. The ability to distribute agents
across machines or big data processing infrastructures can be required for the
simulation of large scale social networks. Finally, extensibility and reusability
of simulation models should be encouraged [37], so that researchers can bene-
fit from a library of tested simulation models that can be used, extended and
adapted to model new behaviours.
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4 Soil Platform

4.1 Design Decisions

The first design decision is the selection of Python [30], given its increased popu-
larity, its very gradual learning curve, readability, clear syntax and availability of
libraries for network processing and machine learning. In addition, we consider
the interactive analysis of the IPython interface8 very beneficial for simulation.
From the reviewed platforms, only one platform is available in Python, Mesa,
but it does not provide network facilities yet and is still in constant evolution.
Hence, we evaluated different options to extend Mesa for this scenario. Another
alternative was to extend nxsim9, a Python library that provides a basic ABSS
framework, based on Simpy [29]. We eventually chose nxsim due to its simplicity
and robustness.

Regarding the network model, we have opted for NetworkX, which is the de-
facto standard library for SNA analysis of small to medium networks. For mas-
sive networks, the transition to NetworkKit [42] is straight forward. NetworkX
provides functionalities for manipulating and representing graphs, generators of
classical and popular graph models, and graph algorithms for analysing graph
properties. In addition, NetworkX is interoperable with a great number of graph
formats, including GML, GraphML JSON and GEXF.

For network visualization, we have selected Gephi, an open-sourced software
for network and graph interactive analysis. Gephi is able to render in 3D and
real-time large and complex networks. In addition, both NetworkX and Gephi
support the format GraphML, so a graph generated with NetworkX can be
explored with Gephi in every simulation step. Finally, configurability will be
achieved with configuration files.

4.2 Simulation Model for Social Networks

We propose a simulation model of SNs consisting of users represented by agents
and a network that represents the social links between users. Agent are char-
acterised by their state (e.g. infected) and the behaviours they can carry out
in every simulation step, usually depending on the user state. Each behaviour
defines the actions carried out (e.g. tweeting, following a user, etc.) and how the
agent state evolves, depending on external factors (e.g. news about a topic) or
social factors (e.g. opinion of their friends). Probabilities defined in the configu-
ration control the frequency of actions in every behaviour.

This simulation model has been implemented in the architecture shown in
Fig. 1 and consists of four main components.

The NetworkSimulation class is in charge of the network simulator engine.
It provides forward-time simulation of events in a network based on nxsim and
Simpy. Based on configuration parameters, a graph is generated with NetworkX

8 https://ipython.org/.
9 https://pypi.python.org/pypi/nxsim.

https://ipython.org/
https://pypi.python.org/pypi/nxsim
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Fig. 1. Simulation components

and an agent class is populated to each network node. The main parameters
are the network type, number of nodes, maximum simulation time, number of
simulations and timeout between each simulation step.

The BaseAgentBehaviour class is the basic agent behaviour that should be
extended for each social network simulation model. It provides a basic function-
ality for generation of a JSON file with the status of the agents for its analysis
with machine libraries such as Scikit-Learn.

The SoilSimulator class is in charge of running the simulation pipeline defined
in Sect. 4.3, which consists in running the simulation and generating a visualisa-
tion file in GEXF which can be visualised with Gephi. In addition, interactive
analysis can be done through IPython notebooks.

Settings groups the general settings for simulations and the settings of the
different models available in Soil’s simulation model library.

4.3 Simulation Workflow

An overview of the system’s flow is shown in Fig. 2. The simulation workflow
consists of three steps: configuration, simulation and visualization.

Fig. 2. Social simulator’s workflow
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In the first step, the main parameters of the simulation are configured in the
settings.py file. The main parameters are: network graph type, number of agents,
agent type, maximum time of simulation and time step length. In addition, the
parameters of the behaviour model should be configured (e.g. initial states or
probability of an agent action). Agent behaviours should be selected from the
provided library or developed extending the BaseAgentBehaviour class.

Once the simulation is configured, the next step is the simulation, that can be
done step by step or a number of steps. The class BaseAgentBehaviour stores the
status of every agent in every simulation step into a JSON file to be exported once
the simulation is finished. This allows us to automatise the process of generating
the .gexf file.

Finally, users can carry out further analysis with the JSON file as well as
visualize the evolution the simulation with the generated .gexf file with the tool
Gephi, as shown in Fig. 5.

5 Test Cases

We have evaluated Soil in the development of a number of simulation mod-
els. In these experiments, we have used the Barabasi-Albert network generation
model [4].

The models included in the library deal with viral marketing in Twitter [40],
infection (SISa [17]), sentiment correlation the social network Weibo [10], Bass
model [35] and Independent Correlation Model [35] of information diffusion in
social networks.

In order to illustrate the functionalities of Soil, we review the Viral Marketing
model [40], which is based on rumour propagation models. In it, agents have four
potential states: neutral, infected, vaccinated and cured. This model includes the
fact that infected users who made a mistake believing in the rumour will not be

Fig. 3. Code snippet of an infected behaviour
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Fig. 4. Agent evolution Fig. 5. Network visualization

in favour of spreading their mistakes through the network. A example of how
behaviours are programmed is shown in Fig. 3. This behaviour shows that an
infected agent first selects its neutral neighbours and infects them with a given
probability. Figures 4 and 5 show the evolution of agent states and network
visualisation, respectively.

6 Conclusions and Outlook

While generic ABSS provide a suitable framework, we think that further research
on ABSS platforms for specific domains is needed. In this paper we have reviewed
the existing frameworks and the requirements for modelling and simulation of
social networks.

Soil is a modern ABSS for social networks developed in Python that benefits
from the Python ecosystem. It has been applied to a number of social network
simulation models, ranging from rumour propagation to emotion propagation
and information diffusion. Additionally, it is fully open source, cross-platform
and produces outputs compatible with SNA packages and network visualisation
tools. The platform has been designed for research purposes, and has focused
on simplicity of developing new simulation models. Soil allows the generation
of dynamic networks and its animation thanks to the use of Gephi. In spite of
the growing development of the Python ecosystem, there are still some function-
alities, such as Exponential Random Graph Model (ERGMs) which are better
supported in other environments such as R with the statnet10 package, which
provides a wide range of functionality for the statistical analysis of social net-
works. In particular, these models are very interesting for fitting models given a
network data set. As future work, we aim at evaluating and integrating imple-
mentations such as ergm11.

10 http://statnetproject.org.
11 https://github.com/jcatw/ergm.

http://statnetproject.org
https://github.com/jcatw/ergm
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Lastly, Soil is work in progress. We aim at improving the experimentation
and visualisation facilities provided by the platform, and improve the platform
through its application in more use cases and through the collaboration with
other research groups.
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Abstract. Massively multi-player on-line role-playing games (MMO-
RPGs) present a large-scale, digital environment that fosters organiza-
tional behaviour of players in which multi-agent systems (MASs) can be
used for various purposes including but not limited to automated testing,
bot detection or analysis of social player behaviour and human – artificial
agent interaction. A work-in-progress model-driven MAS development
environment for such games is presented. An open-source MMORPG
called The Mana World (TMW) is used as an example scenario on which
the various components of the system are tested.

Keywords: MMORPG · Agents · Model-driven development · Agent
organizations

1 Introduction

MMORPGs offer a natural application domain for MASs, and especially large-
scale MASs (LSMASs). MMORPGs are on-line games in which large numbers
of players interact both collaborating and competing with each other by solving
various quests or tasks. Not only (human) players interact, but also artificial
entities including non-playing characters (NPCs), various mobs (the enemies or
monsters to be fought), and some times even bots (artificial players), albeit in
most cases illegally.

During the ModelMMORPG project1 we have set our objective to study
MMORPGs from an agent-based perspective in order to develop methods and
tools that will enable us to solve interesting problems bound to these games.
Some of these problems include (1) automated gameplay testing – e.g. develop-
ment of bots/agents that will play the game and deliver possible bottlenecks,
(2) load testing – MMORPG servers have to be robust under potentially very
heavy loads of simultaneous players, (3) bot detection – on most MMORPGs for-
bid the use of automated player bots often used by players to acquire resources
and use various automated and semi-automated Turing tests to recognize bots,

1 See http://ai.foi.hr/modelmmorpg for details.
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(4) design of human-artificial agent interfaces – in such games players interact
with numerous artificial entities like the mentioned NPCs and mobs, (5) analysis
of social human on-line behaviour – players interact through various chatrooms
and VoIP technologies, fight each other, organize into parties or guilds, create
their social network etc., and all these data is often stored and available for analy-
sis, (6) simulation of human on-line behaviour – using the previous mentioned
data, (agent based) models of behaviour can be established.

The workplan of the ModelMMORPG project was to firstly study human
behaviour in MMORPGs by developing a special quest for an open-source MMO-
RPG called The Mana World (TMW) that would especially foster organizational
behaviour between players. Results of this study that featured social network
analysis and natural language processing methods, were presented in [1]. Addi-
tionally, and in-depth literature review was conducted to identify most valuable
organizational design patterns that can be used in developing LSMAS [2]. After-
wards, a number of MMORPG modelling methods were identified [3] and a meta-
model for LSMAS development was developed [4]. Finally, on the foundations of
this meta-model, we are building a graphical modelling tool and model-driven
LSMAS application generator that will allow us to generate LSMAS templates
based on their organizational model. We will test this modelling tool and gener-
ator on MMORPGs on a number of scenarios. In this paper we shall report on
the current state of development of this tool.

2 Related Work

MMORPGs continually prove to be a modern concept of applied information
technologies providing users with a wide arrange of services, ranging from enter-
tainment, relaxation, or action, over education, reflex, and reaction building, to
research, experiment field, and a source of huge amounts of data. The impact of
MMOGs (Massively Multiplayer Online Games) on modern-day market and life
is undeniable [3], both in commercial and player context.

Automated playing agents are usually frowned upon by the gaming com-
munity which is reflected in the literature mostly dealing with techniques of
preventing bots from playing MMO games (like [5–7]). Therefore the attempts
at creating a virtual simulated world comprising artificial intelligent agents, such
as presented within this research, is a rather unique task. There were only few
attempts to create automated testing environments for large-scale settings like
in [8] Jung et al. which in order to ensure game stability developed the VENUS
simulator and an efficient method for simulating large numbers of virtual clients
in on-line games. Also [9,10] propose the VENUS II system allowing for blackbox
and scenario-based testing by generating game grammar based user behaviour
packages to facilitate various game-related scenarios.

3 The Mana World

TMW is a free 2D open source MMORPG licensed under GPL, with the visuals
reminding of classic RPG games of the 1990s like Zelda or Final Fantasy.
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Players of TMW are able to connect to one of several officially available game
servers or install their own local server with optional customizations. From within
the game, players are able to interact with each other by using a number available
mechanisms such as chat, fights, trade, or creating social network communities
(including friends, enemies, etc.) and organizing into parties of players. The game
story itself is emerging from the quests and the numerous interactions, both of
which are of crucial importance to this work – quests encourage forming parties,
which are establishing their own inner interactions, mechanics, responsibilities,
delegations, community feel, and other aspects of such social groups aiming to
reach their common goal.

We have chosen to use TMW as our main development and testing play-
ground since it is open source and has a very helpful community.

4 System Architecture

There have been numerous attempts in establishing model driven game devel-
opment frameworks (see [11,12] for a good overview) as well as model driven
MAS development (see for example [2,13,14]). Besides of [15] there have been
very few studies dealing with agent-based game development, and even less with
model driven agent-based game development.

One of the objectives of the mentioned ModelMMOPRG project was to estab-
lish an agent-based framework for the development of LSMASs with special regard
to MMORPGs as an initial application domain. With this in mind, we have
designed a complex development system which is general in terms of allowing
to develop LSMASs regardless of applicative domain and have specialized it for
MMORPGs through a plug-in system which allows us to connect various addi-
tional domain specific tools and libraries, depending on the problem at hand.

Figure 1 gives an outline of the system architecture which consists of three
components, some having a number of sub-components: (1) an ontology defin-
ing the most important concepts LSMASs’ organizations (see [16,17] for more
details); (2) the modelling tool comprising a metamodel (derived from the pre-
viously mentioned ontology [4]), a graphical user interface and an application

Fig. 1. System architecture
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template generator; and (3) a MMORPG plug-in which allows generating models
for the use with TMW, consisting of a high-level interface, a low-level interface,
a knowledge base and a planning system. Individual agents that are modeled as
a part of the system using the modeling tool are detailed and instantiated in the
latter part of the described architecture.

These components are described in more detail in the following sections.

4.1 Modeling Tool

The modeling tool is implemented using AToM3 metamodeling environment for
several reasons, main of which are: AToM3 is an open source tool freely available
for download and use, meaning that possibly needed modifications can be intro-
duced rather easily to the already available environment; AToM3 is inherently
designed for modeling and metamodeling processes, therefore is highly suitable
for the set goals of this research; programming language used to develop AToM3

is Python, a widely used language that is suitable for this research because it
allows for easy integration with other parts of the described research, and is
highly customizable and extensible using many libraries available.

The basis upon which this modeling tool was built is a work-in-progress orga-
nizational metamodel for LSMAS [4]. The current version of the metamodel2 fea-
tures several concepts that can be used for modeling a MAS: Organizational unit,
Role, Objective, Individual knowledge artifact, Organizational knowledge arti-
fact, Process, and various properties between the stated concepts. Additionally,
to take into consideration organizational dynamics and agent interaction graph
grammars and temporal logic are partially supported by the modeling tool.

The first step in developing the mentioned metamodel and subsequently the
modeling tool for this research was to select concepts to be modeled. The concept
set was not introduced randomly, but based on the already available OOVA-
SIS ontology [16] comprising organizational concepts useful for LSMAS, and
a short review [18] of some of the prominent MAS and LSMAS models that
are described and published thus far. Furthermore, selection procedure for the
concepts to be included in the meta-model was based on observing and testing
various MMORPGs and the elements they feature.

Established core concepts are those that represent individuals, i.e. individual
player-agents, and those that represent roles, i.e. grouped sets of organizational,
behavioural, and normative constraints. Several other concepts of high impor-
tance were identified when populating the set of concepts to be included in the
metamodel as follows:

– Quest - MMORPG players are often motivated to advance through the game
by quests, objectives consisting of smaller tasks that have to be achieved in
order to successfully complete the given quest, since they are rewarded for
quest completion either by receiving some important items, experience points
(accumulation of which is vital to player’s character progression), or another
kind of a reward;

2 The modeling tool is available at https://github.com/Balannen/LSMASOMM.

https://github.com/Balannen/LSMASOMM
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– Party - since the element of socialization is of great importance in MMO-
RPGs, players often form groups (parties, guilds etc.) that help them utilize
the power of cooperation when completing various quests, facing enemies,
advancing through the game in general, or accessing parts of the game that
would be inaccessible otherwise;

– Actions - since the system often used in MMORPGs grants specialization
enhancements to players using the concept of roles, roles are used in the
metamodel being developed as the way of defining various available actions
that can be conducted by players playing various roles, and which are grouped
into processes that can successfully complete a specific task, therefore proving
to be vital for a specific quest the particular task is a part of.

It is worth noting that one of the objectives of the metamodel is to utilize a
certain level of abstraction. Therefore no concepts are included that would allow
a user to model details of a player agent, or many details of a role the players
could play, or a specific way of defining a quest, etc. What the metamodel is
designed for is a high-level description of a system of agents playing a particular
game, providing users with features that allow them to generate a programing
code outline for the modeled system.

One of the more practical features of the modeling tool is programing code-
generating of the modeled system, described in the following section.

4.2 Application Template Generator

While the metamodel offers its users an environment for describing and modeling
a system of agents in an MMORPG, the application template generator brings
the modeled system closer to life. The application template generating feature
of the final modeling tool will allow the user to generate basic elements needed
for implementing the modeled system. This feature is a work in progress at the
moment, but it can already serve for receiving essential programing code struc-
ture for Smart Python Agent Development Environment (SPADE) [19] agents.
SPADE is the environment of choice since it is developed in and uses Python
which makes it easy to integrate it with various additional modules (the mod-
eling tool included) that help its integration with TMW, and because it allows
for easy definitions of agents in a multiagent environment that use advanced
deductive knowledge bases.

The generator uses enhanced native features of AToM3 for storing and print-
ing nodes of a model. Implementation is based on the Zope Object Database
(ZODB), an object-oriented database for transparently and persistently stor-
ing Python objects. The use of ZODB is motivated by further development of
the metamodel, in a multi-model modeling direction that would allow a user
to model a system using several different models representing various layers or
perspectives of the same system, therefore using the same elements.
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Essential information was therefore extracted from the elements of a model,
and stored in ZODB in custom format. Saved data is then converted using the
current version of the application template generator into essential programing
code for a system comprising SPADE agents.

4.3 High-Level Interface

The high-level interface3 implements a belief-desire-intention (BDI) agent model
using SPADE. In it’s current state, it defines an artificial player with a num-
ber of agent behaviours in which the agent observes it’s environment (obser-
vation is provided by the low-level interface and stored in the agent’s knowl-
edge base described below), contemplates about current objectives it wants to
achieve (actual quests provided by various NPCs from the game), plans it’s
future actions based on knowledge about the world (using a STRIPS [20] based
planner described below) and goes on to take actions to implement the current
plan (using basic actions provided by the low-level interface).

The high-level interface is the least finished component of the whole system,
due to the fact that it provides the intersection between the modelling tool
and application template generator above and the low-level interface, knowledge
base and planning system below. Thus, it had to be developed last and has to
integrate almost all other components. While the connection to the lower layers
(low level interface, knowledge base, planner) is more or less well established
(the low level interface is a Python module easily imported into the high level
interface; the knowledge base and the planner are SWI Prolog modules easily
interfaced through SPADE’s knowledge base features), the connection to the
upper layers (modelling tool and application template generator) need to be
developed further to be fully functional.

4.4 Knowledge Base and Planning System

The knowledge base and the planning systems have been partially described
in [21]. The knowledge base consists of a TMW ontology that defines the basic
entities and actions available in the game (NPCc, items, mobs, maps etc.) as well
as detailed descriptions on possible quests. The quest descriptions were derived
from the TMW wiki and coded into Prolog, while the map descriptions were
parsed from the actual XML map descriptions from TMW code. Herein we have
chosen to use SWI Prolog to implement the knowledge bases and planner, mainly
due to the fact that SWI is the most complete and available Prolog system.
Still, other options like XSB, ECLiPSe or Flora-2 are possibilities. The planning
system is a STRIPS-based planner which consists of a set of rules which model
the various quests provided by NPCs in the game. For example, the following
listing defines the “Trade skill” quest in which a player can learn to trade items
with other players by giving a trader in the city of Tulimshar 5 gold coins.

3 The MMORPG plug-in including the high-level interface are available at https://
github.com/tomicic/ModelMMORPG.

https://github.com/tomicic/ModelMMORPG
https://github.com/tomicic/ModelMMORPG
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do quest (A, t r a d e s k i l l ) :−
% Precondit ions :

l o c a t i o n ( t r ade r i n tu l imsha r ,XTT,YTT) ,
l e v e l (A, La) , La>=1,
\+ done quest (A, d o n e t r a d e s k i l l ) ,
money(A,Ma) , Ma>=5,

% Delet ions :
retract (money(A,Ma) ) ,

% Additions :
wa l k t o l o c a t i on (A,XTT,YTT) ,
assert ( plan ( t a l k (A, t r ade r i n tu l imsha r , ’Do you have anything f o r me

? ’ ) ) ) ,
NewMa i s Ma−5, assert (money(A,NewMa) ) ,
assert ( a b i l i t y (A, t r a d e a b i l i t y ) ) ,
assert ( done quest (A, d o n e t r a d e s k i l l ) ) .

Listing 1. Example planning rule

4.5 Low-Level Interface

The main architecture of TMW is build around three servers and a client. The
servers carry out the following functions:

– Managing accounts and connections to character server (login server - the
first server the client connects to);

– Managing characters, connecting them to the map server, handling saving
and loading of character data (character server);

– Managing game content (such as monsters, items, maps, etc.) and the inter-
action of game content with players (map server).

Communication between TMW server and client is implemented by custom
application layer messages on the top of TCP transport layer protocol. Both the
client and the server are implementing finite state machines that are changing
their states in response to messages which are being sent and received between
them. The messages are mostly defined with fixed length binary fields, but
some messages contain variable length fields. Unfortunately, only several mes-
sage types are fully documented, and the others merely pointed to the locations
of C++ source code where they should have been implemented.

We have reverse engineered the structure of the messages by analyzing the
source code and the real-world network traffic by using the network protocol ana-
lyzer Wireshark. To make the network traffic analyses easier we have developed
a basic packet dissector for Wireshark using the Lua programming language and
semiautomated tools in spreadsheet processing applications. Since TCP deals
with streams of bytes it is up to the programmer to discover borders between
different Mana messages. More than one Mana message can arrive in the same
TCP segment, but also one message can be separated into multiple TCP seg-
ments. Based on the value at the beginning of the message, the type and the
structure are inferred. Especially hard to decode are the messages that do not
obey byte boundaries, e.g. 12-bit integers.

The main challenge in the Low-Level Interface development was to identify,
locate, interpret and rewrite un-documented packets and functions written in
C++ to the Python environment. The main idea is to “simulate” the actions of
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the human player within the game by using the Python script based on TMW
client implementation code. Starting with the most basic functions such as char-
acter creation, server login request, server connection, character choice, etc., the
interface progressed to imitate in-game functions such as moving the character
on the map, attacking other creatures, picking up and equipping items, chatting
with other players, creating and joining/leaving parties, following other players,
trading, etc.

Figure 2 shows a sample session of the implemented interface in which the
current player picks up an item.

Fig. 2. Python client: collecting items on the map

The logic of the Python client is detailed within four key Python classes,
namely:

– Character - manages all relevant data of a TMW character;
– Connection - manages a connection to the three TMW servers and provides a

low level interface to control a character (moving, attacking, creating parties,
chatting, taking items, etc.);

– Packet - manages data about a given packet; interprets packets received from
the server;

– PacketBuffer - deals with incoming packets from a given socket server.

Packets are implemented as Python dictionaries, which store hexadecimal
codes of packets as keys, and packet length and packet name as values in tuples.

Core player manipulations are implemented in Connection Class methods,
such as the following:
def takeAllDroppedItems ( s e l f ) :

for key , value in Packet . droppedItemDict . i tems ( ) :
itemID = key
debug ( ”ItemID : %d” %itemID )
x = value [ 1 ]
debug ( ”x coord : %d” %x )
y = value [ 2 ]
debug ( ”y coord : %d” % y )
c . s e tDe s t i na t i on (x−1, y , 2)
time . s l e ep (2)
c . itemPickUp ( itemID )
time . s l e ep ( 0 . 5 )

Listing 2. Example interface method
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LookForItem

Warrior

Attack
Defend
Retreat

Herbalist

IdentifyHerb
GatherHerb

Hunter

TrackMob
TanSkin

PotionsMaster

EnhancePotion
BrewPotion

Smith

EnhanceWeapon
EnhanceArmor
RepairItem

Player

NPC

ONTO

COMM CHRATTRS

CHRINVTRY

QuestForTheDragonEgg

QDE

HatchDragonEgg

QDE01

LearnSpell

QDE02

BrewHatchingPotion

QDE0101

TransportDragonEgg

QDE0102

FindEggHermit

QDE0103

FindDragonEgg

QDE010201

GatherPotionIngredients

QDE010101

PRCS0 PRCS1 aPRCS3

Fig. 3. Model of the quest for the Dragon Egg example in TMW domain (Color figure
online)

The listing illustrates an example of a Python client method takeAllDropped-
Items which allows an agent to pick up all items that were recently dropped
possibly by some monster that has just been defeated. The method makes use
of two other methods: setDestination which allows moving the character in a 2D
space and itemPickUp that allows picking up items which are within reach.

5 Example Model

The model developed within this example is based on the quest developed in
early stages of the ModelMMORPG project: The Quest for the Dragon Egg.
The quest was developed for TMW, and features several NPCs, various items,
and demands that players use different kinds of actions and utilize socialization
features of the game.

The quest requires the player to seek the Dragon Egg item in one of three
random possible locations in The Mana World, retrieve the egg, hatch it using
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the brewed Hatching Potion with the helping hand of the Hermit NPC, and
visit the Arch Wizard NPC to finally receive the ultimate prize of the quest – a
spell to invoke a powerful dragon to their side.

Finishing the quest is not as straightforward as it seems from this high level
description though, as many additional constraints are introduced. The quest is
valid for 24 h of real-world time only, i.e. the egg is rendered useless 24 h after
being created in the world. The egg is guarded by many violent monsters. Once
the Dragon Egg item is picked up by a player, the only way to transport the item
to the Hermit NPC is by the constant cooperation of three players. Furthermore,
the Hatching Potion item is difficult to create, since the ingredients are not easily
found. Once the egg is hatched, the given player must visit the Arch Wizard NPC
in order to finally complete the quest.

Some of the above stated sub-tasks (e.g. potion hatching, egg finding, egg
taking) implicitly require various roles in order to be successfully finished. The
described quest, and roles necessary for its completion, along with the individual
player class, are modeled using the current version of the described modeling tool
as shown in Fig. 3.

Individual player-agents are instantiated from the definition of an individual
player shown as stickmen in Fig. 3. Players can form a group of players, called
a party in MMORPG domain, and each player has access to some individual
knowledge, shown to the right of the modeled player. Every player agent plays
one of the two high level roles: Player or NPC. When playing the Player role,
the individual player can play any of the available roles, shown as blue hats in
Fig. 3. Each role can access some organizational knowledge, shown in the lower-
left corner of Fig. 3. Additionally, each role has some defined actions, shown to the
right of each of the roles in Fig. 3 (e.g. role Warrior has actions Attack, Defend,
and Retreat), that can be combined into processes, shown as green squares in
Fig. 3, that can be used to successfully complete some tasks (shown circular in
Fig. 3). A quest, visible as the topmost element in Fig. 3, is divided into simpler
sub-tasks that make the original quest reachable by the agents of the system.

The generated code of the modeled system is shown in the following listings.
Listing 3 shows generated code for player agent class using the tabula rasa app-
roach, i.e. every player starts only with a behavior that enables them to change
their role and thus gain actions and personal features.
import spade
from RoleBehaviours import ∗

class OrgUnit45Player ( spade . Agent . Agent ) :
class ChangeRole ( spade . Behaviour . OneShotBehaviour ) :

def p ro c e s s ( s e l f ) :
print ’ Player : behaving ChangeRole ’

def s e tup ( s e l f ) :
s e l f . addBehaviour ( s e l f . ChangeRole ( ) , None )

Listing 3. Generated code for SPADE Player agent

Behaviors that can be used by playing a particular role are described in
Listing 4. Only essential elements of a behavior (i.e. an action named using
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SPADE naming scheme) are presently generated by the generating feature of
the metamodel.
class PickItemUp ( spade . Behaviour . OneShotBehaviour ) :

def p ro c e s s ( s e l f ) :
print ’ Transporter : behaving PickItemUp ’

. . .
class BrewPotion ( spade . Behaviour . OneShotBehaviour ) :

def p ro c e s s ( s e l f ) :
print ’ PotionsMaster : behaving BrewPotion ’

. . .
class Attack ( spade . Behaviour . OneShotBehaviour ) :

def p ro c e s s ( s e l f ) :
print ’ Warrior : behaving Attack ’

Listing 4. Excerpt from generated code for SPADE behaviors

These generated templates can now be extended using application specific
programming. For example the behaviour PickItemUp from Listing 4 could be
extended with high-level and low-level interface code in a way similar to the
following:
class PickItemUp ( spade . Behaviour . OneShotBehaviour ) :

def p ro c e s s ( s e l f ) :
print ’ Transporter : behaving PickItemUp ’
for r in s e l f . myAgent . ask ( ’ p o s i t i o n (X,Y) , itemNear (X,Y, Item ) ’ ) :

s e l f . myAgent . itemPickup ( r [ ’ Item ’ ] )
s l e ep ( 1 )

Listing 5. Generated code extended with high- and low-level interface code

As one can see in Listing 5, the behaviour firstly queries the current agent’s
knowledge base for near items. Then it uses the agent’s itemPickup method to
pick up one item after another.

6 Conclusions and Future Work

In this work in progress paper we have reported on the current state of devel-
opment of a model driven and agent based MMORPG development platform.
This platform is part of a broader scope LSMAS development framework which
has been specialized with a plug-in system that allows us to model MMORPG
related scenarios.

As of the time of writing, the presented system has a fully developed ontology,
partially developed modelling tool (one of the three components, namely the
application template generator, needs to be developed more maturely) and a
partially developed MMORPG plug-in (also, one of the four components, namely
the high-level interface, needs to be developed further and integrated with the
application template generator).

The provided example model shows some of the possibilities of the developed
system. A graphical model is transformed into an application template, that can
then be extended using the developed MMORPG plug-in.

Our future work is dedicated to finishing the planned work and enriching
some of the components to allow for easier transition from model to application
as well as dealing with performance related issues. We are planning to achieve
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this through tighter integration of the application template generator of the
modelling tool and the high level interface of the MMORPG plug-in.

Acknowledgment. This work has been supported in full by the Croatian Science
Foundation under the project number 8537. We would also like to acknowledge TMW
development team which often helped us with various implementation specific details.
Additionally, we would like to thank our students Marin Rukavina, Dario Belinić and
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Abstract. We propose a learning and negotiation method to enhance
divisional cooperation and demonstrate its robustness to environmental
changes in the context of the multi-agent cooperative problem. With
the ongoing advances in information and communication technology,
we now have access to a vast array of information, and everything has
become more closely connected due to innovations such as the Internet
of Things. However, this makes the tasks/problems in these environ-
ments complicated. In particular, we often require fast decision making
and flexible responses to adapt to changes of environment. For these
requirements, multi-agent systems have been attracting interest, but the
manner in which multiple agents cooperate with each other is a challeng-
ing issue because of the computational cost, environmental complexity,
and sophisticated interaction required between agents. In this work, we
address a problem called the continuous cooperative patrol problem, which
requires high autonomy, and propose an autonomous learning method
with simple negotiation to enhance divisional cooperation for efficient
work. We also investigate how this system can have high robustness,
as this is one of the key elements in an autonomous distributed sys-
tem. We experimentally show that agents with our method generate role
sharing in a bottom-up manner for effective divisional cooperation. The
results also show that two roles, specialist and generalist, emerged in a
bottom-up manner, and these roles enhanced the overall efficiency and
the robustness to environmental change.

Keywords: Divisional cooperation · Multi-agent system · Continuous
patrolling

1 Introduction

Autonomous decision making and collaboration by multiple agents have been
required in various fields. Ongoing developments in information and commu-
nication technology now enable us to easily obtain almost any information we
desire, and everything is now more closely connected due to innovations such
as the Internet of Things. These developments have dramatically increased the
c© Springer International Publishing AG 2017
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260 A. Sugiyama and T. Sugawara

amount of information to be processed and cause frequent changes of environ-
ments. It is difficult to adapt to these changes with top-down and centralized
control systems because the environments are constantly growing and problems
and systems are becoming complicated.

In this work, we address one of the more sophisticated problems that require
high agent autonomy; the continuous cooperative patrolling problem (CCPP), in
which multiple autonomous agents continuously move around a given area with-
out any definitive determination of the optimal route such as amethodbased on the
traveling salesman problem. A good solution to CCPP would be expected of enor-
mous benefit in a variety of applications such as security surveillance and cleaning
tasks, so CCPP and similar problems are being actively studied. David and Rui [3]
systematically summarized recent several cooperative patrolling methods.

Research on multi-agent systems to resolve these problems in a bottom-up
and distributed manner by autonomous agents has been attracting attention.
The key issues in terms of improving the overall work efficiency in CCPP are
appropriate divisional cooperation and division of labor. For example, there have
been studies on how divisional cooperation based on the swarm system and social
insects is achieved in environments where no centralized manager exists [5,10].
However, the methods in these works focus on the foraging activity and adjust
the ratio of agents equally to each task or food under the assumption that the
appropriate ratio of agents to be deployed in each location has been given in
advance. Talita et al. [11] proposed a negotiation algorithm based on an auction
mechanism for patrolling. In their method, the appropriate ratio of agents to be
allocated individual tasks is not given but is decided by auction. However, its
computational cost for negotiation is high.

One important issue for CCPP by cooperative agents is how to allocate the
locations for visiting to individual agents, and two approaches to this issue can
be considered. The first is partitioning an area into disjoint subareas, each of
which is allocated to one or a few agents as responsible areas [1,4,6,10]. Although
this approach can easily prevent agent competition, it is not robust enough to
changes of environment because the convergence speed decreases as the num-
ber of agents or the size of environment increases. The second approach is not
dividing the area but having the agents generate their own targets and plan-
ning/behavior strategies for moving around the environments [2,7]. This app-
roach aims at establishing bottom-up cooperation in a whole system by a simple
policy to action, and it can be expected to have high flexibility for changes.
However, the mutual influence between agents for autonomous decision making
becomes complicated and the effect of the agents’ behavior on the environment
becomes unforeseeable, and thus, no optimal method has yet been clarified. We
have also focused on the second approach to solve CCPP and previously pro-
posed an autonomous learning meta-strategy to find the appropriate strategy in
accordance with the an environment [12] and a method with which agents indi-
rectly learn the behavior of other agents by learning the importance of location
in the environment [9]. We also introduced a range of responsibility to agents
and simple negotiation to enhance divisional cooperation in a bottom-up man-
ner [8]. However, these earlier works focused on efficient team formation and task
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allocation, and did not consider robustness to environmental changes, which is
an important issue in real-world applications.

Thus, here we define the robustness as the ability to maintain work effi-
ciency even when some agent in the environment stops and extend our previous
works [8,9] to improve the robustness in CCPPs. We clarify the characteristics
of our proposed method by investigating the relationships between autonomous
divisional cooperation and robustness of the system’s change. We conducted
experiments where a number of agents suddenly stopped and found that the
proposed method can adapt to such sudden changes. An analysis of the exper-
imental results showed that our method generated the role sharing by mutual
effect through autonomous learning and simple negotiation and exhibited a good
robustness to the issue of agent stoppage. This paper clarifies which elements are
required for and contribute to the robustness to changes in multi-agent systems.

This paper is organized as follows. In Sect. 2, we describe our model of envi-
ronment and agent based on CCPP. Section 3 describes our method, in which
agents decide which nodes they are their responsible for by using, simple negoti-
ation, and (re)learning of importance of location. Section 4 evaluates our method
in the case of some agents suddenly stopping, and we show the high robustness
of our method and explain our analysis of the factors improve the robustness.
We conclude with a brief summary in Sect. 5.

2 Model

In CCPP, events occur at each node with different frequency and agents move
around to detect the events in the environment. Here, we explain the model
based on CCPP used in this study. Our model is an extension of the one by
Sugiyama and Sugawara [9].

2.1 Environment

We introduce discrete time with units called ticks in which events occur and
agents move and decide their strategy. An environment for agents to patrol is
described by G = (V,E) that can be embedded into R

2. V = {v1, . . . vm} is the
set of nodes to visit, and v has coordinates as v = (xv, yv). E is the set of edges.
Agents can move to an adjacent node connected by the edge, but if an obstacle
Ro ⊂ R

2 exists on the node v, agents cannot move to that node. All nodes
have a value of the probabilities of event occurrence p(v) (0 ≤ p(v) ≤ 1). A high
value of p(v) means the event will frequently occur. The number of neglected
events without visiting (or monitoring) v at time t is expressed by Lt(v). Lt(v)
is updated based on p(v) at every tick by

Lt(v) ←
{

Lt−1(v) + 1 (if an event occurs),
Lt−1(v) (otherwise).

(1)

When an agent visits node v at time t, the neglected events at v are cleared
and Lt(v) is set to 0.
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The requirement of CCPP is to minimize the values of Lt(v) by visiting
important nodes. Therefore, we define the performance measure Dts,te during
the interval from ts to te to evaluate our method as

Dts,te(s) =
∑
v∈V

te∑
t=ts+1

Lt(v), (2)

where ts < te and s is the strategy selected by agents. We explain this strategy
in Sect. 2.3. Dts,te(s) expresses the cumulative neglected duration for interval
(ts, te] when agents use strategy s, so a smaller Dts,te indicates a better system
performance.

2.2 Agent

In this research, we make two assumptions that simplify the problem so as to
focus on cooperation among agents and the influence of divisional cooperation on
robustness. First, multiple agents can be at the same node. This may be impos-
sible in two-dimensional space, but many notable collision avoidance algorithms
have been proposed, so we believe we can use it. Second, agents know their own
and others’ locations. We believe this is a reasonable assumption because recent
positioning technology such as the global positioning system is high-precision
and outer observable information such as location is easier to understand than
inner information.

Let A = {1, . . . , n} be a set of agents. The position of agent i at time t is
represented as vi

t ∈ V . Agent i has a battery with a limited capacity, so i must
periodically return to its charging base vi

base to charge its battery for continuous
patrolling (the control algorithm is outside the scope of this paper) [9]. Agent i
learns and estimates a degree of importance pi(v) of node v and i has a set of
these importance as P i = {(v, pi(v))|v ∈ V }. The importance can be expressed
as a numerical value, and differs from p(v) in that each agent has a different
belief for pi(v): namely, if some agents frequently visit a node, the importance of
the node is low for other agents. Agent i estimates the priority to visit at time
t as ELi

t(v) using pi(v). We explain how agents learn it in Sect. 3.
Communication between agents is often limited, and frequent communication

is costly, so we consider these factors to model communications between agents.
We denote Euclidean distance between agents i and j as m(vi, vj). Agents have
the communication range, dcom (>0), and i can communicate with agent j at
time t only when m(vi

t, v
j
t ) < dcom . To avoid cost increase due to excessive

communication, we also define the minimum interval Tlimit (>0). Agent i store
last communication time with j as T i,j

last and if Tlimit ≥ t − T i,j
last at current time

t, i does not communicate with j.

2.3 Planning in Agents

Agent ipatrols by repeating the followingflow.First, idecides the target node, vitar ,
according to target decision strategy s. Second, i generates the path to vi

tar accord-
ing to a path planning strategy. Finally, i goes to vi

tar using the generated path.
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We introduce some target decision strategies below. We briefly explain these
strategies; the details are discussed in [8,12].

Random selection (R): i randomly selects vi
tar from V .

Probabilistic greedy selection (PGS): i randomly selects vi
tar from Ng

highest nodes according to the values of estimated priority ELi
t(v).

Prioritizing unvisited interval (PI): i selects vi
tar that was not recently

visited; it selects from the Ni highest nodes according to the interval Iit(v)
in V .
Balanced neighbor-preferential selection (BNPS): i first selects nearby
node whose ELi

t(v) is large. After i move around nearby nodes, it selects vi
tar

by PGS.
Adaptive meta target decision strategy (AMTDS) [12]: i learns the
appropriate strategy from a given set of strategies S = {s1, . . . , sn}. Agents
with AMTDS change their strategy according to the situation of the environ-
ment. They can obtain p(v) before patrolling and set the value as pi(v) all
the times. In this paper, we set S as S = {R, PGS, PI, BNPS}.
AMTDS with learning of dirt accumulation probability (AMTDS/
LD) [9]: AMTDS/LD is an extension of AMTDS. Agents with AMTDS/
LD also change their strategy but they cannot obtain p(v) before patrolling.
They learn pi(v) due to their patrolling.

We introduce two path planning strategies. The first is the shortest path
strategy using Dijkstra’s algorithm. The second is the gradual path generation
(GPG) method. An agent with the CPG method generates the shortest path
and then, if it estimates there are some nodes where many events are ignored
near the shortest path, it visits them. We found that the CPG method usually
outperformed the simple shortest path strategy, so we only used GPG in our
experiment. The details of these algorithms are also described in [12].

3 Proposed Method

Our objective in proposing this method is to enhance effective flexible divisional
cooperation from micro-behaviors such as autonomous learning and one-on-one
negotiation. We call our method AMTDS with learning of event probabilities
and enhancing divisional cooperation (AMTDS/EDC). The basic idea of our
method is that each agent independently judges which it is responsible for by
learning of the importance of each node. For this purpose, we introduce a set
of responsible nodes and a simple negotiation algorithm that uses the size and
center of responsible nodes to enhance divisional cooperation. The proposed
model and method are based on that in [8], but we extend it for robustness to
environmental changes.

The significant difference from the existing methods like TSP based app-
roach and contract net protocol of our method is that agents with our method
do not fully determine the responsibility by negotiation. A strict decision mak-
ing and reasoning require high costs, so we considered the patrolling method
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which agent did not communicate with each other in [9]. However, very simple
communication that does not require high cost can sometime greatly improve
the overall efficiency. Thus, we propose the simple negotiation method without
strict decision making and reasoning to enhance the efficiency.

3.1 Learning Importance and Responsible Node

Agent i can learn the time at which any agent visits node v most recently because
of the assumption explained in Sect. 2.2, and i can be used to calculate an elapsed
time Iit(v) from tvvisit to current time t as

Iit(v) = t − tvvisit. (3)

Then, when agent i visits node v, pi(v) is updated from Iit(v) as

pi(v) ←
⎧⎨
⎩(1 − β)pi(v) + β

1
Iit(v)

(if events on v are cleared),

(1 − β)pi(v) (otherwise),
(4)

where α (0 < β ≤ 1) is the learning ratio.
Here, we introduce the set of responsible nodes V i

self (⊂ V ). Agent i basically
decides its next target vi

tar from V i
self (not V ), but when i selects R or PI as

the target decision strategy, it decides vi
tar from V , since the purpose of these

strategies is exploration. Agent i updates V i
self when i returns to the charging

base. i sorts the elements of P i in descending order of pi(v) and defines V i
self

as the set of the first N i
self nodes in P i, where N i

self expresses the size of V i
self .

If the values of pi(v) are identical for different nodes, one of them is selected
randomly. We set the initial value of V i

self as V i
self = V , so N i

self initially equals
|V | and is adjusted through the negotiation.

In addition, we introduce just two parameters calculated from V i
self for nego-

tiation. The first parameter is the total amount of importance of its responsible
nodes pisum (≥0) and is calculated as

pisum =
∑

v∈V i
self

pit(v).

pisum expresses the total burden of tasks for which i is responsible because a node
with high pi(v) requires frequent visits. The second parameter is the barycenter,
Ci = (xi

c, y
i
c) of V i

self , that is the node in V closest to (xi
c, y

i
c), where xi

c and yi
c

are calculated as

xi
c =

∑
v∈V i

self

pi(v)
pisum

xv, and yi
c =

∑
v∈V i

self

pi(v)
pisum

yv. (5)

When we define the shortest path length from node vp to vq as d(vp, vq), if
d(Ci, v) < d(Cj , v), the cost of agent i to visit node v is smaller than that of j.
Note that distance d is the length between nodes and different from Euclidean
distance that is used to define communication range.
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3.2 Negotiation Between Agents

Agents with our method individually try to improve the elements of each V i
self

by simple negotiation for more effective patrolling. In this negotiation, agents
do not fully decide who is responsible for the node; rather agent i entrusts a
number of important nodes to j if j is more appropriate to handle them.

We introduce two types of negotiation. The first is negotiation for balanc-
ing responsibility, in which agents try to balance the learned responsibility when
their amounts of responsibility are very different: Agent i with larger responsibil-
ity delegates the importance of some nodes that are not important for agent i to
agent j with lower responsibility, and thus, i concentrates more on the important
tasks and j will be able to widely explore locations considered important. The
second negotiation is for improving the performance and agents carefully trade
of the responsible nodes between agents when their pisum is almost the identical.
Hence, agent i delegates the importance of some nodes that are important for
agent i and another agent j can visit to the nodes at a lower cost, and thus both
agents i and j can decrease the cost to patrol in their responsible nodes.

Negotiation for Balancing Tasks. If condition

1 + Tc < pisum/pjsum (6)

is satisfied, agents i and j negotiate to balance the learned responsibility. Tc (0 <
Tc � 1) is the threshold value to judge it there is a difference of responsibility
between i and j. Then, i calculates the ordered set

V i,j
self = {v ∈ V i

self | d(Ci, v) > d(Cj , v)},

where the elements are sorted by pi(v) in descending order. Then, i selects the
smallest eg (positive integer) nodes the nodes that are not so important to i—
in V i,j

self (i.e., from the tail), and i delegates its pi(v) to j as

pj(v) ← pj(v) + pi(v) × δ, (7)
pi(v) ← pi(v) × δ, (8)

where δ(0 < δ < 1) is the ratio to delegate. eg is determined on the basis of the
ratio of pisum to pjsum :

eg = min
(

N i
self − 1, N i

gmax ,

⌊
pisum

pjsum
× γ

⌋)
, (9)

where N i
gmax (0 < N i

gmax < N i
self ) is the upper limit to prevent big fluctuations.

After giving and receiving information, agents i and j update their sizes of
responsible nodes by

N i
self ← N i

self − eg (10)

N j
self ← min(|V |, N j

self + eg). (11)
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Negotiation for Trade-Off of Responsibility. If condition

1 − Tc < pisum/pjsum < 1 + Tc (12)

is satisfied, they negotiate to improve their V i
self by swapping responsibility of a

number of nodes. i selects the first N i
cmax nodes from the head of V i,j

self and then
i delegates those pi(v) to j according to Eqs. 7 and 8. Then, eg is determined as

eg = min
(
N i

self − 1, N i
cmax

)
, (13)

where N i
cmax (> 0) is the upper limit. Note that nodes with high pi(v) incur

relatively high burdens, so N i
cmax must be a small constant and much less

than N i
gmax . After exchanging information, they update their sizes of respon-

sible nodes by Eq. 10. When Eq. 12 is satisfied, agent j is also likely to send
parts of the learned information to i, so these processes occur in the opposite
direction.

4 Experiments and Discussion

Experimental Setting. To evaluate our method, we prepared a large environ-
ment for agents to patrol (Fig. 1) that consists of six rooms indicated by Room N
(where N = 0, . . . , 5), a corridor, and a number of dirty regions. It was repre-
sented by a 101 × 101 2-dimensional grid space with several obstacles. We made
the environment using C#. We set p(v) for v ∈ V as

Fig. 1. Experimental environment. (Color figure online)

p(v) =

⎧⎪⎨
⎪⎩

10−3 if v was in a red region,
10−4 if v was in an orange region, and
10−6 otherwise,

(14)
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Table 1. Values of the parameters
used in Sect. 2

Model Parameter Value

PGS Ng 5

PI Ni 5

AMTDS/LD α 0.1

β 0.05

ε 0.05

Communication dcom 5

Tlimit 10800

Table 2. Value of the parameters
used in Sect. 3

Strategy Parameter Value

AMTDS/EDC Ngmax 100

Ncmax 10

Tc 0.05

γ 10

δ 0.5

where the colored regions are as shown in Fig. 1. We set the number of agents, |A|,
to 20 and set their charging base, vi

base , as vi
base = (0, 0) for ∀i ∈ A. Agents start

their patrol from their vi
base and must periodically return to vi

base before their
battery runs out. The capacity of the battery in each agent enables them to move
at most 900 ticks, and it requires 2700 ticks for a full charge when the battery is
completely empty. The maximum cycle of movements and charges is 3600 ticks,
so we measure Dts,te(s) at every 3600 ticks. In this experiment, agents selected
AMTDS/LD or AMTDS/EDC as the target decision strategy. The parameter
values used in the model and our method are listed in Tables 1 and 2.

Robustness Evaluation. Due to the page limitation, we only show the result
of the experiment where some part of the agents suddenly stopped operating in
order to investigate which had better robustness, AMTDS/EDC or AMTDS/LD,
and the effect of divisional cooperation on robustness. Note that agents with
AMTDS/EDC had a limited range of responsibility and agents with AMTDS/LD
were responsible for the whole environment. We stopped ten agents selected
randomly at 1,000,000 ticks and then they restarted at 2,000,000 ticks. Stopped
agents could not move and communicate with others when they were stopped and
other agents could not know they were stopped. Figure 2 plots the improvement
to D(s) over time. Compared to AMTDS/LD, AMTDS/EDC greatly prevented
the deterioration of efficiency after the stoppage, where D(s) decreased by 36.6%
at the peak. Moreover, AMTDS/EDC outperformed AMTDS/LD before/after
agents stopped at all times. The beginning part of Fig. 2 (before 1,000,000
ticks) indicates that AMTDS/EDC outperformed AMTDS/LD when the envi-
ronment had no change. The difference in efficiency between AMTDS/EDC and
AMTDS/LD is also discussed in [8] in more detail.

Figure 3 plots the working time of agents with AMTDS/LD or AMTDS/EDC
in individual rooms during the last 1,000,000 ticks and the 20 agents in Fig. 3 are
sorted in descending order of working time in Room 3. We can see that agents
with AMTDS/EDC mainly worked in one or two rooms having more bias than
AMTDS/LD. Agents with AMTDS/EDC tried to improve their responsibility by
the learning and negotiation, and thus they could create regional segmentation
in a bottom-up manner.
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Fig. 2. Improvement in D(s) over time.

Fig. 3. Distribution of working time during last 1,000,000 ticks.

Fig. 4. Size of responsible nodes N i
self at 3,000,000 ticks.

Fig. 5. Change of pi
sum and N i

self .
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Role sharing also occurred in the size of responsibility. Figure 4 plots the size
of responsible node N i

self at 3,000,000 ticks in agents. This figure indicates that
some agents focused on specific nodes, like specialists, and some agents moved
around a larger area like generalists. Agents like specialists could move around
with high accuracy in their responsible nodes because these agents focused on
a specific area and could learn well. Agents like generalists could explore in a
larger area and they did not need to visit high p(v), nodes because the specialists
frequently visited, instead. We consider these role sharing raised the efficiency
of the patrols as divisional cooperation.

Next, we discuss robustness. As mentioned above, the role of the specialist
who has responsibility to only specific areas is generated by AMTDS/EDC. Thus,
we can say that agents could autonomously segment the regions to themselves, so
intuitively, it takes more time to cover the task for which the specialist has great
responsibility if the specialist stops. However, Fig. 2 indicates that AMTDS/EDC
has higher robustness to environmental change.

We analyzed how agents with AMTDS/EDC flexibly reacted to the stop
of agents. Figure 5(a) shows the change of pisum of agents that did not stop
and Fig. 5(b) shows the change of N i

self of these agents in an experimented
trial. Note that the this experimental trial was randomly selected from thirty
trials without any intentions, and similar characteristics were observed in other
trials. Figure 5(a) shows that the value of pisum greatly changed after some agents
stopped. This is because the agents discovered and learned a remaining task that
a stopped agent was primarily responsible for. Similarly, Fig. 5(b) shows that
agents changed their value of N i

self by negotiation according to the change of the
value of pisum after some agents stopped. Interestingly, some generalists (agents 1,
3, 12) were drastically decreasing the value of N i

self and some specialists (agents
2, 4) were drastically increasing it. We conclude that generalists who widely move
around could quickly find remaining uncovered tasks and that the value of pisum
of specialists became relatively smaller than other agents that quickly detected
the change. In this way, agents with AMTDS/EDC have high robustness by
flexibly changing the range of responsibility, N i

self , and its role.
From these results, we formulated the hypothesis that generalists are impor-

tant because they have high robustness to stopping agents. To confirm this
hypothesis, we conducted an additional experiment in which the top ten (gen-
eralist) or bottom ten (specialist) N i

self agents were stopped. Figure 6 plots the
improvement in D(s) of the average of 30 trials. It shows that it is inefficient
when the generalists stopped. This result supports our hypothesis. As specialists
focus on specific nodes, other agents can greatly reduce switching costs to visit
there and improve overall efficiency. In contrast, generalists are responsible for
a wide range of environment and can respond quickly when there is a change in
the environment. Therefore, both roles are important for robustness, and agents
with our method can decide and adjust their roles automatically.
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Fig. 6. Improvement in D(s) over time when specialist or generalist stopped

5 Conclusion

We focused on CCPP, which requires higher autonomy and cooperation between
agents, and investigated how autonomous divisional cooperation affects robust-
ness. First, we proposed a method in which agents do not fully decide who
is responsible for the node to enhance divisional cooperation by autonomous
learning importance of each task and simple negotiation. Experimental evalua-
tion revealed that our method enhanced divisional cooperation. We also found
that our method generated two roles in agents, specialist and generalist, and
that agents were able to move around with different patterns; thus, our method
outperformed the previous one. Second, we investigated the relationship between
divisional cooperation and robustness by an experiment where some agents sud-
denly stopped. The results suggest that divisional cooperation improves the
robustness to stopping agents because agents flexibly change their roles and
responsibility. In particular, we found that the generalist is more important
for robustness because the generalist can quickly find and deal with tasks that
stopped agents were responsible for, so other agents were not greatly swayed by
the change.

We plan to compare with deterministic method like TSP based approach,
and we will clarify the effective environmental structure for our method in our
next research.
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Number 25280087 and Grant-in-Aid for JSPS Research Fellow (JP16J11980).
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Abstract. Parking in large urban areas is becoming an issue of great
concern with many implications (environmental, financial, societal, etc.).
In our research we investigate automated dynamic pricing (ADP) as a
mechanism for regulating parking place allocation. ADP means that the
price for staying in a parking facility for a certain amount of time will
fluctuate depending on the day and time of the week. In this paper, such
a scenario is explored using multi-agent based simulation. Two kinds
of agents are considered: drivers and parking facilities. Experiments are
conducted in a real city environment in order to observe the impact of
dynamic pricing, competition and demand increase. Results show that
dynamic pricing application leads to better results (in terms of profit
margin) for the parking facilities while it decreases drivers’ utility.

1 Introduction

One of the arising problems of metropolitan areas is how to structure traffic
flow and more specifically how to spread demand for parking so that is not
concentrated in the city center, where most of the drivers want to go. A proposed
solution would be the application of dynamic pricing, i.e. price fluctuation of
parking depending on the day/time of the week. The desired outcome would be
less traffic concentration in specific areas and homogeneous capacity filling at
various car parks. Dynamic pricing has been already proposed in the parking
space allocation domain ([2,5]). Reaction of drivers to such techniques has also
been studied ([4,6,8,9]) but not in a thorough way and not using a multi-agent
based model.

Goal of this paper is to build a multi-agent based simulation environment that
will inspect the application of dynamic pricing and assess any changes in social
welfare and parking agency profits. For this purpose, REPAST suite1 is utilized
in order to implement two kinds of agents (drivers and parking facilities) and
simulate the demand and supply of parking resources. Advantage of multi-agent
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approach is that we are able to model interactions between the different parties
in an intuitive way. Without loss of generality, the studied context was the city of
Maastricht, Netherlands and the simulation was examined from the perspective
of the parking agency that owns most of current parking facilities in the city,
namely Q-Park. This offered the opportunity to assess the effect of dynamic
versus static pricing and then inspect the effect of competition and of a drastic
demand increase. Results of different simulations confirm that applying dynamic
prices increases consequently the profits of the car parking facility, though it
does not improve social welfare. Increasing competition however does increase
social welfare while decreasing Q-Parks profits. Finally, increasing demand will
drastically increase profits while decreasing social welfare.

The remainder of the paper is organized as follows. Section 2 will present
the context of the simulation while Sect. 3 will then present the multi-agent
model part. Experiments and results are presented in Sect. 4 while lastly, Sect. 5
concludes the paper.

2 Context and Data Generation

The simulated environment represents the city center of Maastricht, Netherlands.
The simulation is run on a grid which is laid upon the city map. Each grid field is
approximately 22 m x 22 m wide and the simulated environment holds 120× 80
of those grid fields. While in real life, drivers will only use those grid fields which
match with streets, this restriction was ignored for the simulation in order to
keep the multi-agent approach to dynamic pricing in a topic related context.
Therefore a street simulation was not planned for the purpose of this paper.
There are in total 13 car parks in Maastricht (owned by Q-Park) and they are
included as parking facilities on the map and positioned at respective grid fields
which correspond to their actual position.

Both capacity and pricing of the real parks are used as initial variables for the
car park agents and also as a comparison between static and dynamic pricing.
They are presented in Table 1 (Fig. 1).

While data for parking agencies could be retrieved, this was not the case
for driver data (i.e. number of drivers, desired destination, price ideas, planned
duration of stay, preferred walking distance). In order to still run the simulation
on a close-to-realistic set of drivers, the dataset for the drivers was generated by
gathering ideas about realistic values and adding a randomization. In order to
make the driver data easily extendable for additional parameters, the following
CSV (comma separated values) format was used:

ID, start.X, start.Y, destination.X, destination.Y, arrival, max. price per
hour, duration of stay, max. walking distance, initial time, day

Each driver has an ID which is unique for the day it spawns on the map.
The starting point of the driver is random (denoted by start.X and start.Y),
while the destination of the driver is normally distributed around the center of
the map (destination.X and destination.Y). The distribution is ellipsoidal with
a maximum of 1/3 of the grids width in direction of x and a maximum of 1/3 of
the grids heights in direction of y.
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Table 1. Q-Park facilities of Maastricht

Name Capacity Price per hour Max. price per day

Cabergerweg 698 1.43e 9.00e

Sphinx-terrein 500 2.22e 13.00e

De griend 351 2.22e 13.00e

Bassin 407 2.73e 25.00e

P + R station Maastricht 335 1.89e 13.00e

Mosae forum 1082 2.73e 25.00e

Vrijthof 545 3.53e 35.00e

P + R meerssenerweg 65 1.89e 13.00e

O.L. vrouweparking 350 2.73e 25.00e

Plein 1992 449 2.22e 13.00e

De colonel 297 2.22e 13.00e

Bonnefantenmuseum 303 1.43e 25.00e

Brusselse poort 610 1.43e 25.00e

Fig. 1. Spreading of car parks (red squares). (Color figure online)

For a timestamp T a (random) number of driver NT spawns at T minus
90 min in order to give the drivers enough time to reach their destination (i.e.
time T is the desired time for the drivers to arrive at their destinations). Duration
of stay for these drivers is also random. Timestamps are measured in minutes
and represent the clock time for a specific day. The desired arrival time of the
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Fig. 2. Number of driver agents per day of the week

drivers is spread +/ − 15 minutes around T . Every driver will try to reach their
destination on time, while choosing their parking location according to their
preferred maximal price per hour and maximal walking distance. These two
variables are influenced by a random factor as well, resulting the maximal price
per hour to span from 0.80e to 1.20e and the walking distance from 800 to
1200 m for every driver.

Note that the arrival time and duration of stay of the drivers are randomized
to reflect reality. That is, during the week, more drivers spawn in the morning to
represent workers wanting to arrive to their workplace. Those have a duration of
stay randomized between 7.5 and 8.5 hours, which should fit the average worker’s
schedule. During weekends, drivers are expected to show up later. They will also
be more spread over the day, which means that more drivers will enter the
system during the afternoon. The peak that was previously at 7:00 is postponed
to around 9:00. Overall, there are less drivers than for the workdays. The driver
data for weekdays can be seen in Fig. 2.

3 Model Implementation

The simulation uses two kinds of agents: drivers and parking facilities. Drivers
can have two kinds of behavior: guided or explorer. This section will present how
those agents behave and what assumptions were used to model them.

3.1 Driver Agents

Drivers can behave in two possible ways. They can either be guided drivers or
explorer drivers. Guided drivers are assumed to behave rationally and to have
total knowledge about prices and locations of all of the parking facilities in
the environment. Thus, the first thing such a driver does when appearing in
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the simulation system is to select the parking that maximises their “utility”.
The concept of utility is widely used in Economy and Game Theory and is a
representation of the happiness of an agent (or consumer, here both) as a function
of several parameters (here mainly price of the parking and distance from the
parking to their destination) [7]. The model for drivers’ utility function used in
this simulation is presented at the end of this subsection.

Once the driver decided which parking would maximise their utility, they
move to it and try to park. If the parking is at maximum capacity, the driver will
select the parking that provides him with the maximum utility in the remaining
parking available and repeat the process. It is possible that all of the possible
parking options for a driver would create a negative utility. In such a case, the
driver agent exits the system and is assumed to find another mean to arrive to
their destination. Intuition behind the guided drivers is that as they know the
prices of all of the parking agencies, they make a rational decision on which one
to choose and they will react to change in prices rather fast.

On the other hand, explorer drivers behave more like real life parking con-
sumers, having less knowledge about what parking options are available to them.
Their difference from guided drivers is that they are driving around until they
find a parking spot (i.e. they drive to the parking place closest to them) and
check if there is a place left and if the price and location of the parking cre-
ates a utility for them. If not, then they find another parking and the process
is repeated. Intuition behind explorer drivers is that they will slow down the
reaction in demand for a parking if the prices increase. Note that the utility is
calculated using the same utility function as for the guided drivers (see below),
though in the case of explorer drivers it is calculated only to check whether it is
worth it for the explorer to use the parking facility just found.

As stated earlier, each driver must be able to derive how happy they would be
from parking in a certain facility, i.e. the utility from that outcome. The utility
function of a certain driver i to park in a certain parking facility j is defined
using the following Equations.

ui,j = Ci − pri . (Pi,j)u − wi . (Wi,j)v (1)

Pi,j = α . pricej . duration of stayi (2)

Wi,j = β . distance to destinationi,j (3)

In this model, Ci is the constant representing the utility the driver would
receive by arriving to their destination, without having to walk or to pay for
a parking place. It is a random value attributed to each driver agent. Pi,j is a
value representing how much driver i will have to pay to park for their entire
duration in parking j, scaled by the constant α. Similarly, Wi,j represents the
effort from driver di to walk from the parking pj to his destination, scaled by β.
The constants’ α and β are used to enable a fair comparison of the impact of
meters and euros on the utility.

The coefficients pri and wi represent the emphasis of agent i on pay-
ing a certain amount of money and walking a certain distance respectively.
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Indeed, every agent is not assumed to have the same change in utility from
walking a certain distance or paying a certain price. That is, another agent, say
k might be willing to have a lower utility function for the same price. Agent
k will then have a higher price emphasis prk, that is prk > pri. The walking
emphasis wi is used in the same way. Both are randomly assigned to each driver
and range between 1 and 1.5. It represents the agent personality and this het-
erogeneity in driver agent’s personalities improves the realistic depiction of the
simulation. Note that the distribution of coefficients pri and wi can be changed
to reflect a different environment (e.g. another city).

The powers u and v are both set to 0.9. They create non-linearity in the
impact of price and effort on the walking distance. Indeed, it is fair to assume
that a fixed increase in price (e.g. a 1e increase) would have more impact on a
customer whose original price to pay was low (e.g. original price of 2e) than on
a customer whose original price to pay was higher (e.g. original price of 200e).
The concavity of the utility function, ensured by setting u ∈ (0, 1) and v ∈ (0, 1),
will reflect this concept in the driver’s decision process.

3.2 Parking Agents

Parking agents were used to represent two different kinds of parking facilities.
The parking agents can either be operated by the sole owner of parking facilities
(in the case of Maastricht that is Q-Park) and their goal is to adapt their prices in
order to optimize their profit, or they can be a competitor which just uses a static
pricing model (in the case of Maastricht that can be the parking at municipality’s
public places). A parking facility in the real world can be described by location,
name, price, capacity and operator. Name, location, capacity and operator are
assigned to the agent during initialisation and are fixed.

Every parking agent can apply seven pricing schemes. Each scheme is mapped
to one specific day of the week and is fully independent from the other pricing
schemes. Parking facilities can react to the driver agents, but do not interact with
them (i.e. there is no negotiation). The parking facilities possess an internal clock
used for keeping check of the parked drivers and to decide which pricing scheme
to apply. Once a driver checks in at a car park, the id of the driver and their
duration of stay are saved in a list. Similarly, car park agents check whether
drivers have to be checked out using that list. If the parking facility is applying
dynamic pricing, then at the end of every week they will update their pricing
model in order to improve their profit. This process is described in the following
Subsection.

3.3 Pricing Scheme

The final price paid by the driver will be computed based on three parameters:
the price per minute (most important), a minimal price every customer has to
pay for the stay and a maximum price one would have to pay (i.e. staying a full
day might have a fixed price lower than the hourly computed price of staying
that amount of time). On top of that, there is a in- and deflation parameter
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defining the price per minute. The default value for this factor is 1 and the
intuition is that if the value becomes lower or higher than 1 during optimisation,
this will result in the price changing with every successive hour stayed in the
parking facility. For example, if the price per hour is 1 euro and the inflation
value is 1.10 then the driver will pay, according to what can be seen in Table 2.

Table 2. Price adjustment with inflation

Hour Price for that hour Full price

1 1 1

2 1.1 2.1

3 1.21 3.31

4 1.331 4.641

The final price can also be scaled depending on the current capacity of the
parking. The normal price will be payed if the capacity of the car park is between
30% and 70%. If the capacity moves out of these boundaries the price will be
linearly adjusted to increase the price according to the parameter. For instance,
At 0% or a 100% the price will change by the percentile amount of the parameter.

The parameters are updated using gradient decent. To do this, the parking
agent decides to update one parameter each week. The update method is given
the percentile change in revenue. The standard equation for an update, if the
last update increased the size, can be seen in Eq. 4. If the price was decreased
in the last update, Eq. 5 is used. In these Equations, δ denotes the learning rate
and γ denotes the percentile change in revenue in comparison to last week.

xi+1 = xi + δ . xi . (γ − 1) (4)

xi+1 = xi − δ . xi . (γ − 1) (5)

Every parameter is updated five times in a row before the next parame-
ter will be updated. The default value for the δ is empirically set to 0.3. If δ
is assigned a value too high, it can lead to rapid price changes and the algo-
rithm will fail to converge. Setting the δ too low will increase the convergence
time. Parameters are not allowed to fall below 0 (such updates are not pos-
sible). For improved convergence speed and more robust gradient decent (e.g.
against ill chosen learning rates), Adaptive Moment Estimation (ADAM) [3] is
implemented within REPAST. ADAM is a method to compute adaptive learning
rates for parameters by storing a exponentially decaying average of past squared
gradients.

4 Simulation Results

This Section will present three experiments that were conducted with the devel-
oped simulation. Performance measures will be profits for the parking owner(s),
social welfare and average price.
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Profits of the owner of certain parking facilities are the sum of the profits for
all of those parking facilities. Note that for experiments 1 and 3 there is a unique
parking owner (namely Q-Park). Profits are defined as the revenues minus the
costs [7]. Without loss of generality we considered a fixed value for costs, so
revenues and profits are directly analogous.

Social welfare is calculated as the sum of the utilities of all of the drivers
in the system. It is the synonym of consumer welfare (which is actually shown
to fluctuate in the economic way it theoretically should). The program is set
to add a utility of −10000 to the social welfare for each of the drivers that do
not manage to find a parking providing them with a positive utility, hence that
exit the system. This high value represents that one has a greater loss in utility
by not finding a parking at all than by finding one that is just relatively too
expensive.

4.1 Experiment 1: Dynamic Pricing vs. Static Pricing

The first experiment conducted is meant to study the impact of dynamic pricing
on the profits of the sole car park owner (Q-Park) and the social welfare. For this
purpose, two simulations were run, one using the original static prices and one
using dynamic pricing. The simulation ran for 34 (simulated) weeks in total. For
the static pricing run, all car parks agents solely used the static prices presented
in Table 1. In comparison to this, the same time span was covered in a second
run, but with all car park agents defined to update their pricing according to
the dynamic pricing approach. Price adjustment happens on a weekly basis,
as explained in Sect. 3. For both runs, the same set of drivers with the same
predefined preferences and destinations was used in order to compare just the
performance of static pricing against dynamic pricing. The amount of drivers as
well as their desired duration of stay corresponds to the graphs and tables from
Sect. 2.

The results of these simulations are presented in Figs. 3 and 4. The first con-
clusion is that dynamic pricing increases the profits for Q-Park. Figure 3 shows
that, after 35 weeks of adaptation, the profits using ADP are about 23 000e
higher than the ones using static pricing. This represents a 32% increase in profit
which shows that it is really profitable for car park agencies to apply dynamic
pricing. The fluctuations in profits under dynamic pricing are due to the time
that parking agents need to adapt the prices to demand. This effect decreases in
the long run (prices fluctuate less in the long run, considering stable demand).

Yet, social welfare turned out to be always slightly lower using dynamic
pricing. Note however that this model of social welfare does not include utility for
regulating traffic flow, avoiding traffic jams, etc. For example, it is expected that
dynamic pricing will spread demand for parking across the town, hence making
the traffic flow more homogeneous. It is fair to assume that this effect should
increase social welfare. Furthermore, there is no utility penalty for arriving to
a parking facility that attained its maximum capacity and having to drive to
another facility. Such a situation occurs way less often under dynamic pricing.
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Fig. 3. Profits with dynamic vs static pricing scheme

Fig. 4. Social welfare with dynamic vs static pricing scheme

4.2 Experiment 2: Competition vs. Monopoly

The second experiment will measure the impact of increased competition. That
is, we relax the assumption that all car parks belong to the same owner and
instead, there are some competitors which try to maximize their summed prof-
its. In this case, we assumed that 5 of the main parking facilities belong to a
competitor. Those 5 parking facilities were selected to be located near the cen-
ter, hence bringing them leverage to attract drivers. These five car parks will use
static pricing, while the rest of the car parks will use dynamic prices and aim at
maximising their accumulated profits (obviously without considering the profits
of the static car parks).

Figure 5 shows the average price per week of the 8 car parks that always
apply dynamic pricing, under the scenario that the other do as well and under
the scenario that they do not. One can observe that those 8 car parks have to set
their prices much lower when there is competition. The insight is straightforward:
Under monopoly, they can coordinate their prices and set them high, while
under competition they have to follow the lowest prices in order to still attract
customers.

On the other hand, Fig. 6 shows that social welfare drastically increases with
competition. This follows the fact that the “outer-city” car park facilities that
are assumed to still belong to one owner had to decrease their price in order to
steal customers from the competition. This accords with a fundamental principle
of free trade economy. Increasing competition will force the suppliers to bring
down their price, hence increasing consumers welfare. That is why free trade
and competitive markets are enforced in many economies. As a matter of fact,
the European Commission already fined some companies that undertook some
actions to settle them as monopolies [1].
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Fig. 5. Prices with competition vs monopoly

Fig. 6. Social welfare with competition vs monopoly

4.3 Experiment 3: High Amount vs. Normal Amount of Drivers

The last experiment tested the dynamic and static run from the first scenario on
a bigger driver dataset. For this purpose, the amount of drivers from experiment
1 was increased to approximately 3 times as much as before. The situation for
the car parks does not differ from experiment 1. The insight behind this test is
to observe the consequences of a drastic increase in demand.

Figure 7 shows the profits of static and dynamic pricing under the assumption
of higher demand (“many drivers” line) and normal demand (“normal drivers”
line, referring to normal number of drivers). One can observe a drastic increase
in the profits of the sole car park owner with higher demand and this is not
surprising since higher demand means higher profits. The difference in profit is
also higher in the case of dynamic pricing. Furthermore, it is more valuable to
be able to spread demand over the different parking facilities when there is a
high demand. Indeed, one of the positive aspect of dynamic pricing is that the
parking owner can distribute better the demand. That is, ensuring to minimise
the number of parking facilities that become full by spreading demand over the
different parking facilities by increasing the prices where there is a high demand
or decreasing the prices where there is a low demand. That aspect is of course
more valuable when there are much more drivers, as a full parking situation is
more likely to happen.

Figure 8 shows the change in the social welfare following this experiment.
Recall that when a driver finds no available spot that yields a positive util-
ity, then they exit the system and adds a −10000 utility to the social welfare.
With three times more drivers, we have two consequences: Firstly, the prices of
parking facilities increase and secondly, parking facilities will become full much
faster, especially where there is high demand. This forces some drivers to con-
sider parking facilities further away from the city center (i.e. their destination).
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Those parking facilities will also have higher prices. These effects combined
(higher prices and fewer options) drastically increase the number of drivers that
cannot find a parking facility that suits their bound on utility. Hence, it drasti-
cally brings down the social welfare.

Fig. 7. Profits with competition vs monopoly

Fig. 8. Social welfare with competition vs monopoly

5 Conclusion

In this paper, a simulation environment to assess effectiveness of dynamic pric-
ing to parking space allocation was presented. By carefully implementing the
agents’ behavior (drivers and car parks), it was shown that a multi-agent sim-
ulation is possible to be used to examine market’s reaction to different effects.
The conducted experiments lead to some interesting conclusions. First of all,
using dynamic pricing can be very profitable for a car park agency. Moreover,
dynamic pricing has a larger impact on profits when the supplier is in a monopoly
situation and/or when there is high demand. The results are interesting in as
far as they indicate that, because of the possibly negative implications of auto-
mated dynamic pricing on the benefits for the car drivers (i.e. social welfare),
ADP calls for regulatory measures, which are to be specified in negotiation with
the private parking agencies by the city authorities or even are to be regulated
by law at a national level. Such regulations may take into account factors such
as environmental pollution, traffic flow/jams, etc. in order to counter-balance
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purely economic factors. Experiments are also in accordance with the related
economic principles. Note as well that such simulation could be used to assess
the potential of applying dynamic pricing to a whole range of other services.

In this paper, real data for costs of each car park or for the drivers were not
available in order to bring simulation closer to reality. Having such information
would severely improve the validity of the results. Another improvement would
be to assess the effect of simulation (which in any case is generically designed)
on an environment with more competitors and also higher amount of drivers
that exceed the total limit of parking slots. This could lead to some potentially
interesting results of how market will react.

Finally, the behaviour of agents (both car park and driver agents) can be
further improved by extending the artificial data or using real data from actual
traffic. This especially refers to the assumption that drivers can drive on every
grid field. By limiting the movement to grids that represent actual streets, the
simulation could also be used to simulate traffic and maybe even used to spread
the traffic flow across the city by making use of the dynamic pricing for the
different car park. This is a promising future research direction with much greater
impact on many interested stakeholders (city, drivers, car parks).
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Abstract. We present an intelligent embodied conversation agent with
linguistic, social and emotional competence. Unlike the vast majority
of the state-of-the-art conversation agents, the proposed agent is con-
structed around an ontology-based knowledge model that allows for flex-
ible reasoning-driven dialogue planning, instead of using predefined dia-
logue scripts. It is further complemented by multimodal communication
analysis and generation modules and a search engine for the retrieval of
multimedia background content from the web needed for conducting a
conversation on a given topic. The evaluation of the 1st prototype of the
agent shows a high degree of acceptance of the agent by the users with
respect to its trustworthiness, naturalness, etc. The individual technolo-
gies are being further improved in the 2nd prototype.

Keywords: Conversation agent · Multimodal interaction · Ontologies ·
Dialogue management

1 Introduction

The need for intelligent conversation agents as social companions that are able to
entertain, coach, converse, etc. with those who feel, e.g., lonely or overstrained
is on the rise. However, in order to be able to act as a social companion, an
agent must be eloquent, knowledgeable, and possess a certain cultural, social
and emotional competence. Considerable advances have been made to increase
the agent’s affective and social competence; see., e.g., [4,26,37]. However, most
of the current proposals in the field still do not rise up to the challenge as a
whole. Thus, they usually follow a predefined dialogue strategy (which cannot
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 284–295, 2017.
DOI: 10.1007/978-3-319-59930-4 23
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be assumed when interacting with, e.g., elderly); they do not take into account
cultural idiosyncrasies of the addressee when planning their actions; they are
not multilingual to be able to intermediate between a migrant and a native
from the host country; etc. See, e.g., [1,36] for some representative examples.
To essentially improve on the capacity of a conversational agent to conduct a
versatile emotionally and culturally sensitive dialogue, the role of the knowledge
model underlying the agent must be reconsidered. An advanced ontology-based
knowledge model is capable of capturing the content of the multimodal (verbal,
facial, and gestural) communication input of the user in terms of abstract inter-
pretable structures. Furthermore, it facilitates the interpretation of the input of
the user and the decision on the next move of the agent by means of a variety
of reasoning mechanisms. And, obviously, it also facilitates the dialogue history
bookkeeping, the representation of the cultural and social specifics of a user, as
well as domain-specific and common sense knowledge.

In what follows, we present the design and first prototypical implementation
of an agent (henceforth referred to as “KRISTINA”) in which the knowledge
model is central. KRISTINA is projected as an embodied companion for (elderly)
migrants with language and cultural barriers in the host country and as a trusted
information provision party and mediator in questions related to basic care and
healthcare. Consider an excerpt of a sample dialogue as targeted by KRISTINA:

K: You look downhearted today. What is wrong?
U: I feel sad. Because of my eyes, I even can’t read the newspaper anymore.
K: Shall I read the newspaper aloud for you?
U: Yes, this would be great!
K: You certainly can still read the headings of the articles. Just tell me which

one I shall read.
. . . . . .

2 Architecture of the KRISTINA Agent

Figure 1 shows the global design of KRISTINA, which is targeted to have the
following characteristics embedded into linguistic, cultural, social and emotional
contexts: (i) to be able to retrieve multimedia background content from the web
in order to show itself informed and knowledgeable about themes relevant to
the user; (ii) understand and interpret the concerns of the user expressed by
a combination of facial, gestural and multilingual verbal signals; (iii) plan the
dialogue using ontology-based reasoning techniques in order to be flexible enough
and react appropriately to unexpected turns of the user; (iv) communicate with
the user using verbal and non-verbal (facial and gestural) signals.1

The agent is composed of a collection of modules that ensure informed multi-
modal expressive conversation with a human user. The communication analysis
modules are controlled by the Social Signal Interpretation (SSI) framework [34].

1 Due to the lack of space, we cannot present a complete run of an interaction turn.
Therefore, we merely introduce in what follows the individual modules and sketch
how they interact.
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Fig. 1. Architecture of the KRISTINA agent

SSI supports audio and video signal streaming and realtime recognition, syn-
chronization, analysis and high level fusion of the different modality signals
within these streams: emotional speech, mimics, and head and body gestures.
In KRISTINA, SSI is the central instance for the analysis and synchronization
of video and audio signals with respect to displayed emotions. For this purpose,
targeted machine learning modules for paralinguistic, facial and gesture analysis
have been implemented as SSI components–which also ensures seamless interac-
tion with the rest of the framework. For the linguistic analysis of the audio, the
transcribed material is piped through SSI to the language analysis module.

The semantic structures obtained from the analysis modules are handed over
by the dialogue manager (DM) to the knowledge integration (KI) module in order
to be projected onto genuine ontological (OWL) structures, fused and stored
in the knowledge base (KB). The dialogue-oriented modules are embedded in
the Visual Scene Maker (VSM) framework [12]. While the original purpose of
VSM has been to support the definition of the interactive behavior of virtual
characters, we use it, on the one hand, as a communication shell between the DM
module and the modules it interacts with, and, on the other hand, for modeling
the idle behavior of the agent.

The DM chooses the best system reaction (in terms of ontological structures),
in accordance with the analyzed user move, the user’s emotion and culture and
the recent dialogue history. For this purpose, it solicits first from the KI module
possible reactions that are reasoned over the KB. In other words, in contrast
to most of the state-of-the-art DM models, the determination of the turn of
the system is distributed between a high level control DM and a reasoning KB
module.

The ontological structures of the best system reaction are passed by the DM
to the fission (or modality selection) and discourse planning module, which shall
ensure an adequate assignment of the content elements chosen for communication
to the individual modalities (voice, face, and body gesture) and their coherent
and coordinated presentation. The three modality generation modules determine
the form of their respective content elements. The language generation module
feeds its intermediate and final outcome also to the facial expression and gesture
generation modules in order to ensure, e.g., accurate lip synchronization and
beat gestures of the virtual character.

A dedicated search engine acquires background multimodal information from
the web and relevant curated information sources. The engine extracts content
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from web resources (including social media) to enhance the background knowl-
edge of KRISTINA that is stored in the KB in terms of ontologies, which facili-
tates the realization of flexible reasoning-based dialogue strategies.

3 The Knowledge Model of the KRISTINA Agent

To ensure that the agent is “knowledgeable” about the topic of the conversation
and thus able to interpret the multimodal input (question, comment, request,
etc.) of the user and come up with the appropriate reaction, the knowledge repre-
sentation in the agent must be theoretically sound and scalable. The knowledge
repositories must separate the representation of the state of an ongoing conver-
sation from the high level typology of the conversation (or dialogue) acts and be
dynamically extendable, i.e., the agent must be able “to learn” from both the
input of the user and the external world.

3.1 Knowledge Representation, Integration and Interpretation

KRISTINA’s multimodal knowledge representation framework includes ontolo-
gies designed to support the dialogue with the user and to represent the relevant
basic care and healthcare background information from the web. The ontolo-
gies cover: (i) models for the representation, integration and interpretation of
verbal and non-verbal aspects of user communication piped in by the DM [27];
(ii) domain models that capture the various types of background knowledge,
including user profile ontologies [15]; ontologies for modeling routines, habits
and behavioural aspects [25], and healthcare and medical ontologies [28].

Fig. 2. Observation and context models

The knowledge integration and interpretation models define how the struc-
tures can be combined to derive high-level interpretations. To achieve this, a
lightweight ontology pattern is provided for capturing contextual semantics,
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i.e., the types of the structures that are of interest and the way they should be
interpreted by the ontology reasoning task. Figure 2 depicts the vocabulary used
for the interpretation of the user’s statement I feel sad and the complementary
information from the visual channel ‘low mood’ detected via the correspond-
ing valence/arousal values [27]. The ontology extends the leo:Event concept of
LODE [32] to benefit from existing vocabularies for the description of events and
observations. Property assertions about the temporal extension of the observa-
tions and the agent (actor) are allowed, reusing core properties of LODE. The
figure also depicts the relationship between observation types and context mod-
els in terms of the Context class, which allows one or more contains property
assertions referring to observations.

In our example, the fact that the user is sad constitutes contextual informa-
tion that is modeled as an instance of Context, which is further associated with
an instance of Sad.

:sad1 a :Sad ;

leo:atTime :t1 ;

leo:involvedAgent [a dul:Agent].

:t1 a time:TemporalEntity ;

time:hasBeginning [a time:Instant ;

time:inXSDDateTime"2017-01-02T18:06:46"];

time:hasEnd [a time:Instant ;

time:inXSDDateTime"2017-01-02T18:06:51"].

:ctx1 a :Context;

:contains :sad1 .

Figure 2 also displays an excerpt of the domain ontology used to infer feed-
back and suggestions based on the emotional state of the user. For each context,
one or more suggestion property assertions can be defined to associate it with
feedback instances that can improve user’s mood. In our example, Sadness is a
subclass of Context, defined in terms of the following equivalence axiom:

Sadness ≡ Context � ∃contains.Sad
It also defines a property restriction that specifies the type of feedback needed
when this emotional context is detected:

Sadness � ∃suggestion.ImproveMood

As such, the ctx1 instance of the example is classified in the Sadness context
class, which further inherits the restriction about the potential feedback that
could be given to improve the mood of the user. All three subclasses of the
ImproveMood concept are retrieved and sent back to the DM in order to finally
select the one that should be returned to the user.

3.2 Dialogue Act Representation

As already mentioned in Sect. 2, the DM is responsible for choosing the best
suited system action among the suggestions of the KI module. Different aspects,
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such as the user’s emotion and culture as well as the recent dialogue history, are
taken into account. The rule-based choice is grounded in the dedicated model of
dialogue acts shown in Fig. 3.

Fig. 3. Excerpt of the dialogue acts ontology

In order to avoid the predefinition of all user and system actions and be able
to handle arbitrary input from both the language analysis and the KI modules,
the rules are not defined for specific actions, but rather for general features
such as the respective dialogue act and the topics, constituted by the classes
associated with the possible system actions. For instance, in our example, three
system actions are available. They share the dialogue act Statement. However,
the topics differ. Thus, the first action has the topics newspaper and read,
the second socialmedia and read, and the third activity. Individuals from a
collectivistic culture tend to be more tightly integrated in their respective social
groups, while individuals from an individualistic culture less so [16]. Therefore,
the DM would propose to the user with a collectivistic culture background to
read aloud news from social media, and select one of the other options if the
user’s culture is individualistic.

4 Multimodal Interaction

With the knowledge model as its core, the KRISTINA agent performs the entire
multimodal interaction, which involves dialogue management and multimodal
communication analysis and generation.

4.1 Dialogue Management

Besides the maintenance of the dialogue state and selection of the next system
action sketchd in the previous section, dialogue management deals with the con-
trol of the agent’s turn-taking behavior and the control of a variety of non-verbal
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idle behavior patterns [22]. To manage these two tasks, we use the Visual Scene-
Maker (VSM) platform [12,21]; see also Sect. 2. VSM determines the agent’s
participant role changes during the dialogue, based on the observed user input
and the agent’s own actions selected by the DM. The turn-taking decisions are
made on the basis of a policy that determines whether the agent is allowed to
interrupt the user’s utterance and how it reacts to the user’s attempts to barge
in in its own turn. VSM is also responsible for planning appropriate and vivid
non-verbal behavior patterns while the agent is listening to the user or whenever
the speaker and listener roles are not yet clearly negotiated. In this latter case,
the agent fulfills the role of a bystander by displaying an idle behavior that is
supposed to create an impression of engagement and attentiveness while wait-
ing for the user’s next dialogue move or before actively starting a contribution
itself, for example, mimicking the user’s affective state by mirroring their facial
expressions, gestures or body postures or displaying different eye gazes [23].

4.2 Multimodal Communication Analysis

The objective of multimodal communication analysis is to convert the verbal
and affective information captured from the user into abstract representations
that are projected onto ontologies.

The analysis of verbal (spoken) communication consists of two major tasks:
speech recognition and language analysis.2 For speech recognition, we use the
Vocapia ASR3, which exploits statistical speech models for both acoustic and
language modeling [19]. Language analysis captures the function of an utter-
ance, i.e. speech act, which is mapped onto the dialogue act of the DM, and
transforms the transcribed utterances into structured representations via deep
dependency parsing [3], rule-based graph transduction [5], and ontology design
patterns [11]. A frame semantics [10]-oriented knowledge extraction paradigm
is followed in the course of which incrementally abstract representations are
distilled: 1. surface-syntactic → 2. deep-syntactic → 3. predicate-argument →
4. conceptual, which are translated into OWL knowledge graphs that capture
entities and their relations as OWL n-ary relation patterns, and, in particular,
as instantiations of DOLCE Ultralite’s (DUL) Description and Situation (DnS)
patterns. Cf. Figure 4 for the representations 1–4 of the transcription ‘I feel
sad ’. Its knowledge graph representation is a declarative statement containing
an instantiation of the dul:Situation class, which interprets the instances of
:CareRecipient and :Sad classes as the experiencer and experienced emotion
respectively of the event class :Feel instance:

:declare a da:Declare ;

da:containsSemantics :feelCtx1 .

:feelCtx1 a dul:Situation ;

dul:includes :user1 ;

2 Essential is also the recognition of prosody as a means to detect the thematic and
emphatic patterns in the move of the user [6,7].

3 http://www.vocapia.com/.

http://www.vocapia.com/
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Fig. 4. Example semantic language analysis representations

dul:includes :sad1 ;

dul:includesEvent :feel1 ;

dul:satisfies :feelDesc1 [a dul:Description] .

:feel1 a :Feel [rdfs:SubClassOf dul:Event] ;

dul:classifiedBy :Context [rdfs:SubClassOf dul:Concept] .

:sad1 a :Sad [rdfs:subClassOf :Emotion] ;

dul:classifiedBy :Theme [a dul:Concept] .

:user1 a :CareRecipient [rdfs:SubClassOf dul:Person] ;

dul:classifiedBy :Experiencer [rdfs:SubClassOf dul:Concept] .

Multimodal cues that reflect certain affective states are measured and recog-
nized through the application of sensor technologies, signal processing and recog-
nition techniques. Facial and paralinguistic cues are the most prominent cues.
Traditionally, affective face analysis revolved around the recognition of static
facial expressions [8,30]. Nowadays there is a consensus on the need for a dynamic
analysis. Commonly, Action Units (AUs) from the Facial Action Coding System
[9] are used as a standard representation [31]. In order to determine facial AUs
in a fully automatic manner, we first extract SIFT-based features from sets
of automatically detected facial landmarks and then apply a set of indepen-
dent linear classifiers to associate a probability to each of the targeted AUs.
The classifiers are trained following [29], which allows training AU classifiers
using datasets with a reduced amount of ground truth (only prototypical facial
expressions are needed). Extraction of paralinguistic affective cues is done fol-
lowing [33]. Extracted facial and paralinguistic cues are combined through fusion
strategies in order to generate a final prediction. Our work on fusion draws on
Lingenfelser’s [20] “event-driven” fusion, which is based on [13]. The algorithm
does not force decisions throughout considered modalities for each time frame,
but instead asynchronously fuses time-sensitive events from any given number
of modi. This has the advantage of incorporating temporal alignments between
modi and being very flexible with respect to the type and mode of used events.
In [20], this algorithm was used to combine the recognition of short-timed laugh
(audio) and smile (video) events for a continuous assessment of a user’s level
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of positive valence. For KRISTINA, it is extended to cover the whole valence
arousal space, spanned by positive and negative valence and arousal axes.

4.3 Multimodal Communication Generation

Once the appropriate system action has been determined by the DM, the fission
module assigns to the individual mode generation modules the content elements
from the OWL graph that are to be expressed by the respective mode. Language
generation follows the inverse cascade of processing stages depicted for analysis;
see Fig. 5 for the successive representations of the system reaction in our running
example, namely the suggestion to present to the user news harvested from
social media. As generation framework, we use multilingual rule-based [35] and
statistical [2] graph transduction modules, which are further adapted to the
idiosyncrasies of spoken language. The surface sentence is then spoken by the
agent using the CereProc TTS.4

Fig. 5. Example language generation representations

For its non-verbal appearance, KRISTINA is realized as an embodied con-
versational agent (ECA). The embodiment is realized through a credible virtual
character. Credibility (as opposed to realism) implies the believability of the
rendering of the agent, avoidance of the trap of the uncanny valley [24], and ani-
mation through facial expressions and gestures, when appropriate. Gestures and
facial expressions are generated according to the semantics of the message that is
to be communicated. Since the generation of facial expressions using tags (smile,
surprise, etc.) would limit the possible facial expressions and require a manual
design of all possible expressions for each character, we use the valence-arousal
representation of emotions [14]; cf., also [17,18]. Our model can generate and
animate facial expressions in the continuous 2D and 3D valence-arousal space
by linearly interpolating only five extreme facial poses. Because of its paramet-
ric nature, the valence-arousal space can be easily applied to a variety of faces.
Using the semantics and other features, gestures are generated, keeping in mind
the cultural context of the conversation.
4 https://www.cereproc.com/.
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5 Conclusions

We presented the first prototype of a knowledge-centred ECA, which is aimed to
conduct socially competent emotive multilingual conversations with individuals
in need of advice and support in the context of basic care and healthcare. So far,
the agent’s conversation skills are restricted to German, Polish, and Spanish;
Arabic and Turkish are about to be added. Three different use cases have been
setup to validate the progressively increasing functionality of the agent. In the
first, it acts as a social companion of elderly with German respectively Turkish
background, in the second as an assistant of Polish carers, and in the third as
an healthcare adviser of migrants with North African background. Evaluation
trials of the 1st prototype have been carried out with users from Germany and
Spain with respect to trustworthiness, competence, naturalness of the avatar,
friendliness, speech and language understanding and production quality, etc. Cf.
the outcome of the questionnaire (on a Likert scale from ‘1’ (“disagree”) to ‘5’
(“compeletely agree”) on the competence of KRISTINA in Table 1.

Table 1. Outcome of the evaluation of the competence of the 1st prototype

Evaluation statement Likert scale value (SD)

It is clear what KRISTINA wants to communicate 3.23 (±1.42)

KRISTINA does not provide the right amount of information 2.73 (±1.10)

The conversation with KRISTINA is confusing 2.84 (±1.27)

KRISTINA behaved as expected 3.0 (±1.21)

KRISTINA acted on own initiative 3.25 (±1.29)
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for the definition of the use cases, constant feedback, and evaluation!

References

1. Anderson, K., et al.: The TARDIS framework: intelligent virtual agents for social
coaching in job interviews. In: Reidsma, D., Katayose, H., Nijholt, A. (eds.)
ACE 2013. LNCS, vol. 8253, pp. 476–491. Springer, Cham (2013). doi:10.1007/
978-3-319-03161-3 35

2. Ballesteros, M., Bohnet, B., Mille, S., Wanner, L.: Data-driven sentence generation
with non-isomorphic trees. In: Proceedings of the 2015 Conference of the NAACL:
Human Language Technologies, pp. 387–397. ACL, Denver, Colorado, May–June
2015. http://www.aclweb.org/anthology/N15-1042

3. Ballesteros, M., Bohnet, B., Mille, S., Wanner, L.: Data-driven deep-syntactic
dependency parsing. Natural Lang. Eng. 22(6), 939–974 (2016)

4. Baur, T., Mehlmann, G., Damian, I., Gebhard, P., Lingenfelser, F., Wagner, J.,
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Abstract. In this demonstration, we show how the MAGPIE agent plat-
form works. The aim of this platform is to help on the development of
Personal Health Systems (PHSs) for monitoring chronic diseases. The
agents of the platform use a symbolic reasoning approach to formalize
the events happening to the patient. We developed an Android applica-
tion based on MAGPIE where we formalized the reasoning for monitoring
patients affected by diabetes mellitus.

1 Introduction

Personal Health Systems (PHSs) consist on the decentralization of healthcare
services by approaching sampling technologies into the hands of the patients,
with the aim of involving them in the management of their illnesses and in their
own well being. This way of providing healthcare services removes time and
physical barriers and enables the paradigm of healthcare to anyone, anytime and
anywhere [4]. The use of PHSs has been reported as a prominent way to face the
healthcare expenditures due to the increase of life expectancy and its assosiated
prevalence of chronic diseases [3].

As shown in Fig. 1, the typical architecture of a PHS consists on three tiers,
namely: Tier 1 Body Area Network (BAN), Tier 2 Personal Server and Tier
3 Remote Server. The BAN consists in a set of sensors deployed in the body
to collect physiological parameters of the patient, which are transmitted to the
Personal Server. The Personal Server is usually a mobile device (smartphone or
tablet) with network connectivity that aggregates the data and transmits them
to the Remote Server. This last component provides assistance to patients and
medical doctors for the management of the disease.

The application of agent technology in PHSs simplifies the modeling of med-
ical knowledge, as agents are autonomous software entities that pursue a set
of goals in an intelligent way by applying artificial intelligence reasoning tech-
niques such as deduction, and act proactively, without necessarily receiving a
stimulus from the user. This set of properties can benefit the current definition
of PHSs by having monitoring tools that are capable of reasoning in a complex
and proactive way on the patients’ physiological parameters.
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 299–302, 2017.
DOI: 10.1007/978-3-319-59930-4 24
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Fig. 1. Architecture of a PHS developed with the MAGPIE agent platform

2 Main Purpose

In the context of PHS, we developed the MAGPIE agent platform [1] as an
Android framework for the development of the Tier 2 of PHSs. MAGPIE links
the concept of an agent environment in multi-agent systems (MAS), with the
patient’s environment in PHSs in the sense that monitoring sensors become
a source of health information that can be exploited by agents to track the
health status of the patient, and perform an action when a potentially dangerous
situation is detected. The source code of the platform is available in GitHub1.

MAGPIE models three different components that can be mapped to the ele-
ments of a publish/subscribe system. These are: (i) agents, as subscriber entities
to events happening into the environment, which are responsible to monitor the
health status of the patient; (ii) context entities, as abstractions that encapsulate
a source of information from the real world, such as a sensor, and publish into
the environment patient-related events like physiological measurements; and the
(iii) environment, which is an entity that act as an event service by mediating the
interactions taking place between context entities and agents. This design strat-
egy, based on the publish/subscribe pattern, shields agents and context entities
from knowing the implementation details about each other.

More in details, agents are composed by two main parts: a body and a mind.
The agent body situates the agent mind in the environment; while the agent
mind is the cognitive part of the agent, and is responsible to produce actions
according to the perceived events and how the medical knowledge is modeled in
the mind. Such medical knowledge is based on temporal reasoning. In particu-
lar, the mind models temporal patterns that combine different types of events by
exploiting the properties of Event Calculus (EC) [2]. EC is a logic formalism for
representing actions and their effects in time. Therefore, it is suitable for mod-
eling expert systems representing the evolution in time of an entity by means of
the production of events. EC is based on many-sorted first-order logic predicate
calculus, known as domain independent axioms, which can be represented as
normal logic programs executable in Prolog.

The medical knowledge is modeled as EC domain dependent axioms that
define combinations of events within a time window, which trigger an alert to
1 https://github.com/aislab-hevs/magpie.
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be notified; and an event is the measurement of a physiological parameter. We
consider two different kinds of rules: (i) complex, where the order of the events
is not considered; and (ii) sequential where the order of the events matters.

3 Demonstration

To demonstrate MAGPIE, we developed an application that tracks the health
status of a diabetic patient. In such application, the patient can introduce values
of glycemia, weight and blood pressure measurements, as well as the time when
the measurements where taken. An agent keeps track of monitoring the patient
by reporting alerts related to these three physiological values.

We track glucose rebounds, where blood glucose levels go from low to high
in a short period of time, with the following sequential rule,

initiatesAt(alert(p1) = ‘brittle diabetes’, T ) ←
happensAt(glucose(V1), T1), happensAt(glucose(V2), T2),

V1 ≤ 3.8, V2 ≥ 8.0, T2 > T1,

last six hours(T1, T2),

not happensAt(alert(p1), Ta),

last six hours(Ta, T ).

(1)

The rule above states that a brittle diabetes alert is triggered if two different
glucose measurements go from less than or equal to 3.8 mmol/L to more than
or equal to 8.0 mmol/L, and three different temporal conditions apply. First,
T2 > T1 specifies the order in which the specified events must happen. Second,
the predicate last six hours/2 specifies the temporal window in which the events
apply. In that case, the predicate checks that the fist event happens no more
than six hours before the second event. Third, the last two lines specify the “no
alert” condition, which checks that the same alert has not been triggered during
the temporal window. This condition avoids possible overwhelming of alerts due
to events that make the temporal pattern to hold within the temporal window.

Another sequential rule following the same structure is used to control when
the patient is gaining weight, which may indicate that the treatment is not
effective and should be revised.

Diabetic patients can also present high blood pressure values, which we track
with the following complex rule,

initiatesAt(alert(p3) = ‘pre-hypertension’, T ) ←
not happensAt(alert(p3), Ta),

last week(Ta, T ),

more or equals to(2, (

happensAt(blood pressure(Sys,Dias), T ev),

(120 ≤ Sys ≤ 139, 80 ≤ Dias ≤ 89),

last week(Tev, T ))).

(2)
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This rule states that a pre-hypertension alert is triggered if within the last
week, there are two blood pressure readings whose systolic component is within
120 and 139 mmHg and its diastolic component is within 80 and 89 mmHg. The
first two lines of the rule specify the “no alert” condition as in the sequential
rules. However, for the complex rules it is not feasible to define the other two
temporal conditions in the same way that are defined for the sequential rules. The
reason is that complex rules do not take into account the ordering of the events.
Therefore, a single rule per each temporal permutation of the events should be
defined. To deal with that, we define the predicate more or equals to/2 as follows,

more or equals to(Number,Expr) ←
findall( , Expr, List),

length(List, V al),

V al ≥ Number.

(3)

This predicate counts the number of events in the agent mind that satisfy
the conditions defined in its second argument (Expr), and it is evaluated as true
if the number of such events is at least equals to the number specified in its first
argument.

4 Conclusions

In this demonstration, we show through an Android app how we apply the
MAGPIE agent platform to track the health status of a patient affected by
diabetes mellitus. Such task is done with temporal rule-based agents that process
events related to physiological values of the diabetic patient. Future work in
MAGPIE involves its integration with eHealth standards such as FHIR to send
the alerts produced by the agents to Tier 3 of the PHS in an interoperable way.
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1 Introduction

Emerging multi-agent behaviors are explained as conducts that appear during run-time
in multi agent software applications [1]. These categories of actions are not detected at
the validation and verification stages. Proposals such as architectures, patterns for their
detection and metrics have been presented and so far, more research is required in this
area [2, 3]. The demonstration in this document proposes to visually find the patterns
exhibited by agent communication in a visually analyzable and traceable format.

This demonstration is centered in the premise that as multi agent systems (MAS)
grow in scope and complexity and additional task are attached, unexpected behaviors
start to arise within the system and messages between agents could be analyzed with
new techniques.

The application developed for this demonstration is for agents in platforms that allow
mobility in open spaces, such as drones or terrestrial reconnaissance vehicles.

This demonstration, although the main research is agent messages using a visuali‐
zation algorithm, is the framework developed for testing proposes. 3DvistEB showed
in Fig. 1, can be used to find strange objects in the real world using a virtual world using
automated vehicles.

Fig. 1. Main screen of 3DVistEB

© Springer International Publishing AG 2017
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2 Main Purpose

3DVistEB was developed to validate the research being done on the analysis of messages.
3DvistEB is a visual tool that allows to see in a synchronous approach the position of
terrestrial reconnaissance vehicles, and how these interact to meet the established goals.

For demonstration, a basic surveillance model is proposed in a controlled two-
dimensional area, where software agents are programed as sentinels. These agents are
in an idle state until an agent called Master Control informs them to perform a task of
recognition. A restriction by the current working environment is that a foreign object is
exterminated when a robot vehicle makes contact for a time t defined as a parameter s
as the size of the foreign object.

The task of master control agent is to scan zones and detect foreign objects, and for
purposes of this simulation is done only in the virtual world using the algorithm of Ray
Casting [4], which works for positions and distances of foreign objects. The master
control is delimited by a pyramidal frostrum1 as showed on Fig. 2 with the far plane at
floor level. This limitation allows the master control not no invade territories that may
be controlled by another Master Control.

Fig. 2. Frostrum

3 Demonstration

The presented algorithm scans an area defined in the initial phase. If there is an inter‐
section with an agent it makes a request to the closest agent.

The messages that are handled, for simplicity of the visualization of the algorithm
by the agents are:

• RequestSupport. - agents in a radio r only are notified
• FalseAlarm. - the foreign object is not a threat
• Panic. - all available agents should report (mandatory)
• Returning idle. - returns to its original position
• TakeMeToX. - Used for the Control agent to Guide agent X to specific coordinates
• Ignore. - agent ignores request
• Confirm. - agent confirms attending to the request
• MissionComplete. – Task has been completed

1 http://mathworld.wolfram.com/PyramidalFrustum.html.
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For this research JADE2 is used as the container, communication to the physical
world is performed via local network. The reconnaissance vehicles are implemented
using Raspberry pi3.

For the accurate detection of robot positioning the software Tracker4 is used with a
motion detection laboratory that gives the vehicles a margin of error of less of one inch.

The demonstration will consist of the interaction with 3DVistEB defining spots with
foreign objects. The master agent will detect them in the virtual environment. An archi‐
tecture is defined that includes the messages that are presented in the hardware devices
in the virtual environment. This visually shows the interrelation of message (yellow
edge) relations between agents (cyan/blue vertices) and physical devices as Fig. 3 shows.

Fig. 3. 3DVistEB and recon vehicles showing visual communication (Color figure online)

4 Conclusions

3DvistEB is a visual tool that allows to observe the communication between agents in
a synchronous approach. The nature of autonomous vehicles allows the testing of
3Dvisteb and find alternate forms to analyze messages that arise with agents coordinating
in open spaces.

2 http://jade.tilab.com/.
3 https://www.raspberrypi.org/.
4 https://www.vicon.com/products/software/tracker.
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Abstract. Airline companies face a difficult task in controlling their
daily operations, in particular managing irregular operations that result
from unexpected disruptions affecting scheduled plans. This demo
presents MASDIMA, a Multi-Agent System that manages disruptions
in airline operational plans producing intelligent solutions, in the sense
that its outcomes are the result of autonomous and collaborative decision
making. MASDIMA is able to learn both implicitly, from interactions
that happen between their internal agents, and explicitly, from interac-
tion with users.

1 Introduction

Operational plans are the result of a complex optimization process, seeking to
maximize company revenues while making an efficient use of its resources. In
Airline Operations Control, this process is even more crucial because resources
are limited and expensive. However, these optimized plans are frequently affected
by unexpected events that can cause a disruption, implying a fast and efficient
repair of it, requirement especially important here, not only in solving the dis-
rupted plan but also in minimizing the effects in subsequent plans [2].

A disruption in an airline operational plan affects three main dimensions: air-
craft, crew and passengers. Its resolution is typically performed by the Airline
Operations Control Center (AOCC), in a sequential way by specialists in each
of these dimensions, being first solved the aircraft problem, then the crew prob-
lem and finally the passengers problem. The need for a sequential resolution is
justified by the existence of dependencies between dimensions, and the order in
which dimensions are solved is justified by the scarcity and value of the involved
resources. However, this sequential approach leads to unbalanced solutions and
miss the global view of the problem. A Multi-Agent System (MAS) possesses
inherent coordination between multiples problem solvers (agents), promoting
the efficiency in solving complex problems and enabling to deal with interde-
pendency issues. The adoption of a MAS in the disruption management allows
an integrate solution, contrary to the traditional sequential one, eliminating the
drawbacks enumerated above. Also, the use of learning enhances the system with
the capacity of reasoning about given feedback in current or new resolutions.
c© Springer International Publishing AG 2017
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2 Multi-Agent System for Disruption Management

MASDIMA is a Multi-Agent System responsible for solving disruptions in air-
line operational plans [1]. Its architecture comprises three main decision levels:
bottom level, composed of multiple specialists for each of the three dimensions
(aircraft, crew, passenger); middle level, composed of three managers, one for
each dimension, that selects the best solution proposal of its own dimension
and cooperates with others to complete the global solution; top level, includes
the supervisor responsible for presenting the final solution to the user. Each
manager uses an utility function to evaluate a specific solution proposal, that
takes into account two variables: cost and delay (for passengers manager, cost
comprises direct and quality costs).

The cooperation process that occurs between managers allows an integrated
solution. The multi-round negotiation and learning process that occurs between
managers and supervisor allows better proposals over time. The purpose of the
learning mechanism is to endow managers with the capability of learning what
is better from the supervisor point of view and, at the same time, to maximize
its own utility. We use a reinforcement learning mechanism, Q-learning, where
feedback is sent by supervisor to managers related to each solution proposal
received. Learning is also presented in the supervisor agent, and emerges with
the interaction with human AOCC operators (Human Supervisor), that gives
feedback to the solution proposed by MASDIMA.

3 Demo

The application example corresponds to the use of MASDIMA with real data
and connected to live production systems of an European Airline in real-time.
The main goal is to show a complete end-to-end disruption management process,
from operation monitoring to final acceptance from the Human Supervisor.

Step 1 - Operation Monitoring and Situational Awareness: Figure 1
shows the main GUI. It allows real-time situational awareness for a specific
operational time window. The world map (with 2D and 3D features) shows
airborne flights with color notifications: green for on-time, yellow for delayed
flight and red for a delayed flight with passengers that will miss connections.
Clicking an aircraft, information about the flight times (schedule, estimated and
actual) is presented as well as information about the crew.

On the left-hand side a list of airborne and not yet departed flights is also
shown, using the same color alarmist. Real-time KPI’s for the operational time
window are also available, for example, number of delayed flights and number
of passengers with missed connections, crew-members with missed connections,
costs of the disruptions and cost savings (direct and goodwill). All this allows
the AOCC user to always be aware of the operation status and easily spot
operational problems.

Step 2 - Automatic Event Detection and Impact Assessment: MAS-
DIMA detects automatically events that might disrupt the operation. These can
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Fig. 1. Operation control center monitoring (Color figure online)

be SLOT, Maintenance, Weather, ETD or ETA messages, among others. After
detecting the event MASDIMA starts to perform the impact assessment on the
three dimensions of the problem: the schedule of the aircraft, the schedule of
each crew member assigned to each flight performed by the aircraft and the
passenger connections for each passenger on each flight performed by the same
aircraft. At the same time, the costs related with the aircraft/flight, crew and
passengers, including goodwill, are also calculated.

By double clicking on the event a graph with the impact appears (Fig. 2). As
it is possible to see, an ETA (Estimated Time of Arrival) event was detected that
disrupts flight 551 from MUC (Munique) to LIS (Lisbon) by arriving 17 min after
the STA (Schedule Time of Arrival) and two subsequent flights. A passenger will
miss flight 1685 from LIS-FNC by 16 min. Costs and the cause and reason that
triggered the disruption are also shown.

Fig. 2. Impact assessment graph

Step 3 - Integrated Problem Solving and Human-in-the-loop: After the
impact assessment, the system starts solving the problem in an integrated way
and using the approach mention in Sect. 2. From the graph in Fig. 2, it is possible
to see that the problem is solved and that the best solution actually was to keep
the flight delay (keeping aircraft and crew) and to re-accommodate the passen-
ger. Passing the mouse over the recovery action the proposed solution appears.
Left side of Fig. 3 shows an example for the aircraft solution. From the same
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graph the Human Supervisor (HIL) can accept or reject the solution and pro-
vide feedback (right side Fig. 3). If accepted, the system asks for a classification
of the solution, so that it can be used by the learning capabilities of the system
and commits the changes on the operational plan. If not accepted a qualita-
tive feedback can be provided regarding the importance of each dimension and
MASDIMA will try to find another solution according the feedback received.

Fig. 3. Left: Example of an aircraft solution. Right: Acceptability GUI for the HIL

Step 4 - What-if scenarios: MASDIMA also allows the human user to make
what-if scenarios, to see the impact, costs and solution for specific situations.
Through a specific GUI the user can manually insert events, e.g., an airport
closure, and MASDIMA will perform the same tasks as if it was a detected
event. It is up to the user to accept or not the proposed solution and commit
the changes.

4 Conclusions

A prototype of a multi-agent system for disruption management in airlines oper-
ations was presented. It includes an automated negotiation algorithm that allows
to achieve deals, even when there are different points of view at stake. A demo
following a typical use case, from event detection to integrated problem solving
and human-in-the-loop participation was also presented.
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1 Introduction

Specification and analysis of complex systems can be approached top-down or
bottom-up [11]. A top-down approach conceptualises a system using a global
state and the behaviour represented using an aggregated macro-behaviour of the
system elements. For example, the System Dynamics (SD) model [8] uses the
concepts of stocks, flows, feedback loops and time delays. A top-down approach
considers a reductionist view [10] to understand system using the mathemati-
cal rigour from operational research, optimization theory, and sophisticated AI
algorithms. A bottom-up approach, in contrast, considers the micro-behaviour
of individual elements and their interactions. Conceptually, the bottom-up app-
roach relies on emergentism [9] as advocated in actor model of computation [1],
and agent-based systems [6].

Top-down approaches are a popular choice for analysing and understand-
ing complex systems in the context of critical business needs such as decision
making activities. Existing modelling and analysis tools that support top-down
approaches are extremely efficient for describing and simulating the aggregated
system behaviour. However, we propose that they are not appropriate for pre-
cise understanding of complex and dynamic systems that can only be understood
in terms of emergent behaviour, for example systems that contain large num-
bers of socio-technical [7] elements having adaptive, autonomous and dynamic
behaviours.

Our recent work in this area [2–5] has performed a domain analysis of organi-
sations with socio-technical characteristics with a view to simulation and analysis
leading to improved decision-making. This work has led us to choose a bottom-
up approach for simulating emergent behaviour based on concepts represented
using an actor-based model of computation. Our project has developed a concep-
tual model for simulation based on goals, measures, levers and adaptation and
we are working on an actor-based simulation platform called ESL that supports
these concepts. This tool demonstration will show features of ESL in terms of a
real-world simulation.
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2 Main Purpose

The purpose of this demonstration is to: (1) Introduce the ESL actor-based
language and associated development environment. (2) Demonstrate a concep-
tual approach to the analysis of emergent behaviour. (3) Show how ESL can be
applied to a real-world case study.

3 Demonstration

3.1 ESL

ESL1 is an text-based language that supports the actor model of computation
extended with the following features: pattern-matching over structured data,
higher-order functions that can be used to implement complex actor interaction
patterns, probabilistic behaviour as required by simulations, and data-locks. ESL
execution produces a history that contains a description of actor behaviour.
Histories can be visualised using a range of graphical libraries or interrogated
using a logic-based query language that is provided by the ESL platform. ESL
is written in Java using a virtual-machine and ESL simulation development is
supported by an environment called EDB, shown in Fig. 1(a), that supports
real-time syntax and type checking. for ESL applications.

ESL generates output during execution that and also supports an iterative
approach based on histories: (1) identify the actors in the system; (2) model their
behaviours; (3) run and capture the history; (4) formulate a theory about the
system; (5) list particular theorems that should hold; (6) express each theorem
as a query; (7) test that the theorem holds by running the query against the
history.

(a) EDB (b) Conceptual Model

Fig. 1. ESL development Environment and method

1 https://github.com/TonyClark/ESL.

https://github.com/TonyClark/ESL
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3.2 Conceptual Approach

Figure 1(b) shows the proposed conceptual model for constructing ESL-based
simulations. The goals for decision-making guide the construction of levers that
parameterise the simulation which in turn produces measures which are defined
by functions over the simulation histories. Adaptation is performed in terms of
the histories and the levers.

3.3 Case Study

This demo will use a real-world case study to show the features of ESL and
EDB for emergent simulation behaviour. The study is taken from the recent
Demonetisation initiative in India. The cash in circulation in Indian economy has
increased significantly over the years2 and the cash in circulation was 15.4 trillion
rupee notes in November 2016. This led to an undesirable shadow economy and
funds used for illegal activities. As a corrective action, the Indian government
announced the demonetisation of large denomination notes on November 8 2016
wherein the 87% cash in circulation were pulled out from Indian economy with
a plan to replenish the cash in a controlled manner3. Limitations were imposed
on the exchange of old notes, ATM withdrawal, and daily bank withdrawals to
control the negative impacts of the demonetisation.

However, the sudden nature of the demonetisation event, the incomplete
knowledge about possible consequences, and unforeseen behaviours of the citi-
zens that emerged due to demonetisation made an impact on the economy in the
weeks that followed. The citizens were inconvenienced and often economically
threatened due to the prolonged cash shortages. The government tried to min-
imise the impacts of the demonetisation by monitoring the situation in real-time
and adopting new courses of action on the fly.

We believe that a simulation based on ESL can help in analysing the effi-
cacy of actions arising from demonetisation. We use an ESL based simulation

Fig. 2. Overview of demonetisation actors

2 https://data.gov.in/resources/statistics-notes-circulation-india-2001-2015/
download.

3 http://finmin.nic.in/press room/2016/press cancellation high denomination notes.
pdf.

https://data.gov.in/resources/statistics-notes-circulation-india-2001-2015/download
https://data.gov.in/resources/statistics-notes-circulation-india-2001-2015/download
http://finmin.nic.in/press_room/2016/press_cancellation_high_denomination_notes.pdf
http://finmin.nic.in/press_room/2016/press_cancellation_high_denomination_notes.pdf
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Fig. 3. Simulation results

to understand the impact of demonetisation on a synthetic but near real world
Indian society and perform various what-if experiments to explore the implica-
tion of various actions. In particular, we use ESL to specify Bank, Citizens, Shops
and their interactions as depicted in Fig. 2 to perform what-if analyses. Figure 3
shows a dashboard snapshot that is produced by ESL from the demonetisation
case study.

4 Conclusion

ESL and EDB are actively being developed. Current plans are to add reasoning
to actors in the form of logic programming over local histories, and to develop
a monitor language. The former will be used to add intelligence and planning
abilities to actors, and the latter will be used to encode adaptation rules.
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Abstract. The present paper aims to present the Heráclito environment. The
Heráclito is an Intelligent Tutoring System focused on teaching Logic and assists
students in solving exercises that ask them to calculate the logical value of a
formula, going through truth table exercises, and even doing argument-proof
exercises through rules of Natural Deduction. In order to do so, it provides the
Electronic Logic Exercise Notebook - LOGOS (Free to use at http://
obaa.unisinos.br/heraclito/.) [1] (with two different test editors) that allows
creating and editing formulas, truth tables and proofs of Natural Deduction to
Propositional Logic.

1 Introduction

The subject of Logic [6], addressed in higher education, is a basic and compulsory
subject for all courses covering computer science and informatics [2]. Fundamental to
the training of undergraduates, the Logic discipline enables the development of the skills
of logical analysis, formalization and problem solving. These skills, in turn, are neces‐
sary for the understanding of the several contents and activities found in the curricular
components of computer science and informatics. A statistical survey [5] conducted in
the last ten years pointed to very high rates of fail and dropout, leading to higher retention
of students. These dropouts, in particular, tend to occur at the beginning of the subject,
especially when the contents of Natural Deduction began to be addressed in the context
of Propositional Logic. In practice, the difficulties begin when concepts such as formula,
rule of deduction and formal proof begin to be presented. In order to improve the
presented indexes, a dialectical teaching method was used, associated to a sociohistorical
approach, and a model of computer mediation, modeled in an Intelligent Tutor System
(ITS), which was called Heráclito Environment.

© Springer International Publishing AG 2017
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The Heráclito environment is an ITS and can be termed as a learning object that aims
to support the teaching of Logic. Its test editors have the main functionality of assisting
the elaboration of exercises and to calculate the logical value of a formula, truth table
exercises and proofs of formal arguments through the rules of Natural Deduction in
Propositional logic. Its focus is associated with the use of agent technologies with peda‐
gogical characteristics that make use of teaching-learning strategies, seeking to help the
student in his reasoning process in solving a problem in the form of exercise [4].

The current version has the support of a tutor (online) in the process of resolution of
exercises and its access is via Web Browser, which has made the tool adaptive. Asso‐
ciated with this responsive characteristic, its recent reprogramming, using the Prolog
language, standardized the set of pedagogical agents (students profile, mediator and
specialist) that work together with the specialist system, also developed in Prolog.

The Heráclito environment is part of the OBAAMILOS project [7], and its software
architecture is compatible with the MILOS1 agent infrastructure. To facilitate intero‐
perability between devices and the reusability of the Heráclito environment, it is encap‐
sulated in the form of a Learning Object (LO) and is part of the OBAA Educational
Content Repository, at Federal University of Rio Grande do Sul.

2 Main Purpose

Developed in 2011 and updated since then, the Heráclito environment [5] has gone
through versions for Desktop and Mobiles until arriving at a graphical interface that uses
Web Browsers for access with responsive characteristics, combining technologies that
comprise HTML 5, CSS 3, Java and also JavaScript.

The environment can be used in two ways: offline, as a visiting user, but without
tutoring services; and online, with the support of the tutoring service, being necessary
to log in to access the resources. The procedure for log in and access to the system in
online mode is through a simple registration, where it requires minimum user informa‐
tion such as: email, name and a password. After registration, to log in the environment
requires email and the password that were previously registered.

The Heráclito environment was developed through the use of agent technology for
pedagogical purposes, responsible for student interaction with the system and also access
to the intelligent tutor that assists in the development of the resolution of the exercises
indicating correct, incorrect and not recommended paths during the course of the proof.
This tutorial service aims to help the student in the step by step of solving the exercises,
playing the teachers role. As a student interacts with the environment, the agents are
monitoring their actions, ready to assist in case of need. If the student is unable to advance
in a test, the student can also ask the tutor for tips or suggestions through the Help button
(which can also be activated at any time during the exercise). This tutorial service uses
a set of learning strategies, developed specifically for Logic, based on classroom expe‐
riences that help the student perform, for example, a Natural Deduction test.

1 More information at: http://www.portalobaa.org/padrao-obaa/relatorios-tecnicos/copy_of_
1o-relatorio-parcial-obaa-milos-comunidade-finep/AnexoA-EspecArqMILOSV10.pdf/view.
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When developing the Web interface of the Heráclito environment, we choose for the
client-server architecture. This choice was made due to the security and performance
that this methodology, coupled with adequate programming languages, can offer to the
system. It should be noted that this interface was also developed with the purpose of
portability, i.e., to be portable for different devices with different capacities, screen sizes
and different performances as well. With the use of the client-server architecture, it is
possible to exchange messages between the interface and the system, leaving all the
logical and the agents’ part being processed entirely inside the server, which makes the
system extremely light and portable for any device that has a web browser.

Aiming at increasing security, robustness, compatibility with various systems and
screen sizes, was used to develop the Bootstrap framework. This framework provides a
range of ready-made elements in HTML 5, CSS 3 and JavaScript that help in adapting
the site to different screen sizes and several systems making them responsive, which
means that the LO can be distributed, with only one version, to several different plat‐
forms reaching a greater number of users.

3 Demonstration

As mentioned before, the Heráclito environment uses the technology of pedagogical
agents and is composed of a set of agents named: Students Profile, Mediator and
Specialist. These agents are responsible for the interaction of the student with the envi‐
ronment and the specialist system, as well as the form of communication between these
agents and the editor of formulas and proofs of the Heráclito environment. These agents
are responsible for one or more scenarios and can be demonstrated at: http://
obaa.unisinos.br/heraclito/index.jsp. Its organization is structured as follows:

• Student Profile Agent: This agent represents the student model, which in the Herá‐
clito environment is based on the exercise resolution process;

• Mediator Agent: This agent represents the role of the teacher in his didactic-peda‐
gogical function;

• Specialist Agent: This agent also represents the role of the teacher, but in his role
of specialist in the field of teaching logic.

All agents of the Heráclito environment were developed in the Prolog language and
have an interface in Java with JADE platform support for communication between them.
This communication between agents in JADE is based on asynchronous messages, that
is, an agent that wants to communicate must only transmit a message to an identified
destination (or set of destinations), and there being no type of temporal dependence
between the transmitter and the receiver.

The messages exchanged between these three agents must pass through the media‐
ting agent, who mediates this communication between the student profile agent and the
specialist agent. It is responsible for incorporating the role of the teacher or tutor within
the Heráclito environment, the mediator agent provides pedagogical support to the
student in its learning process. The main situations in which the Mediator agent will
interfere through the application of some mediation strategy are:
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1. When an incorrect insertion of hypotheses occurs;
2. When an incorrect deduction rule application occurs;
3. When a correct rule-based application occurs: in this case, even if the application is

correct at the operational level, this rule can still be problematic at the behavioral
level and can be categorized as useful, redundant, and harmful. The application of
a useful rule assumes that the rule is correct (operationally) and contributes to the
resolution of the exercise. The application of a redundant rule may be correct at the
operational level, but it does not contribute to the resolution of the exercise, and the
student only increases the number of lines and rules applied without obtaining the
expected result. The harmful rule, when applied, ends up leading the student to a
path with no return, that is, with its application, the exercise can not be solved;

4. When the student is idle or does not advance in the resolution of the exercise;
5. When a significant percentage of the test is reached the student is informed and

receives an incentive to continue;
6. When there is one step left to complete the resolution, the student is informed in the

form of an incentive to finish;
7. When the student asks for help. The answers to the help requests can be three types:

a tip, where the system provides the next step to be taken to continue in the resolution
process; an example of an appropriate demonstration for the current situation of the
student; and how much is missing, This option tells you the number of steps
remaining for the end of the exercise.

4 Conclusions

The development and upgrade of the Heráclito environment, it is hoped that it will
contribute, not only to a better understanding of the contents covered in the discipline
of Logic, but also to reduce the number of dropouts and fails in this context. In relation
to future work, the Heráclito environment has been developed in parallel with its current
version, in order to identify the level of knowledge of a student within a specific context
of logic, expressing mainly what occurs during the interactions with the environment
between the student and the teacher (tutor). Using specific teaching-learning strategies
for each student profile found.
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Abstract. The integration of microgrids brings advantages for the end-
prosumers as well for the grid energy management. Small and medium players
became able to actively participate in microgrids. However, is needed a study and
the appearance of methodologies that can efficiently integrate these players. The
use of load optimization inside households is common in scientific researches.
This paper proposes a Java library that can simulate a household using a combi‐
nation between real and simulated loads. The library also enables the execution
of optimization algorithms, to be tested and validated. The paper will present a
small demonstration of the library capabilities.

Keywords: Households simulation · Load optimization · Smart homes

1 Introduction

The application of microgrids brings significant advantages to power systems  [1], such
as, reduce the energy losses, improve the energy quality for the end-prosumers, and
bring the small and medium players to active rules [2].

The application of Demand Response (DR) programs in top of microgrids enables
an efficient way for small and medium players to interact and actively participate in
microgrid and smart grid [3]. These programs depend on the players’ response, for this
reason, the end-prosumers must have response mechanisms to successfully participate
in these programs.

The concept of Smart Homes brings intelligent to our households. This concept has
a clear fit with the DR participation, as can be seen in [4, 5]. A Smart Home enables the
energy management in our houses while providing intelligence to our lives. The aggre‐
gation of IoT devices and energy intelligent management methodologies can be inte‐
grated in Smart Homes to provide autonomous and intelligence responses to DR
programs.

This paper proposes a Java library capable of simulate a Smart Home using simulate
and/or real devices (sensors and energy devices). The library was developed in Java and
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provides the ability to create and manage loads, create living scenarios, and execute load
optimization algorithms.

For the demonstration, the library will be applied in a Multi-Agent System (MAS)
that simulates a microgrid. Their agents will use the Smart House Library (SHL) to
simulate loads and integrate real loads available in our laboratory. For testing the opti‐
mization capabilities, a continuous optimization algorithm will be executed. The algo‐
rithm, presented in [6], allows a real-time load optimization during a given period. The
optimization complies with user preferences and house context, using environmental
variables to identify the house context.

After this introduction section, the paper will describe the library main purpose in
Sect. 2. A demonstration scenario will be presented and analyzed in Sect. 3, using a load
optimization algorithm. And in Sect. 4 is presented the main conclusions.

2 Main Purpose

The main purpose of this work was to build a Java library with house simulation capa‐
bilities, using simulated energy devices and real energy devices. This library enables
the testing and validation of load optimization algorithm to be applied in households. A
previous version was presented in [7].

The proposed library can represent environmental aspects of the house, such as, the
number and location of the people inside the house, the outside and inside temperature,
and the inside clarity. Regarding energy loads, the library is able to work with simulated
loads (simulated locally or externally) and real loads. The combination of simulated and
real devices powered the library to a more complete solution.

The library powers up Multi-Agent Systems (MAS), such as, MASGriP [8], enabling
the presence of simulated houses in the MAS. This brings highly advantages if the MAS
focus is, or depends on, the household energy optimization and management.

3 Demonstration

For this demonstration, it will be shown the advantages of the proposed library when
integrated with MASGriP. It will be used a continuous optimization algorithm for load
optimization [6]. The optimization will react to the users’ action.

Figure 1 shows the android interface used as a library external interface. Using this
interface is possible to see general parameters of the house, as well as, monitor and
control all the loads and execute optimization algorithms. The demonstrated house has
the following set of loads available for optimization:

• 1 set of lamps, in the living room (390 W) – this is a real variable load that can range
their consumption between 0 W to 390 W;

• 1 refrigerator, in the kitchen (120 W) – this is a simulated discrete load;
• 2 heaters, one in the living room and other in the room, (2.0 kW) – these are simulated

discrete loads;
• 1 water heater, in the attic (1.5 kW) – this is a simulated discrete load.
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Fig. 1. Android interface for tablet

The house in configured in the library were is possible to add multiple loads, such
as, real loads controlled using Modbus/TCP (directly or through a Programmable Logic
Controller), simulated loads (discrete or variable) and continuous loads (simulated loads
that follow real load profiles).

The continuous optimization, available in SHL, is used for this demonstration
scenario. This optimization runs through a given period of time and reacts to the users
actions, maintaining a limit consumption (offset) in the house overall consumption. The
optimization offset can be stablish for the user or received by the microgrid as part of a
DR program. For this demonstration the offset is: 3500 W. The actions of the user during
the algorithm execution are:

• Action 0 - in this action the optimization starts having a person in the bedroom. The
loads that are turned on are: Heater 1 and 2, the Lights and the Water Heater;

• Action 1 - the user enters the living room and turns on Heater 2 and the Lights;
• Action 2 - in the last action, the user turns off Heater 2.

Table 1 shows the results of the algorithm using the previous actions.

Table 1. Demonstration scenario

Rooms Loads Act. 0 Res Act. 1 Res Act. 2 Res 
Bedroom Heater 1 2000 2000 2000 - -

Living 
Room 

Lights 333 355 360 365 375 370 
Heater 2 2000 - 2000 2000 - 

Kitchen Refrigerator - - - - - 
Attic Water Heater 1500 - - - - 1500 

5833 2355 4360 2365 375 1870 

At the starting point, where the user is at the bedroom, the algorithm turns off Heater
2 and the Water Heater. When the user moves to the living room the algorithm opts to
turn off Heater 1. In action 3, the user turns off Heater 2 and the algorithm takes the
reaction of turn on the Water Heater that previously was turned off.
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4 Conclusions

The Smart House Library is a versatile and complete solution for house simulation using
a combination between real and simulated loads. Being a library, it is easy to integrate
with multi-agent systems that operate in smart grids and microgrids fields.

The dynamism of the library enables the creation of multiple houses using the same
library. The scenario, loads and environment can be determined by the user. The Android
interface enables the users to go ‘inside’ the house in real-time. The ability to integrate
real loads brings the reality to the simulation world.

The library includes several load optimization algorithms. This enables the load
optimization for demand response participation and energy management. The algo‐
rithms take into account the users preferences according to the house environment. Each
house, can choose a different algorithm to run, seeing the different results.
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Abstract. This article aims to give an approach of a simulation of students with
their learning styles which going to receive a learning resources or learning
objects (LO) from the teacher and the students simulated it going to change their
behavior according to the LO received. The multi-agent system is basing in some
rules in order to calculate the best behavior of the student’s group. To obtain the
behavior it use a set of rules that was develop and previously developed works.

1 Introduction

Learning styles progress has generated new academic spaces that can improve the
performance and the acquisition of knowledge of students in classes. The development
of different works where analyze the impact and de effects of the learning styles for
diverse purposes [1–3]. This works shows changed results, for that reason in this work
it going to do a simulation of students with their learning styles which going to receive
a learning resources or learning objects (LO) from the teacher and the students simulated
it going to change their behavior according to the LO received. When the simulation is
over the user it going to have a list with the learning objects and the students that accept
them.

2 Main Purpose

The main purpose of this work is do a simulation where it can shows how the behaviors
of the agents changed according to the resource that receive. To do the change of the
behaviors of the agents, was defined some rules in based to the rules of the RAIM
project [4].

The learning style model that was adopt in this work was the hybrid model purpose
for Rodríguez, Duque y Ovalle in the work [5]. This hybrid model is a combination
between Felder y Silverman model and the VARK model.

In the Fig. 1, it shows the model that was purpose for this multi-agent simulation of
learning styles and a chart with the acceptance rules. This model shows that the simu‐
lation had four modules; the first module is the user interaction with the interface and
upload the file with the agents that it going to be create. The second module is the
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communication between the interface and de controller agent, the third module is where
the controller agent send the behaviors of the agents that the simulation going to create.
The fourth module is when the agents created receive the resources and change their
behaviors according to the resources, for this module is used, the acceptance rules which
has three rules for each of the eight learning styles and it can shows near to the model
and the last module is when the user obtain the results of the simulation.

Fig. 1. Learning styles simulation model

3 Demonstration

In the Fig. 2, it can see how the simulation works. First of all the user upload a file to
the system with the users to simulate. After that, the user enter the search string of the
thematic of the class. Then the system search the learning object that exist in the repo‐
sitory of learning objects roapRAIM and list the results where the user select a learning
objects who is going to enter the simulation. Subsequently the simulation start to work
and when is over, it shows the result to the user with the learning objects and a list with
the user to may be accept the contents of the thematic with the LO. In addition, it is
presented through a visual aid which students react to the presented learning object. At
the start of the simulation all the boxes of students appear in gray, then when making
the LO the boxes of the students that react to the LO change to blue color.
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Fig. 2. Learning styles multi-agent simulation. (Color figure online)

4 Conclusions and Future Work

The developed of the simulation shows potential for the multi-agent system in issues of
educational informatics and especially in problems of allocation of educational
resources for a group of students with diverse styles of learning. The paper introduces
a demo about how to allocate the educational resources into a simulate environment
through agents that representing students.

The system can be used for the teacher to manage the allocation of educational
resources to a group of students, since it allows:

• Verify how many students properly receive the assigned educational resource
• Determine whether an educational resource designed for a particular learning style

really fits for the students
• The simulation allows reducing times that the teacher would take in verifying if the

educational resources are adapted according to the learning styles of its students

As future work, it going to do real simulation of persons with their learning styles
which going to evaluate the learning objects and we going to compare the results with
the results of the multi-agent simulation and validate if the multi-agent simulation that
was done is similar to the real simulation.
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1 Introduction

In recent years, several developments in the energy sector have been imposing major
challenges on our energy supply infrastructure. Due to the liberalization of the energy
markets that started in the 1990s, longstanding monopolies are being broken up and new
actors enter the stage. An increasing awareness regarding the environmental impacts of
fossil fuel-based electricity generation put renewable energy sources like wind and solar
on a lasting growth path. The volatility inherent to these sources and the shift from
centralized to decentralized generation necessitate new approaches as to how energy is
marketed, distributed and consumed. The smart grid, i.e. equipping the energy infra‐
structure with modern information and communication technology, is widely considered
essential in addressing the challenges outlined.

The research project Agent.HyGrid1 aims to contribute to the future smart grid by
developing an agent-based control solution for low voltage distribution grids. Following
initial simulations of our control solution and serving as a precursor to the field test, we
are currently in the stage of evaluating elements of the control solution in a testbed
environment. The following section summarizes the theoretical foundations of our
approach. In Sect. 3 we present the testbed environment. The paper closes with conclu‐
sions and a brief outlook.

2 Theoretical Foundations

Several coordination mechanisms for smart grids that employ multi-agent systems have
been proposed [1–3]. While these concepts share a focus on energy markets, we aim to
elaborate on the modeling and control of technical systems and thus establish a more
robust foundation for determining flexibilities in terms of energy production, consump‐
tion and storage. The foundations of our approach are unified Energy Agents [4] and the
Energy Option Model (EOM) framework [5].

1 www.agent-hygrid.net.
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An Energy Agent is a software entity that controls an arbitrary technical system in
a smart grid. To do so, the agent is equipped with a model of the technical system that
is based on the EOM framework and serves as the internal knowledge model, making
the Energy Agent a deliberative agent in the sense of the BDI concept [6]. The model
comprises the operating states of the system, state durations and transitions, and control
and state variables. Hence, the Energy Agent is enabled to determine the system’s
flexibility with respect to consumption, conversion, and/or storage of energy. Being
based on the fundamentals of thermodynamics, the EOM framework is not limited to
electricity. Instead it allows to model arbitrary energy carriers as well as conversion
processes between them.

The EOM-based model facilitates the implementation of evaluation and control
strategies, which can be used within agent behaviors for schedule generation and real-
time control of the underlying technical system.

The engineering process applied in Agent.HyGrid is based on [4]. Following require‐
ments engineering, design and initial implementation, the resulting Energy Agents are
tested in a simulation environment. In the next stage, we proceed to a testbed environ‐
ment, where the Energy Agents are deployed on distributed hardware whilst the elec‐
tricity grid they are interacting with is still simulated. The final stage is a field test in
which the Energy Agents control real-world systems.

3 Demonstration

Our demonstration illustrates the deployment of an Energy Agent in a testbed environ‐
ment. In this execution mode, the Energy Agent runs on dedicated hardware and interacts
with a technical system, while being connected to a simulated electricity grid. The tech‐
nical system controlled by the agent can either be a simulated one or real hardware. A
detailed discussion on deploying Energy Agents in testbed scenarios is given in [7]. In
our demonstration, we focus on three aspects:

1. The interaction of testbed agents with the simulation
2. The integration of real hardware into the simulation
3. The real-time control of energy conversion systems

The simulation runs on Agent.GUI [8], a simulation environment that is based on
the well-known JADE framework2. Agent.GUI provides various tools to support the
development and execution of agent-based simulations, e.g. the definition of network-
based environment models.

In our demonstration, we use the model of an electric distribution grid. The model
mainly comprises generic prosumer agents, who are following fixed energy consumption
or production schedules. Two specialized agents with detailed system models and
dynamic behavior are involved: A wind turbine and an electrolyzer agent. The network
model is shown in Fig. 1.

2 http://jade.tilab.com/.
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Fig. 1. The network model (Color figure online)

In Agent.HyGrid, a power flow calculation algorithm has been implemented that
determines the grid state based on the information provided by the involved systems.
The runtime visualization of the grid state is aligned with the Smart Grid Traffic Light
Concept defined by the German Association of Energy and Water Industries [9]:

– Green: No critical network situation exists
– Amber: Potential or actual network shortage
– Red: Direct risk to the security of supply

The testbed agent in the demonstration scenario represents a wind turbine. The agent
is deployed from the simulation environment and executed on an industrial PC that will
be used in the planned field test as well. Unlike the prosumer agents, electricity produc‐
tion of the wind turbine is determined using a dynamic EOM-based model that takes the
wind speed as input. To demonstrate the integration of a real technical system, a toy
wind turbine is used to provide real-time data for the wind velocity. The turbine is
attached to an Arduino Nano that has been programmed to digitize analogue input data.
Via an interface the data measured by the Arduino Nano is scaled up and mapped to the
wind turbine model, which in turn calculates the generated power. This value is then
passed over to the power flow calculation algorithm for the simulated distribution grid.
By blowing at the wind turbine, the user can control its power generation, and observe
how it influences the state of the simulated distribution grid.

As can be seen from the demonstration, a high feed-in from the wind turbine can
easily cause upper voltage limit violations. Therefore, in the second stage of the demon‐
stration, we introduce an electrolyzer model to the simulation that is dynamically
controlled by a second Energy Agent. An electrolyzer produces hydrogen from electric
power. The hydrogen can be fed into the gas network. Through observation of the voltage
at its grid connection point, the Energy Agent controlling the electrolyzer determines
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when to increase hydrogen production and thereby positively influences voltage levels,
i.e. it helps reduce voltage limit violations. The violations henceforth only occur for very
brief moments.

4 Conclusions and Outlook

We have demonstrated a testbed agent that is operating in a simulated environment while
also interacting with a real energy conversion system. By blowing at a toy wind turbine,
one can influence the power fed into a simulated distribution grid. Furthermore, the
capability of the EOM to implement real-time control strategies has been demonstrated.
When the voltage reaches a critical level, an Energy Agents ramps up a simulated elec‐
trolyzer to decrease the voltage.

The next step will be to control a real technical system. For that purpose, we will
implement an Energy Agent for a photovoltaic inverter that is connected to a small scale
solar plant. Furthermore, the capability of the EOM to handle different energy carriers
has not been fully exploited in our demonstration. In future simulations, we will integrate
a gas grid in which the hydrogen can be fed into, and impose additional restrictions, e.g.
time-variant feed-in constraints.
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Abstract. In this work we show how a simple anti-pheromone ant foraging based
algorithm can be effective in urban navigation by reducing exploration times. We
use a distributed multi agent architecture to test this algorithm. Swarm collabo‐
ration is analysed for a synthetic scenario. The maps were generated with a
random-walk type process. We validate our approach by monitoring the dynamics
of three real prototypes built at the laboratory, we check both the feasibility of
our approach and the robustness of the algorithm.

Keywords: Smart Cities · Route optimization · Swarm intelligence · Robots

1 Introduction

A major challenge in Smart Cities (SC) [1] is the dynamic optimization of routes under
different criteria. The objective is to manage a flood of electrical vehicles efficiently and
in a sustainable way. The problem can be solved with different strategies, one of the
most common found in literature is the use of a bio-inspired algorithms [2].

In this work we provide an implementation of a well-known bio-inspired meta-
heuristic to analyze the collaborative routing of electric vehicles in cities. Moreover, we
investigate the behavior of a swarm of robots in real environments.

The main difficulty in coordinating a robot swarm lies in the communication among
units. In this regard, previous works can be split into implicit/indirect and explicit/direct
communication. Implicit communication –also known as stigmergy– is based on the
context and some of its most typical uses can be found in [3–5]. In this regard, the Pioneer
work of Pierre-Paul Grasse in termite colonies revealed the communication mechanisms
of these insects by means of chemical signalling and in particular by pheromones [6].
These observations resulted in an ant-based exploration algorithm [7]. Here, each ant
leaves a pheromone trail in its foraging activity. This trail persists for some time and it
is followed by other ants in the search of food resources.

Also, the pheromone approach has been widely adapted to several artificial intelli‐
gence problems in its converse flavour (i.e. anti-pheromones) [8, 9]. In particular, some
researchers have used anti-pheromone (APH) proxies to optimize robot exploration [10].
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The main advantage is that each unit accesses a different region fostering the diversity
of the solutions by means of indirect and decentralized communication.

On the other hand, the efficient exploration and target localization in urban environ‐
ments is gaining more and more attention [11, 12]. However, bio-inspired algorithms
tailored to optimize robot exploration and dynamic route generation in SC are somewhat
separate research fields.

2 Aim

In this work we propose an APH-based robot swarm exploration strategy to optimize
routes in Smart Cities. In particular, we combine knowledge from robotics with the SC
paradigm to analyse intelligent routing of cooperating electric vehicles. We describe
how a simple APH-based algorithm can be effective in locating targets in a city.

For the distributed execution of the Anti-pheromone swarm algorithm we have used
the multi-agent architecture PANGEA [13], previously developed in the BISITE
research group. This Multi-Agent System (MAS) allows the implementation of
embedded agents in computationally limited devices, allowing a simple communication
among the different elements.

To this end, we have also built real robot prototypes in order to test the APH navi‐
gation strategy in the laboratory.

3 Demonstration

3.1 Robot Swarm City Exploration

The reason for using real robots in our experiments is that, as electric vehicles, they are
subjected to events which are similar to those commonly found in real EV scenarios. In
particular, the measurement errors of position in a real environment map to our prototype
setting. Moreover, the lab tests allow us to explore the robustness of our approach, which
is the major concern in real implementations.

The laboratory tests have been implemented with the MAS design mentioned above.
The map has been constructed by printing connected segments of black lines on a white
surface according to the general patterns in our simulations.

Each robot moves forward through the lines until it reaches an intersection. Then it
sends an MQTT message to the Conflicts and Monitor VOs to determine the next move.
This is done by counting the current APH level of the possible paths at the cross and by
selecting that with the minimum APH amount. Once the path is selected the APH level
is updated.

3.2 Anti-pheromone Algorithm

The navigation algorithm we present in this work (pseudocode in Fig. 1) is an adaptation
of the classical two-dimensional APH gradient [4] to a 1D gridded world. This world
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consists of a set of parallel and perpendicular lines arranged in a way that mimics urban
topologies.

Fig. 1. Anti-pheromone navigation algorithm. Each time a robot reaches an intersection which
is neither a target nor a dead end, a negative APH gradient based route is followed.

4 Conclusions

In this work the classical anti-pheromone ant foraging algorithm has been adapted to
the problem of optimal routing in Smart Cities. We have validated our approach by real
laboratory tests with robots. The maps were generated with a random-walk type process.
Swarm collaboration results in a significant reduction of the arrival times.

We have validated the possibilities for a real implementation of our strategy in the
laboratory facilities of the BISITE research group at the University of Salamanca. To
this end, three prototypes have been constructed to check the proposed MAS architecture
and the robustness of the APH based strategy in real conditions.

From the statistical analysis of the experiments the collaboration among robots has
been quantified in terms of the elapsed times to reach a target. We have shown how an
increase in the number of units and in map complexity results in higher exploration
times. The swarm collaboration mechanisms of our design has shown to be effective
both in simulations and laboratory and can be implemented in real Smart City scenarios.

Regardless of the topology of the city, the proposed decentralized collaborative
navigation strategy can be valuable to the design of new routing patterns without
compromising efficiency. At its current stage the navigability improvement is only
shown when compared with the non-swarm limit.
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Abstract. The application of Agent-based Social Simulation (ABSS)
for modeling social networks requires specific facilities for modeling, sim-
ulation and visualization of network structures. Moreover, ABSS can
benefit from interactive shell facilities that can assist the model develop-
ment process. We have addressed these problems through the develop-
ment of a tool called SOIL, which provides a Python ABSS specifically
designed for social networks. In this paper we present how this tool is
applied to simulate viral marketing processes in a social network, and to
evaluate the model with real data.

Keywords: Social network · SOIL · Python · Viral marketing · Brand
reputation · Rumor propagation

1 Introduction

Social networks have become relevant in our professional and personal relation-
ships. Thus, social network analysis and simulation can be effective for under-
standing and exploiting homophily and social influence processes in social net-
works. Marketing techniques are usually applied to exploit social influence in
social networks, in applications such as viral or word-of-mouth marketing, rumor
spreading and online reputation management. This paper complements the demo
presented at PAAMS 2017 on the use of the Python-based ABSS SOIL tool for
social network modeling and analysis, which is illustrated with a number of
developed models.

2 Main Purpose

SOIL aims at providing a research environment for ABSS in Python, with a
strong focus on interoperability with existing libraries. It integrates with the
c© Springer International Publishing AG 2017
Y. Demazeau et al. (Eds.): PAAMS 2017, LNAI 10349, pp. 337–341, 2017.
DOI: 10.1007/978-3-319-59930-4 33
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popular network processing library NetworkX1 and with network visualization
tools such as Gephi2.

3 Demonstration

In this paper we present a case study that models the social influence of users
in the social network Twitter. In particular, we study the role of social influence
in rumor propagation and brand monitoring. In both applications, a diffusion
message (rumor or brand advertisement) is propagated in the social network
with the aim of infecting users. Users are considered infected when they accept
or embrace the content of the message. The model presented is M2.2 [4]. Twitter
users are modeled as agents which can be in three states: neutral, if they are
not affected by the message; infected, if they accept the message; vaccinated, if
they have not been infected yet and believe in the antirumor or are infected by
a message from a different brand; and cured, if they have been infected, but now
believe the antirumor or are infected by a different brand. Additionally, the model
includes a specific kind of users, called beacons, which detect the propagation
of the message and try to combat it. Beacons are modeled after authorities
that prevent rumor diffusion and competing influencers in social media. Agents
include two additional states, beacon-off and beacon-on to represent beacons
before and after detecting a rumor in a close node (neighbor).

The spread model starts with an initial number of infected users. In every
simulation step, the state of each user may change though a series of interactions,
each of which happens with a different probability. Infected users try to infect
their neutral neighbors. Neutral agents may also become vaccinated with a given
probability based on external factors (i.e. news). Vaccinated users attempt to
cure or vaccinate their neighbors. Lastly, beacon agents spread anti-rumors to
their neighbors, and follow these neighbors’ contacts.

Table 1. Datasets of Twitter rumors and brand monitoring

Dataset Number of tweets Purpose Period Reference

Ford 348 Brand monitoring 13 months [1]

Toyota 582 Brand monitoring 14 months [1]

Obama 4975 Rumor propagation 8 days [3]

Palin 4423 Rumor propagation 10 days [3]

We have validated this diffusion model on four datasets (Table 1). The first
two datasets (Ford and Toyota) are subsets of the Replab dataset [1], which
focuses on monitoring the reputation of companies and individuals in Twitter.

1 https://networkx.github.io/.
2 https://gephi.org/.

https://networkx.github.io/
https://gephi.org/
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Each tweet is classified as related (or unrelated) to an entity, the polarity for
the entity’s reputation (positive, negative or neutral), and the priority of the
topic cluster the tweet belongs to (alert, midly important, unimportant). We
have filtered the dataset and selected two automotive brands, Ford and Toyota,
which can simulate how two brands advertise themselves on social media. In this
case, the advertisement message is propagated and succeeds if the brand gets a
good reputation. The last two datasets (Obama and Palin) are rumor datasets [3]
that deal with identifying the spread of misinformation in social networks, such
as Obama being a muslin or Palin’s divorce. The dataset is labeled as endorses
(propagate the rumor), denies (deny the rumor), questions (doubt about rumor
credibility) or unrelated (not related to the rumor).

Fig. 1. Agent evolution Fig. 2. Realism evaluation

The demonstration may be run in an IPython interactive shell, where simu-
lation parameters can be defined. After running the simulation, the results are
stored as Python objects, which can be inspected and visualized. For example,
Fig. 1 shows the temporal evolution of agent states. The x axis represents the
days and the y axis the number of simulated agents. In addition, the platform
includes facilities for evaluating the realism of the simulation. For this purpose,
we compare the daily number of endorsers and deniers in the dataset and the
simulation. Figure 2 shows a comparison for the dataset of Toyota as a monthly
evolution of the ratio of users that accept the diffusion message (endorsers) or
reject it (deniers).

In addition, the platform generates a Graph Exchange XML Format (GEXF)
file that can be used for analyzing the simulation with network analysis tools such
as Gehpi. In particular, the visualization can be animated to show the temporal
evolution of the spread model. Figure 3 shows a screenshot of the animation,
where the colors denote infected (red), vaccinated (blue), cured (green) and
beacon-off (yellow). Another interesting experiment is validating the realism of
the simulation. An alternate view of the network is shown in Fig. 4.
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Fig. 3. Network visualization in
Gephi (Color figure online)

Fig. 4. Alternate network visual-
ization

4 Conclusions

This demonstration shows the application of a Python ABSS specifically
designed for social network modeling and its application to information diffu-
sion in social networks. The models in this paper had an existing implementation
written in Java [4], combining MASON [2] and the graph library GraphStream3.
Porting them to SOIL was straightforward and resulted in much simpler com-
prehensible code. The main benefits from using SOIL derive from using a simple
yet extensible interface and the Python programming language. As a result, it
is very easy to extend agent behavior while leveraging the existing ecosystem
to integrate machine learning algorithms or semantic interfaces, to name a few.
Moreover, the use of an interactive shell such as IPython4.
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Abstract. This work presents a generic domain approach for pro-
gramming ubiquitous Multi-Agent Systems using Jason framework and
ARGO in electronic prototypes. The approach aims to provide a ready-
to-use platform that is heterogeneous and independent from the hard-
ware selected to be used in several domains. In order to validate the
approach, two examples in distinct domains and based on case studies
were implemented, prototyped and discussed. The results show that the
approach is adequate to develop such kind of systems.

1 Introduction

Agents are intelligent and autonomous entities that can be implemented in both
hardware and software. They are proactive and able to communicate to each
other in organizations. A Multi-Agent Systems (MAS) is a system composed
of agents acting upon an environment to achieve mutual or conflicting goals
[7]. Ubiquitous Systems and Ambient Intelligence (AmI) are electronic ambient
that aids humans in common or complex situations in a pervasive way aided by
intelligent systems. Accordingly to [2], the characteristics of the MAS approach
can be exploited for the development of such kind of systems.

Applying the MAS approach in prototyping is not a simple issue since sev-
eral limitations can occur when integrating hardware devices and the software
responsible for the reasoning. One of these limitations provides tied solutions
integrating MAS platforms and prototypes where the software is tied to the
hardware technology employed, such as [3]. When it happens, the software is
coupled to the hardware and it is not possible to change it for another one from
a different type without rework. Besides, in most of the cases, it is only possi-
ble to use one kind of controller. Another limitation is that several works, such
as [5], provide solutions where the software is strictly developed to one specific
domain, do not offering generic constructions for programming robotic agents.

ARGO1 [4] is a Jason’s customized architecture that tries to facilitate
the development of MAS for robotic platforms by allowing agents to control
1 http://argo-for-jason.sourceforge.net.

c© Springer International Publishing AG 2017
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heterogeneous microcontrollers. Jason [1] is a well-known agent-oriented pro-
gramming language. We assert that Jason and ARGO agents can be employed
in the development of ubiquitous Multi-Agent Systems (uMAS) in a generic
domain approach, uncoupled and independent from the type of controllers used.

2 Main Purpose

The main objective of this work is to provide an easy way of prototyping uMAS
using BDI agents in a generic domain approach without concerning with the
hardware technology employed in the prototype. The approach aims to be used
in ubiquitous prototyping using Jason and ARGO independently of the domain
chosen for the development of uMAS. In other words, in combining Jason and
ARGO agents, it is possible to create agents capable of controlling hardware
devices by means of microcontrollers. The designer of the prototype just has to
concern with the agents’ programming and the functionalities of the devices. All
infrastructure (e.g. middleware) for transferring the perceptions from hardware
to agent’s knowledge base is inserted into the reasoning cycle of ARGO agents.

ARGO counts with a mechanism capable of processing sensorial information
as perceptions directly into the belief base of specific kind of agent and it allows
hardware controlling without concerning with the technology. Several internal
actions are available to program some specific behaviors of an ARGO agent,
which is able to decide: whether or not perceive the environment using its sen-
sors; to act upon the environment using its actuators; the time interval between
each environment sensing; if it is necessary to filter information for the sake
of performance and; select which device to control in a specific moment. All of
these characteristics can be exploited at runtime, offering a dynamic solution for
programming and prototyping ubiquitous systems based on the agent approach.

In order to clarify the proposed approach, two examples in complete distinct
domains are shown: in the first example it will be used a smart home prototype
controlled by several ATMEGA controllers in a situation with a hearing impaired
person living at a house and the second example will present an autonomous
vehicle capable of identifying a wall and stop based on its sensors. Complement-
ing the approach, the controllers from the first example will be changed for a
different type and the example will be executed again.

3 Demonstration

This section shows the examples2 using the generic domain approach employing
Jason along with ARGO in two practical examples in distinct domains. The first
example, based on [6], presents a smart home where a hearing impaired person
is living in. In this smart home, if someone presses the door bell in front of the
main door, the hearing impaired is not able to hear it and the smart home warns
the person blinking the lights of the house. A prototype represents the smart

2 https://youtu.be/9osZIMKvftA and https://youtu.be/0QzXHwzLSj8.

https://youtu.be/9osZIMKvftA
https://youtu.be/0QzXHwzLSj8
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home using two ATMEGA328 (Arduino): one for controlling the bell and another
one responsible for the lights of the house. The MAS responsible for controlling
the prototype has an ARGO agent, which is responsible for identifying if exists
somebody at the front door and another one responsible for blinking the lights
of the house. For instance, agent Kate is responsible for the bell and agent Bob
is responsible for the lights. Figure 1 depicts the prototype, Kate and Bob.

Fig. 1. The prototype employing Arduino (top left); agent Kate (top right); the pro-
totype employing Galileo (bottom left) and; agent Bob (bottom right).

The second example is an autonomous unmanned vehicle, which is able to
stop before it crashes into a wall. The vehicle is a 4WD platform with 4 dis-
tance sensors on each side of the prototype plugged in an Arduino board and an

Fig. 2. The autonomous vehicle (left) and the agent code (right).
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intelligent agent is responsible for perceiving the environment and to move until
it perceives the wall. Figure 2 depicts the vehicle and the agent code. Finally, the
first example was repeated using an Intel Galileo board instead of the Arduino
board for agent Kate (Fig. 1) without modifying the agent’s code. Bob still con-
trols the other Arduino board. It is possible to see that the demonstration com-
bines two different controllers in the same prototype in a heterogeneous app-
roach. The result shows no difference in both executions.

4 Conclusions

This paper presented a generic domain approach using Jason and ARGO for
prototyping uMAS and two practical examples in different domains were pre-
sented. The proposed approach is generic since it is possible to program agents
for different domains without being aware or bonded to the type of controller
employed. Because the software layer is independent of the controller employed
it is allowed to use different types of controllers (even together or separated).
Besides, they can be replaced without changing the MAS. For adding new con-
trollers, they must comply with the protocol used in ARGO which uses serial
ports as the communication channel between low-level layers and the software.
For instance ARGO accepts ATMEGA and PIC controllers. These character-
istics of the approach can be exploited to develop ubiquitous systems, where
heterogeneous hardware are employed and intelligent agents can be used for
providing an autonomous behavior of the system.
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Abstract. This article presents EJaCalIVE as a possible tool for the
design of Emotional Intelligent Virtual Environments (EIVE). This arti-
cle presents a practical case, in which real robots are integrated with
virtual entities. In order to train an assistance robot. In the simulation,
each one of the virtual entities communicates emotions to the robot,
which reacts according to the emotions received.

1 Introduction

The first robot was created by Westinghouse Electric Corporation between 1937
and 1938. This robot measured two meters in height and weighed 265 pounds.
In turn, the robot had a humanoid appearance, it could say 700 words and it
responded to voice commands. To this Whileday, robots have evolved in size, intel-
ligence, and applicability. To date, it is possible to find robots in the industry (this
being the main idea of application), medicine and in our homes. These robots
incorporate new elements of interaction through different channels of communi-
cation, such as voice recognition, artificial vision, pattern recognition, etc. From
this interaction robots learn from our tastes, they recognize our emotional states
and could help if necessary. All these features make robots a useful tool, to help
the elderly. However, working with older people is not easy, because some of these
people have some health problems associated with age. EJaCalIVE was designed
as a tool for the design and simulation of Emotional Intelligent Virtual Environ-
ments (EIVE). EJaCalIVE incorporates emotional models like PAD [1] and Cir-
cumplex Model [2], as well as personality models like the OCEAN [3]. This allows
the developer to perform simulations with emotional agents. In turn, EJaCalIVE,
also allows the developer to access with different hardware elements that allow
agents to interact with the real world. EJaCalIVE allows you to communicate
with commercial robots and not commercial. This paper presents EJaCalIVE as
an approach to solving this problem. EJaCalIVE is a tool based on multi-agent
systems, which allows you to design and simulate Emotional Intelligent Virtual
Environments (EIVE ). As well as the incorporation of elements of perception and
action (algorithms of machine learning, artificial vision, speech recognition and
c© Springer International Publishing AG 2017
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communication with social robots and wearable devices), allowing to design and
to construct EIVE capable of interacting integrally with human beings.

2 EJaCalIVE (Emotional Jason Cartago Implemented
Intelligent Virtual Environment)

This section focuses on the presentation of the EJaCalIVE framework. This
framework allows the design and programming of intelligent virtual environ-
ments, as well as the simulation and detection of human emotions for the creation
of Internet of Things (IoT), Ubiquitous Computing (UC) and robot applications.
EJaCalIVE is divided into two parts, the first focuses on the design and pro-
gramming of the Intelligent Virtual Environment (IVE) and the second on the
detection and simulation of emotional states. EJaCalIVE incorporates emotions
and is an evolution of the JaCalIVE presented in [4]. EJaCalIVE is supported by
four engines: cognitive, artifacts, physical and emotional. Each of these engines
allows the developer to design and program an Emotional Intelligent Virtual
Environment (EIVE ). The Cognitive Engine is supported in turn by Jason who
is the agent platform. Jason allows scheduling of each of the behaviors of the
agents. The Artifact Engine is supported with CArtAgo which allows you to
create the various objects that are inside the EIVE. EJaCalIVE has a Physi-
cal Engine, which is supported by Jbullet. Jbullet allows to introduce physical
restrictions (gravity, IVE-Artifact position, speed, acceleration, among others)
which will govern the IVE workspace. The emotional engine is responsible for
simulating and classifying human emotions as well as for the calculation of social
emotion and the emotional dynamics of human-agent society. Each of the engines
is defined by the developer through an XML file, which will later be interpreted
by EJaCalIVE creating the different templates. Within these templates are all
the characteristics defined within the XML.

3 Emotional Robot Simulation

In this section, we present the case study to use EJaCalIVE. In this simulation we
want to train an emotional robot for the assistance of older people. Due to the com-
plexity of working with older people, a simulation was designed using EJaCalIVE.
This is a platform based on multi-agent systems where each agent simulates an
older person. Each of these agents is capable of expressing emotional states, which
are perceived by the robot. The Fig. 1 shows the design of the simulation with the
different entities that compose it. In which we can highlight the emotional agents,
which simulate the elderly and the human caregiver is simulated by the Emotional
Human Immersed Agent. This simulation allow to the robot learn and take a deci-
sion based on emotions. If the robot perceives a negative emotion (bored or angry)
it can execute preprogrammed actions in order to modify the emotion. In case the
robot can not modify the emotion the caregiver takes the corresponding action.
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Fig. 1. Design environment.

Fig. 2. Prototype of assistant robot.
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Robot training is improved by the simulation and the developer checks that deci-
sions taken were correct. In this way, when the robot is properly trained, it can be
introduced into the real elderly residence.

The robot is programmed using a SPADE agent1. Agents representing
elderly people communicate their emotions to the robot by messages. The Fig. 2
shows The figure shows complete structure of the proposed robot. The robot is
compoused by four ultrasound sensors, to detect obstacles, and one magnetome-
ter, for detecting the relative orientation to the Earth’s magnetic north. There
is also a touch screen, to enhanced the user interaction, and a camera, to detect
human emotions using image processing.

4 Conclusions and Future Work

A new framework called EJaCalIVE for the simulation of Emotional Intelli-
gent Virtual Environment is proposed. This framework differs from other works
in the sense that it integrates concepts of personality, emotion simulation and
emotion detection. This framework allows to simulate emotional intelligent enti-
ties. The proposed framework is used to train an emotional robot able to detect
the emotional state of elderly people. elderly individuals were simulated by an
artificial intelligent entity due the complexity of training the robot with real peo-
ple. EJaCalIVE allows to create a bridge between the robot and agents in order
to determine robot behaviours. As a future work we are working in introduce
more robots in our simulation and in implement these robots in a real elderly
residence.
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Abstract. We demonstrate a self-healing multi-agent simulation plat-
form for distributed data-management tasks, including data collection
and synchronisation. Collective tasks can be simulated within two types
of environments: uncharted terrains with various obstacles, and comput-
ing networks with different complex topologies. Agents explore their envi-
ronment, collect and update local data, and exchange data with agents
that they encounter, until the collective task is completed. We have pre-
viously implemented several agent exploration algorithms and evaluated
their performance in terms of completion speed (essential when agents
may fail) and resource overheads (essential in constrained environments).
Here, we focus on the agents’ ability to self-heal, via local replication, so
as to ensure task completion. We focus on computing network environ-
ment, where software replication is more feasible. Envisaged applications
include data management in computing clouds, distributed databases,
sensor networks, robot swarms and the Internet of Things.

Keywords: Multi-agent · Simulation · Self-healing · Data-management
tasks

1 Introduction

Data centres, server farms and clouds are distributed systems consisting of a
myriad of computing resources interconnected via a network, and coordinating
their actions, transparently to users, in order to accomplish various tasks [1].
Such systems are difficult to manage – e.g. software updates, failed component
replacements – and downtimes can cost companies in the order of thousands of
dollars per minute [2]. Autonomic Computing [2,3] drew inspiration from nature
and proposed to enable computing systems to self-manage, minimising expen-
sive and error-prone human intervention. Notably, self-healing allows systems to
recover and pursue their tasks despite failures [4,5].

The proposed demonstration presents a multi-agent simulator for exploring
decentralised self-healing functions and evaluating robustness in distributed sys-
tems. Within this simulator, we model and experiment with failure-prone agents
c© Springer International Publishing AG 2017
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which cooperate to achieve collective data-management tasks, such as data col-
lection from uncharted terrains [6] and data synchronisation across complex
networks [7]. We evaluated different agent exploration algorithms, e.g. based
on random movement, swarm intelligence and Lévy walks. In uncharted ter-
rain environments, results show that a pheromone-based exploration approach
ensures the fastest task completion and hence better robustness in case of agent
failures. In complex network environments, the same pheromone-based algorithm
performs best for most network topologies (e.g. Random, Community, or Small
World), yet random exploration is better in topologies with large hubs – i.e.
with large values for the standard deviation of the betweenness centrality of
their nodes (e.g. some Scale Free or Hub & Spoke topologies).

The present work proposes a self-healing function based on local agent repli-
cation. In short, each distributed node keeps track of agents departing for neigh-
bouring nodes. Upon arrival at a new node agents send a confirmation message
back to their departing node, which consequently stops tracking them. When
a node does not receive a confirmation message from a departed agent within
a time-out interval, it creates a new agent and injects its local state (i.e. local
data) into it. If a confirmation message arrives late (i.e. after the time-out and
after a replica has already been created) the node removes the next agent that
arrives at the node (after copying its data) and updates its local time-out (i.e.
learning). Details and results are available from the accompanying paper1.

The simulator provides results on task success rates, completion speed and
replication overheads (e.g. extra memory and communication). We believe that
these findings and platform can help to experiment with various multi-agent
solutions for a wide variety of data-intensive distributed systems.

2 Platform Purpose and Implementation

The presented simulation platform2 allows developing various multi-agent data-
management solutions, with self-healing capabilities, and evaluating their per-
formance and robustness in different distributed environments. The simulator
is implemented in Java, based on the multi-agent platform in [8] – with agents
implemented via a family of classes, and running in separate Threads. In demon-
strated scenarios the agents are specified as in [7] in terms of exploration algo-
rithms, data management and inter-agent exchanges. The environment is defined
as another extensible family of classes that allows agents to interact (e.g. a bi-
dimensional terrain or a complex network).

Simulation metrics are defined using the Observer design pattern, which sep-
arates simulations from generated metric reports. These reports allow obtaining
various statistics (e.g. box-plots and histograms), including the number of steps
required for task completion, the number of message exchanges, task success

1 “Replication-based Self-healing of Mobile Agents Exploring Complex Networks” –
submitted to PAAMS 2017.

2 http://www.alife.unal.edu.co/%7Eaerodriguezp/networksim/.

http://www.alife.unal.edu.co/%7Eaerodriguezp/networksim/
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rates, or the evolution of agent numbers over time. The simulator’s statistics
module can also be extended and modified to develop custom metrics.

3 Demonstration

The demonstration shows different types of simulations that were developed
using the proposed platform. Firstly, as in Fig. 1a, we provide a simulation of
failure-prone agents with different strategies for exploring a bi-dimensional ter-
rain [6]. In Fig. 1a, the upper part shows the agents’ terrain coverage (purple
traces), the middle part shows the terrain information collected (yellow marks),
and the bottom part shows graphs plotting the live agents (failing with a certain
probability) against the simulation round number. This simulation allowed us to
determine which exploration strategies are more robust in case of agent failures,
faster in terms of simulation rounds, and lighter in terms of resource overheads.

Secondly, as in Fig. 1b, we present a simulation of agents (in yellow) collecting
and synchronising data within various complex networks [7]. Locations explored
by agents are in blue and locations not explored in red. Implemented topologies
include Small World, Scale Free and Community (using JUNG [9]), as well as
simpler ones such as Hub & Spoke, Lattice, Line and Circle (for testing extreme
conditions). This allows us to profile the performance and dependability of dif-
ferent agent exploration strategies against each network topology, for different
agent failure rates. Results show a correlation between these evaluation met-
rics and the standard deviation of the node betweenness centrality – intuitively,
pheromone-based exploration techniques are hindered by topologies featuring
large hubs and few alternative routes, since hubs get pheromone-marked and
become temporarily inaccessible for further passing.

Fig. 1. Different simulations generated
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Thirdly, we extend the previous simulation by endowing agents with self-
healing capabilities. In this case, results show that agents can successfully com-
plete the collective task even in the presence of high-failure rates (which was not
the case without self-healing), while inducing limited local overheads.

4 Conclusions and Future Work

This demonstration shows an agent-based simulator for modelling distributed
tasks. Agents are modelled to carry internal states, to explore their environ-
ments (either continuous surfaces or complex networks), to perform local data-
management tasks, and to communicate with each other when they meet.

The main contribution of this simulator is to help design and evaluate dif-
ferent decentralised data-management solutions, applicable to various distrib-
uted environments, with different characteristics (e.g. diverse tasks, resource
constraints, performance requirements, or agent failure rates).

The simulator collects metrics that enable statistic analysis, which are critical
for profiling new agent designs. So far, this allowed us to determine the best
agent exploration strategy for performing a distributed task in different types of
terrains and network topologies, with different agent failure rates.

Future work will model and simulate new strategies for recovering from node
failures and corrupt data collection. Our objective is to provide a theoretical
and experimental base for developing real applications for different distributed
environments – e.g. data collection and replication in clouds, clusters and the
Internet of Things. The source code and results obtained are available at http://
www.alife.unal.edu.co/%7Eaerodriguezp/networksim/.

References

1. Tanenbaum, A., Steen, M.V.: Distributed Systems: Principles and Paradigms.
Prentice-Hall, Upper Saddle River (2006)

2. Lalanda, P., Mccann, J.A., Diaconescu, A.: Autonomic Computing: Principles,
Design and Implementation. Springer, Heidelberg (2013)

3. Kephart, J.O., Chess, D.M., Jeffrey, O., David, M.: The vision of autonomic com-
puting. Computer 36, 41–50 (2003)

4. Hu, J., Gao, J.I., Liao, B.S., Chen, J.J., Jun, W.: Multi-agent system based auto-
nomic computing environment. In: Proceedings of 2004 International Conference on
Machine Learning and Cybernetics, vol. 1, pp. 105–110 (2004)

5. Bisadi, M., Sharifi, M.: A biologically-inspired preventive mechanism for self-healing
of distributed software components. In: The Second International Conference on
Advanced Engineering Computing and Applications in Sciences, ADVCOMP 2008,
pp. 152–157 (2008)

6. Rodriguez, A., Gomez, J., Diaconescu, A.: Foraging-inspired self-organisation for
terrain exploration with failure-prone agents. In: 2015 IEEE 9th International Con-
ference on Self-Adaptive and Self-Organizing Systems, pp. 121–130. IEEE, October
2015

http://www.alife.unal.edu.co/%7Eaerodriguezp/networksim/
http://www.alife.unal.edu.co/%7Eaerodriguezp/networksim/
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Abstract. AGADE-TRAFFIC is a tool for simulating traffic flow in
networks. Traffic participants are modelled as NetLogo agents and are
visualised in a graphical user interface. Geographic information is stored
in a graph database and AGADE-TRAFFIC communicates with that
database through a NetLogo extension. Routing capabilities of the data-
base are used while respecting the current traffic situation that is contin-
uously reflected into the database. Different models of congestion effects
are available and can be investigated in flexible traffic assignment mod-
els. Real world networks can be imported from Open Street Map. The
tool allows the definition of specific cost and pricing schemes so that
effects of selfish routing and social optimisation can be compared.

Keywords: Multi-agent simulation routing · Traffic assignment ·Graph
databases · Traffic simulation · Congestion effect

1 Introduction

AGADE-TRAFFIC is a tool for simulations of traffic flow in traffic networks with
individuals travelling from origins to destinations that can freely be defined. Its
main purpose is the examination of the overall traffic behaviour and effects on
objective functions defined globally, typically mean or average travel times. With
an easy to use Netlogo front-end it allows an intuitive approach for interactively
setting up simulations. AGADE-TRAFFIC has an integrated interface to the
Neo4J graph database via a two-way service layer implemented as a NetLogo
extension. The graph database contains geographic information imported from
Open Street Map (OSM). Other than comparable tools like TrafficGen (see [1])
AGADE-TRAFFIC aims at simulating large scale scenarios to model the overall
traffic flow rather than the individual behaviour in more detailed traffic situa-
tions e.g. overtaking. For this purpose AGADE-TRAFFIC reflects traffic to the
graph database so that the routing algorithms always consider the current traf-
fic distribution. The architecture can run in a distributed environment using the
distribution mechanisms of the database.
c© Springer International Publishing AG 2017
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2 Main Purpose

AGADE-TRAFFIC allows elaborate experiments with congested traffic assign-
ment (see [5]). The tool can be used to simulate congestion effects in traffic
networks through appropriately calibrated functions that describe congestion
dependant travel times which are defined on the route segments i.e. the edges of
the graph that represents the network. Individuals always choose optimal routes
according to cost functions that considers travel times and possible additional
external costs. The interface to the routing algorithm of the graph database can
be adapted so that different congestion functions and pricing schemes can be
used and those already pre-defined can easily be adapted for changing scenarios.
The tool can therefore be used to model different concepts of traffic control i.e.
different pricing schemes for tolling or centrally controlled route assignment to
find equilibria in the traffic system and to fine tune the process of mechanism
design to create optimal traffic assignments.

3 Demonstration

AGADE-TRAFFIC uses NetLogo agents to model the flow of traffic in a network
of roads. Start and end of journeys can be set through the interface as well as
the amount of individual traffic participants on each origin destination relation
can be defined there. The agents travel on shortest routes which are calculated
by the graph database using an integrated implementation of the A∗-algorithm.
The position of each agent is immediately reflected to the database so that the
calculations respect the amount of traffic on each segment. Speed and travel
time can either be determined by a simple linear function or by a parameterised
BPR function (see for example [3]) (Fig. 1).

Fig. 1. Real world map integrated in Netlogo.

AGADE-TRAFFIC uses a NetLogo extension to establish a bidirectional
communication with the database to retrieve geographic information to draw



AGADE-TRAFFIC 357

a map in which traffic is visualised, for initialising and retrieving results from
routing calculations and for perpetually updating the positions of the agents in
the database (Fig. 2).

Fig. 2. Architecture.

AGADE-TRAFFIC uses geographic information imported and transformed
from OSM by means of OSMSOSIS (see [6]) and the OSMToNeo4JConverter
which is built by that project on top of the Neo4J Spatial extension (see [4]).
During this conversion necessary information taken from OSM is transferred into
properties of the components of the graph structure in Neo4J (Fig. 3).

Fig. 3. Import process OSM to Neo4J.

The advantage of using the graph database lies in its natural representation of
links and nodes which can well be used for a basic representation of the geograph-
ical network and beyond that in its ease to model additional abstract information
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about the network e.g. maximum speed and derived capacities of route segments.
Upon that it offers routing mechanisms that are efficiently implemented in the
database. However, a more systematic benchmarking of the integration is still a
task to be carried out and is part of the future work of this project.

4 Conclusion

In this demonstration paper, we have presented an architecture that integrates
NetLogo with a graph database through a NetLogo extension. Overall traffic
flow and congestion effects in networks can thus be investigated interactively.
Besides the necessary benchmarking already mentioned before future work will
consist of a full integration of AGADE and its semantic modelling capabilities
(see [2]) to elaborately model individual decision patterns of traffic participants.
This will allow scenarios in which the influence of individual decisions on the
overall flow of traffic can be examined in depth. Possible decisions to be modelled
are for example the choice of route depending on preferences like cheapest over
fastest, use of public transport rather than individual motor car traffic, car or
ride sharing. We can then create scenarios that use CO2 production as objective
function and relate the results to individual transport preferences.
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Abstract. A work-in-progress agent-based framework for automated
testing of an open-source massively multi-player on-line role playing
game (MMORPG) called The Mana World is presented. The imple-
mented system, in its current state, allows for model-driven development
of tests using a graphical user interface (GUI), implementation of auto-
mated artificial players (bots) and their use in testing the quests (player
tasks) of the game. The system is implemented using Python, SPADE,
SWI Prolog and AToM3.

Keywords: MMORPG · Automated testing · Agents · Bots · Artificial
players

1 Introduction

Automated testing of computer games is a complex task, especially in the con-
text of multi-player games since, apart from testing the game logic, the interac-
tion between players has to be tested as well. In massively multi-player on-line
(MMO) games where thousands of players may play simultaneously, the task of
automated testing becomes even more challenging. Role playing games (RPGs)
on the other hand, require testing procedures that are able to solve complex
tasks and puzzles (quests) that might include numerous actions like collect-
ing items, fighting monsters, talking to non-playing characters (NPCs) etc. All
of these challenges are combined in massively multi-player on-line role playing
games (MMORPGs). Herein we will present a work-in-progress agent-based and
model-driven approach to testing an open-source MMORPG called “The Mana
World” (TMW)1.

The presented approach is agent-based in terms of artificial players or bots
being modelled as agents within a TMW environment. The agents are imple-
mented using SPADE (Smart Python Agent Development Environment) [2] with
an implemented belief-desire-intention (BDI) architecture using an SWI Prolog
knowledge base for reasoning. The approach is model-driven since a graphical

1 See https://www.themanaworld.org/ for details.
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modelling language is used to model the tests to be implemented and used for
experiments. The graphical modelling tool was implemented using the AToM3

meta-modelling toolkit [1].

2 Main Purpose

The demonstration is focused on automated solving of an initial tutorial quest
of TMW in order to show some of the most significant elements of the presented
framework. The process of testing a part of the game using the framework con-
sists of a number of steps. Firstly, the test is modelled using a graphical modelling
language already presented in [3,4]. Besides of modelling structure, processes,
roles, objectives, and other organizational features, the language also allows mod-
eling organizational dynamics through temporal logic and graph grammars as
the example shows on Fig. 1.

Fig. 1. Example graph grammar rule related to joining a party inside TMW

The modeling tool can be used for generating an application template to
be connected with a special game plug-in developed for the purpose of this
framework. The plug-in consists of a low-level interface (dealing with the actual
network level protocol establishing a connection to the game servers), and a high-
level interface (a SPADE agent template connecting the low-level interface to a
knowledge base [KB] and planning system). The high-level interface is basically a
BDI agent having various behaviours including updating of its KB (beliefs) based
on actual percepts provided by the low-level interface, updating of objectives
and quests to be solved (desires), as well as obtaining plans on how to solve a
given quest (intentions). For example, the method that selects the next objective
(quest) to be solved is shown in Listing 1.
def s e l e c tOb j e c t i v e ( s e l f , o b j e c t i v e s ) :
’ ’ ’ S e l e c t most r e l e van t ob j e c t i v e ( quest ) to be so lved next ’ ’ ’
query = ” s o r t qu e s t s ( ’% s ’ ) , quest no ( NPC, ’% s ’ , Name, No ) . ” % ( s e l f .

avatar name , s e l f . avatar name )
ques t s = s e l f . a skBe l i eve ( query )
i f ques t s :
next = sor t ed ( quests , key=lambda x : x [ ’No ’ ] ) [ 0 ] [ ’Name ’ ]
s e l f . say ( ’My next ob j e c t i v e i s quest : ’ + next )
return next

Listing 1. Example method – selecting the next objective
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Additionally, the agent has the ability to act on the TMW environment (again
through the low-level interface) and check if its actions were successful. The last
step, after connecting the application template and the plug-in is to start the
tests and analyze them.

3 Demonstration

The model of the initial TMW quest, given by an NPC called Sorfina is presented
in Fig. 2. The player has to move slightly within the confines of the first gaming
area, have a conversation with two NPCs, equip some items, and leave the area.
Using the modeling tool, this quest can be broken into several tasks.

Fig. 2. Tutorial quest breakdown into tasks

In the current version of the framework, these tasks are reflected as actions
inside plans for solving the given quest or part of the game. Actions have their
preconditions (for example, some other quests have to be solved in order to attain
the current one) and postconditions (for example and action goToLocation(
Map, X, Y ) has the postcondition location( Map, X, Y )).

For the sake of this demonstration we have implemented a plan for Sorfina’s
tutorial quest.2 The algorithm of the planner is quite simple in this case: firstly
the planner sorts all given quests by priority of solving. In case the agent hasn’t
got any current quest, a default random walk quest is assigned to it, in order
to find an NPC or other means to acquire a quest. Then, the quest with the
highest priority for which all preconditions are met, is selected for solving. The
planner starts the quest and derives one action after another to be enacted by the
agent. The agent then fulfils the action and checks if the action’s postconditions
have been achieved by updating its KB. If an action fails, the planner returns
the quest into the list of waiting quests and starts over. If all actions have been

2 The source code of the testing framework and modelling tool are available on
GitHub at https://github.com/tomicic/ModelMMORPG and https://github.com/
Balannen/LSMASOMM respectively.

https://github.com/tomicic/ModelMMORPG
https://github.com/Balannen/LSMASOMM
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achieved successfully (e.g. all envisioned postconditions have been met) the quest
is marked as achieved and the planner starts over.

We have tested the implemented quest on a dedicated TMW server with
multiple parallel agents trying to solve Sorfina’s quest. Figure 3 shows an example
session in which 8 agents are solving the quest. While the times for solving the
quest have differed (mostly due to random walks of players) all agents were able
to solve the quest.

Fig. 3. A screenshot of multiple player agents trying to solve Sorfina’s quest

4 Conclusions

In this demonstration we have shown some of the features of a work-in-progress
automated testing framework for MMORPGs. The presented framework has
the advantage to be able to visually model the expected behaviour of artificial
players (agents) and generate an application template. To be usable on a concrete
MMORPG a plug-in for each game has to be developed as we have done for
TMW.

Our future work is aimed towards enriching the framework with more com-
plex and social elements to be able to solve even more demanding tasks.
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Abstract. Innovations in science and technology is increasing the
demand on huge data transfers and hence number of data caches. In
this paper, we consider the community caching solution, CommCache,
where many groups of users are working together on related projects dis-
tributed all over the world. We demonstrate the use of proactive caches
for data placement problem with the help of multi-agent coordination.
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1 Introduction

Construction of models and simulations using multi-agent systems (MAS) is not
new. Architectures using MAS enable to create applications such as distributed
situation assessment, coordination etc. help researchers to develop new insights
[2]. We utilise this property to represent distributed data caching. When groups
of users working on similar projects access data from multiple databases, often
they need the same data at different locations at different times. Also, their
queries to the databases overlap significantly. Distributed caching is a complex
system consists of components such as data servers, communication networks,
middleware cache storage units, cache server (processing resources), and users.
Traditionally, cache storage units are small in size. Hence during the cache main-
tenance process, a decision has to be made about storing in cache units the most
relevant data and removing the obsolete data. This means that we have to iden-
tify ‘what data’ to store, ‘where’ a given data segment should be stored, and
for ‘how long’. With the goal to reduce the response time and overall data
transfers, multiple cache units need to coordinate together to cache each unit of
data segment at an appropriate cache unit. Typical diagnostics used for decision
making in placing data segments are: frequency of each data segment queried,
time when a data segment was used, location preference where the data segment
was requested, association among data segments at a given location, number of
joins in a query, storage capacity of the cache unit, and workload characteris-
tics depicting the pattern of query requests. We have designed CommCache,
c© Springer International Publishing AG 2017
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an agent based community cache framework to represent the distributed cache
environment. In this paper, we examine five coordination strategies to represent
centralised and peer-to-peer architectures.

2 Coordination Strategies Among Multiple Agents

The multi-agent model is shown in Fig. 1. User agents (UA) are modelled as
the software representation of humans that query databases. Query response
time is measured as the time elapsed from the query sent from UA to the reply
received by a user (Fig. 1). Query analysis agent (QAA) assumes coordinator role
in the distributed caching. It has combined responsibilities for analysis and man-
agement. Cache agents are designed to take active part in cache maintenance.
They are cooperative agents. Cache agents handle local data during active phase
and prepare meta data to be used during maintenance phase. Placement agent
is an executor agent in the cache maintenance phase. It revises and recreates
data placement plans and supports QAA. Database agents are resource (pas-
sive) agents. Other supporting agents are not discussed as they are not part of
the demo. We choose the most common strategies used in distributed comput-
ing [1].

Fig. 1. Multi-agent architecture for
distributed cache

In Master/slave coordination strat-
egy, query analysis agent (QAA) (usually
a proxy server) acts as the master coor-
dinating agent. With the help of a plan-
ning agent, master follows greedy strategy
and ensures to place each data segment
at a first available best position. Vot-
ing strategy enables cache agents to vote
for the QAA’s (coordinator) decisions.
Cache agents participate pro-actively to
vote based on the local knowledge (bias)
such as affinity among all data stored
within a cache unit. A plan is accepted
when it is accepted by majority of voters.
In Multi-agent planning strategy, cache agents develop individual plans keep-
ing local benefits as heuristics. The Placement Agent acts as coordinator and
resolves conflicts and develops a new global plan. All the above three are exam-
ples of centralised architecture. Negotiation allows peer to peer communication
with other cache agents to discuss plans. Agents negotiate with each other till
they reach to a mutually agreed solution. Feedback strategy employs a nego-
tiation agent to provide feedback after every iteration to cache agents. When
negotiations are not contributing to the improvement in the performance, nego-
tiation agent may provide negative feedback refraining concerned agents from
further negotiations.
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3 Demonstration

Description of the Scenario: To evaluate the proposed multi-agent system
for distributed cache maintenance, we narrate a fictitious scenario of televi-
sion watching patterns. Many television viewers residing within nearby student
accommodation blocks watch television programmes using the Internet stream-
ing catchup television services. The catchup services allow to download television
shows and watch up to a predefined number of days. In order to reduce the vol-
ume of data transfers and hence the costs of Internet downloading, it was decided
to install a cache storage unit at each of the accommodation block. Cache units
are inter-connected with each other. For this scenario, we consider each user
request to download programme(s) is considered as a query. A user can request
a single programme (or shows) or multiple programmes within a single query.
For the centralised architecture, a query analysis agent examines each request
and generates sub-queries (partial queries) by each of the show requested in the
query. This agent finds an appropriate place for the storage of each of the shows.
In peer-to-peer architecture, cache storage units decide among themselves where
to place the show. Patterns are obtained from the requests containing more than
one show. The patterns thus obtained are used for the relocation of a show from
one cache unit to another. Relocation clears the cache from storing shows that
are locally not popular. A least frequently watched show is evicted as the cache
refresh policy.

Fig. 2. Comparison of volume of data transfers saved

Experiment: We
have generated work-
loads (list of 30,000
requests to watch
shows over a period
of seven days) using
various statistical
distributions for the
evaluation (workload
generation is not part
of the demo). View-
ers are given with a
choice of 100 unique
shows to choose from.
About 35 shows are repeatedly requested according to a poisson distribution.
Each show requires from 0.75 GB to 2 GB of memory space. All requests are
made to watch minimum two shows or at the most three shows in a row only.
Each request is identified by a unique identification number to determine the
frequency (the popularity) of a particular show/ sequence of shows. We have set
up a cache network with five cache storage units. There are 5 cache units set up
for the execution of this experiment. We have developed a Java based simulator
to test and evaluate the coordination strategies.
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For the evaluation we need multiple metrics to be calculated based on the
type of application. For example, in the above scenario, we need to compare the
volume of data transfers saved as the result of coordination. The performance
of different strategies for data placement for viewing requests is shown in the
Fig. 2. Voting and Multi-agent planning show considerable advantage over others
in this case. A screen shot of the demo is shown in Fig. 3. It accepts a configura-
tion file to setup the distributed environment and the query input workload file
in a predefined XML format1. System calculates the performance with respect
to each of the metrics across strategies. The best strategy for the given input
conditions will be implemented during maintenance. This demo demonstrates
the decision making with the help of two bar charts: one (on the left), displays
a comparison of strategies for the chosen performance metric. The second chart
(on the right) displays a comparison of the performance metric (volume of data
transfers in this case) with the chosen coordination strategy (master-slave here)
and no coordination among agents at all.

Fig. 3. A demonstration for volume of data transfers saved with Master-slave strategy

4 Conclusion

In this paper, we have described the applicability of multi-agent system for dis-
tributed data caching with the help of an example scenario. Implementation of
coordination strategies are tested on the simulator for given query workloads.
1 Generation of XML files is not part of this demo.
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A demonstration is given with the help of five most suitable coordination strate-
gies in the distributed environment. We would like to demonstrate comparison
of more metrics in future.
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1 Introduction

Social media have played a relevant role in facilitating communication and coor-
dination among people. Digital traces generated by users in social media sites
provides a promising source of data for use in different contexts. The avast
amount of data contains information not only about the content of the message
but also about who generated the information and to whom it was directed,
the instant of time it was published, or the location of the user at the time
of publication. Thanks to all this meta-information, the study of users’ actions
can be analyzed at different levels of detail and taking into account different
perspectives.

This data availability has increased the interest among the research commu-
nity in analyzing users’ behavior from a specific perspective such as communica-
tion patterns or mobility patterns [1–4]. In some cases, it is interesting to analyze
the interplay between different perspectives. Currently, there is a lack of studies
coupling several aspects in the same analysis. For instance, there are a few pro-
posals that consider the integration of physical locations and social relationships
obtained from online social networks [5]. A few studies investigate the feasibil-
ity of combining social interactions and sentiment analysis and social structure
[6,7]. Other approaches integrate sentiment analysis and locations to obtain an
holistic view of the general mood and the situation “on the ground” [8].

2 Main Purpose

A comprehensive analysis of human behavior requires to bring together three
perspectives: geospatial dimensions of social data, sentiment analysis, and struc-
tural analysis of the users’ interaction social network. The aim of this work
is to develop a model that integrates these three dimensions. We describe the
implementation of the architecture and the main outputs of the analysis and the
available visualizations. In this work, we seek to obtain a whole picture of users’
interactions in online social networks from different perspectives.
c© Springer International Publishing AG 2017
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3 Demonstration

We describe a tool that facilitates the data collection from Twitter to perform
an analysis of the behavior of users during an event taking into account where
the activity is, the emotions associated with that activity and what relationships
exist between the users who have participated in the event. The tool is composed
of two main modules that deal with the previous described tasks: the Geo-located
Sentiment Analysis and Structural Social Network Analysis

3.1 Geo-Located Sentiment Analysis

This module receives a set of tweets associated to an event during a time interval
specified by the user and a map that contains the Points of Interest (PoIs)
specified by the user. The module is responsible for filtering geo-located tweets
associated to an event during a period of time.

Geo-located tweets are those tweets that have a value in the attribute ‘coor-
dinates’ (i.e., the geographic location of the tweet as reported by the user or
client application). There are tweets that have this attribute empty. For those
tweets, the module infers a location using attributes from the profile of the user
that wrote the tweet or from the tweet itself. The user’s profile associated to the
tweet has the following attributes that provide information about the location
of the tweet: ‘location’ and ‘time zone’. ‘Location’ attribute represents the user-
defined location for the user’s profile account. ‘Time zone’ describes the time
zone the user declares himself within. In both cases, the value of the attribute
should be translated into coordinates. The tweet also provides other attributes
related to the location. This is the case of the attribute ’place’ that indicates if
the tweet is associated (but not necessarily originated from) a place. A place in
Twitter refers to a specific, named location with corresponding geo coordinates.

Considering the total geo-located tweets, the module calculates the senti-
ment analysis of each tweet. The value associated to the sentiment ranges in
the interval [−1, 1], where values close to −1 are negative, values around 0 are
neutral, and values around 1 are positive. Then, the user can upload a GeoJSON
file with the polygons around the PoIs that he is interested in (districts, coun-
tries, states, neighborhoods,...), to analyze their sentiment. For each polygon, the
module calculates the aggregated sentiment as the average of the sentiment of
the tweets located in that area (see Fig. 1). Based on the sentiment, the module
assigns a color: red for negative, grey for neutral, and green for positive senti-
ment. A darker or lighter color implies a higher/lower value of positive/negative
sentiment respectively.

3.2 Structural Social Network

The Structural Social Network module provides a vision of the evolution over
time of users’ communication in Twitter. This module is responsible for building
temporally annotated networks based on tweets (geo-located or not) associated
to an event. A node of the network represents a user that participated in the
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Fig. 1. Geo-located sentiment analysis user interface.

event by writing a global or individual messages (i.e., retweet, mention or reply
to user) with the hashtag associated to the event or when another user references
him in an individual message. Links of the network are established when a user
writes an individual message to an existing or new user. Therefore, the network
is directed.

Once the social interaction network is created, the module offers the possibil-
ity of visualizing the interaction network of the event and performing structural
analysis during a specific time interval. The granularity of the time interval is
a day (see Fig. 2). The visualization and analysis can be performed following
two approximations: (i) considering the network generated by the interactions
that occur in each single day of the time interval; (ii) or considering the network
generated by the aggregated interactions from the start date until the end date
of the time interval.

The structural analysis performed considers the giant component of the inter-
action network. The analysis consists on two levels: global and individual. The
global level consists on the analysis of the evolution of structural properties
of the network such as: diameter, clustering, modularity, density, average path
length, symmetric links, assortativity, and degree distribution. The analysis of
the evolution provides a more accurate view of the interactions during a period
of time

The individual level calculates the relevance of each user in the network based
on different criteria. The metrics used to evaluate the relevance are structural
centrality metrics such as betweenness, closeness, in-degree, out-degree, pager-
ank, and eigenvector. The module creates a set of rankings of most relevant users
according to each criteria of centrality.

This module provides the required functionality to analyze the social behavior
of users in different types of events in order to characterize each event and deter-
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mine similarities and differences in the resultant social structures that emerge
from social interactions.

Fig. 2. Structural social network user interface.

4 Conclusions

The presented tool integrates two views of the users’ activity in Twitter. The
Geo-located Sentiment Analysis view provides information about the opinion of
users in an specific location about certain event. The Structural Social Network
view shows the evolution of the communication structure of an event. Both
perspectives provide a more comprehensive analysis of human behavior.
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and interactions in social media. PloS ONE 9(3), e92196 (2014)

6. Gryc, W., Moilanen, K.: Leveraging textual sentiment analysis with social network
modelling. In: From Text to Political Positions: Text Analysis Across Disciplines,
vol. 55, p. 47 (2014)

7. West, R., Paskov, H.S., Leskovec, J., Potts, C.: Exploiting social network structure
for person-to-person sentiment analysis. arXiv preprint arXiv:1409.2450

8. Caragea, C., Squicciarini, A., Stehle, S., Neppalli, K., Tapia, A.: Mapping moods:
Geo-mapped sentiment analysis during hurricane sandy. In: Proceedings of ISCRAM

http://arxiv.org/abs/1409.2450


Author Index

Álvarez, Bárbara 70
André, Elisabeth 284

Bajo, Javier 333
Barat, Souvik 311
Barn, Balbir 311
Beaudeau, François 209
Bellemans, Tom 31
Blat, Josep 284
Blesing, Christian 19
Botti, Vicent 369
Bozhinovski, Dejan 272
Bromuri, Stefano 299
Brugués, Albert 299

Carrascosa, Carlos 346
Castello, Rodolfo 303
Castro, António J.M. 307
Cich, Glenn 31
Clark, Tony 311
Clausen, Anders 43
Costa, Agelo 346

Dasiopoulou, Stamatia 284
del Val, Elena 369
Demazeau, Yves 43
Derksen, Christian 329
Diaconescu, Ada 222, 350
Díaz-Pace, J. Andrés 183
Duque, Néstor Darío 325
Đurić, Bogdan Okreaša 359
Đurić, Bogdan Okreša 246

Ezanno, Pauline 209

Falcone, Rino 56
Farrenkopf, Thomas 355
Farrùs, Mireia 284
Fay, Alexander 329
Fernández, Diego 70
Fraga, Thiago 284

Galafassi, Cristiano 316
Galafassi, Fabiane Flores Penteado 316

Galland, Stéphane 31
García, David 337
Gatti, Ignacio 183
Giraldo, Mauricio 325
Gluz, João Carlos 316
Gomes, Luis 321
Gómez, Jonatan 222, 350
Guckert, Michael 355
Guerrero, Esteban 82, 170

Hayashi, Hisashi 95
Hermelin, Danny 107
Hernandez, Emilcy Juliana 325
Hoffmann, Max 120
Huang, Yu-Lin 209

Iborra, Andrés 70
Iglesias, Carlos A. 234, 337
Ivković, Nikola 246
Ivkovič, Nikola 359

Janols, Rebecka 170
Janssen, Stef 132
Janssens, Davy 31
Jeschke, Sabina 120
Jørgensen, Bo Nørregaard 43
Julian, Vicente 346

Kamateri, Eleni 284
Kashevnik, Alexey 3
Keppens, Jeroen 157, 364
Khaluf, Yara 144
Knapen, Luk 31
Korth, Benjamin 19
Kulkarni, Vinay 311
Kuppili Venkata, Santhilata 157, 364

Lindgren, Helena 82, 170
Lingenfelser, Florian 284
Llorach, Gerard 284
Londoño, Luis Felipe 325
Loose, Nils 329
López, Juan Antonio 70
Luensch, Dennis 19



Mahmoud, Samhar 157, 364
Markarian, Christine 144
Martín García, Rubén 333
Martínez, Oriol 284
Meditskos, Georgios 284
Meisen, Tobias 120
Merino, Eduardo 337
Mille, Simon 284
Minker, Wolfgang 284
Monteserin, Ariel 183
Musial, Katarzyna 157, 364

Nongaillard, Antoine 196
Novais, Paulo 346

Palanca, Javier 369
Pantoja, Carlos Eduardo 342
Peres, Rafael Koch 316
Picault, Sébastien 196, 209
Ponomarev, Andrew 3
Pragst, Louisa 284
Prieto-Castrillo, Francisco 333

Rebollo, Miguel 369
Reick, Sebastian 272
Reina, Andreagiovanni 144
Rincon, Jaime Andres 346
Rocha, Ana Paula 307
Rodríguez, Arles 222, 350
Rotärmel, Serge 355

Sánchez, Jesús M. 234, 337
Sánchez, Pedro 70
Sánchez-Rada, J. Fernando 234, 337
Sapienza, Alessandro 56
Schatten, Markus 246, 359
Schiaffino, Silvia 183
Schiller, Dominik 284
Schumacher, Michael 299

Segal, Michael 107
Sharpanskykh, Alexei 132
Shilov, Nikolay 3
Sicard, Vianney 209
Simoens, Pieter 144
Smirnov, Alexander 3
Spanakis, Gerasimos 272
Stam, Andries 284
Stellingwerff, Ludo 284
Stenzel, Jonas 19
Sugawara, Toshiharu 259
Sugiyama, Ayumi 259
Sukno, Federico 284

Tabares, Valentina 325
Tenbrock, Daniel 272
Tomičić, Igor 246
Tomičič, Igor 359
Törsleff, Sebastian 329

Umair, Aisha 43
Unland, Rainer 329
Urquhart, Neil 355

Vale, Zita 321
Ventura, Carlos 303
Vicari, Rosa Maria 316
Vieru, Bianca 284
Villarrubia González, Gabriel 333
Viterbo, José 342
Vivanco, Elizabeth 369
Vrancken, Thomas 272
Vrochidis, Stefanos 284

Wanner, Leo 284
Weiss, Gerhard 272

Yasar, Ansar-Ul-Haque 31
Yedidsion, Harel 107

374 Author Index


	Preface
	Organization
	Contents
	Invited Speaker
	Context-Aware Decision Support in Socio-Cyberphysical Systems: From Smart Space-Based Applications to Human-Computer Cloud Services
	Abstract
	1 Introduction
	2 Context-Aware Decision Support
	2.1 Smart Space-Based Decision Support Methodology
	2.2 TAIS as Mobile Smart Space-Based Application

	3 Human-Computer Cloud Approach to Decision Support
	3.1 Human-Computer Cloud for Decision Support in e-Tourism
	3.2 Application Scenario

	4 Conclusion
	Acknowledgements
	References

	Regular Papers
	Concept of a Multi-agent Based Decentralized Production System for the Automotive Industry
	1 Introduction
	2 Algorithmic Background
	2.1 Overview of Dynamic Task Assignment Algorithms
	2.2 Overview of Dynamic Route Planning Algorithms

	3 System Overview
	3.1 Agent Interaction Concept

	4 Agent Model
	4.1 Logical Agents
	4.2 Physical Agents

	5 Routing Algorithm
	6 Decision Making
	7 Evaluation
	7.1 Live System
	7.2 Simulation Model
	7.3 Simulation Results

	8 Conclusion and Outlook
	References

	Addressing the Challenges of Conservative Event Synchronization for the SARL Agent-Programming Language
	1 Introduction
	2 Related Work
	3 SARL: An Agent-Oriented Programming Language
	4 Event Synchronization Model for SARL
	4.1 General Architecture
	4.2 Conservative Event Synchronization Mechanism

	5 Performance
	6 Conclusion and Perspectives
	References

	Agent-Based Integration of Complex and Heterogeneous Distributed Energy Resources in Virtual Power Plants
	1 Introduction
	2 Agent Model
	2.1 Issue Model
	2.2 Concern Model
	2.3 Inter-agent Negotiation

	3 VPP Model
	3.1 VPP Agent Model
	3.2 DER Agent Models

	4 Experiments
	4.1 VPP with Generator DER and Flexible Consumer DER
	4.2 Complex, Heterogeneous Virtual Power Plant

	5 Conclusion
	References

	Interactions Among Information Sources in Weather Scenarios: The Role of the Subjective Impulsivity
	Abstract
	1 Introduction
	2 The Trust Model
	2.1 Feedback on Trust

	3 The Platform
	3.1 Information Sources
	3.2 Agents’ Description
	3.3 The Authority
	3.4 Citizens’ Impulsivity
	3.5 Platform Inputs
	3.6 Workflow

	4 Simulations
	4.1 First Simulation
	4.2 Second Simulation
	4.3 Trust Analysis

	5 Conclusions
	Acknowledgments
	References

	TRIoT: A Proposal for Deploying Teleo-Reactive Nodes for IoT Systems
	Abstract
	1 Introduction
	2 Overview of the Architecture and Nodes Implementation
	3 A Case-Study for Validating the Approach
	4 Benefits of the Approach
	5 Related Work
	6 Conclusion and Future Work
	Acknowledgements
	References

	Practical Reasoning About Complex Activities
	1 Introduction
	2 Preliminaries
	2.1 Dynamic Activities
	2.2 Underlying Logical Language

	3 Deliberation on Activities
	3.1 Deliberation in the Operative Level
	3.2 Deliberation in the Objective Level
	3.3 Deliberation in the Intentional Level

	4 A Tool for Argument-Based Deliberation on Complex Activities
	5 Discussion
	6 Conclusions
	References

	Integrating Decentralized Coordination and Reactivity in MAS for Repair-Task Allocations
	1 Introduction
	2 Related Work
	3 MAS Architecture and Problem Description
	4 Algorithms
	5 Simulation Settings
	5.1 The Number of Agents and Resources in Unit MASs
	5.2 Performances of Sensing Agents and Action-Execution Agents
	5.3 Delay Times
	5.4 Occurrence Patterns of Disasters and Agent Failures

	6 Simulation Results
	7 Conclusions
	References

	Coordination of Mobile Mules via Facility Location Strategies
	1 Introduction
	1.1 Related Work
	1.2 Problem Definition

	2 Algorithms
	2.1 Facility Location Strategies
	2.2 Proposed Algorithms

	3 Experimental Evaluation
	3.1 Comparing Cooperative vs. Non-Cooperative Algorithms
	3.2 Comparison of Cooperative Algorithms
	3.3 Non Uniform Failure Distribution

	4 Conclusion
	References

	OPC UA Based ERP Agents: Enabling Scalable Communication Solutions in Heterogeneous Automation Environments
	1 Introduction
	2 State of the Art
	2.1 Communication in Modern Manufacturing Environments
	2.2 OPC UA -- Scalable Interface Standard for Automated Systems
	2.3 Enabling Cyber-Physical Systems in Production Through MAS

	3 Agent OPC UA -- A Scalable Approach for Integrating Multi-agent Systems into Real Production Sites
	3.1 Information Modeling for CPS
	3.2 Semantic Integration of Intelligent Software Agents

	4 OPC UA Based ERP Agents
	4.1 ERP System Connectivity Through OPC UA Based Messages
	4.2 The ERP Interface Agent

	5 Conclusion and Outlook
	References

	Agent-Based Modelling for Security Risk Assessment
	1 Introduction
	2 An Overview of Agent-Based Security Risk Assessment
	3 Illustrative Case Study
	3.1 Human Agent
	3.2 Environment

	4 Experiment and Results
	4.1 Implementation and Setup
	4.2 Interarrival Time Experiment
	4.3 Bag Complexity Experiment

	5 Conclusions and Discussion
	References

	Scheduling Access to Shared Space in Multi-robot Systems
	1 Introduction
	2 Related Work
	3 Time-Space Planning Algorithm
	4 Results
	4.1 Validation Case Studies
	4.2 Effect of Time Planning
	4.3 Scalability on Number of Tasks

	5 Conclusions
	References

	Multi-Agent System for Distributed Cache Maintenance
	1 Introduction
	2 Background
	3 System Overview
	3.1 Architecture
	3.2 Coordination Strategies in Multi-Agent Systems
	3.3 Interaction Among Agents for Data Placement

	4 Evaluation
	5 Conclusion and Future Work
	References

	Personalised Persuasive Coaching to Increase Older Adults' Physical and Social Activities: A Motivational Model
	1 Introduction
	2 Theoretical Foundation for Adaptation
	3 Platform for Development and Interaction Design
	4 Outline of the Adaptation Functionality
	5 The User Model
	6 The Motivational Model
	7 Selecting Motivational Messages
	8 Discussion and Future Work
	References

	Agent Negotiation Techniques for Improving Quality-Attribute Architectural Tradeoffs
	1 Introduction
	2 DesignBots Overview
	2.1 Main Concepts
	2.2 Search of architectural solutions

	3 Proposed Negotiation Approach
	3.1 Strategy #1: Sequential Deep Search and Negotiation
	3.2 Strategy #2: Intertwined Search and Negotiation

	4 Evaluation
	4.1 Analysis of Results

	5 Related Work
	6 Concluding Remarks
	References

	An Agent-Based, Multilevel Welfare Assessment Model for Encompassing Assignment and Matching Problems
	1 Introduction
	2 Literature and Contribution
	2.1 Centralised Approaches
	2.2 Distributed Approaches
	2.3 Contribution

	3 Proposed Model
	3.1 Multilevel Formalism
	3.2 Multilevel Welfare Model

	4 Applications
	5 Solving Method
	5.1 Principles
	5.2 A Bilateral Protocol
	5.3 Primitives and Experiments

	6 Discussion and Future Work
	7 Conclusion and Perspectives
	References

	A Multi-Level Multi-Agent Simulation Framework in Animal Epidemiology
	1 Introduction
	2 An Overview of Epidemiological Modelling Paradigms
	2.1 Classical Methods: Equations and Compartments
	2.2 The Rise of Individual and Agent-Based Models
	2.3 The Emergence of Multi-level Simulation

	3 A Multi-level Modelling Method and Framework
	3.1 Structural Modularity: Multi-level Modelling
	3.2 Functional Modularity: Knowledge Engineering
	3.3 Architecture of the EMuLSion Framework
	3.4 Usage Patterns

	4 Application to Q fever in cattle
	4.1 Q fever model
	4.2 Implementation, Tests, and Future Work

	5 Conclusion and Perspectives
	References

	Replication-Based Self-healing of Mobile Agents Exploring Complex Networks
	1 Introduction
	2 Data Replication Problem
	2.1 Agent Exploration Strategy

	3 Agent Replication Approach
	4 Experiments and Results
	4.1 Experiments Without Agent Movement Delays
	4.2 Experiments with Agent Movement Delay
	4.3 Results in Terms of Round Number
	4.4 Results in Terms of Memory Consumption

	5 Conclusions and Future Work
	References

	Soil: An Agent-Based Social Simulator in Python for Modelling and Simulation of Social Networks
	1 Introduction
	2 Review of ABSS Platforms for Modelling SNs
	3 ABSS Requirements for Social Networks
	4 Soil Platform
	4.1 Design Decisions
	4.2 Simulation Model for Social Networks
	4.3 Simulation Workflow

	5 Test Cases
	6 Conclusions and Outlook
	References

	Agents as Bots -- An Initial Attempt Towards Model-Driven MMORPG Gameplay
	1 Introduction
	2 Related Work
	3 The Mana World
	4 System Architecture
	4.1 Modeling Tool
	4.2 Application Template Generator
	4.3 High-Level Interface
	4.4 Knowledge Base and Planning System
	4.5 Low-Level Interface

	5 Example Model
	6 Conclusions and Future Work
	References

	Improvement of Robustness to Environmental Changes by Autonomous Divisional Cooperation in Multi-agent Cooperative Patrol Problem
	1 Introduction
	2 Model
	2.1 Environment
	2.2 Agent
	2.3 Planning in Agents

	3 Proposed Method
	3.1 Learning Importance and Responsible Node
	3.2 Negotiation Between Agents

	4 Experiments and Discussion
	5 Conclusion
	References

	Multi-Agent Parking Place Simulation
	1 Introduction
	2 Context and Data Generation
	3 Model Implementation
	3.1 Driver Agents
	3.2 Parking Agents
	3.3 Pricing Scheme

	4 Simulation Results
	4.1 Experiment 1: Dynamic Pricing vs. Static Pricing
	4.2 Experiment 2: Competition vs. Monopoly
	4.3 Experiment 3: High Amount vs. Normal Amount of Drivers

	5 Conclusion
	References

	KRISTINA: A Knowledge-Based Virtual Conversation Agent
	1 Introduction
	2 Architecture of the KRISTINA Agent
	3 The Knowledge Model of the KRISTINA Agent
	3.1 Knowledge Representation, Integration and Interpretation
	3.2 Dialogue Act Representation

	4 Multimodal Interaction
	4.1 Dialogue Management
	4.2 Multimodal Communication Analysis
	4.3 Multimodal Communication Generation

	5 Conclusions
	References

	Demo Papers
	Demonstration of MAGPIE: An Agent Platform for Monitoring Chronic Diseases on Android
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions
	References

	Message Analysis Between Agents for Detection of Emerging Behaviors in Open Environments
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions
	References

	Managing Disruptions with a Multi-Agent System for Airline Operations Control
	1 Introduction
	2 Multi-Agent System for Disruption Management
	3 Demo
	4 Conclusions
	References

	ESL: An Actor-Based Platform for Developing Emergent Behaviour Organisation Simulations
	1 Introduction
	2 Main Purpose
	3 Demonstration
	3.1 ESL
	3.2 Conceptual Approach
	3.3 Case Study

	4 Conclusion
	References

	Heráclito: Learning Environment to Teach Logic
	Abstract
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions
	References

	Computational Platform for Household Simulation and Emulation to Test and Validate Energy Management ...
	Abstract
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions
	References

	Learning Styles Multi-agents Simulation
	Abstract
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions and Future Work
	References

	Hardware Integration and Real-Time Control in an Agent-Based Distribution Grid Simulation
	1 Introduction
	2 Theoretical Foundations
	3 Demonstration
	4 Conclusions and Outlook
	References

	Electric Vehicle Urban Exploration by Anti-pheromone Swarm Based Algorithms
	Abstract
	1 Introduction
	2 Aim
	3 Demonstration
	3.1 Robot Swarm City Exploration
	3.2 Anti-pheromone Algorithm

	4 Conclusions
	References

	Modeling Social Influence in Social Networks with SOIL, a Python Agent-Based Social Simulator
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions
	References

	Prototyping Ubiquitous Multi-Agent Systems: A Generic Domain Approach with Jason
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions
	References

	Training Emotional Robots Using EJaCalIVE
	1 Introduction
	2 EJaCalIVE (Emotional Jason Cartago Implemented Intelligent Virtual Environment)
	3 Emotional Robot Simulation
	4 Conclusions and Future Work
	References

	Towards a Self-healing Multi-agent Platform for Distributed Data Management
	1 Introduction
	2 Platform Purpose and Implementation
	3 Demonstration
	4 Conclusions and Future Work
	References

	AGADE-TRAFFIC
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusion
	References

	Automated MMORPG Testing -- An Agent-Based Approach
	1 Introduction
	2 Main Purpose
	3 Demonstration
	4 Conclusions
	References

	Demonstration: Multi-agent System for Distributed Cache Maintenance
	1 Introduction
	2 Coordination Strategies Among Multiple Agents
	3 Demonstration
	4 Conclusion
	References

	Using Geo-Tagged Sentiment to Better Understand Social Interactions
	1 Introduction
	2 Main Purpose
	3 Demonstration
	3.1 Geo-Located Sentiment Analysis
	3.2 Structural Social Network

	4 Conclusions
	References

	Author Index



