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Chapter 1
Introduction

In this chapter, we give a brief introduction to the history of algebraic coding theory
and give the basic definitions and notations necessary to begin a study of the subject.

1.1 History

Coding theory arose in the twentieth century as a problem in engineering concern-
ing the efficient transmission of information. Its study originated in the landmark
papers by Shannon [14] and Hamming [9]. Specifically, the theory was developed so
that electronic information could be transmitted and stored without error. Electronic
information can generally be thought of as a series of ones and zeros. Therefore,
coding theory, from this perspective, was largely done using the binary field as the
alphabet. However, the alphabet was quickly generalized to finite fields, at least for
mathematicians, since many of the proofs and techniques were identical to the binary
case viewed as the field with two elements. This type of coding theory remains a
vital part of electrical engineering in terms of ensuring effective communication in
telephones, computers, television, and the internet.

From the very beginning of its study, mathematicians viewed coding theory not
only as an application to electrical engineering and computer science, but also as a
part of puremathematics. Theywere interested not only in the fundamental questions
of coding theory, but also into its connections with other areas of discrete mathe-
matics. Early results connected codes to designs, lattices, and combinatorics. These
connections were generally made with codes where the alphabet was a finite field.
Moreover, much of the early work from mathematicians in coding theory came by
applying previously known results from linear algebra, finite geometry, algebra, and
combinatorics to the study of codes. Since the inception of coding theory in 1948,
there has been a very fruitful interchange from puremathematics to the application of

© The Author(s) 2017
S.T. Dougherty, Algebraic Coding Theory Over Finite Commutative Rings,
SpringerBriefs in Mathematics, DOI 10.1007/978-3-319-59806-2_1
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2 1 Introduction

codes. As often happens in applied mathematics, interesting mathematical questions
arose in the application which sparked mathematicians’ interest in the subject.

During the first forty years of coding theory, the alphabet in question was usually a
finitefield.Therewere a fewpaperswrittenwhere the alphabetwas a ring, for example
Blake’s early papers [3, 4]. It wasn’t until the 1990s when coding theorists began to
study codes over finite rings in earnest. This study began with the understanding that
certain non-linear binary codes, which had some of the properties of linear codes
were, in fact, the images of codes overZ4 under a non-linear map. This breakthrough
came in [10, 11], however, Delsarte’s work in [6], years before, might have led the
coding theory community to these results earlier. This prompted an intense study of
codes over Z4 which rapidly moved into the study of codes where the alphabet was
either one of the three other commutative rings of order 4 or the ring Zk . Families of
rings presented themselves for study and a large literature emerged studying codes
over rings. The families of rings were usually chosen for some specific application.
For example, codes over the family of ringsZ2k were studied because of an interesting
connection to unimodular real lattices, see [2]. It was a natural generalization from
this family to the family of chain rings. Later, with the understanding that all finite
commutative rings were the direct product of local rings via the Chinese Remainder
Theorem, codes over local rings were studied.

In [16], J. Wood showed that both MacWilliams theorems held for the class of
Frobenius rings. This showed that coding theory can be studied over this fairly
large family of rings without losing the fundamental foundations of coding theory.
Generally, when studying codes over rings, a blanket assumption is made that all
rings serving as alphabets for codes are finite Frobenius rings. An extensive and
expanding literature now exists on codes over various families of rings.

In this book, we shall not describe coding theory as a branch of engineering, nor
shall we motivate its study in terms of communication applications. Rather, we view
coding theory as a branch of puremathematics serving as its ownmotivation for study.
We shall refer to this branch of puremathematics as algebraic coding theory (which it
has often already been called) to distinguish it from coding theory as an application in
electrical engineering. Algebraic coding theory sits partly in algebra, number theory,
finite geometry, and combinatorics. As such, it has interesting connections to a wide
variety of topics in all these branches.

The interested reader can consult MacWilliams and Sloane’s seminal text “The
Theory of Error-Correcting Codes” [13] for an early description of classical coding
theory. For an updated description, see Huffman and Pless’s “Fundamentals of Error-
correcting Codes” [12]. For a description of the connection between designs and
codes see Assmus and Key’s “Designs and their Codes” [1]. In all three of these
classic texts, codes are generally defined over finite fields.

In this text, we shall be concerned with codes over finite commutative Frobenius
rings as was first established in [16]. It will become apparent why we need to restrict
to Frobenius rings when we discuss the MacWilliams relations in Chap. 3. We shall
give foundational results for algebraic coding theory and develop the structures to
view it as an interesting branch of pure mathematics. It is also possible to study
codes over non-commutative rings, but much of the theory is different and as yet
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has not been as widely studied. Codes over infinite rings have also been studied, but
generally in close association with codes over related finite rings. For example, codes
over the infinite ring of p-adic integers were studied but largely in relation to codes
over the finite ring Zpe . For examples of the study of codes over these infinite rings,
see [5, 7].

While we aremaking the case for algebraic coding theory to be viewed as a branch
of pure mathematics, we strongly believe that the bridge to applications must also
be open. In fact, we look to applications as a rich source of interesting questions and
ideas.

1.2 Definitions and Notations

We shall now give the necessary definitions to begin our study of algebraic coding
theory. While we usually choose an alphabet for codes with an algebraic structure,
for example a group, ring, or field, some very interesting results can be obtained
while simply taking any set as an alphabet. This is how we shall start by taking the
most general definition of a code.

Definition 1.1 Let A be any finite set. A code C over the alphabet A of length n is
a subset of An.

In terms of classical coding theory, the elements are called codewords and the
underlying set A is called an alphabet since a code was generally used to transmit
information. We retain this nomenclature and we say that if A is an alphabet then C
is a code over A. Using this definition one can even think of the English language
as a code over the standard English alphabet (allowing for padding of words with
blanks to make them all have the same length). The aims of classical coding theory
are not that much different than a spell checker to the English language as a code.
As we all know, it is quite difficult to have an effective spell checker because the
difference between two words in this language might simply be one letter. This idea
of distance is applied to classical codes in the same way.

The principal distance used in coding theory is known as the Hamming distance.

Definition 1.2 Let v,w ∈ An where A is any set. Then

dH (v,w) = |{i | vi �= wi }|. (1.1)

The minimum Hamming distance of a code C is d(C) = min{dH (v,w) | v,w ∈
C, v �= w}.

We often remove the C from the notation and simply refer to the minimum Ham-
ming distance as d. It is an easy exercise to see that the Hamming distance is a metric
on the space An.

This definition leads naturally to the following definition. Denote the all-zero
vector by 0.
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Definition 1.3 Let v be a codeword in An where A is any alphabet. Then the Ham-
ming weight of v is

wtH (v) = |{i | vi �= 0}|. (1.2)

The minimum Hamming weight of a code C is min{wtH (v) | v ∈ C, v �= 0}.
The fundamental question of classical coding theory is the following.

Question 1.1 Given an alphabet, a length n, and a size of the code M , what is the
largest d for which a code exists with these parameters?

Of course, the question can be rephrased in numerous ways by switching which
parameter you want to optimize. While much is known about this fundamental ques-
tion, especially for specific values, the general question remains open. Neither an
exhaustive theorem nor an effective algorithm has yet been found to answer the
question for an arbitrary set of parameters.

Example 1.1 A Hadamard matrix of order n is a matrix with elements from the set
{1,−1} such that HHT = nIn . It follows from the definition that any two distinct
rows split evenly between coordinates where they agree and coordinates where they
disagree. Let C be the code consisting of the rows of a Hadamard matrix. The code
has length n, cardinality n, and minimum distance n

2 . For example, the Hadamard
matrix of order 4 is: ⎛

⎜⎜⎝
1 1 1 1
1 −1 1 −1
1 1 −1 −1
1 −1 −1 1

⎞
⎟⎟⎠ . (1.3)

This gives a code with 4 elements of length 4 and the distance between any two
elements equal to 2. Except for n = 1, 2, the order of a Hadamard matrix must be a
multiple of 4. It remains an open question whether there exists a Hadamard matrix
for all n ≡ 0 (mod 4).

Definition 1.4 A code of length n, size M , and minimum Hamming distance d is
said to be optimal if it is has the largest d of any other codes with length n and size
M .

In general, the main question of coding theory is finding optimal codes for a given
set of parameters. In terms of actual coding theory applied to electronic communica-
tion, we are, in general, not simply looking for an optimal code, but an optimal code
which has an efficient decoding algorithm.

This definition of a code requires no algebraic structure. Rather it is simply a
combinatorial structure with very few constraints. However, it is enough to get to
one of the most important bounds for a code, which was first proven by Singleton
in [15].
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Theorem 1.1 (Singleton Bound) Let C be a code of length n over an alphabet of
size q with minimum Hamming distance d. Then logq(|C |) ≤ n − d + 1.

Proof Consider the first n−(d−1) coordinates. Thesemust all be distinct, otherwise
the distance between two vectors would be less than d. Hence |C | ≤ qn−(d−1). This
gives that logq(|C |) ≤ n − d + 1. �

The most natural application of this result is when |C | = qk , when we have
k ≤ n − d + 1.

Definition 1.5 A code of length n over an alphabet of size q with |C | = qk and
minimum Hamming distance d satisfying k = n − d + 1 is said to be a Maximal
Distance Separable (MDS) code.

Example 1.2 ALatin square is an n by n matrix with entries from a set of cardinality
n such that each row and each column contains each element from the set exactly
once. Two Latin squares L ,M are orthogonal if the set {(Li j ,Mi j )} contains each
ordered pair exactly once. Let L and M be a pair of orthogonal Latin squares of order
q where the symbols used are {1, 2, . . . , q}.LetC = {(i, j, Li j ,Mi j ) | 1 ≤ i, j ≤ q}.
Then |C | = q2, n = 4, and the minimum distance is 3. Then 2 = 4 − 3 + 1 and the
code is an MDS code of length 4. It is well known that an orthogonal pair of Latin
squares of order q exist for all integers q > 2, q �= 6.

Note that the code in this example is not described algebraically and in fact may
have no algebraic structure. Finding MDS codes is largely a combinatorial problem.
However, as we shall see later in Example 1.6, one can construct some MDS codes
algebraically. Moreover, MDS codes have natural connections to finite geometry and
to many open questions in mathematics.We can now state one of the most interesting
open questions of the text.

Question 1.2 For which q, n and k do there exist MDS codes?

It is well known that the existence of a finite projective plane is equivalent to
the existence of a complete set of MOLS (Mutually Orthogonal Latin Squares).
Moreover, a set of MOLS gives an MDS code as in Example 1.2. Therefore, if one
were to solve Question 1.2, one would also determine when finite projective planes
exists and how manyMOLS or order n there are for each n. Since these questions, in
themselves, have been open for centuries it becomes apparent how difficult a problem
this is.

Another very important combinatorial bound is the following sphere packing
bound. We denote the binomial number of choosing s objects from n by C(n, s).

Theorem 1.2 (Sphere Packing Bound) Let C be a code of length n over an alphabet
of size q with minimum Hamming distance 2t + 1. Then

|C |
(

t∑
s = 0

C(n, s)(q − 1)s
)

≤ qn . (1.4)
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Proof Let v be a vector in An where A is an alphabet of size q. There areC(n, s)(q−
1)s vectors in An that have Hamming distance s from v. This is because there are
C(n, s) ways of choosing the s coordinates to change and q − 1 choices for each
coordinate. A sphere of radius t consists of all vectors that are distance less than or
equal to t from the vector v. It follows that there are

∑t
s = 0 C(n, s)(q − 1)s vectors

in a sphere of radius t around v.
Given that the minimum distance is 2t + 1, we have that all of the spheres are

distinct. Hence the number of vectors in all of the spheres must be less than or equal
to the number of vectors in the ambient space which is qn . �

Definition 1.6 If C is a code of length n over an alphabet of size q with minimum
Hamming weight 2t +1 and |C |(∑t

s = 0 C(n, s)(q −1)s) = qn, then the code is said
to be perfect.

For a perfect code, the spheres of radius t , where the minimum distance is 2t + 1,
contain all of the vectors of the ambient space. In fact, each codeword in the ambient
space is in exactly one such sphere. This is the reason that the code is called perfect.

Example 1.3 Consider the binary code C of length 7 which consists of the all zero
codeword, the all one codeword, the characteristic function vectors of the lines of the
projective plane of order 2, and the characteristic function vectors of the hyperovals
(compliments of lines) of the projective plane of order 2. The code C has length 7,
|C | = 16, andminimumdistance 3, giving t = 1.Then |C |(∑t

s = 0 C(n, s)(q−1)s) =
16(1 + 7) = 27 and hence the code is perfect.

Notice again that this code is described combinatorially, but this also has an alge-
braic description and is amember of a family of perfect codes as seen in Example 1.7.

The proof of the Sphere Packing Theorem shows how codes are used to correct
errors. Specifically, a received vector can be any vector in the space An . The code-
words are the centers of the spheres. Then the vector is decoded to the center of the
sphere it lies in (provided that it lies in a sphere). This is precisely why it is desired
that the spheres be non-intersecting and cover as much of the ambient space as pos-
sible. While this description is completely combinatorial, in practice the algorithms
for decoding are highly algebraic.

If the minimum Hamming distance of a perfect code is 2t + 1, then a vector with
t or fewer errors will remain in the non-overlapping spheres of radius t . Moreover,
any vector in such a code must be within distance t from a codeword. This is why
often in the literature a perfect code with minimum distance 2t +1 is called a perfect
t-error correcting code.

We shall now begin to study codes from an algebraic standpoint. As such, we are
looking for alphabets with an algebraic structure. For us, this structure will almost
always be a finite commutative ring. For the remainder of the text, by ring we shall
always mean a ring with unity. We can now make the definition of a linear code over
a ring.
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Definition 1.7 Let R be a finite ring. A linear code C over the alphabet R of length
n is a submodule of Rn.

Notice that we are not saying that any module will be a code, but rather only those
modules which are submodules of Rn . If R is a field, then the linear codes are vector
spaces and we have the full force of linear algebra at our disposal. Given the main
problem of coding theory, we are usually searching for optimal codes or codes with
some particular characteristic. As such, we are generally concerned with codes up to
equivalence given by the following definition.

Definition 1.8 Two codes C and C ′ in An , where A is any set, are said to be per-
mutation equivalent if C ′ can be obtained from C by permutation of the coordinates.
Two codes C and C ′ in Rn , where R is a finite ring, are said to be equivalent if C ′
can be obtained from C by a combination of a permutation of the coordinates and
multiplication of a coordinate by a unit in the underlying alphabet.

The second definition requires that the alphabet be a ring so that the notion of unit
is defined. It is immediate that if C is an optimal code, then every code equivalent to
it is also optimal. We shall now show some of the strengths of using linear codes.

Theorem 1.3 If C is a linear code over a ring R, then the minimum Hamming
distance and the minimum Hamming weight are equal.

Proof Let C be a linear code with minimum Hamming distance d1 and minimum
Hammingweight d2. Since the code is linear, we have that 0 ∈ C.Let v be a codeword
with minimum Hamming weight d2. Then dH (v, 0) = d2. Hence there are vectors
that are distance d2 apart so d1 ≤ d2.

Nowassume thatv andw are vectors such thatdH (v,w) = d1. ThenwtH (v−w) =
d1 and we know v − w ∈ C since C is linear. This gives a vector with Hamming
weight d1 so d2 ≤ d1. Hence, we have that d1 = d2. �

Since the minimum distance and minimum weight are the same for linear codes,
they are often both denoted by d. Notice that, aswe have just done, the termHamming
fromminimumHamming distance andminimumHamming weight is often dropped.
It is usually only used when there is ambiguity about which weight is being used.

For codes over finite fields, we often denote a code C as an [n, k, d] code when
it is linear where n is the length, k is the dimension, and d is the minimum distance.
For non-linear codes, we use the notation (n,M, d) to indicate the same except that
|C | = M. For codes over rings, this notation is not as useful since we do not have
dimension for all rings. While there is a notion of rank, it is not true that two codes
of the same rank have the same cardinality and, as such, it is not always an important
parameter.

One of the most important algebraic tools for codes is the inner-product. In fact,
in many applications, a code is described most naturally as the orthogonal to a code
generated by a specific matrix (usually called the parity check matrix). Moreover,
this matrix is used to determine if a given vector is in the code and also to decode in
many algorithms. We shall define these objects now in our setting.
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Let R be a finite commutative ring. To the ambient space Rn , we attach the
following Euclidean inner-product:

[v,w] =
n∑

i = 1

viwi . (1.5)

We can now define the standard orthogonal with respect to this inner-product,
namely

C⊥ = {v | [v,w] = 0, ∀w ∈ C}. (1.6)

The code C⊥ is linear whether or not C is linear and if C is not linear then
C⊥ = 〈C〉⊥, where 〈C〉 denotes the code generated by the vectors of C . It follows
immediately from the definition that for linear codes (C⊥)⊥ = C and for non-linear
codes (C⊥)⊥ = 〈C〉. Up to this point, we have not used the commutativity of the
ring. In order to define C⊥, we need the ring to be commutative. If it were not, then
both a left and right orthogonal would need to be defined. Usually, the left and right
orthogonals are not equal and in fact need not be of the same size. When the ring is
commutative, this difficulty disappears and we have a single orthogonal to a given
inner-product.

Example 1.4 Let C = 〈p〉 be the code of length 1 over Zpq , where p and q are
primes. Then C⊥ = 〈q〉. Here, ideals of the ring can be thought of as linear codes
and their annihilator as the dual code.

Example 1.5 The code over any ring given by C = 〈(1, 1, 1, . . . , 1)〉 is known as
the repetition code. This elementary code was actually used in early NASAmissions
to correct errors in transmissions. If the ring is F2 then C⊥ consists of all vectors
with evenly many ones. This code is known as the even code En of length n.

For some rings and applications, it is preferable to have a Hermitian inner-product
using an involution on the ring. In this case, we define the following inner-product:

[v,w]H =
n∑

i = 1

viwi , (1.7)

where wi indicates the involution applied to the element wi .

For this inner-product we define the orthogonal as

CH = {v | [v,w]H = 0, ∀w ∈ C}. (1.8)

As before, CH is linear whether or not C is linear.
For codes over finite fields, it follows fromelementary linear algebra that dim(C)+

dim(C⊥) = n and that dim(C) + dim(CH ) = n. These results will be generalized
later in Chap. 3.

We can now give examples of MDS and perfect codes that are linear.
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Example 1.6 Let ai denote n distinct elements of the finite field of order q, Fq . Then
let

H =

⎛
⎜⎜⎜⎜⎜⎝

1 1 1 . . . 1
a1 a2 a3 . . . an
a21 a22 a23 . . . a2n
...

...
...

...
...

ad−2
1 ad−2

2 ad−2
3 . . . ad−2

n

⎞
⎟⎟⎟⎟⎟⎠
. (1.9)

Thismatrix is aVandermondematrix and has a non-zero determinant. Hence the d−1
rows of H are linearly independent and any d − 1 columns are linearly independent.

Let DH be the code consisting of the rows of H . Define the code C to be C =
〈DH 〉⊥. Then C has length n, |C | = qn−(d−1), and has minimum distance d. Then
we have that n − k + 1 = n − (n − (d − 1)) + 1 = d. Therefore, the code is a
linear code which meets the Singleton bound. This gives an infinite family of MDS
codes. These codes are known as Reed-Solomon codes and have been widely used
in applications, not only because they are optimal, but because there are efficient
decoding algorithms associated with them.

Example 1.7 Let Hq,r be the r by
qr−1
q−1 matrix overFq formed bywriting the columns

as all possible non-zero length r vectors over Fq and deleting any that are a scalar
multiple of a previous vector. This gives that any two columns are linearly indepen-
dent. Let Cq,r = 〈Hq,r 〉⊥. Then Cq,r has dimension qr−1

q−1 − r and length n = qr−1
q−1 .

The sphere packing bound gives that the minimum distance is at most 3, and the
fact that any two columns of Hq,r are linearly independent, gives that the mini-
mum distance is at least 3. Hence t = 1. Then |Cq,r |(∑t

s=0 C(n, s)(q − 1)s) =
q

qr−1
q−1 −r

(1 + qr−1
q−1 (q − 1)) = q

qr−1
q−1 = qn. Therefore the code Cq,r is a perfect code.

The family of codes Cq,r are the well known Hamming codes. If r = 3 and q = 2,
then it is the perfect code given in Example 1.3 constructed from the finite projective
plane of order 2.

Other examples of perfect codes are the [23, 12, 7] binary Golay code and the
[11, 6, 5] ternary Golay code. The codes were first described in [8].

Notice that the [7, 4, 3] perfect code is not an MDS code as 7 − 4 + 1 = 4 �= 3.
While any code meeting one of the bounds must be optimal, it does not imply that it
will meet the other bound.

Notice that in the examples of linear codes given so far, we have described the
code not by giving a generator matrix, but rather by giving the generator matrix of
the orthogonal, that is by giving the parity check matrix.

Example 1.8 The ten digit ISBNnumber for books used a code overF11.The accept-
able codewords of length 10 satisfied

∑10
i = 1 ici = 0. Hence the code of acceptable

ISBN numbers was C = 〈(1, 2, 3, 4, 5, 6, 7, 8, 9, 10)〉⊥. This code was chosen so
that it could detect a single error and any double error caused by the transposition of
two numbers, these being themost common errors in entering a sequence of numbers.
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For codes over a finite field, it is an easy theorem from linear algebra that any code
of length n and dimension k is permutation equivalent to a code that has a generator
matrix of the form (Ik | An−r ), where Ik is the k by k identity matrix, and A is a
matrix with k rows and n− k columns. It is immediate that if C has such a generator
matrix, then C⊥ has a generator matrix of the form (−AT

n−r | In−k). This simple fact
has a very nice consequence.

Theorem 1.4 If C is a linear MDS code over a field Fq , then C⊥ is an MDS code.

Proof The code C is MDS if and only if its parity check matrix (−AT
n−r | In−k) has

the property that every square submatrix is non-singular. This is because any n − k
columns are linearly independent and so the minimum distance of the code must
be at least n − k + 1 which implies it is MDS. If the matrix has this property, then
(Ik | An−r ), which is the parity check matrix of C⊥, has this property, and so C⊥ is
an MDS code as well.

For codes over rings, you cannot always assume that you have a generator matrix
of the form (Ik | An−r ). For example, the code over Z4, generated by the matrix

⎛
⎝
1 0 1
0 1 0
0 0 2

⎞
⎠ , (1.10)

has cardinality 32, which is not a power of 4 and hence cannot have a generator
matrix of the form (Ik | An−r ).

In general, the question of a standard form for a generator matrix is more com-
plicated and will be studied in Sect. 2.4.
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Chapter 2
Ring Theory

In this chapter, we shall give the necessary definitions and foundational results from
commutative ring theory for the study of codes over rings.

2.1 Finite Commutative Rings

Rings are one of the fundamental objects of abstract algebra. They have numerous
applications in number theory, cryptography, and many other branches of mathemat-
ics. For a complete description of ring theory see [12, 14? , 15], and for a description
of commutative algebra, see [1].

We shall assume throughout this text that a ring has a multiplicative identity and
that the multiplication is commutative. We begin with some standard definitions.

Let R be a finite commutative ring. An ideal a of R is an additive subgroup of R
such that ra ⊆ a for all r ∈ R. We note that, in terms of algebraic coding theory, an
ideal of R is a code of length 1. An idealm is maximal ifm is not properly contained
in any non-trivial ideal.

Let a be an ideal of a finite commutative ring. The chain a ⊃ a2 ⊃ a3 ⊃ . . .

necessarily stabilizes. We call the smallest t ≥ 1 such that at = at+i for i ≥ 0 the
index of stability of a. If a is nilpotent, then the smallest t ≥ 1 such that at = {0} is
called the index of nilpotency of a. In this case, it coincides with the index of stability
of a.

Definition 2.1 A ring is a local ring if it has a unique maximal ideal.

Local rings play an important role in coding theory because we often describe
rings as the product of local rings via the Chinese Remainder Theorem and reduce
much of the theory of codes to the case where the ring is local.

© The Author(s) 2017
S.T. Dougherty, Algebraic Coding Theory Over Finite Commutative Rings,
SpringerBriefs in Mathematics, DOI 10.1007/978-3-319-59806-2_2
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Example 2.1 Let R = F2[x, y]/〈x2, y2, xy − yx〉. The ring R is a local ring and
has cardinality 16. The maximal ideal is 〈x, y〉. This ring has been widely studied in
algebraic coding theory as the ring R2, see [9].

Definition 2.2 A principal ideal ring is a ring in which each ideal is generated by a
single element, that is every ideal a can be written as a = 〈a〉 for some element a.

It is well known that Zk is a principal ideal ring for all k > 1. This family of rings
is one of the principal families of rings which are most studied in algebraic coding
theory. In fact, they were the first rings which were not fields to be used as alphabets
in coding theory, see [2, 3].

Definition 2.3 A chain ring is a principal ideal ring such that the ideals are linearly
ordered by set theoretic containment.

It follows that if R is a finite chain ring then there is an element γ such that γ
generates the unique maximal ideal and we have the following chain:

{0} ⊆ 〈γe−1〉 ⊆ 〈γe−2〉 ⊆ · · · ⊆ 〈γ〉 ⊆ R. (2.1)

Example 2.2 The ring Zpe where p is a prime and e > 0 is a chain ring. Here the
maximal ideal is 〈p〉. A Galois ring is a ring of the form Zpe [x]/〈q(x)〉 where q(x)
is irreducible over Zpe . Galois rings are also chain rings and the maximal ideal is
again 〈p〉.

Let e be the index of nilpotency of the maximal ideal 〈γ〉 of a finite commutative
chain ring R. It is shown on page 340 of [15] that for every element a of a chain ring
R, we have that there exists a unique integer i with 1 ≤ i ≤ e − 1 such that a = μγi ,
with μ a unit.

It follows that a chain ring is necessarily a local ring, but a local ring need not be
a chain ring, as in the following example.

Example 2.3 Let R = Z4[x]/〈x2〉. Then R is a ring of order 16 with maximal ideal
〈2, x〉 = {0, x, 2x, 3x, 2, 2 + x, 2 + 2x, 2 + 3x}.But the ideals 〈2〉 = {0, 2, 2x, 2 +
2x} and 〈x〉 = {0, x, 2x, 3x} are not linearly ordered.

Let R be a commutative chain ringwithmaximal ideal 〈γ〉with index of nilpotency
e. We know that R/〈γ〉 is isomorphic to a finite field Fpr . It is well known that
|〈γ j 〉| = |Fpr |e− j for 0 ≤ j ≤ e − 1. It follows that

|R| = |Fpr ||〈γ〉| = |Fpr ||Fpr |e−1 = per . (2.2)

We give the next definition in terms of commutative rings. This definition would
be slightly changed in the case of non-commutative rings. For a complete description
of the Jacobson radical and socle in their general usage see [12? ].

Definition 2.4 Let R be a commutative ring. Then the Jacobson radical J (R) of a
ring R can be characterized as the intersection of all maximal ideals.
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In any ring, commutative or non-commutative, the Jacobson radical is a two sided
ideal. In a local commutative ring, the Jacobson radical is necessarily the unique
maximal ideal.

Definition 2.5 The nilradical of a commutative ring R consists of the nilpotent
elements of the ring.

As we shall prove later, for finite commutative rings, the Jacobson radical and the
nilpotent radical coincide. Like the definition of the Jacobson radical, the following
definition of the socle of the ring would change slightly for rings in general.

Definition 2.6 Let R be a commutative ring. The socle of a ring R, Soc(R), is
defined as the sum of all the minimal ideals of the ring.

2.2 Frobenius Rings

For algebraic coding theory, themost important class of rings is the class of Frobenius
rings. This is because both MacWilliams theorems apply for Frobenius rings, but, in
general, they do not extend to larger families of rings, see Theorems 2.5 and 3.2. In
essence what this means is that for codes over this class of rings we have many of the
techniques and ideas that fuel classical coding theory over fields. In spaces where
these two theorems do not hold, things act in a very different way than classical
coding theory and we lose much of the power of the theory. Perhaps one of the most
significant implications of this is that for a code C over a Frobenius ring R of length
n, we have that |C ||C⊥| = |Rn|. This is not necessarily true when the ring is not
Frobenius. These results were first introduced in [17, 18].

In this section,we shall give a very brief explanation of Frobenius rings.Our expla-
nation is based on Nakayama’s definition. However, we shall not discuss Frobenius
rings in their broadest generality, but rather reduce definitions to their finite commu-
tative case. For example, one would generally begin the discussion with left (right)
Artinian rings, namely those that do not contain an infinite descending chain of left
(right) ideals. Since we only consider finite rings, all of these rings are Artinian
and we need not consider ideals as being left or right, since all ideals are two sided
ideals in a commutative ring. When we want to stress that something is a module
or an ideal in a ring, we shall use the notation as a left module or ideal. For a more
general description of Frobenius rings as applied to coding theory, including the
non-commutative case, see [5].

Recall that a module M is irreducible if it contains no non-trivial submodule and
a module M is indecomposable if it has no non-trivial direct summands. We note
that every irreducible module is indecomposable, but not the converse.

Any Artinian ring, as a module over itself, admits a finite direct sum decomposi-
tion, namely:

R R = Re1,1 ⊕ . . . Re1,μ1 ⊕ · · · ⊕ Ren,1 ⊕ · · · ⊕ Ren,μn , (2.3)
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where the ei, j are primitive orthogonal idempotents with 1 = ∑
ei, j . This decom-

position is known as the principal decomposition of the module of R over itself.
We index the Rei, j so that Rei, j is isomorphic to Rek,l if and only if i = k. Then

we set ei = ei,1 and we write R R ∼= ⊕μi Rei .
We can extend the definition of socle and radical of a ring to a module in a natural

way. That is, the socle of a module M is the sum of the simple (i.e. contains no non-
zero submodules) submodules of M and the radical of a module M is the intersection
of all maximal submodules of M . Then the module Rei, j has a unique maximal
submodule Rad(R)ei, j = Rei, j ∩ Rad(R) and a unique irreducible top quotient
T (Rei, j ) = Rei, j/Rad(R)ei, j . The socle S(Re, j ) is the submodule generated by
the irreducible submodules of Rei, j .

We can now proceed to the standard definition. Let the module of R over itself be
decomposed as follows: R R = ⊕μi Rei . Then, an Artinian ring R is quasi-Frobenius
if there exists a permutation σ of {1, 2, . . . , n}, such that

T (Rei ) ∼= S(Reσ(i)) (2.4)

and
S(Rei ) ∼= T (Reσ(i)). (2.5)

Then the ring is Frobenius if μσ(i) = μi as well.
A module M over a ring R is injective if, for every pair of R-modules B1 ⊂ B2

and every R-linear mapping f : B1 → M , the mapping f extends to an R-linear
mapping f : B2 → M.

The proof of the following can be found in Theorem 1.2 and Remark 1.3 of [17].

Theorem 2.1 Let R be a finite commutative ring, then the following conditions are
equivalent:

• The ring R is Frobenius;
• the R-module R is injective.
• If R is a finite local ring with maximal idealm and residue field k, these conditions
are equivalent with dimkAnn(m) = 1.

Example 2.4 Consider the ring R = F2[x, y]/〈x2, y2, xy〉. We have that |R| =
8 and R has a maximal ideal m = {0, x, y, x + y}. Notice that m = m⊥. Then
dimkAnn(m) = 2 which violates the last condition in Theorem 2.1. Hence R is
not Frobenius. In this case, we have that |m||m⊥| �= |R|. In a Frobenius ring this is
not possible.

Throughout this text, we view characters as homomorphisms χ : M → C
∗ rather

than maps into Q/Z. For a module M , let M̂ denote the character module of M .
One of the most important aspects of Frobenius rings in terms of algebraic coding
theory is the characterization of their character module. The following theorem can
be found in [17]. It characterizes Frobenius rings in terms of the character module.
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Theorem 2.2 Suppose R is a finite ring. The following are equivalent:

• The ring R is Frobenius.
• As a left module, R̂ ∼= R R.

• As a right module R̂ ∼= RR .

Note that the result is more complex in terms of non-commutative rings since we
must be concerned with whether the module is a left or a right module.

Let R be a Frobenius ring. Let φ : R → R̂ be the module isomorphism. Then set
χ = φ(1) so thatφ(r) = χr for r ∈ R.We call this characterχ a generating character
for R̂.

The following is an immediate consequence.

Theorem 2.3 The finite commutative ring R is Frobenius if and only if R̂ has a
generating character.

Example 2.5 Consider the finite field Fp where p is a prime. Let ξ be a complex
primitive p-th root of unity. Then χ(a) = ξa is a generating character for F̂p.

The generating character for a Frobenius ring R is not necessarily unique. In fact,
we have the following theorem, which is Lemma 4.1 in [17], where it is stated in
broader generality for the non-commutative case as well.

Theorem 2.4 Let χ be a character of a finite commutative ring R. Then χ is a
generating character if and only if ker(χ) contains no nonzero ideals of R.

Example 2.6 Consider the finite field F4 where the elements are written as a + bω
for a, b ∈ F2. Then the character χ1 : F4 → C defined by χ1(a + bω) = (−1)a+b

is a generating character for F̂4. Additionally, the character χ2 : F4 → C defined
by χ2(a + bω) = (−1)b is a generating character for F̂4. Their respective character
tables are given by the following, where the value for row α and column β is χi (αβ).

χ1 0 1 ω 1 + ω

0 1 1 1 1
1 1 −1 −1 1
ω 1 −1 1 −1

1 + ω 1 1 −1 −1

χ2 0 1 ω 1 + ω

0 1 1 1 1
1 1 1 −1 −1
ω 1 −1 −1 1

1 + ω 1 −1 1 −1

The tables described in the previous example are very important in terms of coding
theory since they will be used to produceMacWilliams relations for codes over rings.
See Chap.3 for a full description.

The final characterization of Frobenius rings that we shall give is the following
extension of MacWilliams’ first theorem, which she had proven for finite fields. It
was extended in [17] to the following theorem. In [? ], it was shown that this theorem
does not extend to quasi-Frobenius rings. We state the theorem here without proof.
A detailed proof can be found in [17].
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Theorem 2.5 (MacWilliams Theorem) (A) If R is a finite Frobenius ring and C is
a linear code over R, then every Hamming isometry C → Rn can be extended to a
monomial transformation.

(B) If a finite commutative ring R satisfies that all of its Hamming isometries
between linear codes allow for monomial extensions, then R is a Frobenius ring.

This theorem, along with the MacWilliams relations in Chap.3, explain why we
use Frobenius rings as the alphabets for codes. Specifically, we want both of these
theorems to be true in order to apply the most powerful results of algebraic coding
theory to codes over rings.

2.3 Chinese Remainder Theorem

The most powerful tool for codes over commutative rings is the classical Chinese
Remainder Theorem, which we now describe. For a full description of the approach
to the Chinese Remainder Theorem see [14].

Definition 2.7 Two ideals a and b of a ring R are said to be relatively prime if
a + b = R.

Occasionally, the term coprime is used instead of relatively prime for ideals sat-
isfying this definition.

Lemma 2.1 If a and b are relatively prime ideals of a commutative ring R, then
ab = a ∩ b.

Proof It is immediate that ab ⊆ a ∩ b. If a + b = R, then a ∩ b = (a ∩ b)R = (a ∩
b)(a + b) ⊆ ab. Therefore ab = a ∩ b. �

Lemma 2.2 Let a, b and c be ideals of a commutative ring R that are relatively
prime in pairs. Then a is relatively prime to bc.

Proof We have that R = (a + b)(a + c) ⊆ a + bc. Therefore a + bc = R and a and
bc are relatively prime. �

Apply Lemmas 2.1 and 2.2 inductively and we have the following.

Lemma 2.3 Let a1, a2, . . . , as be ideals of a commutative ring R that are relatively
prime in pairs. Then a1a2 . . . as = a1 ∩ a2 ∩ · · · ∩ as .

Next we can use this to produce an isomorphism lemma.

Lemma 2.4 Let a and b be relatively prime ideals of a commutative ring R. Then
R/ab ∼= R/a × R/b.

Proof Define themapΨ : R → (R/a × R/b)byΨ (x) = (x (mod a), x (mod b)).
We have ker(Ψ ) = a ∩ b = ab, which gives that R/ab ∼= R/a × R/b. �
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Computationally we have the following. Since a + b = R, there exists an α ∈ a
and a β ∈ b with α + β = 1. Then Ψ (cα + dβ) = (d, c). Specifically, Ψ is surjec-
tive and we can compute the preimage in a straightforward computation. Applying
induction to Lemma 2.4 we have the following.

Lemma 2.5 Leta1, a2, . . . , as be ideals of a commutative ring R which are relatively
prime in pairs. Then

R/a1a2 . . . as ∼= R/a1 × R/a2 × · · · × R/as . (2.6)

Let R be a finite commutative ring, with a an ideal of R. Let Ψa be the canonical
homomorphism Ψa : R → R/a, given by Ψa(x) = x + a.

Let m1, . . . ,ms be the maximal ideals of a finite commutative ring R and let
e1, . . . , es be their respective indices of stability. The ideals me1

1 , . . . ,mes
s are rela-

tively prime in pairs and
∏s

i=1 m
ei
i = ∩k

i=1m
ei
i = {0}.

This leads us to the following well known theorem.

Theorem 2.6 (Chinese Remainder Theorem) Let R be a finite commutative ring,
with maximal ideals m1, . . . ,ms where the index of stability of mi is ei . Then the
map Ψ : R → ∏s

i=1 R/mei
i , defined by Ψ (x) = (x + me1

1 , . . . , x + mek
k ), is a ring

isomorphism.

Proof We have that themei are relatively prime in pairs and ∩s
i=1m

ei
i = {0}. Then by

Lemma 2.5 we have that R ∼= R/0 ∼= R/me1
1 × R/me2

2 × · · · × R/mek
k . This gives

the result. �
Let Ri denote the local ring R/mei

i . The previous theorem gives that

R ∼= R1 × R2 × · · · × Rs . (2.7)

We note that R is Frobenius if and only if each Ri is Frobenius. See Remark 1.3 in
[17] for an explanation.

We denote the inverse isomorphism of Ψ by CRT , so that CRT : R1 × R2 ×
· · · × Rs → R.

Example 2.7 Let
∏s

i=1 p
ei
i be the prime factorization of a positive natural number

n. Then by Theorem 2.6 we have that Zn
∼= Zp

e1
1

× Zp
e2
2

× · · · × Zpess . This is the
classical application of the Chinese Remainder Theorem and is where the name
originates. Namely, it allows for the unique solution modulo

∏
ni of the system of

equations x ≡ ai (mod ni ) when the ni are relatively prime in pairs.

By an abuse of notation, we extend bothΨ andCRT to the n fold product of their
domains.

If Ci is a code over Ri , we let C = CRT (C1,C2, . . . ,Cs) be the code over R
formed by this extended isomorphism. It is immediate that any code C over R is the
image of a some collection of codes C1,C2, . . . ,Cs where Ci is a code over Ri .

The rank of a code, rank(C), is the minimum number of generators of C . A code
is said to be free if it is a free submodule over R. The following appears in [7].
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Corollary 2.1 Let Ri be finite commutative rings and let

R = CRT (R1, R2, . . . , Rs).

Let Ci be a code over Ri with C = CRT (C1,C2, . . . ,Cs). Then

• |C | = ∏s
i=1 |Ci |;

• rank(C) = max{rank(Ci ), i = 1, . . . , s};
• C is free if and only if Ci is free for all i each of the same rank.

Proof The first statement follows immediately from the fact thatCRT is a bijection.
To prove the second, let ri be the rank of Ci and vi1, v

i
2, . . . , v

i
ri be a set of generators

for Ci . Let r be the maximum value for ri . Pad this set with zero vectors so that each
generator set has r elements. Then

{CRT (v11, v
2
1, . . . , v

s
1),CRT (v12, v

2
2, . . . , v

s
2), . . . ,CRT (v1r , v

2
r , . . . , v

s
r )}

generates the code C . We need r vectors since there exists an i where ri = r. It
follows from this construction that the code C is free if and only if ri = r for each i
and each code Ci is free. �

The following is a well known application of the Chinese Remainder Theorem.

Theorem 2.7 Let R = CRT (R1, R2, . . . , Rs) be a finite commutative ring. Let C =
CRT (C1,C2, . . . ,Cs) be a code over R. Then

C⊥ = CRT (C⊥
1 ,C⊥

2 , . . . ,C⊥
s ). (2.8)

Proof Consider vectors v,w ∈ Rn . Then Ψa(
∑

viwi ) = ∑
Ψa(vi )

∑
Ψa(wi ).

Hence, when [v,w] = 0, we have that [Ψa(v), Ψa(w)] = 0. Then the standard car-
dinality argument gives equality. �

A similar proof gives the following theorem.

Theorem 2.8 Let R = CRT (R1, R2, . . . , Rs) be a finite commutative ring. Let
C = CRT (C1,C2, . . . ,Cs) be a code over R. If a = a and Ψa(v) = Ψa(v), where
the involution applies first in the ring R and then in the ring R/a, then CH =
CRT (CH

1 ,CH
2 , . . . ,CH

s ).

We can also find the minimum weight of a code in terms of its components via
the Chinese Remainder Theorem as in the following theorem.

Theorem 2.9 Let R = CRT (R1, R2, . . . , Rs) be a finite commutative ring. Let C =
CRT (C1,C2, . . . ,Cs) be a code over R. Then d(C) = min{d(Ci )}.
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Proof Let d1 be the minimum of {d(Ci )}. Then, there exists j with d(C j ) = d1. Let
v j be a minimum weight vector in C j , then

CRT (0, 0, . . . , 0, v j , 0, . . . , 0)

has Hamming weight d1 which gives d(C) ≤ d1. Then let v be a minimum weight
vector in C . Its projection Ψa(v) has weight less than or equal to d(C) which gives
d(C) ≥ d1. Therefore, d1 = d(C), and we have the result. �

Recall that an ideal a is prime if ab ∈ a implies either a ∈ a of b ∈ a. In a finite
ring, prime ideals and maximal ideals coincide since finite division rings are fields.
Therefore the nilradical and the Jacobson radical coincide. Moreover, since the ring
is finite, the nilradical is nilpotent. This is because you can simply take the maximum
nilpotency exponent of all nilpotent elements and apply this to the ideal.

Theorem 2.10 Let R be a finite commutative ring. Then R is isomorphic, via the
Chinese Remainder Theorem, to a direct product of local rings.

Proof Let m1,m2, . . . ,ms be the maximal ideals of R. Then the Jacobson radical
J (R) = m1 ∩ m2 ∩ · · · ∩ ms = m1m2 . . .ms by Lemma 2.3. Since J (R) is nilpotent
we have that there exists k with (J (R)k) = {0}. This gives that (m1m2 . . .ms)

k =
mk

1m
k
2 . . .mk

s = {0}.Weknow thatmi andm j are relatively prime for i �= j . Then their
powers are also relatively prime by Lemma 2.2. This allows us to invoke the Chinese
Remainder Theorem, which gives us that R is isomorphic to R/mk

1 × R/mk
2 × · · · ×

R/mk
s . (Notice that k is greater than or equal to the individual index of stabilities of

the maximal ideals so that mk
i = mei

i .) It only remains to show that R/mk
i is local. A

maximal ideal in R/mk
i corresponds to a maximal ideal a of R withmi ⊆ a since a is

necessarily a prime ideal. Then sincemi is maximal, we have that a = mi . Therefore,
the unique maximal ideal of R/mi is mi/m

k
i . �

Theorem 2.11 A finite commutative ring R is a principal ideal ring if and only if
R = CRT (R1, R2, . . . , Rs) where Ri is a chain ring for all i .

Proof Assume R = R1 × R2 × · · · × Rs and each Ri is a chain ring. Chain rings
are necessarily principal ideal rings. If ai is an ideal of Ri with ai = 〈ai 〉 then
the ideal a1 × a2 × · · · × as in R1 × R2 × · · · × Rs is principal and generated by
(a1, a2, . . . , as). Hence R is principal.

Assume R is principal. Then any ideal in R1 × R2 × · · · × Rs is principal and
hence each Ri is principal. By Theorem 2.10 we have that each Ri is local. Therefore
Ri is a principal ideal ring which is local and hence a chain ring. �

The standard example of this theorem is the example given in Example2.7.
Namely, Zn

∼= Zp
e1
1

× Zp
e2
2

× · · · × Zpess . Here Zn is a principal ideal ring and each
Zp

ei
i
is a chain ring.
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Example 2.8 For integers k ≥ 1, define the family of rings Ak to be Ak = F2[v1,
v2, . . . , vk]/〈v2

i − vi , viv j − v jvi 〉. The ideal 〈w1, w2, . . . , wk〉, wherewi ∈ {vi , 1 +
vi }, is a maximal ideal of cardinality 22

k−1. We denote these maximal ideals by mi .
We note that here are 2k such ideals and that me

i = mi for all i and e ≥ 1. It is
elementary to see that the direct sum of any two of these ideals is Ak . Then, using
the Chinese Remainder Theorem, we have that the ring Ak is isomorphic to F2k

2 . As
such, the ring Ak is a principal ideal ring and is isomorphic to the direct product of
chain rings. Codes over these rings were studied in [4].

2.4 Generators

One of the most important tools in coding theory is finding a generator matrix for a
code. In general, we do not only want a matrix whose rows generate the code, but we
want a matrix that generates the code with the minimum number of rows. For codes
over fields, we have a simple determination of a minimal generating set. Namely, a
set of vectors v1, v2, . . . , vn is linearly independent if

∑
αivi = 0 impliesαi = 0 for

all i . This standard definition and its implications from linear algebra gives that any
code over a finite field is equivalent to a code that has a minimal generating matrix
of the form (Ik | A) where Ik is the k by k identity matrix. For codes over rings this
is not always possible. For example, the code of length 1 over Z4 generated by 2 is
the code {0, 2}. This code has no such matrix. Moreover, the minimality of a set of
generators can also be quite different. For example, consider the code C over Z6 of
length 2 generated by the following matrix:

(
2 0
0 3

)

.

Here we have that |C | = 6 and it may appear that this generating set is minimal,
however, the vector (2, 3) also generates the code which shows that the original
set of generators was not minimal. In this section, we shall describe the theory for
minimal generating sets for codes over rings.Much of thismaterialwas first presented
in [8, 16].

Definition 2.8 Let R be a finite local commutative Frobenius ring with unique max-
imal idealm, and let v1, v2, . . . , vs be vectors in Rn . Then v1, v2, . . . , vs are modular
independent if and only if

∑
α jv j = 0 implies that α j ∈ m for all j .

A finite field is a local ring with maximal ideal {0}, so this definition is a nat-
ural generalization of linear independence. As an example for a code over a ring,
consider the generators (2, 0), (0, 4) over the local ring Z8. These vectors are mod-
ular independent since any linear combination summing to the zero vector implies
that the coefficients are in the maximal ideal 〈2〉. The following lemma is a natural
generalization for one of the primary implications of linear independence.
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Lemma 2.6 Let R be a finite local commutative Frobenius ring and let
v1, v2, . . . , vs ∈ Rn. Then v1, v2, . . . , vs are modular dependent if and only if some
v j can be written as a linear combination of the other vectors.

Proof Assume that the vectors v1, v2, . . . , vs are modular dependent. This implies
that there exists αi with

∑
αivi = 0 and there exists α j such that α j /∈ m. We have

that m must contain all non-units giving that α j is a unit. Then we have that

v j = (−α−1
j α1)v1 + · · · + (−α−1

j α j−1)v j−1 +
(−α−1

j α j+1)v j+1 + · · · + (−α−1
j αs)vs .

To prove the other direction, assume that v j can be written as a linear combination
of the other vectors. Then v j = ∑s

i �= j αivi . Then we have that
∑s

i �= j αivi − v j = 0.
The coefficient −1 is a unit in R and this implies that v1, v2, . . . , vs are modular
dependent. �

In terms of finite local commutative Frobenius rings, this result is enough to
determine minimal generating sets. Namely, we need a set of modular independent
vectors. For chain rings, we can say more. Since the ideals are in a chain we can
apply the previous lemma and the standard techniques of linear algebra (that is row
reduction done over a chain ring) to obtain the following result.

Theorem 2.12 Let R be a finite chain ring with maximal ideal 〈γ〉 and let C be
a code over R. Then there exists a generator matrix for a code C over R that is
permutation equivalent to the following:

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

Ik0 A0,1 A0,2 A0,3 · · · · · · A0,e

0 γ Ik1 γA1,2 γA1,3 · · · · · · γA1,e

0 0 γ2 Ik2 γ2A2,3 · · · · · · γ2A2,e
...

... 0
. . .

. . .
...

...
...

...
. . .

. . .
. . .

...

0 0 0 · · · 0 γe−1 Ike−1 γe−1Ae−1,e

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (2.9)

where the Ai, j are arbitrary matrices with elements from the ring R and Ik j is the k j

by k j identity matrix.

A code with generator matrix of this form is said to have type {k0, k1, . . . , ke−1}.
The following is an immediate consequence of Theorem 2.12.

Corollary 2.2 Let R be a finite chain ring with maximal ideal 〈γ〉. Let C be a code
over R of type {k0, k1, . . . , ke−1}. Then,

|C | = |R/〈γ〉|
∑e−1

i=0 (e−i)ki . (2.10)
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For a code over a finite chain ring the type plays the role that the dimension plays
for codes over a field. This is because two codes with the same type will have the
same cardinality. This is not true for two codes with the same rank as a module over
the ring.

We now expand this theory to cover any finite commutative Frobenius ring.

Definition 2.9 Let R be a finite commutative Frobenius ring with

R = CRT (Ψ1(R), Ψ2(R), . . . , Ψs(R)) = (R1, R2, . . . , Rs).

The vectors v1, · · · , vk in Rn are modular independent if Ψi (v1), · · · , Ψi (vk) are
modular independent for some i , with 1 ≤ i ≤ s.

Note that we are only requiring that their image underΨi be modular independent
over one local ring. They need not be modular independent for all i .

Theorem 2.13 Let R be a finite commutative Frobenius ring and let v1, · · · , vk be
vectors that are modular independent over R. If

∑
α jv j = 0, then α j is not a unit

for all j .

Proof Let R = CRT (Ψ1(R), Ψ2(R), . . . , Ψs(R)) and let i be the index such that
Ψi (v1), · · · , Ψi (vk) are modular independent over the local ring Ri . Then

∑
α jv j =

0 implies that
∑

Ψi (α j )Ψi (v j ) = 0, and hence we have that Ψi (α j ) ∈ mi where mi

is the maximal ideal of Ri .
If α j were a unit in R then there would exist a β ∈ R with α jβ = 1, which gives

that Ψi (α j )Ψi (β) = 1. This would imply that Ψi (α j ) is a unit in Ri , which would be
a contradiction. Therefore, we have that Ψi (α j ) is not a unit for all j . �

The converse of this theorem is not true. For example, consider the vectors (5, 5)
and (7, 7) over Z35. If α1(5, 5) + α2(7, 7) = (0, 0), then α1 and α2 must be non-
units. However, these vectors are not modular independent over Z35, since their
images under Ψ1 and Ψ2 are not modular independent over Z5 or Z7.

Because we do not have the biconditional yet, we need something else in the case
when the ring is not local.

Definition 2.10 Let R be a finite commutative Frobenius ring. Let v1, · · · , vk be
non-zero vectors in Rn . Then v1, · · · , vk are independent if

∑
α jv j = 0 implies

that α jv j = 0 for all j .

Note that we are saying something different than the coefficient is zero. We are
saying that the vector α jv j = 0. Again, for a code over a field, this would imply that
the coefficient is 0 since we have no zero divisors. This definition would then reduce
to the standard definition for linear independence for vectors over a field.

Theorem 2.14 Let R be a finite commutative Frobenius ringwith v1, · · · , vk vectors
over R. If v1, · · · , vk are independent and αw /∈ 〈v1, · · · , vk〉, for all α �= 0, then
the vectors v1, · · · , vk,w are independent.
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Proof If
∑

α jv j + βw = 0, then
∑

α jv j = −βw, which is a contradiction since
then −βw would be in the span of the vi , unless β = 0. If β = 0 then

∑
α jv j = 0,

and then α jv j = 0 for all j since v1, · · · , vk are independent. Therefore, we have
that the vectors v1, · · · , vk,w are independent. �

Following Definition 2.10, we can easily get the following theorem.

Theorem 2.15 Let R be a finite commutative Frobenius ring with

R = CRT (Ψ1(R), Ψ2(R), . . . , Ψs(R)) = (R1, R2, . . . , Rs).

Let v1, v2, . . . , vs be independent non-zero vectors in Rn. Then these vectors are
modular independent.

Proof If
∑

α jv j = 0, then α jv j = 0 for all j . Let m be the maximal ideal of R. If
α j /∈ m for some j , then α j is a unit. This implies that v j = 0. �

We are now in a position to give the definition that we use to replace the notion
of linear independence for codes over rings.

Definition 2.11 Let C be a code over a finite commutative Frobenius ring R. The
codewords v1, v2, · · · , vk are called a basis of C if they are independent, modular
independent, and generate C .

We can show, by the example given in [8], that modular independence does not
imply independence nor does independence implymodular independence. Let (11, 7)
and (3, 9) be vectors over Z12. Then (11, 7) and (3, 9) map to (3, 3) and (3, 1) over
Z4 which are modular independent. Hence the vectors (11, 7) and (3, 9) are modu-
lar independent. But 6(11, 7) + 2(3, 9) = (0, 0), and 6(11, 7) = (6, 6) = 2(3, 9) �=
(0, 0). Therefore they are not independent. It is easy to see that (4, 0) and (0, 3) are
independent vectors overZ12. However, (4, 0) and (0, 3)map to (0, 0) and (0, 3) over
Z4 andmap to (1, 0) and (0, 0) overZ3. Therefore, they are notmodular independent.

Returning to the example which began this section, we consider the vectors (2, 0)
and (0, 3) over Z6. These vectors are independent, but they are not modular inde-
pendent. Hence they do not form a basis. However, the vector (2, 3) is both modular
independent and independent over Z6. Hence this single vector is the basis for this
code of length 2.

We shall now show a specific case for generating free Maximum Distance Sep-
arable codes over chain rings. These ideas can be found originally in [6] and then
later in more generality in [7]. Let R be a finite chain ring with the maximal ideal
m = Rγ whose nilpotency index is e. This gives that |R/m| = q = ps , where p is
a prime and s is a positive integer. Let M = {w ∈ Rr | | 〈w〉 | < |R|}. That is, M
consists of vectors in Rr that have no coordinate with a unit in it. Since we are in a
chain ring, we have that each coordinate of w ∈ M is a multiple of γ. This gives that

M = Rr . (2.11)
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We take the standard definition of linear independence. Namely, the vectors
v1, · · · , vn ∈ Rr are linearly independent if

∑
aivi = 0 implies ai = 0 for all i .

Lemma 2.7 Suppose that v1, · · · , vt−1 ∈ Rr are linearly independent. If vt /∈
〈v1, · · · , vt−1, M〉, then v1, · · · , vt−1, vt are linearly independent.

Proof Assume
∑t

i=1 αivi = 0. If αt = 0, then since v1, · · · vt−1 ∈ Rr are linearly
independent, we have that αi = 0 for all i and we have the desired result.

Next assume that αt is a unit. This gives that vt ∈ 〈v1, v2, . . . , vt−1〉 which is a
contradiction.

Finally, assume that αt �= 0 and that αt is not a unit. Then αt = βγ j for some unit
β and positive integer j . Then we have −βγ jvt = ∑t−1

i=1 αivi . Multiply both sides
by γe− j . Then we have 0 = ∑t−1

i=1 γe− jαivi . We know that v1, · · · , vt−1 are linearly
independent, which gives that γe− jαi = 0 for all i . This implies thatαi ∈ 〈γ j 〉, which
gives that

∑t
i=1 αivi ∈ M . This contradicts the assumption. �

Lemma 2.8 Let R be a finite commutative chain ring with |R/m| = q = ps, where
m = 〈γ〉 is the maximal ideal, p is a prime, and s is a positive integer. Let
M = {w ∈ Rr | | 〈w〉 | < |R|}. If v1, · · · , vt ∈ Rr are linearly independent, then
|〈v1, · · · , vt , M〉| = qt (|R|/q)r .

Proof We have that

〈v1, · · · , vt , M〉 = {α1v1 + · · · + αtvt + γw | αi ∈ R,w ∈ Rr }.

Assume
α1v1 + · · · + αtvt + γw1 = β1v1 + · · · + βtvt + γw2

for some w1,w2 ∈ Rr . Then

(α1 − β1)v1 + · · · + (αt − βt )vt + γ(w1 − w2) = 0.

Multiplying both sides by γe−1, we have

γe−1(α1 − β1)v1 + · · · + γe−1(αt − βt )vt = 0.

Since v1, · · · , vt are linearly independent, αi − βi ∈ m, which gives that βi = αi +
γδi for some δi ∈ R for i = 1, · · · , t . Therefore, it suffices to choose representatives
of R/Rγ as coefficients of the vi which counts qt elements. Then, since |M | =
|γRr | = |Rγ|r = (|R|/q)r , the lemma follows. �

We can now imitate the Gilbert-Varshamov construction found in [13, p. 33] to
obtain the following theorem.

Theorem 2.16 Let R be a finite commutative chain ring with |R/m| = q = ps,
wherem = 〈γ〉 is the maximal ideal, p is a prime, and s is a positive integer. Suppose
(n−1
d−2

)
<

qn−k−1
qd−2−1 . Then there exists a free code over R of length n and rank k with

minimum distance d.
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Proof LetM = {w ∈ Rr | | 〈w〉 | < |R|}.To prove the theorem,we construct an (n −
k) by n parity check matrix H with the property that no d − 1 columns are linearly
dependent. Set r = n − k. Thefirst columncanbe anyv1 ∈ Rr , but not inM . Suppose
that we have chosen t − 1 columns v1, · · · , vt−1 ∈ Rr so that no d − 1 columns are
linearly dependent. Suppose there is a column vt /∈ ⋃ 〈

vi1 , · · · , vid−2 , M
〉
, where the

union is taken over all possible choices of d − 2 columns from the t − 1 columns.
Then no d − 1 columns from the t columns v1, · · · , vt are linearly dependent. Such
a vector would exist if |⋃〈vi1 , · · · , vid−2 , M〉| < |R|r . Then for all t ≤ n, we have:

|
⋃ 〈

vi1 , · · · , vid−2 , M
〉 | ≤

(
t − 1

d − 2

)

| 〈v1, · · · , vd−2, M〉 | −
((

t − 1

d − 2

)

− 1

)

|M |

≤
(
n − 1

d − 2

)
{
qd−2(|R|/q)r − (|R|/q)r

} + (|R|/q)r

= (|R|/q)r
((

n − 1

d − 2

)

(qd−2 − 1) + 1

)

< (|R|/q)r (qn−k)

= |R|r .

This gives the result. �

This leads to the following corollary.

Corollary 2.3 Let R be a finite chain ring with the maximal ideal m = Rγ. If
q = |R/m| >

( n−1
n−k−1

)
with n − k − 1 > 0, then there exists a Maximum Distance

Separable code over R of length n containing qn−k+1 elements with minimum dis-
tance n − k + 1.

Proof If d = n − k + 1, then the inequality of Theorem 2.16 becomes
( n−1
n−k−1

)
<

qn−k−1
qn−k−1−1 . Since q <

qn−k−1
qn−k−1−1 ≤ q + 1 for any n and k such that n > k + 1. This gives

the desired result. �
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Chapter 3
MacWilliams Relations

In this chapter, we prove the MacWilliams relations for codes over finite Frobenius
commutative rings. These relations are one of the foundational results of algebraic
coding theory.

3.1 Introduction to the MacWilliams Relations

The MacWilliams relations are one of the most important foundations of algebraic
coding theory. They were first proven by F.J. MacWilliams for codes over fields in
[4, 5]. These relations are able to give the weight enumerator of the orthogonal of a
code from the weight enumerator of a linear code. They have numerous applications
in coding theory and in the connections of coding theory to other branches of mathe-
matics. For example, self-dual codes are codes that are equal to their orthogonals. As
such, their weight enumerators are held invariant by the action of the MacWilliams
relations. This leads to the natural application of invariant theory to the study of self-
dual codes. See Chap.19 of [6] for an early discussion of this application. Numerous
powerful results arose from this connection. See [8] for a detailed description of the
connection between self-dual codes and invariant theory.

The MacWilliams relations are so fundamental to the study of codes that it is our
opinion that an alphabet is an acceptable alphabet for algebraic coding theory if and
only if the alphabet admits MacWilliams relations. In [9], it is shown that the class
of Frobenius rings is the class of finite commutative rings that admit such relations
and this is precisely why we restrict ourselves to this class of rings. It is also possible
to take finite commutative groups as alphabets since there are also MacWilliams
relations for these alphabets. There are other possible alphabets, as well, but in this
text, we shall restrict ourselves to Frobenius rings and commutative groups.

© The Author(s) 2017
S.T. Dougherty, Algebraic Coding Theory Over Finite Commutative Rings,
SpringerBriefs in Mathematics, DOI 10.1007/978-3-319-59806-2_3
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We begin with the standard definition of the complete weight enumerator. We
shall determine MacWilliams relations for this weight enumerator and then use this
to obtain MacWilliams relations for other weight enumerators.

Definition 3.1 Let C be a code over an alphabet A = {a0, a1, . . . , ar−1}. The com-
plete weight enumerator for the code C is defined as:

cweC (xa0 , xa1 , . . . , xar−1) =
∑

c∈C

r−1∏

i=0

xni (c)ai , (3.1)

where there are ni (c) occurrences of ai in the vector c. The symmetrized weight
enumerator of a code C over a group G is given by

sweC(y0, y1, . . . , yr ) =
∑

c∈C
swt (c), (3.2)

where swt (c) = ∏r
i=0 x

βi
i and the elements αi and (αi )

−1 appear βi times in the
vector c. The Hamming weight enumerator is given by

WC(x, y) =
∑

c∈C
xn−wtH (c)ywtH (c) = cweC (x, y, y, . . . , y). (3.3)

For codes over the finite field of order 2, these three weight enumerators coincide.
It was in this form that the MacWilliams relations first appeared in [4, 5]. For the
Hamming weight enumerator, x is often set to 1, and the weight enumerator is
described in terms of y.

Example 3.1 Consider the perfect code given in Example1.3. This code is a binary
code and has weight enumerator

WC(x, y) = x7 + 7x4y3 + 7x3y4 + y7.

3.2 MacWilliams Relations for Codes Over Groups

In this section, we begin in a slightly different setting. Namely, we temporarily leave
the world of codes over rings and move into codes over finite commutative groups.
The reason is that the fundamental structure needed for the MacWilliams relations
is the underlying additive group. Moreover, in some instances, it is useful to study
additive codes. That is we want to study those codes that are simply subgroups of
the underlying group structure, rather than codes that are submodules of Rn . For
example, additive codes over F4 have received a great deal of attention because of
their connection to quantum coding.
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We recall that a character of G is a homomorphism χ : G → C
∗. Let G be a

finite abelian group and fix a duality of G, that is we fix a character table of G. We
have a bijective correspondence between the elements of G and those of Ĝ = {π|π
a character of G}. We note that G and Ĝ are isomorphic as groups. However, this
isomorphism is not canonical. In general, we simply choose an isomorphism and
for each α ∈ G, we denote the corresponding character in Ĝ by χα. Note that this
implies that there would be a different correspondence for a different isomorphism.

In this setting, we say that a code C over G is a subset of Gn . For a code to be
linear, we require only that C be an additive subset of Gn (note that we are referring
to the operation of G as an additive operation). As an example, consider the code
C = {(0, 0), (1, 0), (0, 1), (1, 1)} ⊆ F

2
4. This code is a subgroupof the additive group

of F
2
4, but it is not a vector space since, for example, the vector ω(1, 1) = (ω,ω) is

not in the code. Therefore, the code is not a linear code in the sense of a code over a
ring.

The standard definition of the Euclidean and Hermitian inner-products do not
apply here because we have only one operation. Rather, we introduce a different
inner-product whichwill coincidewith the traditional inner-products in the necessary
cases.

Definition 3.2 For a code C over G, with a given isomorphism between G and Ĝ,
define the orthogonal of C to be

C⊥ = {(g1, g2, . . . , gn)|
i=n∏

i=1

χgi (ci ) = 1,∀(c1, . . . , cn) ∈ C}.

It is imperative to understand that this orthogonal is defined with respect to a
specific duality for the group. If we change the duality then we change the orthogonal
for the code. In fact, a code can be equal to its dual in one duality and not in another.
Despite this very general definition of the orthogonal for codes over groups, forwhich
we shall prove MacWilliams relations, it will turn out that this description leads to
MacWilliams relations for codes over Frobenius rings in a canonical way.

To each element of Ĝn , we associate an element ofGn with the natural correspon-
dence. Since (Ĝ)n = Ĝn , the code C⊥ is associated with the set {χ ∈ Ĝn|χ(c) = 1
for all c ∈ C}. This gives that |C⊥| = |Ĝ|n

|C | = |G|n
|C | and that C = (C⊥)⊥.

For a function f : G → A, where A is a complex algebra, the Fourier Transform
f̂ of f is a function f̂ : Ĝ → A defined by

f̂ (π) =
∑

x∈G
π(x) f (x). (3.4)

The following example shows how the orthogonality relation can change when
the isomorphism between the group and its character group changes. When this is
done the orthogonality relation can change significantly.
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Example 3.2 Consider the character tables given in Example 2.6.

χ1 0 1 ω 1 + ω

0 1 1 1 1
1 1 −1 −1 1
ω 1 −1 1 −1

1 + ω 1 1 −1 −1

χ2 0 1 ω 1 + ω

0 1 1 1 1
1 1 1 −1 −1
ω 1 −1 −1 1

1 + ω 1 −1 1 −1

Note that each row gives the character associated to the element that indexes that
row. Hence there are four characters represented in each table corresponding to the
four elements of the group. For the duality generated by χ1, we have that ω is a
self-orthogonal element. Then the codeC1 = {0,ω} is a linear code over the additive
group of F4 and satisfies C1 = C⊥1

1 with respect to this duality. Note that this code
is not linear over F4 as a field, nor would ω be a self-orthogonal element over the
field. For the duality given by χ2, we have that the codes {0, 1}, {0,ω}, {0, 1 + ω}
are all linear codes over the additive group and satisfy C = C⊥2 . Note that in all of
these cases, the usual MacWilliams relations do not apply since the codes are not
linear over the field F4. For the duality given by χ2, the dual code C

⊥2
1 = {0, 1+ω}.

In this example, the complete weight enumerator of their duals is different. We shall
see that if the codes are in fact linear over the ring, the MacWilliams relations will
give that the weight enumerators of both orthogonals, in this case, would have to be
equal (even if the orthogonals themselves were not equal).

To find MacWilliams relations for these codes, we will need the following two
well known lemmas.

Let H be a subgroup of G and let (Ĝ : H) = {π ∈ Ĝ| π|H = 1}.
Lemma 3.1 (Poisson summation formula) Let G be a finite group and H a sub-
group of G. Let f be a function from G to a complex algebra. For every a ∈ G,

∑

x∈H
f (a + x) = 1

|(Ĝ : H)|
∑

π∈(Ĝ:H)

π(−a) f̂ (π). (3.5)

Lemma 3.2 Suppose fi : G → A are functions, i = 1, 2, . . . , n, and A a complex
algebra. Let f : Gn → A be given by

f (x1, . . . , xn) =
n∏

i=1

fi (xi ). (3.6)

Then f̂ = ∏
f̂i ; i.e. ifπ = (π1, . . . ,πn) in Ĝn = ∏n

i=1 Ĝ, then f̂ (π) = ∏n
i=1 f̂i (πi ).
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Let fi (ci ) = xci and f (x) = ∏n
i=1 fi . Then apply the previous two lemmas,

which gives that for a subgroup H of G,

∑

x∈H
f (x) = 1

|(Ĝ : H)|
∑

π∈(Ĝ:H)

f̂ (π). (3.7)

Then noting that f̂ (π) = ∑
x∈G π(x) f (x) gives that the action of the matrix T on

the weight enumerator gives us the MacWilliams relations, where T is indexed by
the elements of the group and is defined as Tαi ,α j = χαi (α j ). For a vector v we let
T · v = (T vt )t .

For an element a ∈ G, let [a] denote the equivalence class formed under the
relation where a ≡ a′ if and only if a = a′ of a−1 = (a′), where a−1 is the inverse
with respect to the operation of the group. Construct the matrix S indexed by (G/ ≡)

where S[a],[b] = Ta,b + Ta,−b. Let s ′ be the number of equivalence classes. Now we
can state the MacWilliams relations for groups.

Theorem 3.1 Let C be a code over G and let |G| = s, with weight enumerator
cweC(x0, x1, . . . , xs−1). Then, the complete weight enumerator of the orthogonal is
given by

cweC⊥ = 1

|C |cweC(T · (x0, x1, . . . , xs−1)), (3.8)

sweC⊥ = 1

|C | sweC(S · (x0, x1, . . . , xs ′−1)), (3.9)

and

WC⊥ = 1

|C |WC(x + (s − 1)y, x − y). (3.10)

Proof The first equation follows from the discussion above. The second equation fol-
lows easily from specializing the variables. To get the Hamming weight enumerator,
notice that specializing the variables gives

∑

α∈G
χα(β)xβ = x + (

∑

α 
=0

χα(β))y, (3.11)

where 0 is the identity of the group. If β = 0, then
∑

α 
=0 χα(β) = s − 1. If β 
= 0
then

∑
α 
=0 χα(β) = −1. �

We shall now generalize the MacWilliams relations to the g-fold joint weight for
codes over Frobenius rings.

Definition 3.3 Let G be a finite commutative group and let C1, . . . ,Cg be additive
codes overG. The complete joint weight enumerator of genus g for codesC1, . . . ,Cg

of length n is defined as
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JC1,...,Cg
(Xa : a ∈ Gg) =

∑

(c1,...,cg)∈C1×···×Cg

∏

a∈Gg

X
na(c1,...,cg)
a ,

where
cl = (cl1, · · · , cln), 1 ≤ l ≤ g

and
na(c1, · · · , cg) = |{m | (c1m, · · · , cgm) = a, 1 ≤ m ≤ n}|.

Fix a duality T for the group G. The proof of the following is a straightforward
computation similar to the proof for the usual MacWilliams relations.

Corollary 3.1 Let C1, · · · ,Cg be additve codes over a finite group G and let C̃l

denote either Cl or C⊥
l . Then

JC̃1,··· ,C̃g
(Xa) = 1

∏g
l=1 |Cl |δC̃l

· (⊗g
l=1T

δC̃l )JC1,··· ,Cg
(Xa), (3.12)

where

δC̃l
=

{
0 if C̃l = Cl ,

1 if C̃l = C⊥
l .

3.3 MacWilliams Relations for Codes Over Rings

We can now use the results for codes over groups to produce MacWilliams relations
for codes over Frobenius rings.

Lemma 3.3 Let R be a finite commutative Frobenius ring with R̂ = 〈χ〉. Define the
following function F : Rn → R̂n by

F(v) = χv, where χv(w) = χ([v,w]). (3.13)

Proof It is clear that the map is a homomorphism. We have that

ker(F) = {v | χ([v,w]) = 1 for all w ∈ Rn}.

Since ei = (0, 0, . . . , 0, 1, 0, . . . , 0) ∈ Rn , we have that ker(F) is trivial and there-
fore F is an injection. Moreover, |Rn| = |R̂n|, which gives that the map is a bijection
and hence an isomorphism. �

Note that we are heavily using the fact that the ring is Frobenius in the definition
of this map since otherwise we would not have a generating character χ to define it
in this manner.
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Let C be a linear code in Rn . Let C⊥ be the standard orthogonal for a code over
a ring. Let L(C) be the orthogonal for C as a subgroup of the additive group of
Rn with the duality given by the character χ, namely χa(b) = χ(ab). We have
from Lemma3.3 that F(C⊥) = L(C) which together with the group theoretic
MacWilliams relations given in Theorem3.1 gives the following MacWilliams rela-
tions for codes over finite commutative Frobenius rings.

Theorem 3.2 Let C be a linear code over a finite commutative Frobenius ring R.
Define Ta,b = χ(ab), where χ is the generating character associated with R. Let S
be the matrix indexed by the equivalence classes formed by the relation where a ≡ a′
if and only if a = ±a′, and S[a],[b] = Ta,b + Ta,b′ . Then we have the following:

cweC⊥ = 1

|C |cweC(T · (x0, x1, . . . , xs−1)), (3.14)

sweC⊥ = 1

|C | sweC(S · (x0, x1, . . . , xs ′−1)). (3.15)

Note that we are not saying that there is a unique way to express the MacWilliams
relations since it depends on the generating character which is not unique for a given
ring. However, different matrices will still give the same weight enumerator for the
orthogonal.

The following was first proven by F.J. MacWilliams in [4, 5]. There it was proven
for codes over finite fields. Here we can extend the proof to codes over finite com-
mutative Frobenius rings.

Theorem 3.3 Let R be a finite commutative Frobenius ring with |R| = r. Let C be
a linear code over R. Then

WC⊥(x, y) = 1

|C |WC(x + (r − 1)y, x − y). (3.16)

Proof The result follows from Theorem3.2 by taking the matrix T given in that
theorem and by adding all non-zero columns. In the first row, adding all non-zero
columns gives (r − 1) since every element is 1. Then in any other row (since all
non-zero elements have the same Hamming weight), we get −1 when summing the
columns since

∑
b∈R χ(ab) = 0 for all non-zero a ∈ R and χ(a0) = 1.

Hence, the matrix that gives the MacWilliams relations is:

(
1 (r − 1)
1 −1

)
, (3.17)

and this gives the result. �

It is unclear where the next corollary first appeared. It is implicit in [9] but does
not appear there. However, it is one of the most important consequences of the
MacWilliams relations.



36 3 MacWilliams Relations

Corollary 3.2 If C is a linear code over a finite commutative Frobenius ring R, with
|R| = r , then |C ||C⊥| = |Rn|.
Proof Consider Eq.3.16 and set x = 1 and y = 1. Then we have

|C⊥| = 1

|C |r
n (3.18)

which gives |C ||C⊥| = |Rn|. �

One of the main uses of this corollary is that if we have a self-orthogonal code C
with |C | = √|Rn|, then C is self-dual. This corollary can also be used as a tool to
showa ring is not Frobenius.Namely, if a ring has an ideal awhere its orthogonal does
not have cardinality |R|

|a| , then the ring is not Frobenius. We shall show an example
where this fails when the ring is not Frobenius.

Example 3.3 Let R = F2[x, y]/(x2, y2, xy). We can write the elements of R as
R = {0, 1, x, y, 1 + x, 1 + y, x + y, 1 + x + y}.

The maximal ideal is m = {0, x, y, x + y}. Hence, this ideal is a code of length
1. Its orthogonal ism⊥ = m = {0, x, y, x + y}. This gives thatm is a self-dual code
of length 1. However |m||m⊥| = 16 
= |R| = 8. This implies that there cannot be
MacWilliams relations for this ring, since if there were then |C ||C⊥| would have to
be |R|n.

The MacWilliams relations are an extremely powerful tool. We shall exhibit one
of their classical applications.

Example 3.4 Consider the Hamming codes H(2, r) given in Example 1.7. The
orthogonal to this code has dimension r and length 2r − 1. Since every possible
non-zero column is represented in the generator matrix, then the sum of any subset
of rows produces a vector with weight 2r−1. This gives that the weight enumerator
of H(2, r)⊥ is

WH(2,r)⊥ = x2
r−1 + x2

r−1−1y2
r−1
.

Then applying the MacWilliams relations gives the weight enumerator of the binary
Hamming codes. Namely,

WH(2,r) = (x + y)2
r−1 + (x + y)2

r−1−1(x − y)2
r−1
.

Corollary 3.3 Let T be the matrix that gives the MacWilliams relations for a finite
commutative Frobenius ring R with |R| = r . Then T 2 = rM where M is a monomial
matrix corresponding to a permutation of the elements of R.

Proof For any linear code C we have that (C⊥)⊥ = C. This gives that applying
the MacWilliams relations twice will result in the weight enumerator of the original
code. This implies that ( 1√

r
T )( 1√

r
T )must be a monomial matrix. The result follows.
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Example 3.5 For Z4, the matrix T which gives the MacWilliams relations is:

⎛

⎜⎜⎝

1 1 1 1
1 i −1 −i
1 −1 1 −1
1 −i −1 i

⎞

⎟⎟⎠ . (3.19)

Then we have

T 2 = 4

⎛

⎜⎜⎝

1 0 0 0
0 0 0 1
0 0 1 0
0 1 0 0

⎞

⎟⎟⎠ . (3.20)

MacWilliams relations for non-Hamming weight enumerators can also be found.
See [2] for the MacWilliams relations for the Rosenbloom-Tsfasman metric.

3.4 A Practical Guide to the MacWilliams Relations

We shall now show how to construct MacWilliams relations for specific rings. As
usual with commutative rings and coding theory, one of the most powerful tools is
the application of the Chinese Remainder Theorem.

Theorem 3.4 Let R be a finite commutative Frobenius ring with
R = CRT (R1, R2, . . . , Rs), where each Ri is a local ring. Let χRi be the generating
character for Ri . Then the character χ for R defined by

χ(a) =
∏

χRi (ai ), (3.21)

where a = CRT (a1, a2, . . . , as), is a generating character for R.

Proof If χ were not a generating character, then by Theorem2.4, it would be trivial
on an ideal of R. Then there would be an i such that χRi is trivial on an ideal of Ri ,
contradicting that χRi is a generating character. Hence, χ is a generating character.�

This theorem allows us to focus on local rings since we know that any finite
commutative ring is isomorphic via the Chinese Remainder Theorem to a product of
local rings. With this in mind, let R be a finite local commutative Frobenius ring with
maximal ideal m. Then it follows that m⊥ is the unique minimal ideal of R where m
is the unique maximal ideal.

Lemma 3.4 Let R be a finite local commutative Frobenius ring with maximal ideal
m. If χ is a character of R that is not trivial onm⊥, then χ is a generating character
for R̂.
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Proof Weknow thatm⊥ is the uniqueminimal ideal. Thismeans thatm⊥ is contained
in every non-trivial ideal of R. Hence if χ is non-trivial on m⊥, then it is non-trivial
on every ideal of R. This gives that it is a generating character. �

Lemma3.4 gives an easy way to find a generating character for any finite local
commutative Frobenius ring. Namely, we simply find a character that is not trivial
on the unique minimal ideal.

This lemma tells us a lot more about the MacWilliams relations for codes over
rings. Namely, there is not a unique way to give the matrix T for a specific Frobenius
ring. Rather the MacWilliams relations apply to any linear code over the ring but the
matrix T depends on the choice of the generating character which as we see from
the previous lemma is not necessarily unique. However, there is still only one matrix
that applies the MacWilliams relations for the Hamming weight enumerator. That is,
every possible matrix T still collapses to the same matrix for the Hamming weight
enumerator.

We shall give some examples of the matrix T , which gives the MacWilliams
relations for various rings.

• Consider the ring Zn . The classical Chinese Remainder Theorem gives that Zn
∼=

Zp
e1
1

× Zp
e2
2

× · · ·× Zpess , where the pi are distinct primes. The ring Zp
ei
i
is a local

ring with maximal ideal 〈pi 〉 and minimal ideal 〈pei−1
i 〉. Let χZ

p
ei
i

(a) = ηa
i , where

ηi is a primitive peii -th root of unity. Then η
pe−1
i

i 
= 1 and so χZ
p
ei
i

is non-trivial on

the minimal ideal and therefore is a generating character. Then χZn = ∏
χZ

p
ei
i

,

which is realized as χZn (a) = ηa where η is a primitive n-th root of unity.
• Consider the Galois ring Zpe [x]/〈q(x)〉, where q(x) is an irreducible polynomial
over Zpe of degree k and p is a prime. Here any element is of the form a0 + a1x +
· · · + ak−1xk−1. Then

χ(a0 + a1x + · · · + ae−1x
e−1) = ξ

∑
ai

pe (3.22)

is a generating character for ̂Zpe [x]/〈q(x)〉 where ξpe is a primitive pe-th root of
unity. Of course, when e = 1 this gives us the class of finite fields.

• Consider the rings Rk = F2[u1, u2, . . . , uk], where u2i = 0 and ui j j = u jui for
all i , j . Then for A ⊆ {1, 2, . . . , k} we denote uA = ∏

i∈A ui and each element
can be written as

∑
A⊂P({1,2,...,k}) αAuA, where αA ∈ F2. Then

χ

⎛

⎝
∑

A⊆P({1,2,...,k})
αAuA

⎞

⎠ = −1
∑

αA (3.23)

is a generating character for R̂k .
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• Let R be a finite chain ring with maximal ideal 〈γ〉 where R/〈γ〉 is isomorphic to
Fq . Let χq be the generating character for Fq .We have that 〈γe−1〉 is the minimal
ideal. Then let χ be defined by

χ(a0 + a1γ + · · · + ae−1γ
e−1) =

∏
χq(ai ). (3.24)

It follows that χ is not minimal on 〈γe−1〉 and therefore χ is a generating character
for R̂.

In general, we are interested in determining the generating character of local rings,
since by using Theorem3.4, we can then determine the MacWilliams relations for
any finite Frobenius commutative ring. In [7], it is shown that the smallest local
Frobenius ring that is not a chain ring has order 16. Hence, the previous discussion
gives theMacWilliams relations for all rings of order less than 16. Additionally in [7],
the local Frobenius rings of order 16 were classified. In [1], the generating character
for all of these rings is given. We give them in Table3.1. In the table, η = e

2πi
8 and

ζ = e
2πi
16 .

Table 3.1 Generating characters for local Frobenius rings of order 16

Ring Additive structure Generating character

F16 ∼= F2[x]
〈x4+x+1〉 Z2 × Z2 × Z2 × Z2 χ(a + bx + cx2 + dx3) = (−1)a+b+c+d

F2[x]
〈x4〉 Z2 × Z2 × Z2 × Z2 χ(a + bx + cx2 + dx3) = (−1)a+b+c+d

F4[x]
〈x2〉 ∼= F2[u,v]

〈u2+u+1,v2〉 Z2 × Z2 × Z2 × Z2 χ(a + bu + cv + duv) = (−1)a+b+c+d

F2[u,v]
〈u2,v2〉 Z2 × Z2 × Z2 × Z2 χ(a + bu + cv + duv) = (−1)a+b+c+d

F2[u,v]
〈u2+v2,uv〉 Z2 × Z2 × Z2 × Z2 χ(a + bu + cv + du2) = (−1)a+b+c+d

GR(22, 2) ∼= Z4[x]
〈x2+x+1〉 Z4 × Z4 χ(a + bx) = ia+b

Z4[x]
〈x2−2〉 Z4 × Z4 χ(a + bx) = ia+b

Z4[x]
〈x2−2x−2〉 Z4 × Z4 χ(a + bx) = ia+b

Z4[x]
〈x2〉 Z4 × Z4 χ(a + bx) = ia+b

Z4[x]
〈x2−2x〉 Z4 × Z4 χ(a + bx) = ia+b

Z4[x]
〈x3−2,2x〉 Z4 × Z2 × Z2 χ(a + bx + cx2) = ia(−1)b+c = ia+2b+2c

Z4[x,y]
〈x2,xy−2,y2,2x,2y〉 Z4 × Z2 × Z2 χ(a + bx + cy) = ia(−1)b+c = ia+2b+2c

Z4[x,y]
〈x2−2,xy−2,y2,2x,2y〉 Z4 × Z2 × Z2 χ(a + bx + cy) = ia(−1)b+c = ia+2b+2c

Z8[x,y]
〈x2−4,2x〉 Z8 × Z2 χ(a + bx) = ηa(−1)b = ηa+4b

Z16 Z16 χ(a) = ζa
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Chapter 4
Families of Rings

The study of codes over rings began in earnest with studying codes over the ring Z4

in [20, 21]. The central result of this work was that certain non-linear binary codes
could be viewed as linear codes overZ4 via a non-linear Graymap φ. It was primarily
this result which started an intense study of codes over rings, especially codes where
there exists a Gray map from the ring to the Hamming space. Generally, the rings
that were first studied were the integer modular rings and rings which were similar
to those such as chain rings and principal ideal rings. Certain applications, like the
connection to unimodular lattices, caused other rings to become of interest to coding
theorists. For example, the ring Z2k has a natural connection to real lattices, and the
ring F2 + uF2 has a connection to complex lattices. In this chapter, we shall study
families of rings that are of particular interest to coding theorists and, in many cases,
an associated Gray map with these families. Throughout this work, we shall say that
a map is a Gray map if it is a distance preserving map to F

N
2 for some N . Often,

the distance in the ring is the induced distance given by the Hamming distance in
F
N
2 . The map is then distance preserving by definition. The primary benefit of this

situation is that we are largely concerned with the code that is the image under the
Gray map. In this way, if the distance defined in this manner is non-canonical, it is
not a concern.

4.1 Rings of Order 4

The first rings that were studied heavily in coding theory were the commutative
rings of order 4. There are four commutative rings of order 4. We shall use the names
associated with them in the coding theory literature to be consistent with the existing
literature. These rings are Z4, F2[u]/〈u2〉, F2[v]/〈v2 + v〉, and F4 = F2[ω]/〈ω2 +
ω + 1〉. In the literature, F2[u]/〈u2〉 is usually called F2 + uF2 and F2[v]/〈v2 + v〉 is
called F2 +vF2. Each of these rings has a Gray map associated with it, where a Gray
map is a distance preserving map to the binary Hamming space. For Z4, we write
each element as a + b2, with a, b,∈ F2 and define the Gray map φ4 : Z4 → F

2
2 as
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φ4(a + b2) = (b, b + a). Likewise for F2 + uF2, we write each element as a + bu
and define the Gray map φu : F2 + uF2 → F

2
2 as φu(a + b2) = (b, b + a). These

two maps are similar but there is a significant difference. Namely, for Z4 the map is
non-linear, but for F2+uF2 the map is linear. The ring F2+vF2 is isomorphic via the
Chinese Remainder Theorem to F2

2. Specifically, a + bv = (a + b)v + a(v + 1) and
we define the Gray map as φv(a + bv) = (a, a + b). This map is linear as well, as it
is the inverse of the canonical isomorphism from the Chinese Remainder Theorem.
Finally, for the field of order 4, the standard projection is the corresponding map. We
define φω(a + bω) = (a, b). These maps are realized in the following table:

F
2
2 Z4 F2 + uF2 F2 + vF2 F4

00 0 0 0 0
01 1 1 v ω

11 2 u 1 1 + ω

10 3 1 + u 1 + v 1

These maps are extended in the natural way to be a map from Rn to F
2n
2 . This

allows us to examine binary codes which are the images of linear codes over these
rings. For the ring Z4, we obtain binary codes which may not be linear but which do
have a group structure inherited from the group structure of the code inZn

4. Given the
results in [5], it seems that this should have been noticed earlier. The primary result
which makes the Gray map for Z4 so interesting is that certain non-linear binary
codes can behave like linear codes with respect to the all important MacWilliams
relations. Guided by this, we make the following definition.

Definition 4.1 Let R be a finite commutative Frobenius ring and let φ : R → F
s
2 be

a Gray map.We define the Lee weight of an element a ∈ R aswtL(a) = wtH (φ(a)).

For example, the elements 1 and 3 in Z4 have Lee weight 1, and the element 2
has Lee weight 2. This definition allows us to define the Lee weight enumerator as
follows.

Definition 4.2 Let C be a code over a finite commutative Frobenius ring with an
associated Gray map. Then

LC(x, y) =
∑

c∈C
xN−wtL (c)ywtL (c), (4.1)

where N is the length of φ(C).

Note that the Lee weight enumerator of a code C is identical to the Hamming
weight enumerator of its imageunder theGraymap.That is, LC (x, y) = Wφ(C)(x, y).

In [20, 21], the authors prove and make substantial use of the following theorem.

Theorem 4.1 Let C be a linear code over Z4. Then

LC⊥(x, y) = 1

|C | LC(x + y, x − y). (4.2)
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In other words, the Lee weight enumerator for linear codes over Z4 follows the
same MacWilliams relations as a binary linear code even though its image may not
be a linear code. The sameMacWilliams relations will hold for codes over F2 +uF2,
which we will prove later for the family of codes that generalizes this ring.

We have already defined the Hamming and Lee weights for codes over rings of
order 4. There are two additional weights we shall consider. The first is the Euclidean
weight which is defined on Z4 and F2 + uF2. The weights are 0, 1, 4, 1 for 0, 1, 2, 3
and 0, 1, u, 1+u respectively. For the ring F2+vF2 the Bachoc weights are 0, 2, 1, 2
for 0, v, 1, 1+v respectively. TheEuclidean andBachocweights are derived from the
corresponding weight related to the corresponding weights in the lattices constructed
from these codes, see [1, 2, 9]. The minimum distance of the code with respect to
these weights are denoted by dH (C), dL(C), dE (C) and dB(C).

Recall that the rank of a linear code C , denoted by rank(C), is the minimum
number of generators of C and the free rank denoted by f-rank(C) is the maximum
of the ranks of R-free submodules of C . The code is said to be free when the free
rank and the rank coincide. The cardinality of a linear code over a ring of order 4 is
4f-rank(C)2rank(C)−f-rank(C).

We know that any binary code C satisfies dH (C) ≤ n − log2 |C | + 1. This gives
the following theorem which first appeared in [13].

Theorem 4.2 Let C be a possibly non-linear code of length n over a commutative
ring of order 4 and minimum Lee distance dL . Then

dL ≤ 2n − log2 |C | + 1. (4.3)

If we let k1 be f-rank(C) and k2 = f-rank(C) − rank(C), then for a linear code
we can rewrite Eq.4.3 as

dL − 1

2
≤ n − k1 − k2

2
. (4.4)

A code that meets this bound is known as a Maximum Lee Distance Separable
(MLDS) code. It is immediate that the image of anMLDS code is a binaryMDS code.
It is well known that for binary codes the only MDS codes are 〈j〉 with parameters
[n, 1, n], 〈j〉⊥ with parameters [n, n− 1, 2], and Fn

2 with parameters [n, n, 1], where
j denotes the all-one vector. Therefore, the only MLDS codes are the preimages of
these codes under the Gray map.

We shall now describe a general approach to Singleton type bounds for codes over
rings of order 4, which first appeared in [13].

Lemma 4.1 Let C be a linear code of length n over a commutative ring of order 4.
Then

rank(C) + f-rank(C⊥) = n. (4.5)

Proof For the finite field, the result is trivial. For Z4 and F2 + uF2, the rings are
chain rings, and it follows from Theorem 3.1 in [22]. For the ring F2 + vF2, the
result follows from the fact that the ring is isomorphic to F2 × F2 via the Chinese
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Remainder Theorem. Therefore, ifC is a code over this ring thenC = CRT (C1,C2)

and C⊥ = CRT (C⊥
1 ,C⊥

2 ). Then we have that rank(C) = max{dim(C1), dim(C2)}
and f-rank(C) = min{dim(C1), dim(C2)}, which gives the result. �

Let R be a commutative ring of order 4 and let D be a submodule of Rn . Let M ⊆
{1, 2, . . . , n}. Let D(M) = {x ∈ D | supp(x) ⊆ M} and let D∗ = HomR(D, R).

It is immediate that D(M) = D ∩ Rn(M) is a submodule of Rn and |Rn(M)| =
4|M |. There exists an isomorphism which gives D∗ ∼= D and there is an R-
homomorphism g : Rn −→ D∗ defined by

g(y) = (ŷ : x �→ [x, y]).

The map g is surjective since R is Frobenius, (see [26] for details). Since R is a
commutative Frobenius ring, we have the following basic exact sequence (see [29]).
Let C be a code of length n over R and M ⊆ {1, 2, . . . , n} = N . Then there is an
exact sequence of R-modules:

0 −→ C⊥(M)
inc−→ Rn(M)

g−→ C∗ res−→ C(N − M)∗ −→ 0. (4.6)

Here the inc denotes the inclusion map and res denotes the restriction map.
Define nr (x) to be nr (x) := |{i | xi = r}|. Let ar , r ∈ R − {0}, be positive

integers, set a0 = 0, and let w(x) := ∑
r∈R arnr (x). When ar = 1, this is the

Hamming weight.
Let A := max{ar | r ∈ R}. If R = Z4 = {0, 1, 2, 3}, then setting a1 = a3 = 1

and a2 = 2 yields the Lee weight, while setting a1 = a3 = 1 and a2 = 4 yields the
Euclidean weight, and if R = F2 + vF2 = {0, 1, v, 1 + v}, then setting a1 = 1 and
av = a1+v = 2 yields the Bachoc weight.

Let G be a general weight and let dG be dG := min{w(x) | x ∈ C − {0} }. That
is dG is the minimum weight with respect to that weight.

We note that w(x) ≤ A|supp(x)|.
This takes us to our main general bound.

Theorem 4.3 Let R be a commutative ring of order 4 and let C be a linear code of
length n over R with minimum weight dG and maximum ar -value A. Then

⌊
dG − 1

A

⌋
≤ n − rank(C). (4.7)

Proof In the above exact sequence, replace C with C⊥. This gives the following
exact sequence:

0 −→ C(M)
inc−→ Rn(M)

g−→ (C⊥)∗ res−→ C⊥(N − M)∗ −→ 0. (4.8)

Apply the duality functor ∗ = HomR(−, R) and let M ⊆ N such that
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|M | =
⌊
dG − 1

A

⌋
.

Since C(M)∗ = 0 and V (M)∗ ∼= Rn(M), the exact sequence in Eq. (4.8) gives the
following short exact sequence:

0 −→ C⊥(N − M) −→ C⊥ −→ V (M) −→ 0.

Since V (M) ∼= R|M | is a projective module, the above short exact sequence is split,
namely

C⊥ ∼= C⊥(N − M) ⊕ Rn(M).

Therefore we have

f-rank(C⊥) ≥ f-rank(Rn(M)) = |M | =
⌊
dG − 1

A

⌋
.

Hence the theorem follows from Lemma4.1. �

This leads naturally to the following corollary given the maximum value for each
weight.

Corollary 4.1 Let R be a commutative ring of order 4 and let C be a linear code
of length n over R with minimum Hamming weight dH , minimum Lee weight dL ,
minimum Euclidean weight dE , and minimum Bachoc weight dB. Then we have

⌊
dL − 1

2

⌋
≤ n − rank(C), (4.9)

⌊
dE − 1

4

⌋
≤ n − rank(C), (4.10)

⌊
dB − 1

2

⌋
≤ n − rank(C), (4.11)

and
dH − 1 ≤ n − rank(C). (4.12)

We generalize the definition to MDS codes to the following. Let R be a commu-
tative ring of order 4 and let C be a linear code over R.

• A code over R meeting bound (4.9) is a Maximum Lee Distance with respect to
Rank (MLDR) Code.

• A code over R meeting bound (4.10) is a Maximum Euclidean Distance with
respect to Rank (MEDR) Code.
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• A code over R meeting bound (4.11) is a Maximum Bachoc Distance with respect
to Rank (MBDR) Code.

• A code over R meeting bound (4.12) is a Maximum Hamming Distance with
respect to Rank (MHDR) Code.

4.2 Ranks and Kernels of Quaternary Codes

Binary codes, which are the images of linear codes, are not necessarily linear; how-
ever, these codes do have some natural structure. In [6, 28], it was shown that a
translation invariant propelinear binary code with a commutative group structure
must be isomorphic to Z

α
4 × Z

β

2 for some α, β. In fact, it was stated in [6], that the
class of additive binary codes considered in that paper coincides with class of addi-
tive propelinear codes investigated by Rifà and Pujol in [28]. It is possible that there
is also a non-commutative group structure to the translation invariant propelinear
code, in which case the structure comes from the quaternion group of order 8, see
[28]. The theory for the case when the code is not translation invariant has not yet
been developed. However, the following theory applies to arbitrary binary codes so
no assumption is made about the structure of the possibly non-linear binary code. To
understand this structure, we define the kernel and rank of a binary code. In general,
we are concerned with these codes when the binary code is the image of a code under
the Gray map, but they apply universally. When the code is the image of a quaternary
code we also define quaternary codes associated with these binary codes. We follow
the notation given in [7]. We begin with the definition of the kernel of a code which
first appears in [3].

Definition 4.3 Let C be a binary code, then ker(C) = {v ∈ C | v + C = C}. If
D is a quaternary code, then its kernel is defined to be K(D) = {v ∈ D | φ4(v) ∈
ker(φ4(D))}.

We now examine the code formed by taking the minimal linear code containing
the binary code C and the quaternary code which is the preimage of the code.

Definition 4.4 Let C be a binary code. Let rank(C) = dim(〈C〉). Let D be a
quaternary code. We letR(D) = {v | φ4(v) ∈ 〈φ4(D)〉}.

The following results appear first in [25].

Theorem 4.4 Let C be a binary code containing the all zero vector. Then ker(C) is
the intersection of all maximal linear subspaces of C.

Proof Let C be a binary code containing the all zero vector. If v ∈ ker(C), then
v+0 ∈ C so ker(C) ⊆ C . Next, if v,w ∈ ker(C), then v+(w+C) = v+C = C and
so ker(C) is a linear code. Therefore we have that ker(C) is a linear code contained
in C .
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Let D be a maximal linear subspace of C and let v ∈ ker(C). Then 〈D, v〉 is
linear by definition and contained in C since v + D ⊆ C . Since D is maximal we
have that 〈D, v〉 = D and therefore v ∈ D. This gives that ker(C) ⊆ D and that
ker(C) is contained in the intersection of all maximal linear subspaces of C .

Next, assume v is in the intersection of all maximal linear subspaces of C and let
w ∈ C . Since {0,w} is a linear subspace of C it is contained in a maximal linear
subspace D. Then v ∈ D and so v + w ∈ D ⊆ C . This gives that v ∈ ker(C) since
v+w ∈ C for allw ∈ C . Therefore, the intersection of all maximal linear subspaces
of C is contained in ker(C) and hence the two sets are equal. �

This theorem leads naturally to the following corollary, which was first proved
in [3].

Corollary 4.2 Let C be a binary code containing the all zero vector. Then C is the
union of disjoint cosets of the kernel.

Proof Let C be a binary code. We know that ker(C) is a linear subspace of C .
Then noting that if v ∈ ker(C) and w ∈ C , we have that v + w ∈ C . We see that
w + ker(C) ⊆ C for all w ∈ C which gives the result. �

We note that the binary codes we are most interested in are the image of linear
quaternary codes under the Graymap. Therefore, the assumption that the binary code
contains the all zero vector is not much of a restriction since the image of a linear
quaternary code always contains the all zero vector. We required this restriction to
ensure that the kernel be contained in the code.

For vectors v,w ∈ Z
n
4, define v ∗ w = (v1w1, v2w2, . . . , vnwn). Namely it is the

componentwise product of the two vectors. The following lemma can be proved by
simply evaluating the possible cases for the elements of Z4. It appears first in [20].

Lemma 4.2 Let v,w be vectors in Zn
4 . Then

φ4(v + w) = φ4(v) + φ4(w) + φ4(2v ∗ w). (4.13)

The following lemma appears in [17, 18].

Lemma 4.3 Let C be a linear quaternary code and let v ∈ C. Then v ∈ K(C) if
and only if 2v ∗ w ∈ C for all w ∈ C.

Proof Assume v ∈ K(C), then φ4(v) + φ4(w) ∈ φ4(C) for all w ∈ C . Since
v+w ∈ C it is linear and therefore φ4(v+w) ∈ φ(C). This gives that φ4(v+w) −
φ4(v) − φ4(w) = φ4(2v ∗ w) ∈ φ4(C) which gives that 2v ∗ w ∈ C .

If v ∈ C and 2v ∗ w ∈ C for all w ∈ C , then φ4(v + w) − φ4(2v ∗ w) =
φ4(v) + φ4(w) ∈ φ4(C) and v ∈ K(C). �

The following lemma first appears in [17, 18].
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Lemma 4.4 Let C be a linear quaternary code. Then K(C) and R(C) are linear
codes.

Proof Assume v,w ∈ K(C). This imples that φ4(v) + φ4(w) ∈ ker(φ4(C)). By
Lemma4.3, we have 2v ∗ w ∈ C . This implies that φ4(v + w) = φ4(2v ∗ w) +
φ4(v) + φ4(w) ∈ ker(φ4(C)). Then we have that v + w ∈ K(C). Therefore, K(C)

is a linear code.
For the second statement, notice that ker(〈φ4(C)〉) = 〈φ4(C)〉 since 〈φ4(C)〉 is a

linear code. Therefore, R(C) = K(R(C)) and hence is a linear code. �

The previous lemmas give the following.

Theorem 4.5 Let C be a linear quaternary code. Then K(C) and R(C) are linear
codes and

K(C) ⊆ C ⊆ R(C). (4.14)

In [7], it is shown that for cyclic quaternary codes bothK(C) andR(C) are cyclic
codes as well.

The code φ4(C) is then a possibly non-linear code which sits between two linear
codes. The kernel, in some sense, indicates how non-linear the code is. That is, a very
small kernel means that the code is highly non-linear where a large kernel indicates
that the code is not that far from linearity.

4.3 X-rings

We have seen that there are 4 commutative Frobenius rings of order 4. As a next
step, the Frobenius rings of order 16 were studied. There are twelve local Frobenius
non-chain rings of order 16, (see [27] for a description of these rings). These rings
all have a maximal ideal that can be written asm = 〈u, v〉 for some pair of elements
u, v. This ideal has 8 elements and the minimal ideal m⊥ consists of two elements 0
and w for some element w. The remaining ideals are of size 4 and are 〈u〉, 〈v〉, and
〈u + v〉. It follows that the Jacobson radical is m and the socle is m⊥.

This structure allows for all elements in these local rings to be written as a +
bu+ cv +dw, where a, b, c, d ∈ F2. Note that we are not assuming that the ring has
characteristic 2. For example, we can have the ring Z4[x]/〈x2〉. Then the maximal
ideal is m = 〈2, x〉, the minimal ideal is 〈2x〉, and the characteristic of the ring is 4.

Given the form of these rings, the Gray map, as described for Z4 and F2 + uF2,
can be applied recursively to obtain a Gray map for all of these rings, namely φ16 :
R → F

4
2 by

φ16(a + bu + cv + dw) = (d, c + d, b + d, a + b + c + d), (4.15)

where a, b, c, d ∈ {0, 1}.



4.3 X -rings 49

The form of these rings prompted the following definition first made in [12].
Specifically, we want a family of rings with a common structure and a canonical
Gray map which allows us to generalize the results about codes over rings of order
4 and 16.

Definition 4.5 A ring R is an X -ring if it is a finite commutative Frobenius local
ring with maximal ideal m = 〈u1, u2, . . . , uk〉 such that |R| = 22

k
and |m| = |R|

2 ,

where uA = ∏
i∈A ui �= 0 for all A ⊆ {1, 2, . . . , k}.

Note that in the 12 rings of order 16 it is possible that uv = 0. For X -rings we
are assuming that this is not possible. Let A be a subset of {1, 2, . . . , k} and let
uA = ∏

i∈A ui . It is clear that any element of an X -ring can be written in the form

∑

A⊆P({1,2,...,k})
αAuA,

where αA ∈ F2.

Lemma 4.5 An element
∑

A⊆P({1,2,...,k}) αAuA in an X-ring R is a unit if and only
if α∅ = 1.

Proof The result follows from the fact that m has 2 cosets in R and that uA ∈ m
whenever A is non-empty. �
Example 4.1 We shall give two examples of X -rings. The first example is the
ring Z2s [x]/〈xt 〉, which has characteristic 2s , where s = 2l and l ≥ 0, t =
2k−l . It has maximal ideal m = 〈2, 4, 16, . . . , 22l−1

, x, x2, x4, . . . , x2
k−l−1〉 and

Soc(Z2s [x]/〈xt 〉) = 〈22l−1x2
k−l−1〉. The second example is the ring Z2s [x]/〈xt −

2r xm〉 which has characteristic 2s where s = 2l , l ≥ 0, t = 2k−l, m < t,
r ≥ 0. It has maximal ideal m = 〈2, 4, 16, . . . , 22l−1

, x, x2, x4, . . . , x2
k−l−1〉 and

Soc(Z2s/〈xt − 2r xm〉) = 〈22l−1x2
k−l−1〉.

We define a Gray map for X -rings of order 22
k
recursively. Let φ1 be the map

defined on a ring of order 4. That is φ1(a + bu1) = (b, a + b). Take an element c
written as c = c1 + uic2, where c1 and c2 are elements of the X -ring of order 22

i−1
.

Define
φi (c) = (φi−1(c2), φi−1(c1) + φi−1(c2)). (4.16)

Then extend the map coordinatewise to Rn .
We shall define another Gray map also defined for X -rings. This map will turn

out to be conjugate to the previously defined Gray map. We keep two maps because
often it is much easier to find results using one of the maps as opposed to the other.

Let R be an X -ring with |R| = 22
k
, m = 〈u1, u2, . . . , uk〉. We define the map

ψk : R → F
2k
2 . View R as a vector space over F2 with basis {uA : A ⊆ {1, 2, . . . , k}}

where uA = ∏
i∈A ui . Define ψk(uA) = (cB) where

(cB) =
{
1 B ⊆ A
0 otherwise.
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Extend ψk linearly to be defined over the entire ring R. Specifically,

ψk(uA + uB) = ψk(uA) + ψk(uB). (4.17)

As an example, if k = 3, the subsets are ordered as

∅, {1}, {2}, {3}, {1, 2}, {1, 3}, {2, 3}, {1, 2, 3}.

This gives that ψk(u1u2) = (
1 1 1 0 1 0 0 0

)
and ψk(u2) = (

1 0 1 0 0 0 0 0
)
.

Then by linearity, we have ψk(u2 + u1u2) = (
0 1 0 0 1 0 0 0

)
.

It follows from the definition, that the weight of the image an element c ∈ R,
ψk(c), is odd if and only if c is a unit. Moreover, we have that ψk(ui ) has weight 2
for all i , 1 ≤ i ≤ k. The following lemma appears in [12].

Lemma 4.6 The map ψk is conjugate to φk by the permutation

(1, 2k)(2, 2k − 1)(3, 2k − 2) . . . (2k−1, 2k−1 + 1) =
2k−1∏

i=1

(i, 2k + 1 − i).

Proof For k = 2, it is a simple computation to show that they are conjugate via the
permutation (1, 4)(2, 3). Then the recursion gives the rest. �

The following theorem is easily proven from the definition of the maps.

Theorem 4.6 Let R be an X-ring. The Gray maps φk and ψk are linear if and only
if char(R) = 2.

We shall now give three important families of X -rings. These three rings are of
particular importance as X -rings since for these rings we have φk(C⊥) = φk(C)⊥.
We shall prove this result later. This result is not true for all X -rings and we shall
give examples of this as well.

• The first family of rings is denoted by Rk and has characteristic 2. These rings
have been studied extensively in [14–16, 24]. Define the rings as

Rk = F2[u1, u2, . . . , uk]/〈ui 2, uiu j − u jui 〉. (4.18)

These rings are not chain rings when k > 1 and they have characteristic 2. The
maximal ideal for the ring Rk is m = 〈u1, u2, . . . , uk〉. The socle for the ring Rk

is Soc(Rk) = 〈u1u2 · · · uk〉. We have that |Rk | = 22
k
.

• The second family of rings is denoted by Sk and has characteristic 4. The ring S1
was first studied in [27]. Define the rings as

Sk = Z4[u1, u2, . . . , uk]/〈u21−2u1, u
2
2−2u2, . . . , u

2
k−2uk, uiu j−u jui 〉. (4.19)

The maximal ideal for the ring Sk is 〈2, u1, u2, . . . , uk〉. The socle for the ring Sk
is Soc(Sk) = 〈2u1u2 · · · uk〉. We have that |Sk | = 42

k
.
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• The third family of rings is denoted by Tk and has characteristic 4. The ring T1
was first studied in [27].

Tk = Z4[u1, u2, . . . , uk]/〈u21 − 2, u22 − 2, . . . , u2k − 2, uiu j − u jui 〉. (4.20)

The maximal ideal for the ring Tk is 〈2, u1, u2, . . . , uk〉. The socle for the ring Tk
is 〈2u1u2 · · · uk〉. We have that |Tk | = 42

k
.

The rings Rk , Sk, and Tk are all X -rings. Therefore, they have the already defined
Gray map. However, for Sk and Tk there are k + 1 generators of the maximal
ideal, not k as the notation may seem to indicate. Namely, the generators are
2, u1, u2, . . . , uk . Hence we shall use ψk for these rings to denote the Gray map
defined by recursion on the ui , which maps to Z

2k
4 , and reserve φk+1 for the full

Gray map to F
2k+1

2 .

The following results were first shown in [11].

Lemma 4.7 Let C be a code over Rk, Sk or Tk and letψk be its corresponding Gray
map to Z2kn

4 . Then ψk(C⊥) = ψk(C)⊥.

Proof We shall prove the theorem by induction for Tk ; the proofs for Rk and Sk are
similar. If k = 1, we shall show that the Gray images of orthogonal vectors in S1
are orthogonal in Z4. Let v1 + u1w1 and v2 + u1w2 be two orthogonal vectors in S1,
where vi ,wi„ are vectors in Zn

4. This gives

[v1 + u1w1, v2 + u1w2] = [v1, v2] + 2[w1,w2] + [v1,w2] + [v2,w1] = 0.

The images of the vectors have the following inner-product:

[ψ1(v1 + u1w1), ψ1(v2 + u1w2)] = [(w1, v1 + w1), (w2, v1 + w2)]
= [w1,w2] + [v1, v2] + [v1,w2] + [w1, v2] + [w1,w2]
= 0.

This gives that φ1(C⊥) ⊆ φ1(C)⊥. The fact that φ1 is a bijection gives the equality
of the two sets.

Next, let v1 + ukw1 and v2 + ukw2 be two orthogonal vectors in Tk−1, where
vi ,wi are vectors in T n

k−1. This gives

[v1 + ukw1, v2 + ukw2] = [v1, v2] + 2[w1,w2] + [v1,w2] + [v2,w1] = 0.

The images of the vectors have the following inner-product:

[ψk(v1 + ukw1), ψk(v2 + ukw2)] = [(w1, v1 + w1), (w2, v1 + w2)

= [w1,w2] + [v1, v2] + [v1,w2] + [w1, v2] + [w1,w2]
= 0.
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This gives that φk(C⊥) ⊆ φk(C)⊥. The fact that φ1 is a bijection gives the equality
of the two sets.

Theorem 4.7 Let C be a self-dual code over Sk or Tk of length n. Then ψk(C) is a
self-dual code of length 2kn over Z4.

Proof Let C be a self-dual code. Then C = C⊥ which gives ψk(C) = ψk(C⊥) =
ψk(C)⊥ by Lemma 4.7. �

With a similar proof to the proof of Lemma 4.7, we have the following theorem.

Theorem 4.8 Let C be a code over Rk and let φk be its corresponding Gray map to
F
2kn
2 . Then ψk(C⊥) = ψk(C)⊥.

4.4 The Ring Rq,Δ

We can generalize the ring Rk into a larger family of rings. These rings have a
construction and a Gray map which will make them very useful in the construction
of quasicyclic codes. Specifically, cyclic codes over members of this family can be
used to give an algebraic understanding of q-ary quasicyclic codes of arbitrary index,
see Theorem 6.13 for a complete explanation. This idea was first described in the
binary case in [8].

Let p1, p2, . . . , pt be prime numbers with t ≥ 1 and pi �= p j if i �= j . Set
Δ = pk11 pk22 · · · pktt . Let {u pi , j }(1≤ j≤ki ) be a set of indeterminates. That is, we write
Δ in its unique prime factorization. We construct the following ring:

Rq,Δ = Fq [u p1,1, . . . , u p1,k1 , u p2,1 . . . , u p2,k2 , . . . , u pt ,kt ]/〈u pi
pi , j

〉, (4.21)

where the indeterminates {u pi , j }(1≤i≤t,1≤ j≤ki ) commute. For each Δ ∈ N, there is a
ring in this family of rings.

An indeterminate u pi , j can have an exponent in the set

Ji = {0, 1, . . . , pi − 1}.

Let αi ∈ J ki
i and denote uαi ,1

pi ,1 · · · uαi ,ki
pi ,ki

by uαi
i . For a monomial uα1

1 · · · uαt
t in Rq,Δ

write uα , where α = (α1, . . . , αt ) ∈ J k1
1 × · · · × J kt

t . Let

J = J k1
1 × · · · × J kt

t .
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For an element c in Rq,Δ, we can write c as

c =
∑

α∈J

cαu
α =

∑

α∈J

cαu
α1,1
p1,1 · · · uα1,k1

p1,k1
· · · uαt ,1

pt ,1 · · · uαt ,kt
pt ,kt

, (4.22)

with cα ∈ Fq .
It follows immediately that the ring Rq,Δ is a commutative ring with |Rq,Δ| =

q p
k1
1 p

k2
2 ···pktt .

Define the ideal m = 〈u pi , j 〉(1≤i≤t,1≤ j≤ki ). Every element in Rq,Δ can be written
as Rq,Δ = {a0 + a1m | a0, a1 ∈ Fq ,m ∈ m}.

It is easy to prove that all units in Rq,Δ are elements of the form a0 + a1m, with
m ∈ m and a0 �= 0. First, the following is needed.

The Jacobson radical of Rq,Δ is

J (Rq,Δ) = m = 〈u pi , j 〉(1≤i≤t,1≤ j≤ki ).

For the ring Rq,Δ there is a unique minimal ideal. Therefore, the socle of the ring
Rq,Δ is

Soc(Rq,Δ) = {0, u p1−1
p1,1 · · · u p1−1

p1,k1
· · · u pt−1

pt ,1 · · · u pt−1
pt ,kt

}.

The socle of Rq,Δ is the annihilator of m. We have that Rq,Δ/J (Rq,Δ) = Rq,Δ/m ∼=
Fq

∼= Soc(m) and therefore Rq,Δ is a Frobenius ring.
We will now describe a Gray map for this ring. Consider the elements in RΔ as

binary vectors of length Δ and call this set AΔ. Order the elements of AΔ lexico-
graphically and use this ordering to label the coordinate positions of FΔ

q . For a ∈ AΔ,
define Ψ : Rq,Δ → F

Δ
q as follows. For all b ∈ AΔ,

Ψ (a)b =
{
1 if b̂ ⊆ {̂a ∪ 1},
0 otherwise,

where Ψ (a)b indicates the coordinate of Ψ (a) corresponding to the position of the
element b ∈ AΔ with the defined ordering.

It follows that Ψ (a)b is 1 if each indeterminate u pi , j in the monomial b with non-
zero exponent is also in the monomial a with the same exponent; in other words b̄ is
a subset of ā. Then extend Ψ linearly for all elements of Rq,Δ. Note that, generally,
orthogonality is not preserved by the map Ψ .

The reason this family of rings is designed in this way is so that the image of
cyclic codes over this ringwill produce quasicyclic codes, see Sect. 6.4 for a complete
description.
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4.5 Chain Rings and Principal Ideal Rings

We have generalized the ring F2 + uF2 to the family of rings Rk and to Rq,Δ. The
field of order 4 generalized to finite fields and codes over these fields have been well
studied. The remaining rings of order 4 are Z4 and F2 + vF2.

The ringZ4 generalizes to the principal ideal ringsZn . Using the classical Chinese
Remainder Theorem these ring are isomorphic to direct products of chain rings of
the form Zpe with p a prime.

We generalize the ring F2 + vF2 as follows. For integers k ≥ 1, define

Ak = F2[v1, v2, . . . , vk]/〈v2
i − vi , viv j − v jvi 〉.

This family of rings was first described in [4]. We can define the elements of these
rings as follows. Let B ⊆ {1, 2, . . . , k} and then define vB = ∏

i∈B vi .We set v∅ = 1.
Then each element of Ak can be written in the form

∑
B∈Pk

αBvB where αB ∈ F2,

and Pk is the power set of the set {1, 2, 3, . . . , k}. The ring Ak has characteristic 2
and cardinality 22

k
. For any A, B ⊆ {1, 2, . . . , k} we have that vAvB = vA∪B . It

follows that ∑

B∈Pk

αBvB ·
∑

C∈Pk

βCvC =
∑

D∈Pk

(
∑

B∪C=D

αBβC)vD.

It is easy to see that the only unit in the ring Ak is 1.

Theorem 4.9 In the ring Ak, the ideal 〈w1, w2, . . . , wk〉, where wi ∈ {vi , 1 + vi },
is a maximal ideal of Ak with cardinality 22

k−1.

Proof The ideal 〈v1, v2, . . . , vk〉 consists of all elements of the form
∑

αBvB with
α∅ = 0. Therefore the cardinality of the ideal is half the cardinality of the ring Ak .
The other maximal ideals described above are isomorphic to this ideal. Specifically,
given the maximal ideal 〈a1, a2, . . . , ak〉, the isomorphism is formed by mapping ai
to vi . Therefore these maximal ideals all have the same cardinality.

The ideal is a subgroup of the additive group of the ring. Therefore, the cardinality
of an ideal must divide the cardinality of the ring. This ideal has cardinality |Ak |

2 . Thus
it is a maximal ideal.

Denote these maximal ideals in Theorem4.9 by mi . There are 2k such ideals and
me

i = mi for all i and e ≥ 1 which gives that its index of stability is 1. The direct
sum of any two of these ideals is Ak .

Theorem 4.10 The ring Ak is isomorphic, via the Chinese Remainder Theorem, to
F
2k
2 . Therefore the ring Ak is a direct product of finite fields and is a principal ideal

ring.

Proof Using Theorem4.9, we apply the Chinese Remainder Theorem. This gives

that |Ak/mi | = |Ak |
|mi | = 22

k

22k−1
= 2. The ideal mi is a maximal ideal of the ring Ak ,

which gives that Ak/mi
∼= F2 for all i . �
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This theoremgives a naturalGraymap, namely the inverse of theChineseRemain-
der Theorem. This maps Ak to F2k

2 . For this ring, there is a natural involution defined
by vi = 1 + vi , which we use for the Hermitian inner-product. It is this involu-
tion that gives the main use of this ring, namely to construct skew-cyclic codes as a
generalization of the skew-cyclic codes over F2 + vF2.

Example 4.2 Consider the ideal 〈vi 〉. The ideal 〈vi 〉 has elements of the form∑
A αavA where vA = ∏

j∈A v j and i must be in A. Hence the cardinality of the

ideal is 22
k−1
. Then we have vivi = vi (1+ vi ) = vi + vi = 0. Hence C ⊂ CH . Then

since |〈vi 〉| = √|Ak |, we have that C = CH and the code is a Hermitian self-dual
code of length 1.

For chain rings in general there is an additional generalization of the Lee weight,
namely the homogeneous weight. It was introduced in [19]. Let R be a finite chain
ring where the maximal ideal is generated by γ . Let |R| = qe with |R/〈γ 〉| = q.
Then the homogeneous weight is defined as:

wthom(x) =

⎧
⎪⎨

⎪⎩

0 x = 0

qe−1 x ∈ 〈γ 〉 − {0}
(q − 1)qe−2 x /∈ 〈γ 〉.

Note that this weight is identical to the Lee weight for the chain ring Z4. For
e = 1 it is not exactly the Hamming weight since non-zero elements have weight
q−1
q rather than 1. This weight has found numerous applications especially in terms

of algebraic geometry codes. See [23, 32] for example.

4.6 Generalized Singleton Bound

In this section, we shall give a generalized version of the classical Singleton bound
for linear codes that applies for all finite commutative Frobenius rings. We shall
follow the proof as is given by Shiromoto in [31]. Shiromoto proves the results
for possibly non-commutative quasi-Frobenius rings. The importance of this bound
is that the algebraic structure of a code produces a sharper bound than the strictly
combinatorial bound. This will allow us to determine when a linear code can possible
be an MDS code in terms of its algebraic structure. We begin with some definitions.

Recall that a monomorphism is an injective homomorphism. An epimorphism is
a morphism f that satisfies g ◦ f = h ◦ f implies g = h. For a code C over a ring R,
let f − rank(C) denote the free rank of C , that is the multiplicity of free R modules
in C as direct summands. Note that the free rank and the rank are only equal if the
code itself is free, that is, it is isomorphic to a k fold direct sum of R.

For a linear code C over R define P(C) as the minimum free R module such
that there exists an epimorphism from P(C) to C and I(C) as the minimum free R
module such that there exists a monomorphism from P(C) to C . Let C∗ denote the
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R module HomR(C, R) where the action is defined by rφ : c → rφ(c) for all r
in R and all φ ∈ HomR(C, R). There is an isomorphism Ψ between Rn and (Rn)∗
defined by Ψv(v′) = [v, v′]. Then we have that C⊥ is the kernel of Ψ |C → (Rn)∗.

We now give a lemma which combines Lemmas 2 and 3 in [31] in a different
setting. We omit the proof which can be found in [31].

Lemma 4.8 Let C be a code over a finite commutative Frobenius ring of length n.
Then

f − rank(P(C)) = f − rank(I(C∗)) (4.23)

and
f − rank(I(C)) = f − rank(P(C∗)). (4.24)

Moreover,

n = f − rank(C⊥) + f − rank((P(C∗))
= f − rank(I(C⊥)) + f − rank(C∗).

For a subset M of the coordinates of Rn and a linear code C in Rn define V (M)

to be {v ∈ Rn | support (v) ⊂ M} and C(M) to be C ∩ V (M). This leads to the
following theorem which is Proposition 4 in [31].

Theorem 4.11 Let C be a linear code over a finite commutative Frobenius ring R.
Let M be a subset of N which is the coordinates of Rn. Then the sequence

0 → C⊥(N − M)
inc−→ C⊥ cut−→ V (M)

Ψ−→ C(M)∗ → 0 (4.25)

of R modules is exact.

Proof Of course the inclusionmap is amonomorphism.The fact thatΨ is a surjection
follows from the fact that the ring R is self-injective since it is a Frobenius ring. The
rest follows from a straightforward computation that Im(cut) is the kernel of Ψ .

Theorem 4.12 LetC bea linear codeof length n over afinite commutativeFrobenius
ring R. Let k = min{
 | there exists a monommorphism fromC to R
 as R modules }.
Then

dH (C) ≤ n − k + 1. (4.26)

Proof Let M be a subset of the coordinates N of Rn such that |M | = dH (C) − 1. It
follows that C(M)∗ = 0 which gives the following short exact sequence:

0 → C⊥(N − M) → C⊥ → V (M) → 0. (4.27)

Since the sequence splits we have

C⊥ ∼= C⊥(N − M) ⊕ V (M). (4.28)
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It follows that f − rank(C⊥ ≥ |M |) which gives that

dH (C) ≤ n − f − rank(P(C∗)) + 1 = n − f − rank(I(C)) + 1, (4.29)

by the results in Lemma4.8

If a code meets the bound in Eq.4.26 then we say that the code is a Maximum
Distance with respect to Rank (MDR) code.

Corollary 4.3 Let C be a linear code over a finite commutative Frobenius principal
ideal ring. Then dH (C) ≤ n − rank(C) + 1.

Proof In this case min{
 | there exists a monommorphism from C to R
 as R
modules } is the rank of the code.

From this corollary, we obtain the classical result for codes over fields which says
that dH (C) ≤ n − dim(C) + 1.

We note that an MDR code is not necessarily MDS. For example, consider the
code {0, 2} of length 1 over Z4. The minimum distance is 1, and the rank is 1 giving,
1 = 1 − 1 + 1. However, the code is not MDS since 1 �= 1 − 1

2 + 1.

Corollary 4.4 Let R be a finite commutative Frobenius ring and let C be a code
over R. The code C is an MDS code if and only if C is an MDR code and C is free.

Proof For a code C to be MDS we have that dH (C) = n − log|R|(C) + 1. Then, if
the code is MDR but not free, we have that |C | < |R|n−dH (C)+1. Hence by Eq.4.26
we have the result.
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Chapter 5
Self-dual Codes

Self-dual codes are one of the most important classes of codes. They have been
widely studied for both codes over fields and codes over rings. There are numerous
connections between self-dual codes over rings and fields and combinatorics, design
theory, and number theory. For example, one of the most successful techniques for
producing interesting designs uses self-dual codes over fields [2] and one of the
most powerful techniques for producing optimal unimodular lattices uses self-dual
codes over rings [3]. Moreover, the well known proof of the non-existence of the
projective plane of order 10 used the theory of binary self-dual codes, see [26] for
a complete explanation of this proof. In addition to their numerous applications in
mathematics, self-dual codes are interesting in their own rite. In this chapter, we shall
show when self-dual codes exist in general for codes over Frobenius rings and then
look at various connections to other mathematical objects.

5.1 Self-dual Codes Over Frobenius Rings

Self-dual codes over rings have been a widely studied object; see [31] for a detailed
description of the existing literature on self-dual codes. Part of this has been fueled
by the relationship between self-dual codes and unimodular lattices; see [8] for a
detailed description of this. In this chapter, we shall take a more general approach
to self-dual codes over rings rather than handling various rings separately. That is,
we shall establish existence of self-dual codes in a very broad sense and then look
to particular rings for various applications.

Recall that a code is said to be self-dual if C = C⊥. Under this definition, it is
immediate that a self-dual code must be linear since the code C⊥ is always linear.
There are other notions of self-duality which we shall address at the end of the
chapter.
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The following lemmas are standard tools in determining when self-dual codes
exist.

Lemma 5.1 Let R be a finite commutative Frobenius ring. If |R| is not a square and
there exists a self-dual code C of length n, then n must be even.

Proof We know from Corollary 3.2 that |C ||C⊥| = |R|. This gives that |C | = |R| n
2 .

If |R| is not a square, then |C | is not an integer, which is a contradiction. Hence n
must be even. �

We can say more if the alphabet is a finite field.

Lemma 5.2 Let F be a finite field. If C is a self-dual code over F of length n, then
n must be even.

Proof If C is a a self-dual code, then dim(C) + dim(C⊥) = 2dim(C) = n and
therefore n is even. �

Of course, this is not true when the underlying alphabet is not a field. For example,
the code {0, 2} is a self-dual code of length 1 over Z4.

Wecontinuewith an application of theChineseRemainderTheorem.This theorem
allows us to focus on local rings in order to determine when self-dual codes exist.

The following result was first proven for codes over Zk in [15]. It was proven for
codes over Frobenius rings in [16].

Theorem 5.1 Let R be a finite commutative Frobenius ring that is isomorphic via
the Chinese Remainder Theorem to R1 × R2 × · · · × Rs. Let Ci be a code over Ri

and let C = CRT (C1,C2, . . . ,Cs). Then C is a self-dual code over R if and only if
Ci is a self-dual code over Ri for all i .

Proof By Theorem2.7 and Corollary 2.1 we have that |C | = ∏ |Ci | and C⊥ =
CRT (C⊥

1 ,C⊥
2 , . . . ,C⊥

s ).

If C = C⊥ then
C = CRT (C⊥

1 ,C⊥
2 , . . . ,C⊥

s )

and Ci = C⊥
i . If Ci = C⊥

i for all i , then

C = CRT (C1,C2, . . . ,Cs) = CRT (C⊥
1 ,C⊥

2 , . . . ,C⊥
s ) = C⊥.

This gives the result. �

Example 5.1 By Theorem4.10, we have that Ak = F2[v1, v2, . . . , vk]/
〈v2

i = vi , viv j = v jvi 〉 is isomorphic via the Chinese Remainder Theorem to F
2k
2 .

Therefore by Theorem5.1 we have that there exists a self-dual code over Ak if and
only if there exists a binary self-dual code. Specifically, a self-dual code over Ak

exists if and only if the length is even.
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Lemma 5.3 Let R be a finite commutative Frobenius ring and let C and D be a
self-dual codes of length n and m respectively. Then the direct product C × D is a
self-dual code of length n + m over R.

Proof Let (v,w), (v′,w′) ∈ C × D. Then

[(v,w), (v′,w′)] = [v, v′] + [w,w′] = 0 + 0 = 0.

This gives that C × D is a self-orthogonal code. Then we have that |C × D| = |C | ·
|D| = |R| n

2 |R| m
2 = |R| n+m

2 . Therefore C × D is a self-dual code of length n + m. �

Moreover, it is immediate that if C and D are free codes, then C × D is a free
code.

Example 5.2 Consider the ring Rk = F2[u1, u2, . . . , uk]/〈ui 2, uiu j − u jui 〉.Recall
that |Rk | = 22

k
. The ideal 〈ui 〉 has elements of the form

∑
A αauA where uA =

∏
j∈A u j and i must be in A. Hence the cardinality of the ideal is 22

k−1
. We also have

that u2i = 0, therefore the ideal is self-orthogonal. Then since the cardinality of the
ideal is

√|Rk | and the ideal is self-orthogonal we have that the ideal is a self-dual
code of length 1. Then we can use Lemma5.3 to obtain that there are self-dual codes
of all lengths over Rk .

In general, the key to finding free self-dual codes of even length is to find an
element α in the ring whose square is −1. It is well known that a finite field has a
square root of −1 if the characteristic of the field is 1 (mod 4). We shall exploit this
fact to find such an element in local rings with the property that the ring modded out
by its maximal ideal is a field of characteristic 1 (mod 4). We begin with a lifting
lemma.

Lemma 5.4 Let R beafinite local commutativeFrobenius ringwithmaximal idealm
such that R/m is a field of characteristic p, where p is an odd prime. Let Si = R/mi .
If there exists α ∈ Si with α2 = −1, then there exists β ∈ Si+1 with β2 = −1.

Proof Let α ∈ Si with α2 = −1. Let β = α + γi be an element in Si+1, where γi +
mi+1 ∈ mi/mi+1. Then we have that

(α + γi )
2 ≡ α2 + 2αγi + γ2

i (mod mi+1)

≡ α2 + 2αγi (mod mi+1)

≡ δ − 1 + 2αγi (mod mi+1),

for some δ ∈ mi since α2 = −1 ∈ Si .
Nextwe show that there exists an elementγi such that δ − 1 + 2αγi = −1 ∈ Si+1.

We have that

δ − 1 + 2αγi = −1 (mod mi+1) ⇐⇒ δ = −2αγi (mod mi+1).
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Since p is odd, 2 is relatively prime to p. Hence the element 2 is a unit. Since
α2 ≡ −1 (mod m), this implies that α is a unit in R/m. Let γi = −δ(2α)−1. Then
αi + mi+1 ∈ mi/mi+1 and (β)2 = (α + γi )

2 ≡ δ − 1 + 2ααi ≡ −1 in Si+1 since
elements in mi+1 are 0 in Si+1. �

Corollary 5.1 Let R be a finite local commutative Frobenius ringwith characteristic
congruent to 1 (mod 4). Then there exists an α ∈ R with α2 = −1.

Proof The field R/m has characteristic 1 (mod 4) and hence has a square root of
−1. Then, by induction using Lemma5.4, we have the result. �

Notice that this result does not necessarily hold when R/m has characteristic 2.
For example, Z4 is a local ring and Z4/〈2〉 ∼= F2, which has a square root of −1, but
the ring Z4 does not.

We can use this result to get the following theorem.

Theorem 5.2 Let R be a finite local commutative Frobenius ring with characteristic
congruent to 1 (mod 4). Then there exists self-dual codes for all even lengths over
R.

Proof By Corollary 5.1, the ring R has an element α with α2 = −1. Then the code
generated by (1,α) is a self-dual code of length 2. Then, by applying Lemma 5.3,
inductively, we have the result. �

Lemma 5.5 Let R be a finite local commutative Frobenius ring with maximal ideal
m such that R/m is a field of characteristic p, where p is an odd prime. Let Si =
R/mi . If there existsα,β ∈ Si withα2 + β2 = −1, then there exists γ, δ ∈ Si+1 with
γ2 + δ2 = −1.

Proof Let α,β ∈ Si with α2 + β2 = −1. Let γ = α + εi , δ = β + ζi be elements
in Si+1, where εi + mi+1 ∈ mi/mi+1 and ζi + mi+1 ∈ mi/mi+1. Then we have that

(α + εi )
2 + (β + ζi )

2 ≡ α2 + β2 + 2αεi + 2βζi + ε2i + ζ2i (mod mi+1)

≡ α2 + β2 + 2αεi + 2βζi (mod mi+1)

≡ θ − 1 + 2αεi + 2βζi (mod mi+1).

Next we show that there exist elements εi , ζi such that θ − 1 + 2αεi + 2βζi = −1 ∈
Si+1. We have that

−1 = θ − 1 + 2αεi + 2βζi ⇐⇒ θ = −2αεi − 2βζi (mod mi+1).

We know at least one of α and β is not 0. Without loss of generality, assume α is not
0. Then take ζi = 0 and notice that 2 and α are units we take εi = − θ

2α . This gives
our desired result. �

Corollary 5.2 Let R be a finite local commutative Frobenius ringwith characteristic
congruent to 1 (mod 4). Then there exists α,β ∈ R with α2 + β2 = −1.
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Proof The field R/m has characteristic 3 (mod 4) and hence γ, δ with γ2 + δ2 =
−1. Then by induction using Lemma5.5 we have the result. �

This result leads naturally to the following theorem.

Theorem 5.3 Let R be a finite local commutative Frobenius ring with characteristic
congruent to 3 (mod 4). Then there exists self-dual codes for all lengths congruent
to 0 (mod 4) over R.

Proof By Corollary5.2, the ring R has elements α,β with α2 + β2 = −1. Then the
code C = 〈(1, 0,α,β), (0, 1,−β,−α)〉 is a self-dual code of length 4. Then, by
applying Lemma 5.3 inductively, we have the result.

Finally, we can obtain our main result of this section.

Theorem 5.4 Let R be a finite commutative Frobenius ring that is isomorphic via
the Chinese Remainder Theorem to R1 × R2 × · · · × Rs, where Ri is a local ring.
Then if mi is the maximal ideal of Ri and Ri/mi has characteristic 1 (mod 4), then
there exists self-dual codes over R for all even lengths. If there exists i where Ri/mi

has characteristic 3 (mod 4), then there exists self-dual codes over R for all lengths
congruent to 0 (mod 4).

Proof The result follows immediately by applying Theorem5.1 to Theorems5.2 and
5.3. �

For chain rings, the situation is easier to handle. In a chain ring, the maximal
ideal is m = 〈γ〉. Then there exists a minimal positive integer e with γe = 0, which
is called the index of niloptency. Every ideal in a chain ring is of the form 〈γi 〉 for
some i . This leads to the following.

Theorem 5.5 Let R be a finite commutative chain ring with index of nilpotency e
and maximal ideal m = 〈γ〉. If e is even, then a = 〈γ e

2 〉 is a self-dual code of length
1.

Proof We have that γ
e
2 γ

e
2 = 0 and so a ⊆ a⊥.Assume that a = a⊥. Then a⊥ = 〈γ j 〉

with j < e
2 . Then γγ

e
2 γ j = 0 contradicting that e is minimal. Therefore a = a⊥ and

is a self-dual code of length 1.

This leads immediately to the following corollary.

Corollary 5.3 Let R be a finite commutative chain ring with index of nilpotency e.
If e is even, then there exists self-dual codes of length n for all n.

Proof The result follows immediately by applying Lemma5.3 to the self-dual code
of length 1 in Theorem5.5. �

Example 5.3 If k is a positive integer greater than 1, then 〈k〉 is a self-dual code in
Zk2 . Direct products of this code give self-dual codes of all lengths over Zk2 .
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If a is a self-dual code of length 1 it must satisfy |a|2 = |R|. Therefore, it is
necessary for |R| to be a square for a self-dual code of length 1 to exist. However,
it is not necessary for the ring to be a chain ring. For example, consider the ring of
order 16, Z4[x]/〈x2〉. Here 〈2〉, 〈x〉 and 〈2 + x〉 are all self-dual codes of length 1,
but the ring is not a chain ring.

Theorem 5.6 Let R be a finite commutative Frobenius ring of order k2. If there
exists an odd number of ideals of order k, then there exists a self-dual code of
length 1.

Proof Since any ideal in R satisfies (a⊥)⊥ = a and |a||a⊥| = |R|, each ideal of order
k is matched with a unique ideal of order k as its orthogonal. Since the number of
such ideals is odd, at least one ideal must be its own orthogonal and therefore is a
self-dual code of length 1. �
Example 5.4 In the ring of order 16, Z4[x]/〈x2 + 2x〉, we have three ideals of order
4. Here 〈x〉⊥ = 〈2 + x〉. Then the remaining ideal of order 4, namely 〈2〉, is a self-
dual code of length 1.

5.2 Connections to Lattices

We shall describe a connection between self-dual codes over rings and unimodular
lattices. This has been one of the most productive areas of research for codes over
rings since the results obtained by studying codes over rings have, in general, been
much stronger than the results obtained by studying codes over finite fields. For
example, while the extremal lattice in 24 dimensions can be obtained from a binary
code, namely the extended Golay code, the connection will not produce an extremal
lattice in 72 dimensions. This is because the maximal minimum norm obtainable
from a binary code is 2. However, such an extremal lattice can be obtained from a
code over the ring Z4, see [20] for a description.

We shall give the usual definitions of lattices. For a complete description of lattices,
especially in relation to codes, see [8].

LetFn be an n-dimensional spacewhereF is an infinite division ring.We attach the
standard Hermitian inner-product, namely v · w = ∑

viwi . Notice that we reserve
the notation [v,w] for codes and use the alternate notationwhen dealingwith lattices.
Let O denote a ring of integers in F. An n-dimensional lattice L in F

n is a free Z-
module spanned by n linearly independent vectors.

The fundamental volume V (L) of L is | detG|, where G is a generator matrix
formed by the n linearly independent vectors which generate L .

The dual lattice L∗ is given by L∗ = {v ∈ F
n | v · w ∈ Z for all w ∈ L}. A lattice

L is integral if L ⊆ L∗ and is unimodular if L = L∗. If the norm v · v is in 2O for
all v ∈ L , then the lattice is said to be even and it is odd otherwise.

When F = R, we have that O = Z and a = a. When F = C, we have that
O = Z[i] and a + bi = a − bi. When F = H, we have that O = Z[i, j, k] and
a + bi + cj + dk = a − bi − cj − dk.
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The minimum norm of a lattice L is the smallest norm among all nonzero vectors
of Λ.

We shall describe three families of rings that will be useful in constructing uni-
modular lattices. The first is the well known family Z2k . The second is the family

Θ2k = Z2k[i]/〈i2 + 1〉. (5.1)

The first ring in this family, Θ1, is actually isomorphic to R1 = F2 + uF2 where i
corresponds to 1 + u. This family of rings was first studied in [10]. We attach the
standard involution to this family where a + bi = a − bi. The associated Hermitian
inner-product is defined with respect to this involution. That is [v,w]H = ∑

viwi .

For this ring, we are not concerned with the Euclidean dual.
The third family is

Σ2k = Z2k[i, j, k]/〈i2 + 1, j2 + 1, k2 + 1, i jk + 1〉. (5.2)

This family of rings was first studied in [9]. Note that unlike most of the rings in this
text, the ring is not commutative except when k = 1. However, we shall describe an
inner-product on the ring that makes it act in away that is very similar to commutative
rings.

For Σn
k we attach the inner-product [v,w]H = ∑

viwi , where

a + bi + cj + dk = a − bi − cj − dk.

Notice that the usual computation for the quaternions gives thatαβ = αβ andα = α
for all α,β ∈ Σk .

In general, for non-commutative rings, we need both a left and a right orthogonal,
however, the following lemma eliminates the need for this.

Lemma 5.6 Let v,w ∈ Σn
k . Then we have that [v,w]H = 0 if and only if [w, v]H =

0.

Proof If [v,w]H = 0, then
∑

viwi = 0. Then
∑

viwi = 0 = 0, which gives that∑
wivi = 0. The other direction is the same computation where the roles of v and

w are reversed.

It follows from the lemma that we can make a single definition of the orthogonal
rather than a left and right diagonal. Namely, we let CH = {v ∈ Σn

k | [v,w]H = 0
for all w ∈ C}. For this ring, we are not concerned with the Euclidean dual.

For both Θk and Σk we define the norm of an element α to be N (α) = αα.

Then N (v) = ∑
N (vi ). For an element a ∈ Z2k we define its Euclidean norm to be

min{a2, (2k − a)2} where the squares are read modulo 4k.
Originally, Type I and Type II codes were defined for binary self-dual codes.

Namely a Type II code was a binary self-dual code where all of the weights were
doubly-even and a Type I code was a self-dual code that was not Type II. We shall
now generalize this definition to the rings in question.
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Definition 5.1 A code over Z2k is Type II if N (v) ≡ 0 (mod 4) for all v ∈ C and
is Type I otherwise. A code over Θk is Type II if N (v) = 0 in Θ4k for all v ∈ C and
is Type I otherwise. A code over Σk is Type II if N (v) = 0 in Σ4k for all v ∈ C and
is Type I otherwise.

Construction A was first described for binary codes; see [8] for a description. It
was extended to codes over Z2K in [3], to codes over Θ2k in [10], and to codes over
Σ2k in [9].

Let C be a code over Z2k,Θ2k, or Σ2k . Let F be one of R,C, or H and let
O be the corresponding ring of integers. Let ρR be a map from R, where R is
one of Z2k,Θ2k, or Σ2k , to the corresponding ring of integers sending 0, 1, . . . , k
to 0, 1, . . . , k and k + 1, . . . , 2k − 1 to 1 − k, . . . ,−1, respectively and sending
i, j, k to the corresponding elements of the same name in C and H. Then extend ρ
coordinatewise to Rn . Note here that we have carefully chosen this description of
these rings to facilitate construction A.

Define the following lattice from a code C :

ΛF(C) = 1√
2k

{ρ(C) + 2kOn}. (5.3)

The following appear in [3, 9, 10]. We denote the minimum Euclidean weight of
a code C by dE (C).

Theorem 5.7 If C is a self-dual code over Z2k , then ΛR(C) is a real unimodu-
lar lattice and ΛR(C) is even if C is Type II. The minimum norm of the lattice is
min{ dE (C)

2k , 2k}. If C is a self-dual code over Θ2m, then ΛC(C) is a complex uni-
modular lattice and ΛC(C) is even if C is Type II. The minimum norm of the lattice
is min{ dE (C)

2k , 2k}. If C is a self-dual code over Σ2k , then ΛH(C) is a Quaternionic
unimodular lattice, and ΛH(C) is even if C is Type II. The minimum norm of the
lattice is min{ dE2k , 2k}.
Proof Let n denote the length of the code. We shall prove all three cases at once. Let
v,w ∈ ΛF(C). We have that v = 1√

2k
(v0 + 2kv1) and w = 1√

2k
(w0 + 2kw1), where

v0,w0 ∈ C and w0,w1 ∈ 2kO. It follows that

v · w = 1

2k
(v0 · w0 + 2kv0 · w1 + 2kv1 · w0 + 4k2v1 · w1. (5.4)

Then since [v0,w0] = 0 in the rings, this implies that v0 · w0 ∈ 2kO and we have
that v · w ∈ O. Hence the lattice is integral.

Then we have that V (2kOn) = (2k)n and |√2kΛ(C)/2kOn| = (2k)
n
2 . This gives

that V (
√
2kΛ(C)) = (2k)

n
2 , which gives that V (Λ(C)) = 1. Therefore, the lattice

is integral with volume 1 and hence is unimodular.
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If C is Type II, then we have that

v · v = 1

2k
(v0 · v0 + 2kv0 · v1 + 2kv1 · v0 + 4k2v1 · v1)

= 1

2k
(v0 · v0 + 2k(v0 · v1 + v0 · v1 + 4k2v1 · v1)

= 1

2k
(v0 · v0 + 2k(2r) + 4k2v1 · v1).

Then since N (v0) is 0 modulo 4k, we have that this norm is in 2O. Therefore, if the
code is Type II, then the lattice is Type II as well.

Finally, if v = v0 + 2kv1 as before, it is immediate that v · v ≥ 1√
2k
v0 · 1√

2k
v0

which gives that minimum norm is min{ dE2k , 2k}. �

We have seen that a quaternary code can be used to construct a real extremal
lattice in R

72 and a binary code can be used to construct a real extremal lattice in
R

24. In general, we would like to know exactly when we are able to do this.

Question 5.1 This question has three parts.

• Determine for which k and n can a real extremal lattice in Rn be constructed from
a code over Z2k using the map ΛR.

• Determine for which k and n can a complex extremal lattice in Cn be constructed
from a code over Θ2k using the map ΛC.

• Determine for which k and n can a quaternionic extremal lattice in H
n be con-

structed from a code over Σ2k using the map ΛH.

5.3 Connections to Binary Self-dual Codes

In this section, we begin by giving a very brief explanation of the relation between
invariant theory and self-dual codes. The classical relationship has been well covered
in [27] and much expanded connection has been explained in [30]. We only include
here what we need in order to describe some open problems.

If C is a self-dual code over a ring R with |R| = s, then the weight enumerator is
held invariant by the MacWilliams relations and hence by the following matrix:

M = 1√
s

(
1 s − 1
1 −1

)

.

This is because the weight enumerator of the code is the same as the weight enumera-
tor of the orthogonal code. In otherwords,M sends (x, y) to 1√

s
(x + (s − 1)y, x − y)

which is precisely the action of the MacWilliams relations. Hence, if WC(x, y) is
the weight enumerator of a self-dual code, then acting with this matrix will give
WC(x, y).
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We can then apply the following famous theorem of Molien, see [27].

Theorem 5.8 (Molien) Define the series Φ(λ) = ∑
aiλi for a group G, where

there are ai independent polynomials held invariant by the group. For any finite
group G of complex m by m matrices, Φ(λ) is given by

Φ(λ) = 1

|G|
∑

A∈G

1

det (I − λA)
, (5.5)

where I is the identity matrix.

The invariants for this group were found in Chap.19 of [27] long before anyone
was interested in codes over rings. They are the following.

If C is a self-dual code over a ring of size s, then the weight enumerator is held
invariant by the matrix corresponding to the MacWilliams relations

(
1 s − 1
1 −1

)

.

If s is not a square, then it is also held invariant by

(−1 0
0 −1

)

.

Then it follows that the weight enumerator of a self-dual code over a ring of size
s is in C[x2 + (s − 1)y2, y(x − y)]. See [27], Chap. 19 for a complete description
modulo the fact that the MacWilliams relations for the Hamming weight enumerator
for a code over a Frobenius ring of size s are identical to the classical MacWilliams
relations.

For a binary Type II code, we can say more. The weight enumerator is also held
invariant by the following matrix:

(
1 0
0 i

)

,

where i is the complex square root of −1 since the Hamming weight of every vector
is a multiple of 4.

The groupGI I ofmatrices holding the weight enumerator invariant has order 192,
and applying the classic theorem of Molien, we have that

Φ(λ) = 1

(1 − λ8)(1 − λ24)
= 1 + λ8 + λ16 + 2λ24 + 2λ32 + . . . (5.6)
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Table 5.1 The weight enumerator for a Type II [72, 36, 16] code
Ci i

1 0, 72

249849 16, 56

18106704 20, 52

462962955 24, 48

4397342400 28, 44

16602715899 32, 40

25756721120 36

The generating invariants can be found easily by a straightforward computation
which gives the well known Gleason’s Theorem first proven in [24] by Gleason. The
weight enumerator of a Type II self-dual code is a polynomial in C[x8 + 14x4y4 +
y8, x4y4(x4 − y4)4].

It is a direct consequence of this theorem that if C is a Type II [n, k, d] code then

d ≤ 4� n

24
� + 4. (5.7)

Any code that meets this bound is called an extremal code. Any code with para-
meters [24k, 12k, 4k + 4] is such an extremal code. It is not known whether these
codes exist until 24k ≥ 3720 at which a coefficient becomes negative. The existence
of these codes has been a major question driving the study of binary self-dual codes.

For length 24, there is a [24, 12, 8] code, namely the well known extended Golay
code. For length 48, the code also exists and is called the Pless code. See [31]
for a description of both. Hence, the first unknown case is whether there exists a
[72, 36, 16] code.

It first appeared in print as an open question in [33]. In [27] it was Research
Problem 19.3. Despite being a celebrated problem since the 1970s, it remains an
open question. A complete description of various approaches to the problem can be
found in [18].

Question 5.2 Does there exist a Type II [72, 36, 16] code?
It is then easy to determine the weight enumerator for a putative [72, 36, 16] Type

II code. It is given in Table5.1.
It is well known that the existence of a Type II [72, 36, 16] code is equivalent to

the existence of a Type I [70, 35, 14] code and that if these two codes exist, then
5-(72, 16, 78) designs exist.
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The more general version of this question is the following.

Question 5.3 Forwhich k does there exists a doubly-even self-dual binary [24k, 12k,
4k + 4] code?

The reason we describe this problem here is that a great deal of work has been
done in an attempt to find a code over a ring which may have a Gray image that
would be the long sought after code. Up to this point, the technique has not solved
the problem, but it has found many interesting binary codes.

One of the difficulties of this problem can be seen with respect to the very close
relationship between the theory of self-dual codes and the theory of unimodular
lattices as we have seen in Sect. 5.2. Because of this very close relationship there is
often a parallel proof for similar results in both settings. For example, the proof of
a bound on the minimum norm unimodular lattices often has a corresponding proof
for a similar bound on the minimum weight of a code. Additionally, a non-existence
proof of a lattice often has a corresponding proof for the non-existence of a code
with related parameters. An important example of this is the work done by Conway
and Sloane with respect to the shadow of codes and lattices, see [6]. It has been
shown in [29] that an extremal lattice of length 72 exists. From the perspective of
coding theory, this means that if the [72, 36, 16] code does not exist, then the proof
would have to be significantly different than the usual proofs in that it can have no
corresponding proof for the extremal lattice. This fact eliminates many of the usual
tools that coding theorists employ in similar situations.

Another reason for attempting to construct binary self-dual codes from codes over
rings is that the classification of binary self-dual codes has been a productive and
important area of research in coding theory for decades. See [5, 32] for early work
in this vein and [13] for later work. In terms of finding binary self-dual codes from
rings, see [19, 22, 23] for example.

Theorem 5.9 Let C be a self-dual code over the ring Rk of length n and let φk be
the Gray corresponding map. Then φk(C) is a binary self-dual code of length 2kn.

Proof If C = C⊥ we have φk(C) = φ(C⊥) = φk(C)⊥ by Lemma 4.7. �

Definition 5.2 A code C over a finite commutative Frobenius ring R is said to be
formally self-dual if WC(x, y) = WC⊥(x, y).

Example 5.5 Let R be a finite commutative Frobenius ring. The code C generated
by (1, 0) has orthogonal generated by (0, 1). Hence, C is a formally-self-dual code.

Since the weight enumerator of a formally self-dual code over a ring of cardinality
s is held invariant by the action of the MacWilliams relations, it must be an element
of C[x2 + (s − 1)y2, y(x − y)].
Question 5.4 For any polynomial p(x, y) ofC[x2 + (s − 1)y2, y(x − y)]with non-
negative coefficients, determine if there is a code C over a ring of size s with
WC(x, y) = p(x, y).
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In a more restricted setting, one of the most important questions has been the
following.

Question 5.5 This question splits into two cases.

1. (Type I) For any polynomial p(x, y) ofC[x2 + y2, y(x − y)]with non-negative
coefficients, determine if there is a binary code C with WC(x, y) = p(x, y).

2. (Type II) For any polynomial p(x, y) of C[x8 + 14x4y4 + y8, x4y4(x4 − y4)4]
with non-negative coefficients, determine if there is a binary code C with
WC(x, y) = p(x, y).

Notice that this important question is not only looking for codeswhich are formally
self-dual (in terms of the definition we have given). It is possible for a code to
be the non-linear image of a quaternary code and have a weight enumerator in
the desired space. The heart of this question is trying to determine when putative
optimal codes exist. For example, if a putative optimal code did not exist, but it
was difficult to prove the non-existence it might be possible that a non-linear code
with that weight enumerator existed. This would make any proof based solely on the
weight enumerator of the putative code impossible. In this veinwe have the following
theorem.

Theorem 5.10 Let C be a self-dual code over Z4. Then φ(C) has a weight enumer-
ator fixed by the action of the MacWilliams relations.

Proof LetC be a self-dual quaternary code.Then sinceC = C⊥,wehave LC (x, y) =
LC⊥(x, y) = 1

|C | LC(x + y, x − y) by Theorem4.1. Then since LC(x, y) =
Wφ4(C)(x, y), we have the result. �

As an example of this theorem consider the quaternary self-dual codes of length
less than or equal to 8 as given in [7]. Their images are determined in [12] and are
presented in Table5.2. Notice that the image can be both linear or non-linear and
self-dual or not self-dual, but all have weight enumerators that are fixed by the action
of the MacWilliams relations.

Theorem 5.11 Let C be a self-dual code over the ring Sk or Tk of length n and let
φk+1 be the corresponding Gray map. Then φk+1(C) is a binary code of length 2k+1n
which has a weight enumerator fixed by the action of the MacWilliams relations.

Proof By Theorem4.7, we have that ψk(C) is a quaternary self-dual code. Then
φk+1(C) = φ(ψk(C)), where φ is the Gray map defined for Z4. Since ψk(C) is self-
dual, we apply Theorem5.10, and we have the result. �
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Table 5.2 Binary images of self-dual codes over Z4

Code Length Binary image Orthogonality

A1 1 [2, 1, 2] Linear code Self-dual

D⊕
4 4 [8, 4, 4] Linear code Self-dual

D⊕
6 6 [12, 6, 4] Linear code Not self-dual

E+
7 7 (14, 27, 4) Non-linear

code
Not self-dual

D⊕
8 8 [16, 8, 4] Linear code Not self-dual

E8 8 (16, 28, 4) Non-linear
code

Not self-dual

K8 8 [16, 8, 4] Linear code Self-dual

K′
8 8 [16, 8, 4] Linear code Self-dual

O8 8 (16, 28, 4) Non-linear
code

Not self-dual

Q8 8 [16, 8, 4] Linear code Not self-dual

5.4 Connections to Designs

Self-dual codes and designs have had a symbiotic relationship. Namely, self-dual
codes have been used to construct designs and designs have been used to construct
self-dual codes. Themost powerful tool in constructing designs from codes is thewell
known Assmus-Mattson theorem which follows, see [2] for a complete description
of this theorem.

Theorem 5.12 (Assmus-Mattson)LetC be a code overFq of length n withminimum
weight d, and let d⊥ denote the minimum weight of C⊥. Let w = n when q = 2 and
otherwise the largest integer w satisfying w − (

w+q−2
q−1 ) < d, define w⊥ similarly.

Suppose there is an integer t with 0 < t < d that satisfies the following condition:
for WC⊥(Z) = Bi Zi , at most d − t of B1, B2, . . . , Bn−t are non-zero. Then for each
i with d ≤ i ≤ w, the supports of the vectors of weight i of C, provided there are any,
yield a t-design. Similarly, for each j with d⊥ ≤ j ≤ min{w⊥, n − t}, the supports
of the vectors of weight j in C⊥, provided there are any, form a t-design.

As an example of the power of this theorem, consider the binary [24, 12, 8]
extended Golay code. Its weight enumerator isWC(1, y) = 1 + 759y8 + 2576y12 +
759y16 + y24.By the aboveAssmus-Mattson theorem, the vectors of all weights hold
5-designs. In fact, it is easy to prove that any extremal [24k, 12k, 4k + 4] Type II
binary code has the property that all of its non-trivial weights hold non-trivial 5-
designs.

Note however that the theorem is stated for codes over a finite field. Some small
generalizations for codes over rings have been made in this area, for example over
Z4 in [34]. However, as of yet, no really interesting results have come by finding
designs in the codes over rings. Hence, we state this as a question.
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Question 5.6 Determine a technique for finding interesting designs using codes over
rings.

There are well known constructions of self-dual codes over fields from designs;
see [1] for a description. There have been some constructions of self-dual codes over
rings, for example for Z4 in [21]. In general, these constructions required that there
is a prime p that sharply divided the order of the design and then this prime was the
characteristic of the underlying field. In [14], a construction was given, that did not
require that there was a prime that sharply divided the order of the design, for self-
dual codes over Zm . This was a generalization of the construction given in [11, 25].
In Glynn’s construction the design was a finite projective plane and heavily used the
geometry of that plane. The generalized construction in [14] did not require that the
design was a plane, but rather a design from the broader class of symmetric designs.
We shall now generalize this construction for finite commutative Frobenius rings.

We recall the definition of a design. A t − (v, k,λ) design is a set of v points,
with blocks of size k, such that any t points are incident with λ blocks. A symmetric
design is a 2 − (v, k,λ) design where the number of points is equal to the number of
lines and the points and blocks have identical incidence properties. In a symmetric
design, the number of points incident with a block is n + λ and the number of blocks
incident with a point is n + λ.

Let L be a block. Through each point incident with the block there are (n + λ − 1)
blocks other than L . In this counting each block is counted exactlyλ times. Therefore,
in a symmetric design we have that the number of points is v = (n+λ−1)(n+λ)

λ
+ 1 and

k = n + λ, where n is the order of the design.
When λ = 1, a symmetric design is a finite projective plane. When λ = 2, a

symmetric design is a biplane.
Let D = (P,B, I) be a (v, k,λ) symmetric design. If B′ = {b′ | b′ is the com-

plement of a block in B}, then the complementary design Dc = (P,B′, I) is a
(v, v − k, b − 2r − λ), where b is the size of the blocks.

For this construction, we let D be a symmetric design of order n and we let m be
an integer n + 1.We let R be a finite commutative Frobenius ring with characteristic
m.

Denote the point set of D by P and the block set by B. We denote the points by
P = {q1, q2, . . . , q|P|} and the blocks by B = {�1, �2, . . . , �|P|}. The ambient space
for the codes we consider is RP∪B.

For a point q ∈ P , we denote the characteristic function of the point by χq . That
is, χq is the vector that is 1 at the coordinate corresponding to q and 0 elsewhere.
Similarly, we let ψq be the vector that is 1 at the coordinate corresponding to �, if q
is incident with �, and 0 elsewhere.

Define the following vector:

Δ(qi , q j ) = (χi − χ j ,ψi − ψ j ). (5.8)

The weight of Δ(qi , q j ) is 2n + 2 where n is the order of the design.
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The following lemma is a direct generalization of the lemma in [14].

Lemma 5.7 Let D be a symmetric design of order n and let m be a positive integer
dividing n + 1. Let R be a finite commutative Frobenius ring with characteristic m.
Then we have that

[Δ(qi , q j ),Δ(qi ′ , q j ′)] = 0. (5.9)

Proof We have three cases to consider.
Case 1: In this case, we assume that the points qi are 4 distinct points. In this case,

the supports of the vectors χ(qi ) are distinct. Then we have that

[(ψqi − ψq j ), (ψqi ′ − ψq j ′ )] = [ψqi ,ψqi ′ ] − [ψqi ,ψq j ′ ] − [ψq j ,ψqi ′ ] + [ψq j ,ψq j ′ ]
= λ − λ − λ + λ = 0.

Case 2: In this case, we assume that qi = qi ′ and that q j = q j ′ . Then we have that

[(χqi − χq j ), (χqi ′ − χq j ′ )] = 1, (5.10)

since the support of χ(qi ) is the support of χ(qi ′) and the other supports are disjoint.
This give that

[(ψqi − ψq j ), (ψqi ′ − ψq j ′ )] = [ψqi ,ψqi ] − [ψqi ,ψq j ′ ] − [ψq j ,ψqi ] + [ψq j ,ψq j ′ ]
= (n + λ) − λ − λ + λ = n.

Then we have that

[((χqi − χq j ), (ψqi − ψq j )), ((χqi ′ − χq j ′ ), (ψqi ′ − ψq j ′ ))] = 1 + n = 0. (5.11)

Case 3: For the third case,we assume qi = q j ′ and q j = qi ′ . In an argument similar
to Case 2, we obtain

[((χqi − χq j ), (ψqi − ψq j )), ((χqi ′ − χq j ′ ), (ψqi ′ − ψq j ′ ))] = −(1 + n) = 0.
(5.12)

�

Note that in this lemma nothing was assumed about the finite Frobenius ring
except that it had a characteristic dividing n + 1.

We are now in a position to construct a self-orthogonal code. Define CR(D) to be

CR(D) = 〈Δ(qi , q j ) | qi , q j ∈ P〉. (5.13)

We note that this code is self-orthogonal by Lemma5.7.
From this code we can construct self-dual codes in a variety of ways depending

on the structure of the ring R.
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Define the matrix MD to be the |P| − 1 by 2|P| matrix where the i-th row of MD

is Δ(q1, qi+1). We have that the rows of MD are mutually orthogonal over the ring
R when the characteristic of the ring divides n + 1. By definition we have that MD

generates CR(D). Moreover, the structure of MD gives that the code is a free code.
It follows that the cardinality of CR(D) is |R||P|−1.

We have proven the following.

Lemma 5.8 Let D be a symmetric design of order n with m an integer dividing
n + 1. Let R be a finite commutative ring with characteristic m where m divides
n + 1. We have that CR(D) is a self-orthogonal, linear code with |R||P|−1 elements.

We define two additional vectors. Define P to be the vector that is 1 on the
coordinates corresponding to the points and 0 on the coordinates corresponding to
the blocks. Define L to be the vector that is 0 on the coordinates corresponding to
the points and 1 on the coordinates corresponding to the blocks.

We have that both vectors are in the orthogonal of CR(D). Specifically, P ∈
CR(D)⊥ since [Δ(qi , q j ), P] = 1 − 1 = 0 and L ∈ CR(D)⊥ since [Δ(qi , q j ), L] =
n − n = 0.

In order to make αP + βL a self-orthogonal vector, we need [αP + βL ,αP +
βL] = 0 which means that (α2 + β2)|P| = 0. If |P| ≡ 0 (mod m), this means that
α2 = −β2 so that the ring must have an element γ such that γ2 = −1.

If the ring R has γ with γ2 = −1 and m does not divide v, then we define the
following code:

ER(D) = 〈CR(D), P + γL〉. (5.14)

We cannot use this description of ER(D)whenm divides v andλ − 1 is the square
root of −1 since then this the vector will already be in CR(D). We explain this now.

In a symmetric design, we have

v∑

i=2

Δ(q1, qi ) =
v∑

i=2

((χqi − χq j ), (ψqi − ψq j ))

= (v − 1,−1,−1, . . . ,−1,α(1),α(2), . . . ,α(v)),

where

α(i) =
{ −n − λ if �i is not incident with q1

v − n − λ if �i is incident with q1.

Lemma 5.9 Let D bea symmetric design of order n withm an integer dividing n + 1.
Let R be a finite commutative ring with characteristic m where m divides n + 1. If
m divides v, then (−1,−1, . . . ,−1,−n − λ,−n − λ, . . . ,−n − λ) ∈ CR(D).
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Proof Using the previous computation when m divides v, we have

v∑

i=2

Δ(q1, qi ) = (−1,−1, . . . ,−1,−n − λ,−n − λ, . . . ,−n − λ). (5.15)

�

Multiplying the above vector by −1 we have (1, 1, . . . , 1, n + λ, n + λ, . . . , n +
λ). Then we have (n + λ)2 = (λ − 1)2.

This leads to the following.

Lemma 5.10 Let D be a symmetric design of order n with m an integer dividing
n + 1. Let R be a finite commutative ring with characteristic m where m divides
n + 1. If m divides v and (λ − 1) = √−1, then P + √−1L ∈ CR(D).

In this case, when P + √−1L ∈ CR(D), we can define

E ′
R(D) = 〈CR(D), P + L〉. (5.16)

We know that P + L is in CR(D)⊥. Then [P + L , P + L] = 2v = 0, and this gives
the following.

Theorem 5.13 Let D be a symmetric design of order n with m an integer dividing
n + 1. Let R be a finite commutative ring of characteristic m. If m does not divide v

or (λ − 1) is not
√−1 and

√−1 ∈ Zm, then ER(D) is a self-dual code over Zm of
length 2|P|. If m does divide v and (λ − 1) = √−1, then E ′

m(D) is a self-dual code
over Zm of length 2|P|.
Proof The code is self-orthogonal by construction and its cardinality ism|CR(D)| =
m|P|. �

Now we shall give a construction when the ring does not have a γ with γ2 = −1,
but m is a square where m is the characteristic of the ring. Set m = q2 and define
FR(D) = 〈CR(D), qP, qL〉.
Theorem 5.14 Let R be a finite commutative Frobenius ring of characteristic m.
Let D be a symmetric design of order n with m = q2 an integer dividing n + 1. The
code FR(D) is a self-dual code over R of length 2|P|.
Proof It is immediate that [qP, qP] = q2 = 0 and [qL , qL] = q2 = 0.Wehave that
|FR(D)| = q(q(|CR(D)|)) = m|CR(D)| = m|P|, so FR(D) is a self-dual
code. �
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5.5 Linear Complementary Dual

We shall now consider another family of codes, which in some sense are similar
to self-dual codes in that they are described in terms of their relationship with their
orthogonal. Specifically, it is the family of LinearComplementaryDual (LCD) codes.

Linear complementary dual codes were introduced by Massey in [28] and they
give an optimum linear coding solution for the two user binary adder channel. In [4],
these codeswere used in countermeasures to passive and active side channel analyses
on embedded cryto-systems.Given the importance of self-dual codes andLCDcodes,
it seems natural to generalize these two families to codes whose intersection with its
orthogonal has a given cardinality. We make such a generalization in this section.

Definition 5.3 A code C over a finite commutative Frobenius ring is a Linear Com-
plementary Dual (LCD) code if C ∩ C⊥ = {0}.
Example 5.6 The trivial code Rn has dual {0} and hence is an LCD code. The code
generated by (1, 0) has an orthogonal generated by (0, 1) and is an LCD code.

We can now generalize some results given first in [17].

Lemma 5.11 Let v1, v2, . . . , vk be vectors over a finite commutative Frobenius ring
such that [vi , vi ] = 1 for each i and [vi , v j ] = 0 for i = j.ThenC = 〈v1, v2, . . . , vk〉
is an LCD code over R.

Proof A vector in the code C is of the form w = ∑
αivi . If w is non-trivial, then

there exists a j such that α j = 0. Then we have that [v j ,w] = α j = 0. This gives
thatw /∈ C⊥. Therefore, we have that no non-trivial vector in C is also in C⊥, which
gives that Hull(C) = {0}. �

As an immediate consequence we have the following corollary.

Corollary 5.4 Let G be a generator matrix for a code over a finite commutative
Frobenius ring. Then GGT = In and G generates an LCD code.

If the ring is a field then we can also say that if det (GGT ) = 0 then G generates
an LCD code.

One way to construct these codes using designs is given in [17].
We recall that a Balanced Incomplete Block Design (BIBD) with parameters

t − (b, v, k, r,λ) is a set of v points, with blocks of size b, k points incident with
each block, r blocks incident with every point, and through any t points there are λ
blocks.

Theorem 5.15 [17] Let M be the incidence matrix of a 2 − (v, k,λ) BIBD, where
the columns are indexed by the points. If rk(r − λ) = 0 (mod p), then M generates
an LCD code over a field of characteristic p.
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Proof From Theorem 1.4.1 in [1], we have that

det(MMT ) = rk(r − λ)v−1.

Therefore, if rk(r − λ) = 0 (mod p), we have that the row span of M is an LCD
code. �

We can also use the family of rings Rk , Sk , and Tk to construct LCD codes. Recall
that ψk is their associated Gray map.

Theorem 5.16 Let C be an LCD code over Rk . Then ψk(C) is an LCD code over
F2. Let C be an LCD code over Sk or Tk. Then ψk(C) is an LCD code over Z4.

Proof This follows from the fact that, in each case, ψk(C⊥) = ψk(C)⊥. �

Given the importance of self-dual codes and LCD codes, it seems natural to
generalize the idea of codes defined by their relationship to their duals. We begin
with the following definition, which is inspired by the definition given in [2].

Definition 5.4 Let C be a code over a finite commutative Frobenius ring. The Hull
of the code is defined to be Hull(C) = C ∩ C⊥.

Definition 5.5 Let C be a code over a finite field. Then we say that a code is an
i-dual code if Hull(C) has dimension i .

Then for a code over a finite field, we have that an n
2 -dual code of length n is a

self-dual code and a 0-dual code is an LCD code.
For codes over arbitrary rings we no longer have the notion of dimension; so we

make the following generalized definition.

Definition 5.6 Let C be a code over a finite commutative Frobenius ring. Then we
say that a code is an M-dual code if |Hull(C)| = M .

Consider a code of length n over a finite commutative ring R generated by the
matrix (Ik |A). This code has |R|k elements and is a free code. The code generated
by (−AT |In−k) has |R|n−k elements. The inner-product of the i-th row of (Ik |A)

and the j-th row of (−AT |In−k) is −Ai, j + Ai, j = 0. These two facts give that the
code 〈(−AT |In−k)〉 = 〈(Ik |A)〉⊥.From this result we can give the following theorem,
which serves as an effective computational technique.

Theorem 5.17 Let C be a code over a finite field of length n generated by (Ik |A).
Let D be the code generated by

(
Ik A
AT In−k

)

.

If dim(D) = s, then C is an (n − s)-dual code.
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Proof In this scenario we have that t ype(C) = {k0, 0, . . . , 0} and t ype(C⊥) = {n −
k0, 0, . . . , 0}. We have that dim(C) + dim(C⊥) − dim(Hull(C)) =
n − dim(Hull(C)). This gives that dim(Hull(C)) = n − s and C is an n − s-dual
code. �

For a code over a finite field, this simplifies to the fact that if the generated code
has dimension s, then C is an n − 2-dual code. As an immediate consequence, if the
code generated by (

Ik A
AT In−k

)

has dimension n then the code is an LCD code and if it has dimension k with k = n
2

then the code is self-dual.
We can generalize Theorem5.17 as follows.

Theorem 5.18 Let C be a code over a finite commutative Frobenius ring of length
n generated by (Ik |A). Let D be the code generated by

(
Ik A
AT In−k

)

.

If |〈D〉| = S, then C is a |R|n
S -dual code.

Proof We have |D| = |C ||C⊥|
|Hull(C)| . This gives that S = |R|n

|Hull(C)| and C is a |R|n
S -dual

code. �

We keep Theorems5.17 and 5.18 separate since the first theorem is significantly
easier to use. Namely, in Theorem5.17, all that is required is to row reduce the given
matrix. This can be done very easily. However, in Theorem5.18, it is not always
easy to determine the size of a code generated by a matrix over an arbitrary ring.
Specifically, there is not always a general form that a generator matrix can be placed
in for any code.
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Chapter 6
Cyclic and Constacyclic Codes

Cyclic codes are one of the most widely studied families of codes, both because of
their use in applications, and because of their rich algebraic structure. They were first
introduced by Prange in [25]. Cyclic codes have also been generalized in numerous
ways, including polycyclic, negacyclic, constacyclic, quasicyclic and skew cyclic
codes. In this chapter, we shall attempt to take a very general view of these families
of codes and couch them in an algebraic setting.

6.1 Polycyclic Codes

We begin with a very general algebraic description of a large family of codes. Let R
be a finite commutative Frobenius ring. If v = (c0, c1, . . . , cn−1) is a vector in Rn ,
then there is a natural connection to polynomials in R[x] by viewing the vector as
the polynomial

∑n−1
i=o ci x

i . This allows us to associate codes, in the traditional sense,
with ideals in a polynomial ring. We begin with the standard definition of the various
types of codes in this family.

Definition 6.1 Let f (x) be a polynomial in R[x], where R is a finite commutative
Frobenius ring. A polycyclic code C over R is an ideal in R[x]/〈 f (x)〉.
• If f (x) = xn − 1, then the code is said to be a cyclic code.
• If f (x) = xn + 1, then the code is said to be negacyclic.
• If f (x) = xn + λ, λ a unit, the code is said to be constacyclic.

The following conditions on the codewords follow immediately from the defini-
tion of cyclic, negacyclic, and constacyclic. A cyclic code satisfies the following:

(c0, c1, . . . , cn−1) ∈ C ⇒ (cn−1, c0, c1, . . . , cn−2) ∈ C.
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A negacyclic code satisfies the following:

(c0, c1, . . . , cn−1) ∈ C ⇒ (−cn−1, c0, c1, . . . , cn−2) ∈ C.

A constacyclic code satisfies the following:

(c0, c1, . . . , cn−1) ∈ C ⇒ (λcn−1, c0, c1, . . . , cn−2) ∈ C.

For much of this section, we prove results for constacyclic codes since the result
then applies to negacyclic and cyclic by letting λ = −1 and λ = 1.

Example 6.1 The perfect binary Golay code is a cyclic code with parameters
[23, 12, 7] and is generated by the polynomial 1 + x2 + x4 + x5 + x6 + x10 + x11.
The perfect ternary Golay code is a cyclic code with parameters [11, 6, 5] and is
generated by the polynomial x5 + x4 − x3 + x2 − 1.

Themajor drawback of a polycyclic code in general is that the orthogonal may not
be a polycyclic code. In [11], it was shown that this can be remedied by defining an
alternate duality for codes over finite fields. However, we can prove that for a consta-
cyclic code the orthogonal is again a constacyclic code.We first introduce a function.
For any vector c = (c0, c1, . . . , cn−1), let τλ(c) = (λcn−1, c0, c1, . . . , cn−2).

Theorem 6.1 Let R be a finite commutative Frobenius ring. If C is a constacyclic
code over R of length n, then C⊥ is a constacyclic code of length n over R.

Proof Let c be any vector in C , where C is a λ-constcyclic code. Let d ∈ C⊥. Then
[d, τ i

λ(c)] = 0 for i = 0 to i = n − 1. It is a simple computation to see that this is
equivalent to the statement [c, τ i

λ−1(d)] = 0 for i = 0 to i = n − 1. Therefore C⊥ is
a λ−1-constacyclic code. �

Given this theorem, it is apparent why λ is always chosen to be a unit.

Corollary 6.1 Let R be a finite commutative Frobenius ring. If C is a cyclic code
over R of length n, then C⊥ is a cyclic code. If C is a negacyclic code over R of
length n, then C⊥ is a negacyclic code.

Proof The result follows immediately from Theorem6.1, noting that both 1 and −1
are their own multiplicative inverses and hence they are units in any ring. �

We can use the Chinese Remainder Theorem, in the usual way, to show that the
important object to study is constacyclic codes over local rings.

Theorem 6.2 Let R be a finite commutative Frobenius ring and let R = CRT (R1,

R2, . . . , Rs) be the decomposition of R via theChinese Remainder Theorem. If Ci is a
λi -constacyclic code of length n over each Ri , where andλ = CRT (λ1,λ2, . . . ,λ2),
then C = CRT (C1,C2, . . . ,Cs) is a λ-constacyclic code over R.
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Proof Let ci = (ci0, c
i
1, . . . , c

i
n−1) be an arbitrary element in Ci . Then we have that

τ (ci ) = (λi cin−1, c
i
0, . . . , c

i
n−2) is an element of Ci , since it is λi -constacyclic, where

τ represents the constacyclic action. Then any codeword c = (c0, c1, . . . , cn−1) of
C is of the form c = CRT (c1, c2, . . . , cs). Then CRT (τ (c1), τ (c2), . . . , τ (cs) ∈
C and CRT (τ (c1), τ (c2), . . . , τ (cs) = (λcn−1, c1, . . . , cn−2). Therefore, C is a λ-
constacyclic code. �

It is clear that since we are looking for ideals in R[x]/〈xn − λ〉, we are in general
looking for divisors of the polynomial xn − λ in R[x]. We describe a few examples.

Example 6.2 If the alphabet is a finite field, then every cyclic code C is generated
by a nonzero monic polynomial of minimal degree in C , which must be a divisor of
Xn − 1 by the minimality of degree. The ring Fq [x] is a unique factorization domain
and so the factorization of xn − 1 determines all cyclic codes. If gcd(n, p) = 1,
then xn − λ has no repeated roots and Fq [x]/〈xn − λ〉 is a semi-simple ring. If the
characteristic of the field and the length are not relatively prime, then we are in the
repeated root case.

Cyclic codes over Zpe were first studied by Calderbank and Sloane in [8]. Fol-
lowing this, Kanwar and López-Permouth provided a different approach in [20].

Example 6.3 Let n be the length of a code over the ring Zpe and assume n and p
are relatively prime. Then xn − 1 factors uniquely over Zpe by Hensel’s Lemma.
Cyclic codes over Zpe have the form 〈 f0, p f1, p2 f2, . . . , pe−1 fe−1〉, where fe−1 |
fe−2 | · · · | f0 | xn − 1. These ideals are, in fact, principal and can be described as
follows:

〈 f0, p f1, p2 f2, . . . , pe−1 fe−1〉 = 〈 f0 + p f1 + p2 f2 + · · · + pe−1 fe−1〉. (6.1)

See [8] for a complete description.

Notice in the previous example, that this case is very similar to the case for finite
fields, in that the unique factorization of xn − 1 easily determines all cyclic codes
when the length is relatively prime to the characteristic of the field.

Recall that a code is cyclic over a local Frobenius non-chain ring of order 16 if
and only if it is an ideal in the ring �n = R[x]/〈xn − 1〉, see [10]. The next theorem
describes the ideals in �n .

Example 6.4 If R is a commutative local ring of order 16 then the maximal ideal
is generated by two elements u and v. Let n be an odd integer and xn − 1 =
f1(x) f2(x) · · · fr (x) be the representation of xn − 1 as a product of basic irreducible
pairwise coprime polynomials in R[x]. Let f̂i (x) denote the product of all f j (x)
except fi (x). Then any ideal in R[x]/〈xn − 1〉 is a sum of the following ideals,
〈 f̂i (x)〉, 〈u f̂i (x), v f̂i (x)〉 and 〈α f̂i (x)〉, α ∈ {u, v, u + v,w}. See [10] for a com-
plete description of cyclic codes over these rings.
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Example 6.5 In [24], it was shown that a cyclic code of odd length over Z4 is of the
form C = 〈 f h, 2 f g〉, where f gh = xn − 1. Let R(C) be the quaternary code that
is the preimage of the binary code generated by the image under the Gray map. Let
K(C) be the preimage of the binary kernel. Then R(C) and K(C) are both cyclic
codes. See [9], for a complete description.

These examples lead us to the natural fundamental question of constacyclic codes.

Question 6.1 Let R be a finite commutative Frobenius ring. Find all ideals in
R[x]/〈xn − λ〉, where λ is a unit in R.

This question really has two parts. The first is determining the structure of ideals
in the polynomial ring. The second is actually finding the specific ideals for a given
length in a computational manner. For example, one can find all cyclic codes over
a field by factoring xn − 1 over that field. However, this leads to the question of
factoring xn − 1 for all n. In a ring, the question is more complicated due to the
existence of zero divisors. For example, the code 〈(2)〉 is a cyclic code of length 1
over Z4 but has nothing to do with the factorization of x − 1 over Z4.

This question is usually divided into two distinct parts. The first, which is signifi-
cantly easier, is when the length n is relatively prime to the characteristic of the ring.
The second, which is often more difficult, is the so called repeated root case, when
n is not relatively prime to the characteristic of the ring.

6.2 Constacyclic Codes Over Formal Power Series Rings
and Chain Rings

In [27], Wan gave the structure of cyclic codes over Galois rings. This was extended
in [23] by Norton and Sălăgean to finite chain rings. Dinh and López-Permouth
generalized the structure of cyclic codes to finite chain rings in a more general
setting in [7]. Following these papers, Dougherty and Park studied general properties
of cyclic codes of length n over Zm , where n is an arbitrary integer, that is, not
necessarily relatively prime to the characteristic of the ring.

Given the result in Theorem6.2, which says that any λ-constacyclic code over a
principal ideal ring is the product under the Chinese Remainder Theorem of constat-
cyclic codes over chain rings, it suffices to study codes over chain rings to understand
λ-constacyclic codes over principal ideal rings. To study λ-constacyclic codes over
chain rings, we shall take a very general view and study codes over formal power
series rings.

Calderbank and Sloane first started this view of cyclic codes in [8] by studying
codes over the ring of p-adic integers. They gave the structure of cyclic codes of
length n over the p-adic integers, in the case when gcd(n, p) = 1. Following this,
Dougherty, Kim and Park extended this work by studying the lifts of codes over Zp

to Zpe and to the p-adics. In [16], Dougherty, Liu and Park defined a series of finite
chain rings and introduced the concept of γ-adic codes over a formal power series
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ring. In [14], cyclic codes over these rings were studied. We shall describe the results
given there in this section.

We begin by defining a family of rings.
Let Fq be an arbitrary finite field. Let i be an arbitrary positive integer. Define the

following rings:

Ai = {a0 + a1γ + · · · + ai−1γ
i−1 | ai ∈ Fq} (6.2)

where γi−1 �= 0, but γi = 0 inAi . The operations in this ring are defined as follows:

i−1∑

l=0

alγ
l +

i−1∑

l=0

blγ
l =

i−1∑

l=0

(al + bl)γ
l , (6.3)

i−1∑

l=0

alγ
l ·

i−1∑

l ′=0

bl ′γ
l ′ =

i−1∑

s=0

(
∑

l+l ′=s

albl ′)γ
s . (6.4)

We define the formal power series ring A∞ as follows:

A∞ = Fq [[γ]] = {
∞∑

l=0

alγ
l | al ∈ Fq}. (6.5)

For each i < ∞, the ringAi is a chain ring with maximal ideal 〈γ〉. In each case,
Ai/〈γ〉 ∼= Fq . The group of units of the infinite ring is R×∞ = {

∞∑

j=0
a jγ

j | a0 �= 0}.
Note that a0 is an element in a field. This implies that if it is not zero, then it is
necessarily a unit. The infinite ring A∞ is a principal ideal domain.

We shall define a family of maps which serve to project from a larger ring to a
smaller ring. Let i, j be twonon-negative integerswith i ≤ j or let i be a non-negative
integer and let j be ∞. Then

Ψ
j
i : A j → Ai , (6.6)

j−1∑

l=0

alγ
l �→

i−1∑

l=0

alγ
l . (6.7)

It is immediate that each map of the form Ψ
j
i is a ring homomorphism.

We have seen that codes over a chain ring have an easily described generator
matrix, see Theorem2.12. Let C be a nonzero linear code over A∞ of length n, it is
shown in [14] that any generator matrix of C is permutation equivalent to a matrix
of the following form:
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G =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

γm0 Ik0 γm0 A0,1 γm0 A0,2 γm0 A0,3 γm0 A0,r

γm1 Ik1 γm1 A1,2 γm1 A1,3 γm1 A1,r

γm2 Ik2 γm2 A2,3 γm2 A2,r

. . .
. . .

. . .
. . .

γmr−1 Ikr−1 γmr−1 Ar−1,r

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (6.8)

where 0 ≤ m0 < m1 < · · · < mr−1 for some integer r .
The column blocks have sizes k0, k1, · · · , kr and the ki sum to n. With this gen-

erator matrix, we say that the code has type

(γm0)k0(γm1)k1 · · · (γmr−1)kr−1 . (6.9)

It is immediate that k = k0 + k1 + · · · + kr−1 is the rank of the code as a module.
We refer to such codes as γ-adic codes.

In general, for linear γ-adic codes, we have that C ⊆ (C⊥)⊥. Unlike, for codes
over finite rings,we do not always haveC = (C⊥)⊥. As an example, letC be a code of
length 3 overA∞ generated by (γ, γ, γ).We have thatC⊥ = {(a, b, c) | a + b + c =
0}. Then we have that (C⊥)⊥ contains the vector (1, 1, 1). However, this vector is
not in C . Therefore, C �= (C⊥)⊥. The reason that this can occur is that the infinite
ringA∞ contains no zero-divisors, even though it is not a field. Therefore, if c ∈ C⊥
and c = αv, then [c,w] = 0 for allw ∈ C , which gives [αv,w] = α[v,w] = 0. This
implies that [v,w] = 0, which gives that the code C⊥ must have type 1m for some
m.

We say that a linear code C over A∞ is basic if C = (C⊥)⊥. This definition was
first given in [16].

Extend themapΨ
j
i in the natural way toA j [x], namelyΨ

j
i acts on the coefficients

of the polynomials and fixes the indeterminate x . For a polynomial f (x) ∈ A∞[x],
if deg( f (x)) > 0 and gcd(a0, a1, · · · , an) = 1, then we say that f (x) a primitive
polynomial.

We shall prove some technical results to study constacyclic codes over A∞. We
begin with a lemma that characterizes primitive polynomials in terms of the projec-
tions. It first appears in [16].

Lemma 6.1 Let f (x) be a polynomial inA∞[x] with deg( f (x)) > 0. Then f (x) is
a primitive polynomial if and only if Ψ ∞

i ( f (x)) �= 0 for all i < ∞.

Proof Assume that the polynomial is primitive and that there exists i such that
Ψ ∞
i ( f (x)) = 0. Then all nonzero coordinates a j of f (x) must have the form a j =

γl j b j with l j ≥ i . It follows that gcd(a0, a1, · · · , an) = γm for some m ≥ i . This
contradicts that the polynomial is primitive.

Conversely, assume that f (x) is not a primitive polynomial overA∞. This implies
that gcd(a0, a1, · · · , an) = γi for some i . It follows that Ψ ∞

i ( f (x)) = 0. Then we
have the result. �
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We relate polynomials to primitive polynomials in the following theorem.

Theorem 6.3 Let f (x) be a polynomial in A∞[x] such that deg( f (x)) > 0. Then
there exist a unique s and a primitive polynomial g(x) such that f (x) = γsg(x).

Proof Let f (x) = a0 + a1x + · · · + anxn ∈ A∞[x]. Any nonzero element a j of the
ring can be written as a j = γ j b j , where j ≥ 0, and the element b j is a unit. Set
s = min{ l j | 0 �= a j = γl j b j }. Then, we have

f (x) = γs(γl0−sb0 + γl1−sb1x + · · · + bsx
s + · · · + γln−sbnx

n). (6.10)

Let
g(x) = γl0−sb0 + γl1−sb1x + · · · + bsx

s + · · · + γln−sbnx
n . (6.11)

This gives that f (x) = γsg(x).
The greatest common divisor gcd(γl0−sb0, γl1−sb1, · · · , bs, · · · , γln−sbn) = 1

since bs ∈ R×∞. It follows that g(x) is a primitive polynomial. �

We say that two polynomials f (x) and g(x) ∈ Ai are coprime if there exist
u(x), v(x) ∈ Ai [x] such that f (x)u(x) + g(x)v(x) = 1.Coprimepolynomials f (x)
and g(x) satisfy 〈 f (x)〉 + 〈g(x))〉 = Ai [x].

If a polynomial f (x) is reducible overA∞ then there exist polynomialsg(x), h(x)
such that f (x) = g(x)h(x) and 0 < deg(g(x)), deg(h(x)) < deg( f (x)). This
implies that

Ψ ∞
i ( f (x)) = Ψ ∞

i (g(x)h(x)) = Ψ ∞
i (g(x))Ψ ∞

i (h(x)). (6.12)

Assuming f (x) is a monic polynomial, we have that

0 < deg(Ψ ∞
i (g(x))), deg(Ψ ∞

i (h(x))) < deg(Ψ ∞
i ( f (x))) = deg( f (x)). (6.13)

It follows that if f (x) is a monic polynomial inA∞[x], andΨ ∞
i ( f (x)) is irreducible

in Ai [x] for some i < ∞, then f (x) must be irreducible over A∞.
We can now study constacyclic codes overA∞. We assume that the characteristic

of the finite field is p and that the length of the code n is relatively prime to p.
Recall that for constacyclic codes we require λ to be a unit. Therefore, let λ be

an arbitrary unit of A∞. Define the map Pλ in the usual manner. Namely,

Pλ : Rn
∞ → A∞[x]/〈xn − λ〉,

Pλ(a0, a1, · · · , an−1) = a0 + a1x + · · · + an−1x
n−1 + 〈xn − λ〉.

We note that a linear code C of length n over A∞ is a λ-cyclic code if and only
if Pλ(C) is an ideal of A∞[x]/〈xn − λ〉.

We extend the map Ψ ∞
i in the canonical way. That is,

Ψ ∞
i : A∞[x]/〈xn − λ〉 → Ai [x]/〈xn − λ〉. (6.14)
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This map is a homomorphism. Therefore, if I is an ideal of A∞[x]/〈xn − λ〉, then
Ψ ∞
i (I ) is an ideal of Ai [x]/〈xn − λ〉. It follows that Ψ ∞

i P1 = P1Ψ ∞
i .

To show that the image of a constacyclic code is again constacyclic under the map
Ψ ∞
i we need a technical lemma.

Lemma 6.2 An element λ ∈ A∞ is a unit if and only Ψ ∞
i (λ) is a unit for all i .

Proof An element in A∞ is a unit if and only if a0 is non-zero, where a0 is the
coefficient of γ0. By noticing that the map Ψ ∞

i fixes the coefficient of γ0 we have
the result. �

Theorem 6.4 If C is a λ-constacyclic code over A∞, then Ψ ∞
i (C) is a Ψ ∞

i (λ)-
constacyclic code over Ai , for all i < ∞.

Proof First we note that by Lemma6.2, we have that Ψ ∞
i (λ) is a unit for all i . Let C

be a constacyclic code over A∞, then P1(C) is an ideal of A∞[x]/〈xn − 1〉. By the
homomorphism in Eq. (6.14), we have that Ψ ∞

i (P1(C)) = P1(Ψ ∞
i (C)) is an ideal

of Ai [x]/〈xn − 1〉. This gives the result. �

We have seen that the orthogonal of a constacyclic code over a finite ring is
constacyclic. For the ring,A∞ the proof is identical.Moreover, we have the following
theorem.

Theorem 6.5 Let C be a constacyclic code over A∞. Then the code Ψ ∞
i (C⊥) is a

constacyclic code. If C is basic then Ψ ∞
i (C⊥) = Ψ ∞

i (C)⊥, for all i < ∞.

Proof By Theorem6.4, we have that Ψ ∞
i (C⊥) is a constcyclic code for all i < ∞

since C⊥ is a constacyclic code.
Let v ∈ Ψ ∞

i (C⊥) and letw be an element ofΨ ∞
i (C). This implies that there exist

v′ ∈ C⊥ and w′ ∈ C such that v = Ψ ∞
i (v′) and w = Ψ ∞

i (w′). It follows that

[v,w] = [Ψ ∞
i (v′), Ψ ∞

i (w′)] = Ψ ∞
i [v′, w′] = Ψ ∞

i (0) = 0. (6.15)

Therefore, we have that Ψ ∞
i (C⊥) ⊆ (Ψ ∞

i (C))⊥.
We know thatC⊥ has type 1n−k since it is the orthogonal of a code overA∞. IfC is

basic, we have thatC = (C⊥)⊥. This implies thatC has type 1k . Therefore,Ψ ∞
i (C⊥)

has type 1n−k and (Ψ ∞
i (C))⊥ has type 1n−k . This gives (Ψ ∞

i (C))⊥ = Ψ ∞
i (C⊥). �

LetC be a linear non-basic constacyclic code overA∞, then the codeC ′ = (C⊥)⊥
has type 1m for some m and C ⊆ C ′. This gives that if C is a linear non-basic
constacyclic code overA∞, then we can find a linear basic constacyclic codeC ′ with
C ⊆ C ′. As a simple example, consider the code C = 〈(γ, γ, . . . , γ)〉. This code is
cyclic (1-constacyclic) and (C⊥)⊥ = 〈(1, 1, . . . , 1)〉 which is cyclic and contains C .

We need a result which allows us to lift the factorization of a polynomial. Specif-
ically, we need Hensel’s lemma whose proof can be found in [21].
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Lemma 6.3 (Hensel’s Lemma) Let f (x) be a polynomial over Ai , where i < ∞,
assume Ψ i

1 ( f (x)) = g1(x)g2(x) · · · gr (x) where g1(x), g2(x), · · · , gr (x) are pair-
wise coprime polynomials over Fq . Then there exist pairwise coprime polynomials
f1(x), f2(x), · · · , fr (x) over Ai such that

f (x) = f1(x) f2(x) · · · fr (x)

and Ψ i
1 ( f j (x)) = g j (x), for j = 1, 2, · · · , r.

Recall that if f (x) is a monic irreducible divisor of xn − 1 over Fq , then 〈 f (x)〉
is a prime ideal in Fq [x]/〈xn − 1〉.
Lemma 6.4 Let i be a positive integer and let a be a prime ideal inAi [x]/〈xn − λ〉,
where λ is a unit in Ai . Then γ ∈ a.

Proof We know that γi = 0 ∈ a, since the nilpotency index of γ is i . It follows that
either γi−1 or γ is in a. If γ ∈ a we are done. Otherwise, γi−1 ∈ a. Then proceeding
by induction, we have the result. �

Theorem 6.6 Let i be a positive integer and let λ be a unit in Ai . The prime ideals
in Ai [x]/〈xn − λ〉 are of the form 〈 fi (x), γ〉, where fi (x) is any monic irreducible
divisor of xn − λ over Ai .

Proof Let a be a prime ideal inAi [x]/〈xn − λ〉. It follows thatΨ i
1 (a) is a prime ideal

in Fq [x]/〈xn − λ〉. Then Ψ i
1 (a) = 〈 f1(x)〉, where f1(x) is some monic irreducible

divisor of xn − λ. By Lemma6.3, Hensel’s Lemma, we have that there exists a
polynomial fi (x) in Ai [x] that is a monic irreducible divisor of xn − λ in Ai [x]
with Ψ i

1 ( fi (x)) = f1(x). Then by Lemma6.4, we know that γ ∈ a. Then we have
that 〈 fi (x), γ〉 ⊆ a. The ring (Ai [x]/〈xn − λ〉)/〈 fi (x), γ〉 is a field, and therefore
the ideal 〈 fi (x), γ〉 is maximal which gives that 〈 fi (x), γ〉 = a. �

For the infinite ring, we cannot guarantee that γ is in the ideal, but a similar proof
gives the following.

Theorem 6.7 The prime ideals inA∞[x]/〈xn − λ〉 are either of the form 〈 f (x), γi 〉
or 〈 f (x)〉, where f (x) is any monic irreducible divisor of xn − λ over A∞.

Recall that a nonzero ideal a ⊆ Ai is called a primary ideal if a �= Ai and when-
ever ab ∈ a, then either a ∈ a or bk ∈ a for some positive integer k. A polynomial
f (x) ∈ Ai [x] is primary if 〈 f (x)〉 is a primary ideal of Ai [x].
Theorem 6.8 Let i be a positive integer, the primary ideals in Ai [x]/〈xn − λ〉 are
〈 fi (x), γl〉, where 〈 fi (x)〉 is an irreducible divisor of xn − λ overAi and 0 ≤ l < i .

Proof Let a = 〈 fi (x), γ〉 = 〈ea(x), γ〉 be an arbitrary prime ideal. It follows that
a = 〈ea(x), γ〉 = 〈ea(x)〉 + 〈γ〉. Then, for any 0 ≤ l < i , and a ∈ al , there exist
as1 , · · · , asl ∈ a such that
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a =
∑

s1···sl
as1 · · · asl =

∑

s1···sl

l∏

t=1

(ea(x)y
st
t + γzstt )

=
∑

s1···sl
(ea(x)ws1···sl + γlw′

s1···sl )

= ea(x)
∑

s1···sl
ws1···sl + γl

∑

s1···sl
w′

s1···sl ∈ 〈ea(x), γl〉.

This implies that al ⊆ 〈ea(x), γl〉.
For the other direction, since ea(x) = ela(x) ∈ al and γl ∈ al, we have that

〈ea(x), γl〉 ⊆ al . Hence al = 〈ea(x), γl〉.
Let b be an arbitrary primary ideal whose associated prime ideal is a = 〈ea(x), γ〉,

then (by [28], p. 200, Ex. 2) there exists an integer k such that ak ⊆ b ⊆ a, and from
this we get that a = al for some l. Hence the results hold. �

A similar proof gives the following.

Theorem 6.9 The primary ideals in A∞[x]/〈xn − 1〉 are 〈 fi (x)〉 and 〈 fi (x), γl〉,
where 〈 fi (x)〉 is an irreducible divisor of xn − 1 over A∞ and 0 ≤ l < ∞.

When i < ∞ we have that 〈 fi (x), γ〉i = 〈 fi (x)〉. Then we have the following
chain:

〈 fi (x)〉 ⊆ 〈 fi (x), γi−1〉 ⊆ · · · ⊆ 〈 fi (x), γ2〉 ⊆ 〈 fi (x), γ〉. (6.16)

In A∞[x]/〈xn − 1〉, we have the following infinite chain:

〈 f∞(x)〉 ⊆ 〈 f∞(x), γi−1〉 ⊆ · · · ⊆ 〈 f∞(x), γ2〉 ⊆ 〈 f∞(x), γ〉. (6.17)

Corollary 6.2 Let i be any positive integer or infinity. Let f li (x), 1 ≤ l ≤ s, i ∈ N,
denote the distinct monic irreducible divisors of xn − λ over Ai . Then any ideal in
Ai [x]/〈xn − λ〉 can be written uniquely as

a =
s∏

l=1

〈 f li (x), γ〉ml , (6.18)

where 0 ≤ ml ≤ i . If i is finite, then there are (i + 1)s distinct ideals.

Proof The result follows from Theorem6.8 and the Lasker-Noether decomposition
theorem ([28], p. 209). �

This takes us to our main theorem.

Theorem 6.10 We have the following characterization of ideals inAi [x]/〈xn − λ〉
and A∞[x]/〈xn − λ〉.
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• Let i be a positive integer, then any ideal of Ai [x]/〈xn − λ〉 has the form

〈 f0(x), γ f1(x), · · · , γi−1 fi−1(x)〉, (6.19)

where fl(x) are divisors of xn − λ and fi−1(x) | · · · | f1(x) | f0(x).
• Any ideal of A∞[x]/〈xn − λ〉 has the form

〈γs0 f0(x), γ
s1 f1(x), · · · , γsb−1 fb−1(x)〉, (6.20)

where 0 ≤ s0 < s1 < · · · < sb−1 for some b and fb−1(x) | · · · | f1(x) | f0(x).
Proof The result follows from Theorem6.8 and Corollary6.2. �

This result gives the form of constacyclic codes over any chain ring and simultane-
ously over any principal ideal ring. This follows from the fact that any principal ideal
ring can be decomposed into the product of chain rings via the Chinese Remainder
Theorem. The following corollary is a direct consequence of this.

Corollary 6.3 Let R be a finite principal ideal ring, with Ri a finite chain ring with
R = CRT (R1, R2, . . . , Rs). Then any ideal in R[x]/〈xn − λ〉 is of the form

a = CRT (a1, a2, . . . , as),

where ai is an ideal in Ri [x]/〈xn − λi 〉 and λ = CRT (λ1,λ2, . . . ,λs).

Proof Follows from Theorem6.2. �

Therefore, the characterization of ideals in Theorem6.10 gives a characterization
of all constacyclic codes over finite principal ideal rings.

In a similar manner, determining the structure of ideals in R[x]/〈xn − λ〉 where
R is a finite commutative Frobenius local ring would find all constacyclic codes,
which leads to our next open question.

Question 6.2 Classify all ideals R[x]/〈xn − λ〉 where R is a finite commutative
Frobenius local ring.

6.3 Codes as Ideals in Group Rings

In the next three sections, we shall give some other generalizations of cyclic codes. In
this section, we shall give an alternate generalization of the concept of cyclic codes
and generalize this concept to groups other than the cyclic group.

It is natural to think of a cyclic code as an ideal in RCn where Cn is the cyclic
group of order n. As such, it seems that this should be generalized to consider codes
as ideals in the group ring. The largest benefit in this is that you have a canonical
subgroup of the automorphism group, namely the group G in the group ring RG.
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See Theorem6.12 for a complete description of this fact. We begin with the standard
definition of a group ring.

Definition 6.2 LetG be a finite group of order n, then the group ring RG consists of
elements of the form

∑n
i=1 αigi whereαi ∈ R and gi ∈ G. Addition in the group ring

is done by coordinate addition, that is
∑n

i=1 αigi + ∑n
i=1 βigi = ∑n

i=1(αi + βi )gi .

The product is given by

(

n∑

i=1

αigi )(

n∑

j=1

β jg j ) =
∑

i, j

αiβ jgig j ,

which gives that the coefficient of gi in the product is
∑

g jgk=gi
αiβ j .

In this definition, if the ring is a field, then the object is a called a group algebra.
Group rings are a well studied object and there is no restriction on the size of the
group and ring. However, for our purposes we will always assume that G is a finite
group and that R is a finite commutative Frobenius ring.

We shall now describe a construction of codes in a group algebra first appearing
in [19]. It was expanded to group rings in [11].

Let R be a finite commutative Frobenius ring and let G = {g1, g2, . . . , gn} be a
group of order n. Let v ∈ RG and define the matrix σ(v) to be

σ(v) =

⎛

⎜
⎜
⎜
⎝

αg−1
1 g1

αg−1
1 g2

αg−1
1 g3

. . . αg−1
1 gn

αg−1
2 g1

αg−1
2 g2

αg−1
2 g3

. . . αg−1
2 gn

...
...

...
...

...

αg−1
n g1

αg−1
n g2

αg−1
n g3

. . . αg−1
n gn

⎞

⎟
⎟
⎟
⎠

. (6.21)

From this matrix we are able to define a code of length n over R, specifically we
define

C(v) = 〈σ(v)〉. (6.22)

Given an element v ∈ RG, we have a matrix σ(v) ∈ Mn(R) and a code C(v) of
length n over R. The following theorem first appeared in [11].

Theorem 6.11 Let R be a finite commutative Frobenius ring and G a finite group of
order n. For an element v ∈ RG, letC(v) be the corresponding code in Rn, let I (v) be
the set of elements of RG such that

∑
αigi ∈ I (v) if and only if (α1,α2, . . . ,αn) ∈

C(v). Then I (v) is a left ideal in RG.

Proof The rows in the matrix σ(v) are vectors that correspond to the elements hv

in RG where h is an arbitrary element of the group G. It is immediate that I (v) is
closed under addition since the sum of any two elements in I (v) corresponds to the
sum of the corresponding elements in C(v).

We shall show that the product of an element in RG and an element in I (v)

is in I (v). Let w1 = ∑
βigi be an arbitrary element in the group ring RG. Let
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w2 correspond to a vector in C(v), which is of the form
∑

γ j h jv. Then w1w2 =∑
βigi

∑
γi hiv = ∑

βiγ jgi h jv, which corresponds to an element in C(v) and
gives that the element is in I (v). Therefore, we have that I (V ) is a left ideal of
RG. �

It is natural then to consider the ideals of a group ring as a class of interesting
codes of length n over R.

Theorem 6.12 Let R be a finite commutative Frobenius ring and G a finite group of
order n. Let v ∈ RG and C(v) be the corresponding code in Rn. The automorphism
group of C(v) has a subgroup isomorphic to G.

Proof We have by Theorem6.11 that I (v) is an ideal of RG. As such it is invari-
ant by multiplication by elements of G which corresponds to the group acting on
the coordinates of C(v). Therefore, we have that the automorphism group of C(v)

contains G as a subgroup. �

This theorem shows the utility of this technique as one may start with a group
and easily define a code over a finite commutative Frobenius ring with that group as
part of the automorphism group. This is a natural generalization of the technique of
generating a cyclic code by taking cyclic shifts of a vector to generate a cyclic code.

Question 6.3 For a given finite group G and a finite commutative Frobenius ring R,
find the structure of all ideals in RG.

There are some natural choices of G which are quite close to the cyclic group. For
example, the dihedral group would be an interesting choice. This group was used in
[22] to construct the [48, 24, 12] extremal code. It would seem that dihedral codes
could find as many engineering applications and in applications in other branches of
mathematics as cyclic codes have found. In general, it would be of great interest to
find finite groups that provide such applications and study codes in that particular
group ring.

6.4 Quasicyclic Codes

Quasicyclic codes are another generalization of cyclic codes. They have received
less attention thanmany generalizations, since they do not have a canonical algebraic
description as ideals in a polynomial ring. In this section, we shall give a natural way
to think about quasicyclic codes over finite fields by examining cyclic codes over the
finite commutative Frobenius ring Rq,Δ.

Let π be the standard cyclic shift. Specifically,

π(c0, c1, . . . , cn−1) = (cn−1, c0, c1, . . . , cn−2).

We have the following definition.
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Definition 6.3 Let C be a code over a finite commutative Frobenius ring R. Then if
πk(C) = C, we say that C is a quasicyclic code of index k.

Recall the definition of the ring Rq,Δ given in Eq.4.21 and the correspondingGray
mapΨ . We shall generalize some of the results that first appeared for the binary case
in [10].

From the definition of Ψ , we see that if v is a vector in Rn
Δ, with corresponding

Gray map Ψ, then we have that Ψ (π(v)) = πΔ(Ψ (v)). The next theorem, which
gives a construction of quasicyclic codes of arbitrary index, follows immediately
from this fact.

Theorem 6.13 Let C be a linear cyclic code over the ring Rq,Δ of length n. Then
Ψ (C) is a linear quasicyclic code over Fq of length Δn and index Δ.

Proof The code C is a cyclic code, so we have that π(C) = C . Then we have that
Ψ (C) = Ψ (π(C)) = πΔ(Ψ (C)). Therefore, Ψ (C) is a quasicyclic code of index Δ.
�

To study quasicyclic codes, it is then necessary to understand cyclic codes over
Rq,Δ. Therefore, we shall study the ideal structure of the corresponding polynomial
ring.

Let AΔ be the set of all monomials of Rq,Δ and let ÂΔ be the subset of AΔ

of all monomials with one indeterminate. It is a simple computation to see that
|AΔ| = pk11 pk22 · · · pktt = Δ and | ÂΔ| = pk11 + pk22 + · · · + pktt .

Any indeterminate u pi , j may have an exponent in the set Ji = {0, 1, . . . , pi −
1}. Let αi ∈ J ki

i and denote uαi ,1
pi ,1 · · · uαi ,ki

pi ,ki
by uαi

i . Let J = J k1
1 × · · · × J kt

t . Each

element a ∈ AΔ can be written as a = uα for someα ∈ J , as the subset {uαi, j

pi , j
|αi, j �=

0}(1≤i≤t,1≤ j≤ki ) ⊆ ÂΔ. Denote by â the corresponding subset of ÂΔ.
Take the vector of exponents α = (α1,1, . . . ,α1,k1 , . . . ,αt,1, . . . ,αt,kt ) ∈ J and

denote by ᾱ the vector (p1 − α1,1, · · · , p1 − α1,k1 , · · · , pt − αt,kt ). We note that
¯̄α = α.

Denote by Iα the ideal Iα = 〈uα〉, for α ∈ J . Define I(p1,··· ,p1,p2··· ,pt ,··· ,pt ) = {0}.
Define the ideal

Îα = 〈ûα〉 = 〈uαi, j

pi , j
| αi, j �= 0〉(1≤i≤t,1≤ j≤ki ). (6.23)

The following theorems first appear in the binary case in [12].

Theorem 6.14 Let α ∈ J . Then the ideal Î⊥
α = Iᾱ.

Proof It is easy to see that Iᾱ ⊂ Î⊥
α .

Suppose it is not true that Î⊥
α ⊂ Iᾱ. Then there exist an element b = ∑

β∈J cβuβ ∈
Î⊥
α that does not belong to Iᾱ. It follows that there exists a particular β such that
cβ �= 0 and βi, j < ᾱi, j for some i and j . Then, u

αi, j

pi , j
· b �= 0 for u

αi, j

pi , j
∈ Îα, which

gives b /∈ Î⊥
α and Î⊥

α ⊂ Iᾱ. �
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Here, we have Î⊥
0 = R⊥

Δ = {0} = I(p1,··· ,p1,p2··· ,pt ,··· ,pt ) = I0̄.

Theorem 6.15 The number of elements of Iα is q
∏

i∈ᾱ i and the number of elements
of Îα is qΔ−∏

i∈α i .

Proof There are p1 − α1,1 different monomials fixing all the indeterminates except
the first one, u p1,1 in the set of all monomials of Iα. There are p1 − α1,2 different
monomials fixing all the indeterminates except the second one, u p1,2. By induction,
there are

∏
1≤i≤t,1≤ j≤ki

(pi − αi, j ) different monomials in Iα.
Then, since ᾱ is the vector (p1 − α1,1, · · · , p1 − α1,k1 , · · · , pt − αt,kt ) and all

elements in Iα are a linear combination of its monomials, we have that |Iα| = q
∏

i∈ᾱ i .
By Theorem 6.14, it follows that | Îα| = qΔ−∏

i∈α i .

Since cyclic codes over Rq,Δ can be viewed as ideals in Rq,Δ[x]/〈xn − 1〉, we use
the canonical decomposition of rings to obtain the following theorem, noting that
when the characteristic of Fq and n are relatively prime the factorization is unique.

Theorem 6.16 Let n be an integer relatively prime to the characteristic of Fq and
xn − 1 = f1 f2 . . . fr . The ideals in Rq,Δ[x]/〈xn − 1〉 can be written as I ∼= I1 ⊕
I2 ⊕ · · · ⊕ Ir where Ii is an ideal of the ring Rq,Δ[x]/〈 fi 〉, for i = 1, . . . , r .

We shall now examine what form these ideals take. We generalize the approach
used for the binary case in [12]. Let f be an irreducible polynomial in Fq [x], then
f is a basic monic irreducible polynomial over Rq,Δ.
Since the polynomial is irreducible, we have that Fq [x]/〈 f 〉 is a finite field of

order qdeg( f ). Let L0,0 = Fq [x]/〈 f 〉 and L p1,1 = L0,0[u p1,1]/〈u p1
p1,1〉. For 1 ≤ i ≤

t, 1 ≤ j ≤ ki , define

L pi , j =
{
L pi−1,ki−1 [u pi ,1]/〈u pi

pi ,1〉 if j = 1,
L pi , j−1[u pi , j ]/〈u pi

pi , j
〉 otherwise.

(6.24)

Any element a ∈ L pi , j can be written as

a = a0 + a1u pi , j + a2u
2
pi , j + · · · + api−1u

pi−1
pi , j

where a0, . . . , api−1 belong to L pi , j−1 if j �= 1 or to L pi−1,ki−1 if j = 1.

Theorem 6.17 Let a = ∑pi−1
d=0 adudpi , j be an element of L pi , j . The element a is a

unit in L pi , j if and only if a0 is a unit in L pi , j−1 if j �= 1 or in L pi−1,ki−1 if j = 1.

Proof Assume that a0 is a unit in L pi , j−1 if j �= 1 or in L pi−1,ki−1 if j = 1. Define
b = a−1

0 (
∑pi−1

d=1 adudpi , j ). Then b is a zero divisor and 1 + b is a unit since (1 +
b)(1 + b + b2 + · · · + bpi−1) = 1. This gives that a0(1 + b) = a is also a unit.

If the element a0 is not a unit, then there exists b in L pi , j−1 if j �= 1 or in L pi−1,ki−1

if j = 1, such that ba0 = 0. Therefore, bu pi−1
pi , j

a = 0. �
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Denote the group of units of L pi , j by U(L pi , j ). By the previous result we can see
that

|U(L pi , j )| =
{ |U(L pi−1,ki−1)||L pi−1,ki−1 | if j = 1,

|U(L pi , j−1)||L pi , j−1| otherwise.
(6.25)

We have that |U(L p1,1)| = qdeg( f )(qdeg( f ) − 1) since we have that |U(L0,0)| =
qdeg( f ) − 1. Then by induction, we have that

|L pt ,kt | = (qdeg( f ))Δ and |U(L pt ,kt )| = (qdeg( f ))Δ − (qdeg( f ))Δ−1. (6.26)

Theorem 6.18 The ideals of L pt ,kt are in bijective correspondence with the ideals
of Rq,Δ.

Proof Theorem6.17 gives that the zero-divisors of L pt ,kt are of the form∑
cαu

α1
1 · · · uαt

t with cα ∈ L0,0 and c0 = 0 and that there are (qdeg( f ))Δ−1 of them.
The result follows. �

The following corollary is an immediate consequence of the previous theorem.

Corollary 6.4 Let n be an integer relatively prime to the characteristic of Fq . Let
xn − 1 = f1 f2 . . . fr be the unique factorization of xn − 1 into basic irreducible
polynomials over Rq,Δ. Let IΔ be the number of ideals in Rq,Δ. Then the number of
linear cyclic codes of length n over Rq,Δ is (IΔ)r .

Of course, it is not true that all quasicyclic codes over Fq are images, under the
Gray map, of cyclic codes over Rq,Δ. This fact leads to the following question which
is couched in the broadest setting.

Question 6.4 Let R be a finite commutative Frobenius ring. Classify all quasicyclic
codes with index k and length n over R.

6.5 θ-Cyclic Codes

In this section, we shall describe another generalization of cyclic codes. This is
generalization has been extremely important in finding good codes, namely those
codes with large minimum distances with respect to their ambient space and size.
The theory of θ-cyclic codes over fields has been described in [1–5]. They have also
been studied over rings in [18, 26] for example. We note that these codes are also
often called skew cyclic codes.

Definition 6.4 Let R be a Frobenius ring and let θ be an automorphism of R. A
θ-cyclic code is a linear code C such that

(c0, c1, . . . , cn−1) ∈ C ⇒ (θ(cn−1), θ(c0), θ(c1), . . . , θ(cn−2)) ∈ C.
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We define the following skew polynomial ring. Let

R[x, θ] = {a0 + a1x
1 + · · · + an−1x

n−1 | ai ∈ R, n ∈ N},

where addition is the usual polynomial addition and multiplication is defined by
xa = θ(a)x for all a ∈ R. We note that this ring is a non-commutative ring even
though the code alphabet is commutative. This ring is a common example in non-
commutative ring theory. We need to show what algebraic structures correspond
to θ-cyclic codes. However, unlike our previous work, we must be sure to indicate
whether it is a left or a right module.

Theorem 6.19 Let C be a linear θ-cyclic code over a finite commutative Frobenius
ring R. Let a be the set of all polynomials of the form a0 + a1x + a2x2 + · · · +
an−1xn−1 where (a0, a1, . . . , an−1) ∈ C. Then a is a left module of R[x, θ]/〈xn − 1〉.
Proof It is clear thata is an additive subgroup.Leta(x) = a0 + a1x + . . . an−1xn−1 ∈
a. Then we have that

xa(x) = xa0 + xa1x + xa2x
2 + · · · + xan−1x

n−1

= θ(a0)x + θ(a1)x
2 + · · · + θ(an−1)x

n

= θ(an−1) + θ(a0)x + · · · + θ(an−2)x
n−1 ∈ a.

Therefore, a is a left module of R[x, θ]/〈xn − 1〉. �

When the alphabet is a finite field, then finding left ideals is equivalent to finding
right divisors of xn − 1 in R[x, θ], see [6] for a complete description. See also [5],
for a description of θ-cyclic codes where the alphabet is a Galois ring. In general,
we have the following open question.

Question 6.5 Determine the structure of all θ-cyclic codes in R[x, θ]/〈xn − λ〉
where R is a finite commutative Frobenius ring.

As an example of a ring that can be used in this setting, consider the ringF2 + vF2,

where v2 = v. This ring has an automorphism which interchanges v and 1 + v. See
[26] for a description of skew cyclic codes in this case.
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