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Abstract. This work presents an improved interactive data visualiza-
tion interface based on a mixture of the outcomes of dimensionality
reduction (DR) methods. Broadly, it works as follows: The user can
input the mixture weighting factors through a visual and intuitive inter-
face with a primary-light-colors-based model (Red, Green, and Blue).
By design, such a mixture is a weighted sum of the color tone. Addition-
ally, the low-dimensional representation space produced by DR methods
are graphically depicted using scatter plots powered via an interactive
data-driven visualization. To do so, pairwise similarities are calculated
and employed to define the graph to simultaneously be drawn over the
scatter plot. Our interface enables the user to interactively combine DR
methods by the human perception of color, while providing information
about the structure of original data. Then, it makes the selection of a
DR scheme more intuitive -even for non-expert users.

Keywords: Color-based model · Data visualization · Dimensionality
reduction · Pairwise similarity

1 Introduction

The advance of technology can be observed through the integration into everyday
human activities in devices like sensors, mobile applications, web pages and
companies integrated systems that allows the collection of user data for the
purpose of finding valuable information. Subsequently, such information can be
converted into useful knowledge for humans to finally make proper decisions
[1]. As a consequence, there had been an increasing volume of data generating
then the need for computational systems become more robust by incorporating
machine learning algorithms, so that knowledge generation can be reached in
an optimal way (i.e. by avoiding information redundancy and noise) mainly for
unstructured and multivariate databases [2,3].
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The dimensionality reduction (DR) is one of the approaches to make data
perceivable in a simpler and compact way, since representing a set of high dimen-
sional data increases the complexity of user’s understanding due that the infor-
mation may become abstract specially, regarding the manner to describe objects
being non-physical [4].

DR methods are able to simplify the description of the data set that can rep-
resent large volumes of information at optimal processing times, while keeping
the same properties of the complex high-dimensional data. As a result, it favors
compression, elimination of redundancy and improves the processes with the
implementation of machine learning algorithms. Then, it also reduces the com-
putational cost. In virtue of the above, the user obtain a better analysis with an
effective pattern recognition and considering a smaller number of dimensions [2].

Once performed the DR stage, the interactive visualization takes place to
create an interface between the human beings and the computational processes
with their algorithms of machine learning. Such an interface allows to generate
efficient forms of mathematical and statistical processes to the user’s under-
standing, where he can manipulate the information until to determine the best
method in each specific information type. However, presenting data in an under-
standable, dynamic and intuitive way with transparent mathematical processes
to the user becomes a challenge [4,5]. The visualization of data only succeeds
when it can encodes the information in a way that our eyes can discern and our
brains can understand. To achieve this objective is more a science than an art,
which can only be achieved through the study of human perception [6].

Some works [2,3,7,8] have accomplished interfaces with methods of dimen-
sionality reduction with different approaches and ways of generating mixtures
between the different DR algorithms, so that the user can intuitively select the
most appropriate in a visual way. [9] also has a pairwise similarities to deter-
minate the affinity for the DR method mixture result but all these works does
not focus in the interface design and reason to applies the color inside the data
visualization. The present work is an improved approach to those cited works
by optimizing the user interaction with the interface by associating DR methods
with colors and RGB bars that are easier to associate with processes previously
learned by user with the aim of create more intuitive environments.

For experiments, we used the spherical data set in 3-D, the evaluation of
the performance of the mixture was considered conventional methods of DR
such as: multidimensional classical scaling (CMDS) [10], locally linear embedding
(LLE) and t-Student distributed (TSNE) [11,12], in addition to provide more
interactivity to the user can control color bars tone by varying their parameter,
also integrates a slider to control and visualize the affinity of the points of the
2-D graphic in relation to the 3-D graphic. To perform the mixing of methods
the user has the RGB bars (Red, Green, Blue) in order to modify the color tone
in a container with scale from 0 to 255, for weights factors are performed by an
average in relation to the tonality summation of the RGB bars, as a result the
2-D circumference is graphically observed in a friendly and interactive way [6].
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The remaining of the paper is organized as follows: In Sect. 2, Data visualiza-
tion via dimensionality reduction is outlined. Section 3 introduces the proposed
interactive data visualization scheme. Experimental setup and results are pre-
sented in Sects. 4 and 5, respectively. Finally, Sect. 6 gathers some final remarks
as conclusions and future work.

2 Data Visualization via Dimensionality Reduction

The data visualization means the interaction between the human and the system
(interface) which handle thousands of complex data sets records. This allowing
an in depth knowledge and pattern recognition in such a way that they become
information comprehensible for the user. The 2- or 3-dimensional representa-
tion maybe can the most intuitive ways of visualizing large volumes numerical
data for analyzing and find information when strong hypotheses about data are
not yet available [13], besides can be readily represented using a scatter plot,
giving the facility to the human eye for its interpretation, since they can see
easily in two dimensions and the brain is in charge of calculating the distance
between the object, giving the perception of third dimension [14]. In this way,
dimensionality reduction methods are born from the need to obtain a simple
representation of the complexity or relationship of big volume of data into a
low dimension space, with the least loss of information possible [15]. So, when
performing a DR method, a more realistic and intelligible visualization for the
user is expected [11]. More technically, the goal of dimensionality reduction is to
embed a high dimensional data matrix Y = [yi]1≤1≤N such that yi ∈ R

D into a
low-dimensional, latent data matrix X = [xi]1≤1≤N being yi ∈ R

d, where d < D
[11,16]. Figure 1 depicts an instance where a manifold (3-dimensional sphere) is
embedded into a 2-D representation, which resembles to an unfolded version of
the original manifold.

Fig. 1. Dimensionality reduction effect over an artificial (3-dimensional) spherical shell
manifold. Resultant embedded (2-dimensional) data is an attempt to unfolding the
original data.
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3 Interactive Data Visualization Scheme

The proposed visualization improve approach, here so-called DataVisSim,
involves three main stages: mixture of DR outcomes, interaction, and visual-
ization, as depicted in the block diagram of Fig. 2. One of the most important
contributions of this work is that information on the structure of the input
high-dimensional space is added to the visual final representation, by using a
pairwise-similarity-based scheme and the greater accuracy of the proportion of
DR methods, giving the user the knowledge of their DR mixture in percentages
according to the color’s tonality.

Fig. 2. Block diagram of proposed interactive data visualization using dimensional-
ity reduction and similarity-based representations (DataVisSim). It works as follows:
First the interface loads the database of high dimension and reduced dimension, in
second step the user can manipulate the color bars for performs a mixture between DR
methods, at third step when the user has decided the weighting factors for the afore-
mentioned mixture we can validate his choice with a novel similarity-bases approach,
and finally the embedded representation can be saved. (Color figure online)

3.1 Mixture

Let us suppose that the input matrix Y is reduced by using M differ-
ent DR methods, yielding then a set of lower-dimensional representations:
{X(1), · · · ,X(M)}. Herein, we propose to perform a weighted sum in the form:

X̄ =
M∑

m=1

αmX(m), (1)
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where {α1, · · · , αM} are the weighting factors. To make the selection of weighting
factors intuitive, we use probability values so that 0 ≤ αm ≤ 1 and

∑M
m1=1 αm =

1, and therefore all matrices X(m) should be normalized to rely within a unit
hypersphere.

3.2 Interaction Model

An appropriate design of an interface, allows to the user to create own mental
models that help to understand the information on the screen of a computer.
Through previous experiences and expectations the user shapes perceptions. The
interaction between the user and the system must be a fluid dialogue in the style
of the interface where the senses of vision, hearing and touch interact [17]. This
work emphasizes touch and vision based on an additive synthesis model that
emits light directly to the source of illumination of some kind, representing a
color by mixing the 3 primary RGB light colors (Red, Green, Blue) [18]. This
form of representation and creation of color is used since the human eye has
photoreceptors, approximately 64% of the cones (photosensitive cells) contains
photo pigments (light sensitive proteins), 32% contain green and only about
2% contains photo blue pigments [6]. Consequently the human eye has greater
sensitivity RGB colors based on human perception and the combination between
light, object and observer [17].

The proposed interface allows the process between luminescence, contrast,
color and movement that allows a sensation of physical stimuli to the human
being and can pay attention to the mixture of DR. The HSV model (Hue, Sat-
uration and Value) represented in a computer according to Fig. 3. The user can
to manipulate the values of the bars of tone of the RGB colors, the increase or
decrease of their value is given according to the saturation of the bar, giving
the feeling of filling or emptying it [6,18]. The interface works as follows: the
user loads the sphere in third dimension, once visualized the figure has the RGB
bars that can modify the percentage of tone of the same, so the user change the
weight of the DR methods and they can be observed the 2-D figure about the
existing blend and the resulting color of the RGB. Finally, the work can be save
for later analysis of the new data set.

For the sake of interactivity, the values of every αm -required to calculate X̄
according to Eq. (1)- are to be defined by the users using an color saturation-bar
available in the interface. Within a friendly-user and intuitive environment, in
the case than more DR methods is selected, weighting factors can be readily
imputed by just select values from bars and choose the color saturation between
RGB color bars are definite by fundamental counting principle, which given a
set of n elements, is defined as an arrangement of n in order of k (k <= n) to
each tuple that can be formed by taking k different elements among n given.
The user can move the bars when they consider suitable.
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Fig. 3. The picture in the left side explain the way of the RGB color can make others
colors, the right side show the saturation and hue with model HSV and the interaction
with RGB color for visualize different color tone (Color figure online)

3.3 Similarity-Based Visualization

The most used method to visualize 2- or 3-dimensional data is the scatter plot.
In this work, we introduce a similarity-based visualization approach with the aim
to provide a visual hint about the structure of the high-dimensional input data
matrix Y into the scatter plot of its representation in a lower-dimensional space
To do so, we use a pairwise similarity matrix S ∈ R

N×N , such that S = [sij ].
In terms of graph theory, entries sij defines the similarity or affinity between
the i − th and j − th data point from Y . Doing so, we can hold the structure
of original input space in a topological fashion, specifically in terms of pair-
wise relationships. For visualization purposes, such a similarity is used to define
graphically the relationship between data points by plotting edges. In order to
control the amount of edges and make an appealing visual representations, the
value of sij is constrained as sij > smax, being smax a maximum admissible sim-
ilarity value to be given by the users as well. In other words, our visualization
approach consists of building a graph with constrained affinity values.

4 Experimental Setup

Database: In order to visually evaluate the performance of the DataVisSim
approach, we use an artificial spherical shell (N = 1000 data points and D = 3),
as depicted in Fig. 1.

Parameter Settings and Methods: In order to capture the local structure for
visualization, i.e. data points being neighbors, we utilize the Gaussian similarity
given by: sij = −exp(−0.5‖y(i)−y(j)‖2/σ2). The parameter is a bandwidth value
set as 0.1, being the 10% of the hypersphere ratio (applicable once matrices are
normalized as discussed in Sect. 3.1. To perform the dimensionality reduction we
consider M = 3 DR methods, namely: CMDS, LLE, and t-SNE. All of them are
intended to obtain spaces in dimension d = 2.
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Performance Measure: To quantify the performance of studied methods, the
scaled version of the average agreement rate RNX(K) introduced in [19] is used,
which is ranged within the interval [0, 1]. Since RNX(K) is calculated at each
perplexity value from 2 to N−1, a numerical indicator of the overall performance
can be obtained by calculating its area under the curve (AUC). The AUC assesses
the dimension reduction quality at all scales, with the most appropriate weights.

5 Results

Figure 4 shows the scatter plots for the resultant low-dimensional spaces obtained
by the considered dimensionality reduction methods for the interface. These DR
methods has been insert doing relationship with eye perception in front of the
computer.

Fig. 4. The effects of dimensionality reduction methods considered on the 3-D sphere.
The results are embedded data represented in a bi-dimensional space.

The interface was developed in Processing in virtue of the ease of represent
information in a visual way, the interface shows all the content in relation of
pixels, of this way all the data points must be modify and change only to positive
points. In the Fig. 5 shows the final interactive interface with RGB model.

Fig. 5. Finally interface developed in Processing with interactive RGB model. Sample
video https://sites.google.com/site/intelligentsystemsrg/home/gallery/

https://sites.google.com/site/intelligentsystemsrg/home/gallery/
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Figure 6 shows the result with the interaction between the user and the inter-
face in three important aspects: RGB mixture color, the 2-D visualization and
the mixture performance. As seen, RNX(K) measure allows for assessing both
the different mixtures and the methods independently Since the area under its
curve represents a representation quality measure of the low-dimensional space,
is in turn a visual and intuitive indicator that helps the user to find the best
either a single DR method or the proper mixture [9].

Fig. 6. The picture show four results of the interaction between interface and the
user and how they find their mixture, in some cases the mixture had been with good
performance and others do not.

As well, the interface incorporates a slider bar to dynamically draw the edges
between nodes. This is useful for visual analysis given that it allows to relate
the structure of high-dimensional data (original data) within the visualization of
the low-dimensional representation space, the thickness line amounts to relation
between the points in 2-D and 3-D dimension. Therefore, is easy to see by the
user the DR mixture quality, as the picture shows in Fig. 7.

This follows from the interaction between the user and the interface, which
shows greater preferences in blends of blue and green in men, while in women
it changes its selection to yellow and pink colors. This indicates that the most
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Fig. 7. The figure indicates the affinity of the points by making the relation with the
thickness of the lines that join to each other. (Color figure online)

widely used method is CMDS and T-SNE, respectively. In addition, the affinity
bar allows the verification of the result of the mixture, giving the opportunity to
change the result by observing the distance of the points increases when plotting
them with The RGB mix.

6 Conclusions and Future Work

This paper presents an improved visualization method, which is based on
the mixture of dimensionality reduction methods by following a color-human-
perception criterion and enables users to have mental structures on the perfor-
mance of the obtained results by visualizing a similarity measure calculated at
the high dimension data. Particularly, the mixture is performed as a weighted
sum whose weights are defined as the average of the tonality of the primary light
colors of RGB.

As a future work, other dimensionality reduction methods are to be inte-
grated into the interface and improve intuitive way of generate mixture DR
methods. The interface needs more mathematical developments regarding the
way to perform the mixture of DR methods.
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