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Abstract. Nowadays, Human-Robot Interaction (HRI) field is growing
by the day, a fact which is evidenced by the increasing number of existing
projects as well as the application of increasingly advanced techniques
from different areas of knowledge and multi-disciplinary approaches. In
a future where technology automatically controls services such as health
care, pedagogy or construction, social interfaces would be one of the
necessary pillars of HRI field. In this context, gesture plays an impor-
tant role in the transmission of information and is one of fundamental
mechanisms relevant to human-robot interaction. This work proposes a
new methodology for gestural annotation in free text through a seman-
tic similarity analysis using distributed representations based on word
embeddings. The intention with this is to endow NAO robot with an
intelligent mechanism for gesture allocation.
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1 Introduction

Over the last several decades, service automation scope has been the focus
of most technological advances. Robotics presents itself as one of the future
main pillars of society for guaranteeing the quality of life in all areas. Lines
of robotic research are tackling many varied fields such as medicine, rehabil-
itation, cleaning, refuelling, agriculture, construction or teaching [38]. Among
these researches, one of the most promising lines is therapeutic robotics [15],
and specifically psycho-pedagogic interventions for people with cognitive diffi-
culties, both in childhood and elderly [31].

Coexistence of robots and humans in the same space inevitably leads to the
development of social interfaces for mutual interaction through natural language
and physical expressions. Thus, gesture as a linguistic complement for improving
communication and interaction’s naturalness assume special significance in HRI
field. With the future role of robotics in society, affinity for robotic prototypes
take on a new significance, with degree of humanity being a decisive factor [21].
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In the context of gestures in robotics, different gestural taxonomies have been
defined [19,24], which can be grouped into two main typologies: gestures of inter-
action with the environment and co-verbal gestures [13,25]. Whereas deictic or
object-manipulation gestures have been the most studied [11,30,36], a shortage
of studies on rhetorical gestures for accompanying speech, or symbolic gestures
related to meaning, doesn’t necessarily imply less importance. Whilst important
progress in integrating co-verbal gesture has been achieved in the digital envi-
ronment with avatars, the synchronization of gestures with speech has been a
largely unexplored area in robotics [33]. The idea behind this synchronization
is the gesture association with specific and fixed keywords applying rule-based
and statistical model-based approaches, so new methods are needed in order to
extend synchronization coverage. Some systems are based on analysis of speech-
based video fragments to develop measures for establishing rules [17]. It is also
common to use systems requiring text annotated with gestures in order to gen-
erate Hidden Markov Models (HMMs), as Chiu et al. show [6].

Considering the lack and limitations of interfaces that integrate co-verbal
gestures, this paper proposes a new methodology for a intelligent association
between symbolic gestures and speech words. These symbolic gestures are used
to extend or reiterate verbal meaning, so its use has an enormous impact on
human-robot communication.

Given that the techniques in association of terms with gestures have tra-
ditionally been limited to the fact that animations are activated when detects
certain keywords, this paper outlines an approach based on semantic similarities
that intends to associate both in a more flexible way. In this manner a ges-
ture will be activated from any word having a similar semantic meaning. This
new methodology for integrating co-verbal gestures employs Natural Language
Processing (NLP) techniques and semantic analysis through word embeddings.
To do this, it applies semantic similarity measures between gestures and words
by determining which gestural expression is more in line with verbal meaning.

2 Related Work

Due to the success of gesture recognition researches, there are a large number of
studies on robots that can react to human gestures, as a result of which projects
such as ALBERT [32] and BIRON [9] robots have emerged.

Murthy and Jadon make a review of gesture recognition systems based on
hand movements [22], noting that most of researches employ HMMs to identify
static positions.

Recently scientific community have focused on gesture synthesis and inte-
gration, which remain largely unexplored, particularly in the robotic scope.
Even though most of synthesis works use predefined gestures [34], there exists
some projects generating real-time gestural expression such as Fritz robot [2].
Traditionally projects in this area focused on deictic [11] or collaborative [30]
gesture integration. Also, significant progress has been achieved on the other
typologies; for example, WE-4RII robot has been implemented for emotional
expressions [12].
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As regards co-verbal gestures, nearly any type of work derives from rule-based
or grammatical model-based approaches for activating them according to fixed
words. Our proposal aims precisely to expand that set of already-defined words
in accordance with a semantic similarity criterion. Co-verbal gesture generation
has been a line of research more recurrent in virtual interfaces, with access to
lexicons being the most common method. A number of more complex systems
have emerged by using visual information such as Greta system [27] or Maz
agent [14].

Co-verbal gestures are semantically, temporarily and pragmatically synchro-
nised with speech in an unconscious way according to McNeil [18]. Bergmann
et al. bring together the main complexities of gestural synchronization in two
issues, information distribution and packaging [3]. As distribution indicates how
verbal concepts and gestural ideas provide different aspects of the meaning,
packaging relates to amount of information contained in those aspects.

For the purpose of determining the information packaging, video fragments
containing hand motions have been analysed [35]. Similarly, Levine et al.
extract measures from gestural movements in various different videos to generate
motions in real time [17]. However, measures are useful for quantifying emphasis
and emotional degree but says nothing about semantic. Thereby different sys-
tems assume text entry annotated with types of gestures and parameters [10,14].
Neff et al. employ manually annotated semantic tags to create gestures through
a probabilistic trained model [23]. Likewise, Endrass et al. use techniques aimed
at gestural corpus [8]. Other systems apply dialogue managements to planning
puntual gestures from communicative targets [37]. There are also teleoperated
gestural systems and based on Wizard of Oz methods [7].

Some systems based on NLP have emerged like RFEA architecture, which
lexicalizes gestures to manage them as words in a language generator [4], or
BEAT, a system that suggests a more advanced approach for synchronising ges-
tures and speech [5]. The last one applies a rule set to determine what types
of gesture must be activated, selecting rhetorical gestures by default. Finally,
Ng-Thow-Hing et al. proposes an improved system with the integration of all
types of gestures implemented in a Honda robot [26]. For that, one Part-Of-
Speech (POS) tagging process [39] and five grammatical models are used. These
are attached to each type of gesture defined by McNeill to determine to which
it belongs and hence what rule system based on the identification of keywords
should be applied. Grammatical models consist of gestural lexicons created by
the annotation of video conferences under the following assumptions: there are
simpler gestures to model than others, those are usually associated with certain
words, rhetorical gestures become accentuated in topic changes and a word can
be combined with several gestures due to the context.

3 A New Methodology for Selecting NAO Robot’s
Gestures from Free Text

Nowadays, the most consolidated tools for co-verbal gesture integration are built
on the idea of relating relevant words with gestures, so that they are activated
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when detects one of those speech words. To improve this basic approach, our pro-
posal consists of a new speech pre-processing methodology based on the use of
semantic similarities through word embeddings. The main idea is to increase the
coverage of terms with which a gesture will be activated through that semantic
search. This methodology analyses incoming speech and a series of gestural rep-
resentations, and associate it with significant words depending on its semantic
similarity.

In order to develop the proposal, it is necessary to prepare a gestural repre-
sentation set, each consisting of an identifying tag and a set of related terms for
constituting a semantic space representation. Those vector representations are
used in quantifying the similarity of gestures with word meanings by comparing
every term through similarity measures.

Once the gestural representation list is made up, this new methodology
implies a speech segmentation into sentences first, and a text tokenization after.
Assuming that some grammatical categories provide most of the meaning to
every speech sentence, a POS tagging process is subsequently established to
determine those grammatical categories and identify the most significant words
in the message. From a pre-trained vector-based model of word embeddings,
it is pretended to quantify the similarity between sentences and related terms
to finally select gestures in accordance with a semantic similarity criteria. The
entire process is shown in Fig. 1.
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Fig. 1. Proposed methodology for applying to systems such as NAO robot.
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Word embeddings are word vector representations obtained from its contexts
through transformations into reduced semantic spaces; for that, neuronal net-
work training process and other mathematical techniques are applied to reduce
the initial dimension of word representations into a reduced semantic space [16].
As each word is represented by a parameter vector, the similarity between two
words results in a vector comparison; in this way, the semantic similarity between
the gesture meaning, defined by its related terms, and the word meaninig can
be established.

In order to evaluate the proposal, an experimentation has been carried out by
determining under what conditions of semantic comparison and what association
criteria optimize the gesture selection.

4 Experimental Design

Experimentation consists of the behavior analysis of word embeddings in a con-
text of gesture association issues from its semantic spaces, as defined by related
terms. Different semantic similarities have been studied applying two measures
to 1200 words and 60 gesture representation with two different pre-trained word
embeddings models: word2vec! model of Mikolov et al. [20], trained from Google
News?, and GloVe® model [29], an Stanford implementation generated from
Wikipedia* and Gigaword® texts. Although both cases are partially based on a
news repository resulting in a global scope, Wikipedia data strictly belongs to
an academic scope; for this reason, word2vec model is estimated to offer a better
word semantic representation in a general context.

In regarding to measures, euclidean distance and cosine similarity are
employed. In the semantic space word embeddings are located, euclidean dis-
tance represents relations between concepts, whereas cosine similarity means
semantic proximity between concepts. Therefore, a more efficient approach is a
priori expected to be achieved with this last measure.

The 60 gesture representations employed in experimentation have been objec-
tively generated from most common terms in language, provided by Word fre-
quency data® corpus, with the purpose of assuring the coverage of used concepts.
Words have been selected from the words related to these terms; for that, related
vocabulary search pages have been used in addition to an subsequent review by
an expert for choosing those with a similar meaning among the recommended
words. Knowing what gesture belongs to each bag of words, semantic similar-
ities between all terms and words have been calculated through the described
measures.

! http://code.google.com/archive/p/word2vec.
2 http://news.google.com.

3 http://nlp.stanford.edu/projects/glove.

* http://wikipedia.org.

5 http://catalog.ldc.upenn.edu/1dc2011t07.

5 http://www.wordfrequency.info.
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The comparative analysis of contextual constraints and assignment methods
about those similarities intends to determine which method is most effective in
associating gestures with words in accordance with similarity measures, allowing
the presented methodology to be configured.

5 Experimental Results and Discussion

Experimentation has been planned in three phases by evaluating different fea-
tures to be considered for the methodology at each stage.

First analysis covers the similarity of all semantic relations by comparing
two alternative systems for assigning gestures to words: a system that enables
multiple assignments against another one which limits assignments to an unique
gesture.

Multiple assignment system establish a lower minimum membership thresh-
old in such a way as to associate every terms above this value with the respective
word. The location of this threshold will be determined by representing Precision
and Recall for each measures and model, shown in Figs. 2 and 3. In these graphs
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Fig. 2. Precision and Recall curves as a function of the threshold. Euclidean distance.
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Fig. 3. Precision and Recall curves as a function of the threshold. Cosine similarity.

the average value of similarities assessed as correct as well as the average value
of wrong similarities are drawn in order to stimate a range of possible locations.
In this way, an intermediate threshold would exclude most of faulty relations
and would allow a large number of right relations.

In this context, Precision curve represents successful gestures rate on the
whole performed gestures, whereas Recall curve expresses successful gestures
rate on the gestures which should have been activated. Whether a threshold is
located in the right side, a high Precision and a near-zero Recall are obtained
what means only a small number of gestures are performed, with half being
successful. However, a threshold on the left side of graph results in a large number
of executed gestures with a near-zero Precision. Therefore, the most interesting
region is the middle area in which a Precision value no higher than 0.3 without
compromising Recall is achieved.

Concerning unique assignment, system is limited to the closest gesture, link-
ing simply each word to gesture containing the most similar term. Even though
a minimum threshold is fixed, Precision is significantly increased in all values.
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For measuring system performance, the minimum Precision value has been
calculated from null threshold for each measure, shown in Table 1. Precision

reaches 0.4 for cosine similarity with word2vec model.

Table 1. Unique assignment making no distinction between grammatical categories.

Similarity measure Precision

Cosine similarity (word2vec) |0.42
Euclidean distance (word2vec) | 0.31
Cosine similarity (GloVe) 0.29
Euclidean distance (GloVe) 0.21

Faced with the impossibility of locating a satisfactory threshold and reaching
promising Precision, unique assignment method has been considered as the best
option by establishing it during the whole experimentation.

Starting from the idea that the context surrounding a word depends on its
grammatical category, one could think our system should consider grammatical
information. For that reason, we have raised the need of applying a grammatical
restriction for the semantic comparison with the goal of improving rates. Thus
a second phase based on a category-by-category analysis is considered, in which
each term is only evaluated against words in the same category.

The results shown in Table 2 support that division into categories by obtain-
ing better Precision values when limits the comparison of similar context. The
fact that cosine similarity measure get the highest rates for all categories confirms
the initial suspicions about a better quantification of similarity based on prox-
imity between context. High Precision over nouns is appreciated in these results
divided by categories. This could be explained by the fact that nouns and verbs
better reflect semantics in sentences than adjectives or adverbs; whilst adjectives
qualify nouns, adverbs often describe circunstancial aspects of sentences.

On the other hand, the fact that not all grammatical categories appear with
the same frequency in language must be also considered. For example, adverbs
tends to be rarer and have fewer synonyms than nouns. One could then think that
the poor results of the adverbs arise partly because until now we have forced
experimentation to have the same related term proportion in each category;

Table 2. Unique assignment separated into grammatical categories.

Similarity measure Precision

Global | Noun | Verb | Adjective | Adverb
Cosine similarity (word2vec) |0.51 |0.70 | 0.45 0.50 0.36
Cosine similarity (GloVe) 044 |0.64 |0.38 |0.48 0.27
Euclidean distance (word2vec) | 0.43 | 0.55 |0.41 |0.47 0.28
Euclidean distance (GloVe) 0.36 | 0.47 |0.32 |0.37 0.26
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this means that there is a possibility of considering non-existent similarities by
demanding a large number of adverbs related to gestures. Thereby, a last phase
has been taken into account by presenting a modification of data distribution
in each grammatical category to analyse it. More specifically, less strongly rela-
tionships have been removed, giving rise to an decrease of adverbs and a lesser
verb number. This has provided slightly greater Precision values, displayed in
Table 3, which show an meaningful increase in adverb Precision but not sufficient
to ignore the quantitative step between categories.

Given the preceding results, we can conclude that nouns should be prioritized
against other categories when selecting a gesture from free text.

Table 3. Redistribution of data in each grammatical category.

Similarity measure Precision

Global | Noun | Verb | Adjective | Adverb
Cosine similarity (word2vec)  0.53 |0.70 | 0.46 | 0.50 0.40
Cosine similarity (GloVe) 048 0.64 |0.39 |0.50 0.32

6 Final Algorithm Proposal

Once the results have been analysed in every experiment phase, the following
key conclusions can be drawn:

— A membership threshold for gestures is not feasible because of the overlap
between successful and wrong similarities; association based on the closest
gesture has better results.

— Cosine similarity measure is most successful at capturing semantic similarity
with word embeddings. In turn, pre-trained embeddings by Mikolov have
proved to be the most appropriate in a general context.

— Semantic comparison between words and terms into the same grammatical
category is more effective due to the shared features of context.

— A better semantic capture by nouns is observed, what makes us consider an
order of priority to narrow the search of related gestures to each category
by analysing nouns first, followed by adjectives if no relationships are found,
verbs and finally adverbs.

In view of all this, the final proposal for gestural assignment from free text in
a NAO robot will should consider the comparison between a word meaning and
each term meaning composing the semantic space of the gesture. Unique assign-
ment based on the closest gestures will should be included, adding a minimum
similarity threshold; in this way, the gesture containing the term with a greater
degree of semantic similarity with respect to the speech word in the same gram-
matical category will be assigned, provided that exceeds minimum threshold for
subsequent activation.

Our final proposed methodology is based on detecting the most significant
words in speech through segmentation, tokenization and POS tagging processes.
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Fig. 4. Preview image of a video showing a NAO robot movements in accordance with
the final algorithm proposal.

Starting with nouns, semantic similarity will should be analysed from the com-
parison of word embedding vectors with the goal of determining gesture assign-
ment. For that, the word shall be compared to all terms belonging to the same
category; if one or more gestures exceed a minimum cosine similarity value, the
one most closest will be assigned.

To validate the methodology, we have implemented an algorithm including
the FreeLing package [28] for segmentation and POS tagging processes and the
pre-trained word embeddings by Mikolov. A story has been annotated with ges-
tures of Animations library and applied to a Nao robot. Results have been
recorded for a future distribution and can be visualized in a video (Fig.4)".

7 Conclusions and Future Work

Robotics aims to draw a future marked by a high quality of life, encompassing
both social and physical capabilities. Disposition of social interfaces for an inter-
action between people and machines more akin to interactions between human
beings will be of central importance in this future. To this end the gesture inte-
gration into speech will be essential.

The importance of symbolic co-verbal gestures lies in the semantic transmis-
sion of the oral message. The suggested methodology is intended to integrate

7 http://www.ia.uned.es/personal /delapaz/tfm NAONLP _en.html.
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them to provide a smart gestural annotation tool for gestural synchronization
with language. In this sense, the use of naturalness improvement-oriented word
embeddings involves a step forward compared to the techniques employed at the
time in HRI scope.

Those semantic vector-based model also have a low computing cost after
training, since that is estimated by calculating similarity through a simple vec-
tor operation such as cosine. Moreover, the proposed methodology is directly
applicable to other languages whether the respective models are available.

Experimentation confirms that the inherent semantic in word embeddings
contains information about the role of words in language, what penalizes the
comparison between categories. Nouns are showing greater semantic character-
ization, partly due to an enormous amount of synonymous and a better con-
ceptual reflection, whilst adverb meaning representation is considerably worse.
Hence, the viability of word embeddings in the HRI field is confirmed through
a tiered semantic approach from nouns to the rest of categories, leaving open
other unexplored avenues for improving adverb captures.

The proposed methodology has been developed as first approximation of
semantic-based gesture integration. Nevertheless, this proposal leaves open other
lines of research and future improvements. Among these stand out the rule-
based heuristic layer development to improve fluency, introduction of negation
detectors, gestures memorisation for increasing variability or establishment of a
confidence interval for toggling between gestures with similarity semantic val-
ues. Another confluent line of research would be sentiment analysis with which
effusivity may be qualified based on the study of emotional issues in sentences
through polarity classifiers. Finally, a point of view from a discourse analysis
has arisen by using Rhetorical Structure Theory or RST [1]. It is intended to
detect causal, contrast, justify, condition or concession relationships to activate
animations for transition between concepts.
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